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Frequency Control using Cooperative Demand
Response through Accumulated Energy

Milo§ Cvetkove, Member, IEEE.and Anuradha M. Annaswamizellow, IEEE

Abstract—This paper proposes a hierarchical control archi- and [8] the authors describe a hierarchical control archite
tecture for engaging demand into providing primary frequency that consists of centralized droop design at the SO-level an
response services. The proposed architecture relies on the use Oof distributed scheduling of individual demand switching a

information about accumulated energy for the aggregation of de- . . .
mand capabilities and dissagregation of demand responsibilities. the LSE-level. This paper proposes an alternative hiereath

Since the accumulated energy has a distinct additive property, ¢n  control architecture that combines the participation ofhbo
aggregation/disaggregation of demand becomes straightforward SO- and LSE-entities in providing primary frequency cohtro
Additional unique features of the proposed architecture are ysing responsive demand.

that it i) includes the information of inflexible load in the One of the key challenges for designing efficient demand
aggregated demand, ii) allows for intuitive cooperation between

load aggregators. Conditions for stability under cooperating load €SPONse Co_ntrol architecture is aggregatign and disggtioa _
aggregators are derived. Finally, simulations are carried out on Of demand into coherent controllable units. The aggregatio

the IEEE 39-bus system to illustrate the proposed concepts of is often performed using stochastic methods and by assuming

aggregation, disaggregation and cooperation. large number of adjustable loads [5], [6]. The aggregated-mo
Index Terms—Demand aggregation, primary frequency re- e€ls, thus, could show limited performance when the number of
sponse, accumulated energy. participating responsive loads is relatively small. Ttdsrgario

is of particular importance during early adoption stagethwi
low demand participation. The architecture proposed is thi

) paper is focused on enabling simple aggregation of demand ca
EMAND response has been widely regarded as one @fpilities and disaggregation of demand responsibilaigess

the key enablers for accommodating high power pmd“ﬁ'eterogeneous demand units.
tion by re.newable resources [1_]. The potential for adj_lgstin As demand response programs become more widespread,
consumption to match the volatile power production exists Qaring responsibilities between different LSEs becommas ¢
all time scales. Ol_‘ partlcu_lar interest to this paper is dema .y for guaranteeing adequate frequency response. Thisrpa
response for providing primary frequency response. proposes an accumulated energy-based approach to modeling
To enable demand response on the fast time scales, NQy&lemand responsive units that lends itself to an algorftmm

approaches for control of flexible demand are being proposgghneration between LSEs, and the overall hierarchicatabn
in the literature. The research in this field has mainly e®0lv ;. chitecture.

in two directions: i) methods intended for system operators

(SOs) to include demand response units in their real-time

operations [2]-[4], i) methods intended for load servingie A, Proposed Approach

ties (LSEs) to adequately control large number of individua ] o -

flexible units [5]-[6]. References [2], [3] set up the freqog Accumulated energy is a strong |nd|ca§or qf stability of

correction problem as an optimization problem with eithdpterconnected power systems [9]. Hamiltonian-based ap-

economic [2] or technical [3] objectives. In [4], a discrete!oroaCheS have been applied to assess power system stability

time form of an economically optimal demand controller i1 the past [10]. More recently, control of power system

proposed. Controlling large number of demand responsig@MPonents using energy has been investigated in [11]. In

units using mean field games has been explored for the cas&¥ reference, power system components are represeritg us

pool pumps in [5]. An approach using Markov chain model fdccumulated energy as one qf the_ component states. The same

control of thermostatically controlled loads (TLCs) hasbe @PProach has been applied in this paper to model electricity

reported in [6]. Decentralized response to real-time feegy démand using energy state variables.

deviation is a common characteristic of all these methode D Besides being intuitive for stability assessment, the main

to the decentralized nature of the control algorithms, S@+ aattribute of accumulated energy that is heavily exploited i

LSE-level decision making has to be carefully integrated #hiS paper is its additivity. Additivity refers to the prape of

avoid undesired destabilizing effects on the system freque €nergy by which accumulated enerdy of component; is
Control architectures that combine both SO- and LSE-levefiual to the sum of accumulated energie’ of all of its

decision making have been less commonly reported. In [g@ibcomponents =1,... N, i.e.

I. INTRODUCTION
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Equation (1) allows for straightforward combination of Flexible demand is often portrayed in the same form [8]
accumulated energy states, while downplaying the topology
connections between different loads. This feature is et Prp,, = Prp(1+ KppAw) (4)
useful for aggregation and disaggregation of demand capf% . . .

" : . 'where Prp is the active power consumed by the flexible
bilitles under one LSE. Additionally, this property proel demandFaDncK is the ser?sitivity of the erxibI)é demand to
foundation for cooperation between different LSEs and Esab ED > :
them to combine their efforts in the situations when thethe frequency deviation. Both of these values are adjustap

: . Lo L . the corresponding LSE. The composition of the particigatin
cannot fulfill their responsibilities individually. To odin better flexible units could be diverse. and their actual switchin
load model accuracy, the information on the inflexible load ogic may vary correspondingh} Physical characteristids 9
. oo SPISUTn (5] il ceermine accuray o achint,

. e paper g . ) vyith many adjustable loads. Under the assumption that the
describes an integrated inflexible and flexible load mode

establishes its representation using energy states, aat.fin number of participating flexible ur_uts 'S large and that they
. can be exactly controlled at any given timi€zp could take
presents the system model in the energy-power state space, L o
. . . ; . -any value fromKrp € Dyx. Such assumption is made in this
Section 1l explains aggregation and disaggregation usin

energy framework. In Section IV, a method for cooperatio . . -
betw%)én LSEs is presented. Finally, Section V ShOV\FI)S resultsThe mtegrated load model is created by combining (3)
of numerical simulations. and (4) into
Prr., + Prp, = P, + Pr (paKiL +praKrp) Aw  (5)
Il. MODELING

Starting from the typical load representation for powethere Pr = Prr + Prp, py = i andpyq = 152, while
system stability studies, this section introduces an mategl Pi +Pfa = 1.
inflexible and flexible load model in a form suitable for later
use. Next, this model is converted to the accumulated energy Accumulated Energy Model of the Load
state space representation. Finally, the complete povatersy
model in accumulated energy state space is derived.

The load model given in (5) is a steady state model that does
not capture the rate of response of the load to the change in
) i frequency. The notion of synthetic inertia, denotedhby, , €
A. Integrated Inflexible and Flexible Demand Model R+, is introduced in this paper to assign the information on

According to [12], at any given time any inflexible load athe response rate to the load model. As the name suggests, thi
some node in the grid can be represented as a compositioringftia does not represent the physical inertia of corabid
constant impedance load, constant current load and cdnsi@avices. Instead, it originates from the inherit delays h#f t
power load as in (2). control method used and the granularity of power steps that

V2 can be achieved with the participating flexible demand units

Prp, = Prr, Pity 375 +puzv + pity | (1 + KipAw) (2) In this paper, it is assumed tha,, , is constant over the

0 v period of interest.
In this model,p;,, pi, and p;, are the ratios of constant A group of loads unmentioned so far are machine loads
impedance, current and power, which satigfy +pii, +pi; = which are modeled with their physical inertia constdat, .
1, while P;,, represents the nominal value of the compositehese devices, controllable or uncontrollable, can be ag-
load at the particular time of interest. Load voltage lewel bregated with the loads represented using Composite load
given by V' while its nominal value is given byy. Finally, model by adding the two inertia constants together to obtain
the sensitivity of the load to the change in frequenty is j, — TLyn + T, -
given by the coefficienf(; .. Note that machine loads are not Finally, the accumulated energy of the loads defined as
covered by the representation (2) and will be introduced in 1
what follows. Ep, = =Jp,w’ (6)

Model (2) is a standard load model used in power system 2
dynamic studies [13] and its parameters can be estimatedwhich yieldsAEL; = Jr,woAw when linearized around.
real-time [14] at the order of hundreds of milliseconds.c8in From here on, small deviation notatiak is dropped in all
the focus of this paper is on the frequency control, the lo&kpressions for simplicity. Additionally, it is assumedttall
model from (2) is represented as variables are given in per units, which yieldg = 1.

By noting that the first derivative of energy has the dimen-
Prp, = Pro(1+ KipAw) () sion of power, i.eE = P, it follows from (5) and (6) that the

where P;, = const by assuming constant voltage Ieveload model in the energy domain can be described as

throughout the grid. Reference [6] shows that constanagelt . Dy,
assumption results in an error not higher than 2% for the Er, = Z Ppo; =P, = JL Er, (7)
method proposed therein. This paper recognizes the exesten RESn ’

of such error but does not investigate its impact due to éichit where Dy, = Pr, (pu, K1z, + pra; Krp;) and F, is the
space. set of all line flows meeting at nodg and accounted for as
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positive if their assigned direction is into the node andatieg  11l. A GGREGATION AND DISAGGREGATION WITHINLSE
otherwise.

Dynamic model (7) represents the load model in acc
mulated energy domain parametrized by the synthetic meré
constant.Jr,;, and the synthetic damping coefficied?;,, .
Parameters/,, € Dy and D, € Dp are adjusted by
the corresponding LSE. Also note that the assumption
frequency sensitive nodes from [2], [16] is replaced by tq%f
property of loads to accumulate energy.

The aggregation and disaggregation are based on the control
rchitecture in Figure 1 that is to some extent implicitly
lssumed in [3], [5], [6] while explicitly stated in [7], [8]n
this architecture, the LSE collects the information abaaidl
capabilities from the individual units and combines it ttigg.
is process is referred to amgregation The aggregated
ormation on load capabilities, denoted by, andDp,
communicated from the LSES to the SO at a rate from tens of
minutes to an hour. The SO uses this information to compute
the actual damping coefficied?; for each of the nodes. This
computation can be performed using heuristics from [8] or

First, the generator model is introduced. The classicaly other adequate analytical method. The newly obtained

generator model captures dynamics of mechanical frequerfdy, coefficients are communicated to the LSEs. Assigning the
rotation of generatoi as responsibilities to individual loads based on the assighed

is referred to aglisaggregation Since it is assumed that the
SO already knows fixed¢,/Js, of all generators, this type
of architecture ensures that droop constakiisp; of flexible
demand are aligned with droop constants of generator prime
where Jg, is the inertia of generatoé, D, its damping MOVErs.
coefficient, Py, its mechanical power input.

The energy model of a generator can be established in a System Operator
similar fashion as the one of the load, i.e. by substitutitages
w; with the accumulated energy of the generakgy, .

C. Power System Model in Energy Domain

. 1
Wi = 5 (Par; = > Pp, — Da,wi) ®)
Gi kEF,

Dg,

EG7, _ PMi, - Z Pfq‘k - J ’EG (9) Load Serving Entity
kEFn K
j®o @ | Fnael luefoa]
SYyn’ h;
A linearized active power model that appeared in [17], [3] is N B
used to represent the transmission system. This model assum Inflexible load Flexible demand

constant voltage levels across the grid, small voltage @has T
angle differences and negligible losses. Transmissi@s lare z z
represented using linearized flow variable dynamics l l
P P

an,m = Bum (Wn - Wm) (10)

Fig. 1. A hierarchical control architecture for demand resm

whereB,,,,, is the susceptance of the transmission line between

nodesn andm. Aggregation:Let load at bug be composed oV integrated
Transmission line flows can be expressed in terms @,ads that are modeled as in (5), and 11# where k=
accumulated energy at the nodes as . N denote the synthetic inertia constants of fiidoads.
The synthetic inertia of the aggregated load is computed as
. E E the sum
P; = B (=2 -2 11
Fm ( 7 Jm) 11) N
i, =301 (13)

Finally, the power grid is modeled as an undirected graph
whose nodes belong either t or £. Those nodes without
generation or demand can be reduced from the grid usingRelationship (13) follows directly from energy definitio) (
Kron’s reduction [18]. Transmission lines belong to the sé&@nd the additivity property of energy (1).

T. Thus, a power grid model can be stated as Disaggregation: Let load at busj be composed ofN
integrated loads that are modeled as in (5), andHéf,)J_
Fo = Py, — Z Py, — Dg; w i€g wherek = 1..N denote the droop constants of thé loads
' ' e, ' Ja, and pr’% be their active power operating levels. The droop
Dy constants of the integrated loads have to satisfy the fatigw
= Z Py, — Pr, — 7 “Ep;, jEL (12)  relationship
keF; L

: E, En, Y (k) 7-(k)

P, = Bnm(J—n -7 ) (n,m)eT Dy, = Pro, K, =Y Pip Ky, (14)

k=1
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Relationship (14) follows directly from energy definitiod) ( satisfies
and the additivity property of energy (1). D,

D,
The actual values fonK(l)) are computed by the corre- || 2. Ep, + Lepy || <

sponding LSE during dlsaggregatlon to optimize eithernéch ‘]L Uz
\/ D/L7 D/LkELJ ELk
2 Er. | <

cal or economic performance of flexible demand. For example, D, D
J Ly,

higher value forKF[)) can be assigned to the integrated || 7 Tt / . 17)
load that possesses higher number of participating unitshwh L; Ly Ep.\/J1, L,
would result in better realization of the assigned damping —
coefficient. | Dy Dy . Dy, Dy, |
Note that an LSE could internally reevaluané( coef- J’Lj Jr, Ji Jp, Le

ficients with a period higher than the operatlng mterS?aI

This ensures a level of flexibility to the changing operating
conditions. If such reevaluation does not provide expect@d Stability Conditions for Cooperation
benefits, reevaluation through cooperation with anotheg LS

can be used instead, which is addressed in Section IV. Stability conditions for cooperation are based on the con-

nective stability concepts from [19]. Power system mod&) (1
can be represented in a connective form as

IV. COOPERATION BETWEENLSES i1 = Ayay + Ao s
Since the aggregation of demand capabilities and disaggre- @y = A + A2171 (18)
gation of demand responsibilities are performed at a rate \%ere@
tens of minutes to hours, which is denoted herehyan
emergency mechanism is needed to share the aSS|gnmen
between LSEs in the case operating conditions change con-

siderably withinT". Cooperation between LSEs that exchange2

E;,, is the aggregated energy of LSEand B,

and vectorz, contains all other states of the system.

1rlsneorem System (18) is stable if the systems = A;121,
= Asoxo, andr = Wr are stable, wher&V is defined as

accumulated energy information is a mechanism that ensures 2;L((GH) . i=
satisfying demand behavior in response to frequency demiat ), ; = mm(,{ 4,5 =1,2 (19
In what follows, it is assumed that two cooperating LSEs, NGNS 7

A and B, are also neighboring LSEs, i.e. there exist at least o ]

one transmission line whose one terminal ngdeelongs to and where,,(-) and Ay (+) are the minimum and maximum

LSE A and the other terminal node belongs to LSEB. eigenvalue, andi;, andG), are positive semidefinite matrices
Cooperation: Let two neighboring LSEsA and B, be that sat|sfyA 1Hy + HiAn = =Gy and A, Hy + Hy Ay =

assigned withKrp, and Krp, for their respective nodes at

the beginning of an operating interval Assume that LSE4 Proof See [19] for proof. o

is capable of delivering 0”|Y(FD < Kpp, due to a sudden Theorem System (18) is stable iff its two subsystems;

lack of demand responsive units in its Jurlsdlctlon If LSeand Az, are stable and if the following relationship holds

B reevaluates its droop coefficieht,., by solving for new 9 T
D7, using the following relationship ' /\"L(G;I)AM(Hl) > AN (H2) v At (Afy Ar2) Ane (A7) Az1)
)‘M(Hl) m(G2) m( 2)

o (20)

77 + 7 + - =Dy, Proof: Condition (20) can be rewritten asqjwsy —
L e\ I, wigwsy > 0. Sincew;; < 0 for i = j andw,; > 0 for i # 7,
condition (20) is necessary and sufficient to have negative

: Dr; | Dg VvPr;Dr,  poles of matrixi¥, and thus, stability of system (18).
where Dy is computed ad;, = - b 2
Le P Le ™ I, Tt VLT, Theorem System (18) is stable iff),_ satisfies the follow-

then the sufficiently high damping’}Dk of the LSE B that ing relationship
can compensate for the lack of performance of the LSEB
guaranteed. Dy Jr K
Proof: Since LSE A cannot perform according to the 8\//\M AT, A1) A (AT Agy)
assigned responsibilityrp , the energies of the loads
and k of the two LSEs are combined into a single stat¢herei =

Ey, = Ep,+Ey,. Dynamic behavior of this state is described Proof: Relatlonsh|p (21) follows from (20) by setting
b Amv (Hz) 1 and )\M(Hz) _ 2DLt
y N (Ho) 1 (G2) JL
Relat|onsh|p (21) can be extremely useful in practice to en-
Z Py — (Py, +Pp) — Dy, Er, (16) sure that the damping coeff|C|e_nt obtalnec_j_through_ (_:oomrat
Jr, between two LSEs does not violate stability conditions &f th
whole system. To successfully perform this check, SO needs

whereDy,, is computed as in (15) so that the last term of (168D supply constank to the cooperating LSEs.

(21)

m(G1)/\m(H1)
A2

lE]“ U]:k



Submitted to IEEE American Control Conference, Boston MA1&.

Electrical system frequency

V. SIMULATION RESULTS

Simulations are performed on the IEEE 39-bus system to
illustrate aggregation, disaggregation and cooperatidns
system has 10 generator and 19 load nodes. The remaining
nodes are reduced using Kron's reduction. Parameters of
the IEEE 39-bus transmission gri8,,, and the dynamic
parameters of the generatdps;, and.J, are taken from [20].
Nominal mechanical power input of generatofs,, and

60.005

frequency[Hz]
@
3

59.99

nominal load consumption’;, are also taken from this s
reference. Frequency damping coefficient of inflexible foad timels]
K1, have been assigned to loads randomly in the rabge (a) Without flexible demand

as suggested in [12].

The nominal level of flexible demand on all consumption
nodes Prp, is taken in a random fashion as a percentage cooL
of total nominal loadPy,; ranging betweer20% — 30%, i.e. w0008
pyra, € [0.2,0.3]. The nominal level of inflexible load on all
consumption nodes’;, is computed asPrr, = pi, Pr,
where p;, = 1 — pyq,. Synthetic inertia constantg;, are 59995
randomly chosen in the rand®,0.3] which is at least two
order of magnitudes less than the smallést.

Electrical system frequency

I g

60.015

frequency[Hz]
Y
3

59.99

To illustrate aggregation, disaggregation and coopardkie T 0w % w0 s w0 70w % i
attention is focused on two nodes, namely 15 and 16. Load at ™
bus 15 is composed of an inflexible load component, and two (b) With flexible demand

controllable components which are thermostatically ail#d rig 3. Electrical frequency response in the IEEE 39-busesys
loads (TCLs) and pool pumps as shown in Figure 2. In the

same figure, load at bus 16 is composed of inflexible load TABLE |

component and thermostatically controlled loads. It igHer PARAMETERS OF THE LOAD ON NODESL5 AND 16.
assumed that bus 15 belongs to L8End that bus 16 belongs Node 5 6

to LSE B. Jr 0.1153 | 0.0288

J

Dy, | 23672| 3.1146
K., | 0.7140| 0.9604

<l6> J
—1 Krp, | 0.7485 | 0.9426
pi; | 0.2545| 0.2286
/ Thermostatically pra; | 0.7455| 0.7714
8> Inflexible ontrolled
load load
5>
- 15> flexible demandKrp, for j = 15,16 as in Table I. The
- " . frequency deviation is much smaller when flexible demand
ermostatically . . . )
~ 1— |contro|led is engaged in its stabilization.
:nfljxib'e foad To illustrate disaggregation, it is assumed that the number
oa .
M )Pl of pool pumps at node 15 has decreased by one half during the

pumps

operating hour. This results in 50% change of the inertidef t
Fig. 2. Composition of load on nodes 15 and 16 in the IEEE 39spatem. aggregated demand at node 15 and in 25% decredg@@fs-
The accumulated energy response is given in Figure 4(a).
As explained previously, the LSE will internally reevaleat
In these simulations, disturbance is simulated as a randd@sdroop characteristi&’rp,. by readjusting the droop of the
deviation in nominal power of inflexible load, i.e’;, + TCLs. Figure 4(b) shows the same accumulated energy signal
U(—0.5,0.5)MW. Figure 3(a) shows the impact of this dis-after reevaluation ofXrp,.. High frequency fluctuations of
turbance on the system frequencyhif-p, = 0,V;j € L. This accumulated energy are smoothed out with the reevaluated
simulation is performed to illustrate the base case, when parameters.
flexible demand exists in the grid. Next, a case is considered in which L3Ecannot reevaluate
At the beginning of an operating interval, the SO will cotlecthe droop coefficient for load at node 15 and instead engages i
the load capability parameters from the LSEs and will corputooperation with LSEB. In this case, LSEB will reevaluate
new damping coefficientd);, which yield Krp,. Relevant its droop coefficient as described earlier obtainifg,, =
parameters of the loads on these particular nodes for the955 Krp,, = 1.8020. Figure 5(a) shows the response of
operating period of interest are given in Table I. the accumulated energy of the load at node 16 without the
Figure 3(b) shows the response of the system frequeragjustment while Figure 5(b) shows the response of the same
to the same disturbance with assigned droop coefficientsvafriable with the reevaluated coefficients. After reevatum
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%108 Energy of the load at node 15 «108 Energy of the load at node 16
15 3

0.5

o

energy[MWs]
I
o

energy[MWs]

IS
o

~

0 10 20 30 40 50 60 70 80 90 100 0 10 20 30 40 50 60 70 8 90 100
time([s] time([s]

(a) Without reevaluation of droop characteristic (a) Without cooperation between LSEs

152108 Energy of the load at node 15 5 x10® Energy of the load at node 16

1

0.5

o

energy[MWs]
I
o

energy[MWs]

IS
o

~

0 10 20 30 40 50 60 70 80 90 100 0 10 20 30 40 50 60 70 80 90 100
time[s] timel[s]

(b) With reevaluation of droop characteristic (b) With cooperation between LSEs

Fig. 4. Accumulated energy of the load at node 15 in responsedoeased Fig. 5. Accumulated energy of the load at node 16 in responsedoeased
performance by pool pumps. performance by pool pumps.

Peformance degradation vs. improvement

LSE 16 is engaging more resources which results in lower
accumulated energy deviation.

Finally, the average benefit obtained through cooperation
is quantified by comparing the degradation of frequency
stabilization performance due to the reduction in flexible
demand at node 15 with the improvement obtained through
cooperation with flexible demand at node 16. Degradation
and improvement are compared for 10 different values of
flexible demand reductiof., ~ ranging from0% to 100%
of Kpp,, from Table 1in10% increments. Both, degradation T e e o o o 5 o o
and improvement are quantified using disparity ratio which Kep,, reduction [percent]
is computed asE(Ig;i/)Q + E(SE’;Z/)Q, wherez = Ep,. and
y = Er,, for the case with load reduction but withou
cooperation. When computing degradatioh = FEr,. and
y = Ep,, take values for the case without load reduction.

When computing improvement’ = E.,; andy’ = E.,, objectives. The model has been tested on the IEEE 39-bus
take values for the case with demand cooperation. system. It was shown that aggregation, disaggregation and
Figure 6 shows the obtained values for degradation aggoperation lead to smoother frequency and accumulated en-
improvement. Both, degradation and improvement are in tReyy response. A 16 to 23% improvement was obtained using
range between 9% and 23%. In all cases but one, the imprOMQT approach and its aggregation-disaggregation_coﬁpera
ment using cooperation is higher than the degradation fac@simponents. Future work will further investigate impetites

by the loss of responsive demand. The difference between thecontrol of demand by including more accurate models of
two is much more significant for a lower percentage of l0$tSE-level control.

demand.

improvement
2t degradation

disparity ratio [percent]

ig. 6. Degradation due to flexible demand loss vs. improventenugh
ooperation.
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