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Abstract

The LIGO project is part of a world-wide effort to detect the influx of Gravitational Waves
upon the earth from astrophysical sources, via their interaction with laser beams in inter-
ferometric detectors that are designed for extraordinarily high sensitivity. Central to the
successful performance of LIGO detectors is the quality of their optical components, and
the efficient optimization of interferometer configuration parameters.

To predict LIGO performance with optics possessing realistic imperfections, we have
developed a numerical simulation program to compute the steady-state electric fields of a
complete, coupled-cavity LIGO interferometer. The program can model a wide variety of
deformations, including laser beam mismatch and/or misalignment, finite mirror size,
mirror tilts, curvature distortions, mirror surface roughness, and substrate inhomogene-
ities. Important interferometer parameters are automatically optimized during program
execution to achieve the best possible sensitivity for each new set of perturbed mirrors.
This thesis includes investigations of two interferometer designs: the initial LIGO system,
and an advanced LIGO configuration called Dual Recycling.

For Initial-LIGO simulations, the program models carrier and sideband frequency beams
to compute the explicit shot-noise-limited gravitational wave sensitivity of the interferom-
eter. It is demonstrated that optics of exceptional quality (root-mean-square deformations
of less than ~1 nm in the central mirror regions) are necessary to meet Initial-LIGO per-
formance requirements, but that they can be feasibly met. It is also shown that improve-
ments in mirror quality can substantially increase LIGO’s sensitivity to selected
astrophysical sources.

For Dual Recycling, the program models gravitational-wave-induced sidebands over a
range of frequencies to demonstrate that the tuned and narrow-banded signal responses
predicted for this configuration can be achieved with imperfect optics. Dual Recycling has
lower losses at the interferometer signal port than the Initial-LIGO system, though not sig-
nificantly improved tolerance to mirror roughness deformations in terms of maintaining
high signals. Finally, it is shown that “Wavefront Healing”, the claim that losses can be re-
injected into the system to feed the gravitational wave signals, is successful in theory, but
limited in practice for optics which cause large scattering losses.

Thesis Supervisor: Rainer Weiss
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Chapter 1

Introduction to Gravitational Waves and
interferometric detectors

A fundamental prediction of Einstein’s General Theory of Relativity [1], as well as any
other causal theory of gravitation, is the existence of Gravitational Waves. Gravitational
Waves (GW’s) carry energy and information away from strongly accelerating, massive
systems, propagating away at the speed of light to update the resulting gravitational field
structure in the surrounding universe. Gravitational Waves, almost completely unimpeded
during propagation through intervening matter [2], are one of the best probes for examin-
ing the behavior of very distant and massive astrophysical systems.

The Laser Interferometer Gravitational-wave Observatory (LIGO) is one of a new
breed of interferometric detectors of gravitational radiation [3]. LIGO will be a general-
purpose observatory, designed to explore the universe in the “Gravitational-Wave band”,
as well as measuring the properties of the GW’s themselves, thus testing gravitational the-
ory in a fundamental way. In order to accomplish this goal, the LIGO Project is in the pro-
cess of constructing several long-baseline interferometers, highly specialized systems with
state-of-the-art optics and control systems. These interferometers must be exceptionally
well isolated from all contributing noise sources, and must be held to exacting resonance
conditions, in order to detect the extremely weak signals that are expected from even the
most powerful astrophysical sources.

A number of LIGO prototypes have been constructed to test and refine various aspects
of the final detectors, but it is very difficult to predict the behavior of a complete, LIGO-
scale interferometer with realistically imperfect optical components, from analytically or
experimentally simplified prototypes. It has therefore been necessary to construct a full-
scale numerical model of a full-LIGO interferometer with precisely-defined, realistic optics.
The thesis that is presented here will document the results of this LIGO simulation research.

1.1 The LIGO scientific mission

1.1.1 Gravitational Waves (GW’s) and the principle of detection

According to Einstein’s General Theory of Relativity, there is a precise mathematical rela-
tionship between the distribution of matter and energy in space, and the “curvature of
spacetime” that it generates, and this spacetime curvature in turn embodies the action of
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gravitational forces back upon that matter and energy [4]. Spacetime curvature is repre-
sented by the metric tensor, g,,, which is said to be “flat” in the absence of nontrivial
gravitational fields. The metric tensor is a measure of the relativistic “distance” (i.e.,
“invariant interval”) between two points with coordinate separations dx* (in four dimen-
sions), as follows:

Interval = d12 = 8uv- dxMdx’ , for pu,v summed over (x,y, z, t) (1.1)

In Einstein’s (linearized) theory, gravitational waves represent a oscillating perturba-
tion to the Minkowski metric, Npv> of flat-spacetime. In the so-called “transverse-trace-
less” (TT) gauge, a GW can be represented as follows [4]:

8uv = nw+huv (1.2)
with:
-1000 00 0 O
0100 Oeg, g, O
0001 00 00

where # is the dimensionless (peak-to-peak) amplitude of the GW (with h « 1), with the
GW angular frequency being given by Wgw = 2TV gy » and where 85y, is the GW’s ini-
tial phase in the plane of the detector (i.e., at z=0). This metric represents a GW propagat-
ing at the speed of light, ¢, along the z-axis with wavenumber kgy = Wgy /¢ . There are
two possible polarizations, called “+” (g, = 1, &, =0) and “X” (g, = 0, & = 1), which differ
by a 45° rotation about the z-axis.

To visualize the effect of the GW upon “freely-falling” (i.e., unconstrained) masses,
Figure 1.1 shows the motion of a ring of particles during one period of oscillation as a GW
with the “+”-polarization travels perpendicular to the page:

2N
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Figure 1.1: Action of a Gravitational Wave upon a ring of freely-falling (inertial) masses.



From this figure, it is apparent that a Michelson interferometer with the proper align-
ment (such as that shown in Figure 1.2) would be ideal for converting the GW forces into
an oscillating output fringe, where the interferometer mirrors — not bolted to an optical
table, but hanging as pendula — would act as freely-falling masses above the pendulum
frequency of their suspensions. This is the fundamental principle of LIGO GW detection
[5], where the additional optics in a LIGO interferometer (as will be discussed in detail in
upcoming sections) serve only to amplify this signal or separate it from noise.

h
Tt'a L arm COS (0 gy t + 3)

Input Laser /s

> 7

/
/

h
+ 5 L arm COs (0 g t + 8,)
GW-Induced Output Fringe

Figure 1.2: Measuring GW-forces with a simple Michelson interferometer.

Figure 1.2 depicts the action of a GW as a force which moves the mirrors back and
forth in an opposite fashion, so that the round-trip time for the laser beam along the two
paths is different, and thus a differential phase shift exists between the two beams for
recombination at the beamsplitter. This phase shift causes output light to emerge from the
exit port of the interferometer, which would otherwise have exhibited a dark fringe in the
absence of GW'’s due to perfect destructive interference of the two beams.

This “forces on mirrors” or “phase shift” picture is a valid way to view the physical
behavior of the interferometric system [5], but an equally valid perspective is the “GW-
induced-sideband” picture, in which the mirrors are considered to be at rest with respect to
coordinates that are “comoving” [4] with the GW, and for which the effect of the GW is to
create sidebands on the laser light which are generated with opposite sign in the two Mich-
elson arms, and thus emerge from the interferometer exit port to provide the GW-signal.
Though these two pictures are completely equivalent (and equally valid), one is sometimes
more useful than the other for visualization or calculational purposes. Both viewpoints
will be used at appropriate times in this thesis.

Lastly, we note that the weak coupling of GW’s to matter (i.e., infinitesimal #) which
makes GW-detection so difficult, also has a beneficial effect for astrophysical observation:
it makes the universe almost transparent to the waves. GW’s experience virtually no
absorption, scattering, or dispersion of any kind once they have left their initial “wave-
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generation” region [2], and thus provide observers with a view of regions that are very
optically dense (sometimes due to high concentrations of matter in the deep gravitational
well of a GW-source), such as from the cores of supernovae, or from sources that are
extremely distant, such as extragalactic coalescences of Black Hole binaries.

1.1.2 Gravitational-Wave sources and LIGO science goals

The emission of gravitational radiation is similar to that of electromagnetic radiation in
principle, though it is so much smaller in practice because of the weakness of the gravita-
tional force compared to electromagnetism (~107%° times weaker for the force between a
proton and an electron). Only very massive systems undergoing powerful accelerations,
such as cataclysmic astrophysical events, will radiate detectable GW’s. Observable gravi-
tational radiation will therefore be emitted by masses undergoing coherent bulk motions,
and will pass freely though space all the way from deep in their emission regions to terres-
trial GW detectors. This is in contrast to electromagnetic emissions, which are formed
from the incoherent sum of radiation from a great many particles, and which typically
come to us from the surfaces of stars or from less optically thick regions such as stellar
atmospheres and plasmas, and which typically suffer strong absorption, dispersion, or
scattering along the way. Furthermore, typical GW-frequencies should be of order the
(inverse of the) transit time of the system undergoing coherent bulk motions (i.e.,
Vgw ~ 1/T), so that vgw < 10* Hz, unlike the very high frequencies of electromagnetic
radiation which reflect the timescales of atomic transitions and/or thermal emission from
high-temperature objects. The overall result of these differences is that Gravitational Wave
observatories are expected to open up a completely different window on the universe and
lead to a new revolution in astrophysical understanding, much as was achieved by the
introduction of radio and x-ray astronomy earlier in the century, as compared to traditional
optical astronomy [2].

Now consider the angular pattern of radiation which will by emitted by a typical
source. As monopole radiation is forbidden in electromagnetism because of Gauss’ Law
and the conservation of charge, monopole radiation is also forbidden in gravitation
because of Birkhoff’s Theorem' [6] and the conservation of mass-energy. Unlike electro-
magnetism, however, dipole radiation in gravitation (both “electric” and “magnetic”
dipole types) are forbidden by (respectively) linear and angular momentum conservation
[4].

The energy in GW’s should therefore be dominated by quadrupole radiation, which is
proportional to the square of the third-derivative of the (“reduced”) quadrupole moment.
This third derivative is given as [4]:

1. The theorem states that, “a spherically-symmetric gravitational field in empty space must be
static”, even if measured from above a (fixed) quantity of mass-energy undergoing radial pulsa-
tions.
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i~ (mass in motion) X (system size)2 5 M R2 5 M V2 _ (Nonspherical Energy) (1.4)
(system transit time)® T3 T T '

where it is seen that only the “nonspherical” part of the accelerating mass-energy contrib-
utes to the quadrupolar radiation. The power in a GW is proportional to the square of the
GW-strength h times vgw [4], so taking into account the fact that the gravitational power
must decrease as the inverse-square distance from the source in order to conserve energy
(i.e., GW-power ~ GW-energy/4m r2) we may write h as a function of emitted GW-
energy, as follows:

~ GW-power [ GW-energy/4n r T . MV?
h ~ ~ ~ xX] ~ (1.5)
VGow 1/T 2.nr 3r
By factoring in the appropriate constants (G, ¢) to make h dimensionless, we get:
2 nonspherical nonspherical
p-GMV G E ) ewx10? | (IOMPC) (1.6)
3cr ¢ r M, c 4

This formula gives a (very rough) approximation of the GW emission from a “typical”
astrophysical source, as well as a rough estimate (neglecting factors of order unity) of the
measurable GW-induced strain caused by ~1 solar mass of energy undergoing nonspheri-
cal (primarily quadrupolar) motion at a distance from earth similar to that of the Virgo
cluster of galaxies. Since even a fraction of a solar mass represents a tremendous amount
of energy in coherent bulk motion, only very powerful sources will emit significant energy
in the form of GW’s. Such systems must be rare, and thus the nearest ones are likely to be
extremely far away, requiring LIGO to construct interferometers of unprecedented sensi-
tivity, measuring GW-strains of few X 107 or better.

Gravitational Wave sources are grouped into three categories: periodic sources (e.g.,
non-axisymmetric pulsars), bursts (e.g., supernovae, coalescing Black Hole binaries), and
stochastic sources (e.g., primordial GW’s from the Big Bang). Signal processing and esti-
mation of signal-to-noise ratios is different for these three categories of sources [2], as will
be seen during GW-signal calculations in Section 3.4; but for each of these source types
one can compute a “characteristic” GW-strength, h;, which can be used for comparison
with detector sensitivity.

For each potentially important source of GW’s, there are significant uncertainties and/
or physics limitations which make it difficult to be certain of LIGO’s ability to detect them.
Pulsars, for example, are known to exist in large numbers, and the GW emission from such
objects is fairly easy to compute, assuming a given quadrupole moment (“ellipticity”) for
the spinning neutron star [2, 7]; but there are stringent upper limits on their (static) elliptic-
ities and on their overall energy emitted via GW’s, from, respectively, estimates of the
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breaking strain of their crusts, and from limits to the rate of slowdown in spin which they
experience [7]. Similarly, the rate of occurrence of supernovae is fairly well known [8], but
it is extremely difficult to predict the non-sphericity of the supernova core collapse, and
thus the amount of energy that would be radiated away gravitationally [9]. Coalescences of
compact-body binaries, however, have a fairly predictable gravitational waveform and
radiation strength [9], but in the case of neutron star-neutron star (NS/NS) binaries they
may be sufficiently weak, and such binaries may be sufficiently difficult to produce via
stellar evolution [10, 11] (thus being rare and far away), so that they lie just below LIGO
detectability. In the case of binaries with Black Holes (BH/NS or BH/BH), while their
GW-emission will be much stronger (and are thus observable much farther out), their
abundance in the universe — and in fact, their very existence — is extremely uncertain.

In the face of these uncertainties, LIGO has been designed with one very concrete goal
in mind [12]: the Enhanced-LIGO interferometers! are designed to be very likely to detect
the coalescence of NS/NS binaries, a fairly weak but potentially the most predictable
sourceZ. In addition, the Initial- and Enhanced-LIGO systems are also designed in order to
have a good chance at detecting the other GW-sources mentioned above, as well as being
broadband and flexible enough to detect the most important Gravitational Wave source of
all: the Unknown.

Figure 1.3 shows the projected LIGO sensitivities for Initial and Enhanced (i.e.,
advanced-subsystem) detectors, along with theoretical “best estimates” of signal strengths
(as a function of GW-frequency) from inspiraling compact binary sources (as they evolve
in time), at various distances from the earth. The stippled areas represent a theoretical
range of detector sensitivity depending upon source location on the sky and GW-polariza-
tion, as well as the signal-to-noise ratios required for detection; the hgg (“sensitivity to
bursts”) curves represent randomized source direction plus the requirement of high-confi-
dence, correlated detection in all LIGO interferometers, while the Ao curves represent
unity signal-to-noise detection for GW’s with optimal source direction and GW-polariza-
tion. This figure, reproduced from a local LIGO presentation [15], demonstrates the esti-
mated high-likelihood of compact-binary detection with planned LIGO systems.

If LIGO detectors succeed in observing these or other sources, then in addition to
being an astrophysical observatory, LIGO would also test aspects of GW’s such as their
predicted quadrupolar nature, their spin (relativity predicts spin 2), and their propagation
speed in vacuum (e.g., by comparing the arrival time of GW’s from supernovae with the
arrival time of its neutrinos), assumed to be at the speed of light. Information about the

1. An “Enhanced” LIGO interferometer refers to a system which integrates a number of advanced
subsystems into the Initial-LIGO configuration.

2. The emission of gravitational radiation from a binary pulsar (NS/NS) system has in fact been
demonstrated via observations by Hulse and Taylor [13] of PSR 1913+16, which was shown to lose
orbital energy (presumably due to GW’s) at a rate that matches the predictions of general relativity
[14]; this finding has been the first (indirect) experimental proof of the existence of GW’s.
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Figure 1.3: Target sensitivities of LIGO interferometers for inspiraling compact binaries.

physics of GW-generation would also be obtained, thus providing our first glimpse into
the behavior of highly relativistic systems with strong, nonlinear gravitational fields.

1.2 Interferometer noise sources and the shot-noise
sensitivity limit

The projected LIGO noise curves shown above in Figure 1.3 can be seen to possess some
structure, including clearly-defined regimes of different functional behaviors. These noise
curves actually represent the quadratic (i.e., incoherent) sum of a variety of anticipated
noise sources. A plot of the individual noise contributions for the Initial-LIGO detector
[15] are shown in Figure 1.4, in which certain “technical” noise sources (e.g., amplifier
noise, and several narrow suspension wire resonances) have been omitted.

The “fundamental” noise sources which we consider generally fall into two categories:
sensing (or phase) noise, and random force noise. In the language of our “forces on mir-
rors” interpretation of GW-action described in Sec. 1.1.1, we would say that sensing noise
affects where we measure the interferometer mirrors to be, while random force noise actu-
ally pushes them around, as GW’s would do. Examples of sensing noise are photon shot
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Figure 1.4: A summary of anticipated noise sources for the Initial-LIGO interferometers.

(i.e., counting) noise, phase shifts induced by residual gas in the beamtubes, and stray
light pollution. Examples of random force noise are thermal vibrations (in the suspension
wires and in internal vibrations of the mirrors), seismic motions, gravity-gradient-induced
mirror motions, and radiation pressure fluctuations due to variations in circulating laser
power.

The dominant noise sources for the Initial- and Enhanced-LIGO configurations are
seismic, thermal, and shot noise (although radiation pressure noise may become important
in Enhanced configurations with very large laser input powers, such as ~100 Watts). These
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dominant contributions clearly define the overall noise estimates, h(f) I, shown in Fig.
1.3, and we will restrict our consideration to these noise sources in our study of interfer-
ometer behavior.

This thesis focuses on the effects of imperfect optics upon LIGO performance; in par-
ticular, imperfect optics reduces the amount of circulating interferometer power available
for sensing mirror positions, and also increases the amount of scattered power in high
transverse modes that appears at the exit (i.e., signal) port of the Michelson beamsplitter.
The former effect reduces the statistics available for photon counting, while the latter pro-
vides stray light that adds to the shot noise but not to the GW-signal. The quality of inter-
ferometer optics therefore has a direct impact upon the interferometer shot noise curves,
while it has little effect upon the level of random force noise contributions such as seismic
or thermal noise.

In our interferometer simulation work, therefore, we focus upon the shot-noise-limited
region of the LIGO noise envelope in evaluating the effects of optical imperfections. For
each set of output results, }~15N( f) is computed, and can be compared to LIGO require-
ments. This shot noise function can be combined with the expected levels of seismic and
thermal noise in order to represent the overall noise envelope, i:( f), of a LIGO interfer-
ometer with a particular set of imperfect optics. It can also be converted (such as in Chap-
ter 3) into mathematical forms that are well-suited for comparison with astrophysical
predictions, in order to determine the effects of optical deformations upon the capabilities
of LIGO to detect gravitational waves of reasonable, anticipated strengths.

One can obtain a simple estimate of the shot-noise-limited sensitivity of a LIGO inter-
ferometer via the Heisenberg Uncertainty Principle for photon number and phase [16]:

AN -A¢ ~1 (1.7)

The power in a laser beam is given by P = N-h . 4V, so for a coherent beam with
AN ~./N , we have AN ~,/P-1; ./ (hpianck V) (for signal integration time Ti,,). A phase
shift is related to a length change according to A¢ =2k ALN,,,,ces=4TALN, . /A .
We can combine these results to re-express the uncertainty relationship as follows:

AL = A ’hplanckv — 1 ,hplanckd\' (1.8)
4anounces P Tint 4n Nbounces P Tint

With the change in the interferometer arm lengths from GW’s given by AL ~ h - L (where
L for LIGO arms equals 4 km), and assuming Npgynces ~ 130 for the stored power in the
Fabry-Perot cavity (see Fig. 1.5) arms, ~100 W of power encountering the Initial-LIGO
beamsplitter, T;, ~ 5x 1073 s (for vgw ~ few x 100 Hz), and a factor of ~2 in sensitivity
roll-off at the observation GW-frequency (say, ~150 Hz) this yields a GW-sensitivity of:

1. We define h(f)= I-t(va) as the GW-strain needed to produce a signal-to-noise ratio of 1, after a
one second signal integration time.
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h = 2 hplanckCl - 1 °
4nN,, Ly P-1,,  2m(4000 m)(130 bounces) (1.9)

(6.626 x 10724 J. 5)(3 x 10° m/s)(1.064x10° m) »
X = =2x10
100 J/s - 5x 107 s

Comparing this approximate result with Eq. 1.6 for GW-emission strengths, and given the
need for high signal-to-noise ratios (and considering non-isotropic detector sensitivity), we
see that a significant amount of a solar mass’ worth of energy undergoing nonspherical
motion is necessary, for a source emitting GW’s at a distance of 10 Mpc from the earth, for
it to be within range of detection for an Initial-LIGO interferometer — also assuming that it
is observed at GW-frequencies where noise sources other than shot noise are unimportant.
More sophisticated calculations of shot-noise-limited sensitivities will be done later on
in this thesis to interpret the output results of our numerical interferometer simulations;
but this order-of-magnitude calculation is sufficient to show that the detection of gravita-
tional waves by LIGO is a viable prospect, and that reducing the shot noise level with
high-quality optics will have a strong impact upon the detectability of GW-sources of rea-
sonable strengths (provided that the levels of, e.g., thermal noise, are also low enough).

1.3 The purpose of this work

1.3.1 The effects of optical imperfections

Consider once more the equivalent phase shift that must be observed in a LIGO interfer-
ometer in order to detect GW’s. For AL ~h - L ~ 8 X 107" m, we require:

Ao (unity bandwidth) = /T, -4®T ALN, . ../ A ~ 107" radians/\/Hz (1.10)

Given this extraordinarily strict phase requirement, and the complex interferometric appa-
ratus that must be constructed to measure it, it is not sufficient to assume idealized optical
elements; rather, it is necessary to perform a sophisticated evaluation of LIGO perfor-
mance with “realistic” mirrors, and also to ensure that optics can be procured which are
good enough to meet LIGO sensitivity goals.

The estimation of LIGO performance with realistically imperfect mirrors is a chal-
lenging task, because of the wide variety of physical effects that must be accounted for in
a LIGO interferometer. One consideration, for example, is the finite size of the mirrors
compared to the (Gaussian-profile) laser beam; because of the long interferometer arms
(to make AL large for a given k), the beam spot size is large at various interferometer loca-
tions, and non-negligible power (up to ~1-2 parts per million per bounce) falls off the mir-
ror edges, even for perfectly collimated Gaussian beams. Even more significant is the loss
due to finite-size mirrors when realistic mirror deformations are taken into account, since
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the fine-scale roughness of an imperfectly-polished mirror scatters power away at high
angles, leading to very significant power loss (up to ~1/2 of all power dissipation in the
interferometer in some cases) in the long Michelson arms. These losses due to mirror
imperfections can cause a significant reduction of built-up power in the interferometer
arms, thus degrading the shot-noise-limited phase sensitivity of the system and making it a
poorer detector of GW’s.

Besides the possibility of scattering losses, imperfect mirrors scatter light out of the
fundamental (“TEMy”) Gaussian mode into higher modes (possessing different spatial
profiles) that may stay in the system, thus corrupting the circulating laser field. These
higher modes may leak out of the exit port of the Michelson beamsplitter where GW-signal
detection is performed (see Fig. 1.2), thus increasing the shot noise at the photodetector
while providing no additional GW-signal (in addition to acting as another source of loss).
Even for very good optical surfaces with small coupling out of the fundamental laser mode,
corruption of the circulating laser field can be very significant, because (as will be dis-
cussed shortly) the LIGO interferometer is not a simple Michelson interferometer, but
rather it is a complex, resonant system of multiply-coupled cavities; and any higher mode
that is generated by the optics and which is accidentally resonant in this coupled-cavity sys-
tem can be significantly amplified, at the expense of the desired, fundamental-mode light.

Mirror deformations can be divided into a few different classes of interest. One class is
that of “geometric” deformations, such as tilts or mirror curvature errors (i.e., mismatch of
the beam into the interferometer), which must be controlled actively (via feedback sys-
tems) or passively (e.g., careful mirror polishing) to a very fine degree for the successful
operation of LIGO interferometers. In the language of Hermite-Gaussian laser modes [17],
one may say that geometric deformations are well-defined errors which convert TEM,
mode power into a very few specific higher modes; tilts, for example, cause the creation of
TEM, o and TEMj; modes, while curvature errors generate power in the “donut” modes,
TEM,, and TEM,,. For solely geometric deformations, therefore, it is often possible to
determine interferometric beam behavior with analytical or semi-analytical methods. The
analysis of interferometer laser power into this modal basis is discussed in Appendix A.

The situation is more complicated for non-“geometric” deformations such as either
random or highly-structured mirror roughness, both of which would be expected to exist in
significant amounts for any real-world optic. These deformations scatter a finite amount of
power into virtually all modes, making an analytical solution nearly impossible, especially
for (possibly non-invertible) systems with irreversible power losses such as those due to
finite-aperture mirrors. The behavior of these modes can be quite complicated in a cou-
pled-cavity system such as LIGO, since modes of different orders experience completely
different (“Guoy”’) phase shifts during round trips through cavities where the beam experi-
ences significant focusing [17]. Computing the behavior of laser fields circulating in a full-
LIGO interferometer that possesses realistically-imperfect optics is therefore an extremely
difficult problem,; it is one which, we argue, requires a full-scale numerical model to
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obtain a solution that one may have confidence in. Creating such an interferometer simula-
tion program, and applying it to questions of expected LIGO performance — for both Ini-
tial- and Advanced-LIGO configurations — has been the focus of this thesis research.

1.3.2 A computational tool for complex interferometers

Prior to the creation of a full-scale numerical simulation program, a number of different
approaches have been taken to estimate interferometric detector performance for simpli-
fied cases. Analytical methods suffice for the consideration of optical defects that can be
treated as pure losses, such as absorption] within mirror substrates and reflective coatings,
and very high spatial frequency surface figure deformations which scatter light power
completely out of the interferometer apparatus. For the study of mirror tilts and beam dis-
placements, a matrix model which evaluates the coupling between the first few lowest-
order TEM laser modes has been shown to be useful [18], and a matrix model using dis-
crete Hankel transforms exists for problems with axial symmetry [19]. For the consider-
ation of more general optical imperfections, however, the most comprehensive (though
computationally intensive) method is the complete, grid-based modelling of the transverse
structure of the electric field wavefronts, while using discrete Fast Fourier transforms
(FFT’s) for the longitudinal propagations of these laser beams in the paraxial beam limit
[17]. The physical principles and computational algorithms of such a simulation program
will be discussed in detail as the subject of Chapter 2.

Grid-based simulations of the laser fields of optical cavities and/or interferometers has
a long history [e.g., 20], and has had much application lately [21, 22] to the problem of
interferometric GW-detection. The principle advance represented by the research pre-
sented here is the extensive modelling of realistically deformed optics in a complete (as
defined below) LIGO interferometer, where additional laser fields needed for the GW-sig-
nal detection process are also modelled, and where the interferometers are fully-optimized
for GW-detection for each different set of realistic optics that is included. This is also the
first research performed for an Advanced-LIGO configuration known as “Dual Recycling”
in which optics with realistic deformations have been modelled. All of these developments
allow us to model first-generation and future-generation LIGO interferometers in unprece-
dented detail, which has enabled us to participate in a wide variety of research and devel-
opment efforts (Section 3.5 and Chapter 4), and make practical recommendations (Chapter
5) to the LIGO Project regarding the design of interferometric GW detectors.

A brief overview of the current state-of-the-art of LIGO optics, and of the general
Project requirements for optic polishing and coating, is given in Appendix B; the produc-
tion of this first generation of LIGO mirrors and mirror specifications has been guided in
part by the results of our numerical interferometer simulation research.

1. Absorption can be treated as pure loss as long as thermally-induced refractive effects due to mir-
ror heating can be neglected.
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1.3.3 Initial-LIGO configuration studies

A schematic diagram of the core optical configuration [5] of an Initial-LIGO interferome-
ter is shown in Figure 1.5. While it is appears much more complex than the simple Mich-
elson interferometer depicted in Fig. 1.2, the principle of GW-detection is the same: a GW
will cause opposite motions for the mirrors in the two arms, leading to a differential phase
shift at the beamsplitter, and an output fringe at the beamsplitter exit port that possesses
the GW-signal. This output signal carries the time dependence of the GW, and is most
effectively produced by a GW with optimal propagation direction (perpendicular to the
page) and a polarization orientation aligned as in Fig. 1.1.
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Figure 1.5: The core optical configuration of an Initial-LIGO interferometer.

The added mirrors in this interferometer configuration serve to amplify the GW-signal
as much as possible. The long-baseline (4 km) arms increase the signal because the GW
represents a strain in space, such that ALy, is proportional to L. One can gain by
increasing L all the way up to L ~ Agw/ 2, after which the round-trip travel time through
the arms is so long that gains made during the first half-period of the GW are washed out
during the second half period. For a highest (scientifically interesting) observation fre-
quency of, say, vgw ~ 1 kHz, the places a limit on the arm length of L ~ 300 km.

Given the infeasibility of constructing beam enclosures that are 300 km long, LIGO
compensates by placing additional, semi-transparent mirrors in the arms, thus turning
them into Fabry-Perot cavities. These cavities are multi-bounce systems which amplify
(and narrow-band) the GW-response by bringing the arms up to the selected round-trip
travel-time limit. The current choice of mirror reflectivity for the LIGO Fabry-Perot input
mirrors brings the roll-off frequency for the GW-signal to ~90 Hz, after which the (shot-
noise-limited) GW-sensitivity falls like 1/vgy (c.f. Eq’s. 3.3, 3.5, 3.6 in Section 3.1).
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As depicted in the Fig. 1.5, LIGO is a multiple-frequency system: radio-frequency
sidebands are impressed upon the carrier light in order to serve as a heterodyne detection
scheme for GW’s. The carrier light (in the absence of GW’s) is brought, via control sys-
tems, as nearly as possible to a dark-fringe at the beamsplitter exit port, while the side-
bands are maximally channelled through the exit port in order to superpose with any GW-
induced light that emerges, so that the combined output beam can be demodulated to pro-
duce the GW-signal. These differing phase conditions for the carrier and sideband beams
at the exit port are achieved via the implementation of an asymmetry, denoted in the figure
by L * L,, between the lengths of the small sections of the arms that lay between the
beamsplitter and the Fabry-Perot cavities. The complete signal detection process, includ-
ing the sideband frequencies and the length asymmetry scheme, is discussed further in
Chapter 2, and full calculations are performed in the Appendices.

Lastly, in regards to Fig. 1.5, we note the presence of an input mirror to the entire
interferometer, known as the Power Recycling Mirror [23]. This mirror is placed there to
recycle all of the power emerging from the “bright-port” of the beamsplitter back into the
system. In particular, this should include virtually all of the carrier light reflected from the
Fabry-Perot arms (if the exit-port dark fringe is well-maintained), and by re-injecting this
power into the interferometer (rather than absorbing or otherwise dissipating it), the Power
Recycling Mirror increases the GW-signal by a broadband factor equal to the square root
of the carrier power gain in the arms. Thus this interferometer configuration gets maxi-
mum use out of the power used to excite the system.

As introduced in the preceding sections, we have constructed a simulation program to
model the behavior of this Initial-LIGO interferometric detector for optics possessing
imperfections of many types, including deformations such as those present within real-
world optics. The goals of this work are to help provide answers for the following ques-
tions:

» What are the effects of realistically imperfect optics upon interferometer performance
and GW-sensitivity?

« What quality of mirrors are necessary in order to meet the Initial-LIGO performance
requirements?

« Is it even possible to meet the Initial-LIGO requirements with optics possessing
realistic deformations?

» How much can the scientific goals of LIGO benefit by using optics of the highest
possible quality?

The thesis research to be presented here is intended to contribute significantly towards
each of these fundamental lines of inquiry. The results, as will be seen in Chapter 3, por-
tray an optimistic picture of predicted LIGO performance, as well as placing a premium
upon the fabrication of very-high-quality optics.
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1.3.4 Studies of an Advanced-LIGO configuration: “Dual Recycling”

In addition to characterizing the performance of Initial-LIGO interferometers, there has
been a second initiative central to this research: investigating the performance of a promis-
ing Advanced-LIGO configuration, called Dual Recycling [24], with realistically imper-
fect optics. More than simply an Initial-LIGO configuration with enhanced subsystems, an
Advanced-LIGO configuration such as this one incorporates additional optical compo-
nents that change the GW-frequency response of the detector, as well as many aspects of
the basic functioning of the interferometer. Dual Recycling, as a particular case, is funda-
mentally equivalent in response to many of the other Advanced-LIGO configurations that
have been proposed (e.g., “Resonant Recycling” [23], “De-tuned Fabry-Perot Arms”
[25]), and yet is both more convenient to use and better behaved than most [24]; we have
therefore chosen to focus upon the Dual Recycling configuration for our research on
Advanced-LIGO interferometers.

Ec:arrier

GW-Signal

Figure 1.6: The core optical configuration of a Dual-Recycled LIGO interferometer.

A schematic diagram of an interferometer with Dual Recycling is shown in Figure 1.6.
It is nearly identical to the Initial-LIGO configuration (c.f. Fig. 1.5), except for the addi-
tion of a mirror at the beamsplitter exit port, called the Signal Recycling Mirror. The func-
tion of this mirror is to reflect the power in the oscillating exit port fringe (which bears the
GW-signal) back into the interferometer for resonant amplification. This “Signal Recy-
cling”, in conjunction to the Power Recycling which already exists, is what gives this con-
figuration the name of “Dual Recycling”.
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For Dual Recycling, it is useful to consider the “GW-induced-sideband” picture (intro-
duced in Sec. 1.1.1) as the appropriate basis for the analysis of the GW-detection process.
In this picture, one views the action of GW as being the generation of GW-sidebands (at
V = V[, ¥ Vgw) in the Fabry-Perot arms. These GW-sidebands (depicted in Fig. 1.6)
then experience a double-resonance in the coupled-cavity system of the Fabry-Perot arms
and the Signal Recycling Cavity (SRC), where the SRC is defined as the path between the
Fabry-Perot input mirrors and the Signal Recycling Mirror.

One difference between Figures 1.5 and 1.6 is the absence of radio-frequency sideband
light (as well as absence of a length asymmetry) in the latter case. This is because the for-
mulation of a detection scheme is more complicated for the Dual Recycling case, espe-
cially when the arms possess Fabry-Perot cavities, and also because the adoption of a
detection scheme for Advanced-LIGO interferometers may depend upon practical consid-
erations which are not yet clear at this time. Rather than modelling radio-frequency side-
bands, we have chosen to retain full generality by simulating the GW-induced sideband
beams themselves, from which we can obtain the GW-frequency dependent signal ampli-
tude; and also by computing the shot noise level from just the exiting carrier-frequency
light, assuming it to be the dominant source of power at the signal port.

The double-resonance experienced by the GW-sidebands in the coupled arm cavities/
SRC system can be used to both narrowband and shift the peak of the interferometer’s
shot-noise-limited GW-sensitivity function away from vgw = 0. Further details of how
these different response functions are produced are presented in Chapter 4; for now, we
note that narrower sensitivity peaks are obtained with higher reflectivities of the Dual
Recycling Mirror, and that shifting the GW-frequency of the peak is achieved via sub-
wavelength-scale displacements of the Signal Recycling Mirror.

The benefits of altering the shot-noise curve with Dual Recycling are obvious from the
rising shot noise level (versus frequency) shown in Figure 1.4. At low GW-frequencies,
LIGO is dominated by a host of noise sources, especially seismic and thermal noise. But at
higher frequencies (~100-200 Hz and above) shot noise alone dominates, so that it is ben-
eficial to move the region of low shot noise away from vgw = O to these frequencies. In
addition, the range of ~100 Hz-1 kHz is a very important region of frequency space for
astrophysical GW-sources that should be detectable to LIGO, such as periodic emissions
from non-axisymmetric pulsars and the final merger/ringdown of Black Hole binaries [2].
Strong narrowbanding of the sensitivity curve at a chosen GW-frequency can, in fact,
greatly enhance the detectability of a source which remains within a fixed range of vgw
for many emission cycles, such as pulsars. Given the great potential usefulness of tuning
the peak of the GW-sensitivity curve, Dual Recycling has an advantage over several other
Advanced-LIGO interferometer configurations because of the ease with which it can be
tuned: only microscopic adjustments of the Signal Recycling Mirror are required.

Dual Recycling is also believed to have other important benefits, especially in regards
to tolerance for imperfections of the optics [24]. First of all, by placing a mirror in front of
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the exit port of the beamsplitter, power that would leak out due to an imperfect carrier
dark-fringe is inhibited from leaving, so that the output of undesirable beam modes (which
may interfere with interferometer control systems or with GW-detection) is reduced, as
well as their implicit contributions to the overall shot noise level. Perhaps more signifi-
cantly, since exit-port losses would be reduced, the degradation of power buildup in the
arms caused by mirror imperfections is less severe. Furthermore, the power returned
(“recycled”) to the interferometer arms may be re-combined with the resonant light that
has remained there, thus increasing the total amount of power available for the creation of
GW-sidebands. This re-injection of “noise power” into the arms to increase the amount of
power available for signal detection is known as “Wavefront Healing”, and this process is
predicted to be a significant benefit of Dual Recycling interferometers [26].

Given the potential importance of Dual Recycling as a configuration for Advanced-
LIGO interferometers, we have studied the performance of a Dual-Recycled interferome-
ter with optics possessing realistic deformations. The focus has been to evaluate the vari-
ous claims made by proponents of Dual Recycling, such as:

« Can frequency responses that are significantly tuned and/or narrowbanded be achieved
with a Dual Recycling interferometer possessing realistically imperfect optics?

» How much does Dual Recycling improve signal-to-noise ratios and the overall GW-
sensitivity curve of a LIGO interferometer?

* Is Dual Recycling really more tolerant of mirror imperfections than the Initial-LIGO
configuration?

* Does “Wavefront Healing” exist, as predicted? How significant is it?

The results of this research, as will be shown in Chapter 4, are somewhat mixed: the
desired sensitivity curves of Dual Recycling are indeed obtainable, but increased tolerance
to mirror imperfections (and Wavefront Healing) is often less pronounced than hoped for,
and it is only achieved when one is very careful about the design of interferometer optical
parameters.
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Chapter 2

A technical exposition of the
interferometer simulation program

2.1 The physical systems to be modelled

2.1.1 Capabilities and assumptions of the model

We begin this chapter with an introduction to the range of physical properties that are
modelled in this interferometer simulation initiative. Since a more faithful representation
of the relevant physics will lead to a more accurate and predictive model, we have
attempted to include as much realism as possible, while also retaining computational fea-
sibility.

First, we note the variety of optical imperfections or features that can be modelled for
each interferometer mirror. This list includes tilts, shifts, and mirror surface curvatures
(used for modelling beam mismatch), and finite mirror sizes bounded by (fully absorbing)
apertures. Also included are two-dimensional maps of both figure deformations and reflec-
tion/transmission amplitude variations, and separate maps are used for the independent
operations of reflection (from either side of the mirror) and transmission. Pure losses are
also included, representing power absorption and scattering at angles too high to be mod-
elled, given our grid resolution (and also too high to be retained by an interferometer with
finite-aperture optics). For almost all mirrors, the coefficients of reflection, transmission,
and loss can be defined independently for each side of the mirror. The mirrors can be mod-
elled with nonzero thicknesses and specifiable index of refraction, including the beam-
splitter which is at 45° with respect to the incident beams (and thus applies lateral shifts to
the beams which it transmits). Lastly, the intracavity distances and beam frequencies are
handled very carefully in the program, so that beam focusing in all mirrors and during
propagations, as well as all phase shifts (whether due to long-distance propagation, fre-
quency differences between beams, or different round-trip phase shifts for different spatial
beam modes) are handled in a physically correct and consistent fashion.

The laser beams themselves will be highly collimated, and it is therefore possible to
consider the (folded) interferometer as a pseudo-one-dimensional system defined along a
given propagation axis, where data for the electromagnetic fields (and mirrors) can be
stored as 2-D slices sampled at various positions along the propagation axis, using two-
dimensional grids. The physics of grid-based modelling will be discussed at length in Sec.
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2.3; here we note that the information recorded about the propagating fields will be their
electric field components (with the magnetic fields thus determined since the propagation
is in vacuum), without polarization information, so that birefringence effects of the optics,
for example, are not modelled.

Our simulation program models a static interferometer, one that is considered to be
locked to the proper operating point by LIGO’s tilt and displacement control systems. The
output of our model will therefore be the steady-state electric fields that relax at various
locations in the stationary interferometer. The problem of modelling dynamic interferome-
ter performance during resonance acquisition and lock has been done to a limited degree
within the LIGO Project [27, 28], but always for perfect or near-perfect mirrors, never for
cases with spatially-complex mirror deformations. The more difficult problem of model-
ling dynamic performance with realistically imperfect optics would be very computation-
ally intensive, because of the need for detailed temporal (as well as spatial) resolution, but
it may turn out to be a feasible and valuable project for LIGO in the future.

The effects of a gravitational wave upon the interferometer laser fields, which generate
the GW-signal, are also computed from the static interferometer model. In the case of the
Initial-LIGO configuration, analytical calculations based upon the steady-state power
buildup in the arms is sufficient for accurately calculating the response as a function of
GW-frequency; and in the Dual Recycling model, where analytical calculation is inaccu-
rate because the GW-induced signal sidebands are stored for long periods of time in cavi-
ties with imperfect optics (i.e., in the SRC and the Fabry-Perot arms), the steady-state
behavior of the GW-induced-sideband at each GW-frequency of interest is individually
modelled, so that the frequency response can be traced with any desired number of points.
In either case, modelling a dynamic interferometer that oscillates with a GW is unneces-
sary; and though some dynamic simulations (with geometrical mirror deformations only,
and without Fabry-Perot cavities in the Michelson arms) have been carried out in the liter-
ature [29, 30], we have chosen to use a static model because it takes far less time computa-
tionally (thus allowing us to explore a larger variety of runs), because the effects of steady-
state field convergence need not be disentangled from GW-induced dynamic behavior, and
because we can consider very small GW-amplitudes without having to relax the laser
fields to correspondingly higher accuracy'. On the other hand, the principal drawback to a
steady-state simulation is that we are unable to model the effects of dynamic noise
sources, such as laser frequency- or amplitude-noise, unless they are specifically recast in
a static form, such as by modelling them as noise sidebands imposed upon the carrier
beam.

Finally, we note that although our program does not model a dynamic interferometer,
it does perform a dynamic optimization of many interferometer parameters as the steady-

1. This is because we can assume arbitrary amplitudes for the GW-sidebands that are modelled,
and apply the true GW-amplitude, A, to the results after the run has ended.

34



state fields are relaxed, so that the final result is an interferometer which is fully-optimized
for GW-detection. The prototypical example of such an optimization task are length
adjustments to obtain the proper resonance conditions for each of the interferometer cavi-
ties, a process which depends upon the exact nature of the steady-state cavity fields. This
optimization task, as well as several others, will be the subject of Section 2.5. These opti-
mizations are not done in the same way that they would be done in a real LIGO interfer-
ometer, since there are more convenient optimization techniques available for use in a
simulation program, where any desired physical information is more easily available than
in an experimental system. Our simulation program is therefore simplified by only having
to model the optical components and beam frequencies that are needed for the direct com-
putation of the GW-signal, such as the radio-frequency sidebands for the Initial-LIGO, or
the GW-induced sidebands for the Dual-Recycled LIGO (along with the carrier-frequency
beam for both cases). Other components for the control systems of a real interferometer
can be neglected.

2.1.2 Interferometer specifications

Figure 2.1 is a diagram of the core optical configuration of a complete Initial-LIGO inter-
ferometer — with the additional mirror required for the Advanced-LIGO configuration of
Dual Recycling shown in the dashed box — with components and cavity parameters
labelled according to the scheme that will be used throughout this thesis. Not shown (or
modelled by the simulation program) are the mode cleaning, frequency stabilizing, and
matching optics which prepare the laser light for the interferometer; also not shown or
modelled are the pickoffs, phase modulators, and control systems that will be used in a
real interferometer to read out its operational state. As mentioned above, with the excep-
tion of the radio frequency (RF) sidebands for the Initial-LIGO case, the simulation pro-
gram uses alternative optimization methods.

The mirror denoted by R, T; is the Power Recycling Mirror, and the folded cavity
spanning L; and L,/L; is called the Power Recycling Cavity (PRC); similarly, the mirror
denoted by Rg, Ty is called the Signal Recycling Mirror, with the folded cavity spanning
Lg and L,/L5 comprising the Signal Recycling Cavity (SRC). The PRC and SRC in a Dual
Recycling interferometer are almost entirely decoupled because of the “dark-fringe” that
is experienced in going from one to the other through the beamsplitter, and this decoupling
simplifies the simulation process for Dual Recycling. For both configurations, there are
two Fabry-Perot arm cavities, with the inline arm cavity being comprised of input mirror
Rj, T and back mirror Ry, and the offfine arm cavity being comprised of input mirror R,
T3 and back mirror Rs.

The Dual Recycling configuration which we have investigated in this research is iden-
tical to the Initial-LIGO configuration except for the presence of the Signal Recycling
Mirror, and the absence (for convenience and simplicity of results) of a length asymmetry
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Figure 2.1: Interferometer components and component labels for the core optical
configuration of an Initial- (or Advanced-) LIGO interferometer (not shown to scale).

between the interferometer arms. While the actual application of Dual Recycling in LIGO
would likely come in an enhanced interferometer possessing updated interferometer
parameters (e.g., lower mirror losses, higher input laser power, different Fabry-Perot cav-
ity storage times), and differences in other relevant quantities (e.g., lower levels of thermal
and/or seismic noise), we have opted to keep the interferometers parameters as similar as
possible for these runs, in order to facilitate direct comparisons between the performance
of the Initial and Advanced Configurations, given equivalent optics. A future goal of this
simulation initiative may indeed be the exploration of Dual Recycling with fully-updated
parameters, when accurate values for those parameters can be estimated with confidence.
A summary of values for the interferometer parameters shown in Fig. 2.1 (and other
important quantities) is presented in Table 2.1. These are the main program input values
which are used for all of the data runs to be presented below, barring exceptions that will
be explicitly noted. In addition to physical parameters of the optical components, some
computational parameters used by the simulation program are also included (the pixeliza-
tion of the 2-D grids, etc.), which will be discussed in upcoming sections. Not included in
Table 2.1 is the power of the excitation laser; in general, the powers of all relaxed interfer-
ometer fields are reported by the program as based upon 1 Watt of carrier and/or sideband
power entering at the Power Recycling Mirror. When conversion to “true” power values is
required, we re-scale the results to the estimated LIGO figure of 6 Watts of input power,
divided as necessary (for the Initial-LIGO case) into the carrier and sideband beams.
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Quantity Value(s)

Laser Wavelength 1.064 pm (Nd: YAG light)
Sideband Modulation Frequency Vmod ~ -24.0 MHz (Initial-LIGO model only)
Ll =50m

L, =419 m+ Lyymm

L3=4.19m-Lyymm

Lasymm ~ 9 —25 cm (Zero for Dual Recycling)
Ly=Ls;=40km

Lg =5 m (or 2004.19 m)

Cavity Lengths

Rad| = 10.0 km (9.99 km for Dual Recycling)
Mirror Curvature Radii Rad, = Rad; = 14.56 km

Rad4 = Rads =7.4 km

Radg = 14.1 km

R, ~.9861 - .9390; R¢ varied from Zero — .99
Mirror Intensity Reflectivities Ry=R3=.97

(Refl. Side) R, = Rg = 99994
Ry, = 49992

R;, Rg same as Reflective Side

Mirror Intensity Reflectivities R, = Ry = 968817

A.R. Sid
(A-R-Side) Ry, = 49971
Mirror Intensity Transmissions T} ~.01385 - .06095; Tg =1 - Rg - 50 ppm loss
(Both Sides) T, = T3 =.02995
(Pure Loss=1-R-T) Tps = .50003
Beam Waist Diameter 7.02 cm

24 cm (Circular Profile Mirrors),
Mirror Aperture Diameters 24.4 x 17.2 cm (Beamsplitter at 45°
w.r.t. Beam Axis)

Mirror Thicknesses Beamsplitter = 4 cm
(Perpendicular to Surface) All Others = 10 cm
Substrate Refraction Index n = 1.44963
Calculational Window Size 70 cm x 70 cm (Square)

Gridding of Calculational Window 256 x 256 pixels

Max # of field relaxation steps; allowed errors | 4000 iterations / 1 part in 10"4-103 (varies)

Table 2.1: Typical parameter values for a LIGO interferometer, including both physical
specifications and computational parameters. Some parameters are optimized during
program execution, and are thus given only as approximate ranges of values here.
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Since the program models the transverse spatial structure of the Gaussian-profile laser
beams and the focusing properties of the mirrors, the simulated laser beam must be cor-
rectly mode-matched into the interferometer, or power will be scattered from the TEMy,
mode into higher Hermite-Gaussian modes (TEM,, and TEMy,). The spot sizes and cur-
vature radii of the beam everywhere in the interferometer can be fixed uniquely by speci-
fying two beam parameters anywhere in the system; the two parameters used by the
program are the beam spot size and curvature radius inside the inline Fabry-Perot arm
cavity, next to its input mirror, M,. The simulation program does not implement any form
of automatic mode-matching to set these parameters, because the practical considerations
for mode-matching in LIGO are complex (e.g., the nonzero length asymmetry leads to dif-
ferent curvature radii for M, and M3, but same-curvature mirrors are easier to fabricate, so
that mismatch for both arms must somehow be balanced). But a preliminary routine is
implemented in the code which computes the focusing effects of finite-thickness mirrors,
non-unity index of refraction, and free space propagations, and reports them before the
electric field relaxations are done, so that a program user can perform trial-and-error
searches for the two beam parameters which create the best match. For the data in Table

2.1, the best matching parameters we found were a spot size of 3.63 cm and a curvature
radius of 14.56 km, at M,.

The principal output of the simulation program, given all of the physical specifications
and input data, are the relaxed steady-state electric fields which build up in the interferom-
eter cavities. These fields are written out to data files for graphical and modal analysis, and
it is possible to write out the steady-state fields at any interferometer location of interest.
Figure 2.2, which concludes this section, shows the locations (and propagation directions)
of the electric fields (carrier, RF-sideband, and/or GW-sideband fields) which we choose
to generate in a typical run.

2.2 Computational specifications and facilities for
program execution

The LIGO simulation program has been written in the SPARCcompiler version 3.0 of For-
tran 77, and the local platforms for our runs are Sun SPARCstation 5 and 20 workstations.
All variables are kept to double-precision. A complete simulation run for an Initial-LIGO
interferometer (including carrier and sideband frequencies, with all interferometer fields
computed and all optimizations done) with a set of non-ideal mirrors, and with a pixeliza-
tion of 128x128 for the grids representing the electric fields and mirror maps, takes some-
what less than a day on a 2-processor SPARCstation 20. The run time varies depending
upon the seriousness of the interferometer imperfections being studied, the number of
parameters that are optimized during run-time, and the closeness of our initial guesses of
these adjustable parameters to their final, optimized values.
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Figure 2.2: The steady-state electric fields computed by the LIGO simulation program.

While this achievement represents rapid execution times for simulations of full-LIGO
interferometers with complex optical deformations, the necessity of going to 256x256
grids (Sec. 2.3.4.2), and the importance in Dual Recycling of modelling the GW-induced-
sidebands for a large number of GW-frequencies (to obtain a frequency-response curve)
requires a significant computational speed-up, especially if a large selection of runs are to
be performed.

To that end, in collaboration with personnel of the Center for Advanced Computing
Research (CACR) at the California Institute of Technology1 we have converted the simu-
lation code to parallel format for execution on the Paragon machine Trex, a 512 compute-
node machine utilizing Intel i860 processors in each node. With Trex, we have achieved
(using an appropriate number of parallel nodes) overall speedup factors of ~22 compared
to the SPARCstation 20. The runs that will be presented in this paper have been performed
on this parallel platform.

The number of parallel nodes to be used for a given simulation run depends upon the
size of the simulation grids. Using more nodes means each node handles a smaller block
of pixels, but it also creates more overhead in the form of message-passing between nodes.
There is an optimum number beyond which the use of additional nodes has little effect on

1. Special thanks to Thanh Phung and Heidi Lorenz-Wirzba.
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speedup, yet still increases the amount of node-hours (nodes used x run time) expended
from LIGO’s CACR account allotment. Table 2.2 shows the effect of varying the number
of nodes for a sample 256x256 grid run, and demonstrates why the majority of our runs
with 256x256 grids are performed with a compromise value of 64 nodes.

# of Trex nodes

Run Ti<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>