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ABSTRACT

Spark ignition engines at idle are particularly susceptible to cycle-to-cycle combustion
variations, which result in objectionable engine noise and vibrations. The purpose of this
work is to identify and quantify the major physical phencmena that contribute to cycle-to-
cycle combustion variations at idle. Through consideration of the existing literature on
cycle-to-cycle variations and the combustion environment of the idle operating condition,
several important contributing factors were identified: in-cylinder turbulence, bulk fluid
motion, and charge composition fluctuations. A quasi-dimensional modeling study
suggested that both charge composition and turbulence intensity variations significantly
influenced combustion variations, while bulk fluid motions exhibited a somewhat lesser
effect.

A methodology was developed by which the measurable outputs of an engine (i.e., burn
duration and IMEP) could be used to determine the variations in the charge (i.e., fuel
mass, air mass, and residual mass) in a modern spark-ignition engine. A novel set of in-
cylinder gas composition perturbation experiments were performed to determine the
sensitivity of the combustion to small changes in the charge component gases: fuel, air and
residual. Results of these experiments indicated that combustion was most sensitive to the
fuel mass perturbation, followed by residual mass and air. These results were consistent
with the quasi-dimensional modeling study.

A set of skip-firing experiments, in which the fuel, air, and residual mass variations
were removed entirely showed that composition variations are a significant source of cycle-
to-cycle variability at idle. The skip-firing experiments exhibited lower combustion
variability than ordinary continuously-fired experiments; the earlier burn phases had the
largest reduction in variability, whereas the later burn durations showed a smaller
reduction in variability as a result of skip-firing. This is because, unlike charge
composition variations, gas flow variations influence the later part of combustion much
more than the earlier.

The results of the sensitivity experiments were used to determine the cycle-to-cycle
variations in the charge component gas masses; the percent variations determined were as
follows: air 5.5%, residual 4.4%, and fuel 0.6%. However, since the combustion is less
sensitive to changes in air mass, residual mass was found to be the largest contributor to
cycle-to-cycle combustion variations. The contribution of the air and fuel variations to the
cycle-to-cycle combustior. variability are of the same order.
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1. INTRODUCTION

THESIS STATEMENT: Idle operation in a spark-ignition engine constitutes a poor
environment for a fast, repeatable combustion event. Since good idle quality
is an important attribute of engine design, an understanding of the
underlying phenomena that cause cycle-to-cycle combustion variations would
be a useful design tool. The purpose of this thesis is to identify and quantity
the phenomena that significantly contribute to cycle-to-cycle variations in
combustion at idle. The focus will be upon the influence of overall charge
composition variations on combustion variations.

1.1. Cycle-to-Cycle Combustion Variations

1.1.1. MOTIVATION

Cycle-to-cycle combustion variability is a prominent characteristic of spark
ignition engine operation. Changes in the combustion environment from one cycle
to the next may result in significant variations in the combustion event. These
cycle-to-cycle changes in combustion will be reflected in variations in the cylinder
pressure, which will, in turn, be manifested as power variations. Depending on the
severity of the combustion variability, these power variations may be objectionable
to the driver, or they may only be detectable through precise measurement of the

engine performance.

Cycle-to-cycle combustion variations represent a problem to engine designers for
several reasons. Since satisfying the customer is the primary goal of any
automobile manufacturer, the consumer’s perception of engine “smocothness” is an
important concern. Cyclic combustion variations result in non-uniform power

delivery—uneven acceleration or a shaky idle condition, for example—that can be



felt by the driver; vehicle drivability suffers as a result. Also, studies have shown
that cycle-to-cycle variations in the in-cylinder pressure contribute to engine noise
[1]. While the driver’s perception of engine smoothness and noise may be influenced
by many factors apart from the actual combustion variations—e.g., sound and
vibration damping, engine mounting, drivetrain vibration—reducing combustion
variations is necessary from the standpoints of drivability and customer

satisfaction.

Combustion variations are also responsible for penalties in engine performance.
The spark timing for maximum brake torque (MBT timing) is optimized for an
“average” cycle; any cycles that burn faster or slower than this average will not
have the optimum burn schedule to produce peak power, thus causing a reduction
in average power output. Also, to avoid knock the ignition calibration must leave a
sufficient margin for cycle-to-cycle variations. Studies suggest that complete
elimination of cycle-to-cycle combustion variations would result in up to a 10%
improvement in power output for the same fuel consumption [2]. Additionally,
cycle-to-cycle variations limit the range of conditions under which an engine may
operate. This is of particular concern for lean or highly dilute operation, when
combustion speeds are low and cyclic variability high. Since misfires and partial
burn cycles' result in very high emissions and performance penalties, the

lean/dilute operating limit is effectively set by the slowest burning cycles.

This thesis focuses on the engine cycle-to-cycle variations under the idle
operating condition. At idle the environment is unfavorable to combustion because
the charge is significantly diluted by residual gas. Also, torque fluctuations at idle
are particularly objectionable to the driver because of the low frequency excitation
of mechanical vibrations of the various panels in the passenger compartment. The

objective of this thesis is to identify and quantify the sources of cycle-to-cycle

' A misfire is said to occur when the spark fails to create a self-sustaining flame kernel and little or none of the
charge is burned. A partial burn cycle is a cycle in which the charge has not been consumed comipletely by the
time the exhaust valve opens. This may be caused by flame quenching or simply by the exhaust valve opening
before the combustion has completed due Lo a very slow burn.



combustion variations at idle. This information is crucial to engine design for the

improvement of idle quality.

In the following section, the various factors that contribute to cycle-to-cycle

combustion variations are briefly reviewed.

1.1.2. PREVIOUS WORK

There exists an extensive body of literature concerned with the problem of cycle-
to-cycle combustion variations. Young [1] presented a thorough review of work
before 1981; Ozdor, Dulger, and Sher [3] reviewed the more recent work done, and
pointed out possible new avenues for research. Since both of these papers provide
excellent reviews, and an extensive literature review is outside of the scope of this

thesis, a more modest survey of the relevant work in the field will be presented.

Ozdor, et al., [3] presented a table that summarizes the causes of cycle-to-cycle
combustion variations as found in the literature (Table 1-1). This table represents a
concise overview of the results of many investigators, as well as areas that are
unstudied. However, there are several complications in offering a summary of
many different investigations in such a compact format. First of all, results of
different investigators are often contradictory, so marking one factor as “significant”
belies the fact that the results of different researchers are not always in agreement.
Secondly, cycle-to-cycle combustion variations are, by necessity, dependent on the
engine operating condition and geometry; what is significant at idle is not
necessarily important at full load, and variations in an engine with a two valve
hemispherical head may have a very different nature from those in a four valve
pent-roof design. Additionally, the “causing factors,” as they are listed on the table,
give the impression of non-interacting phenomena; in truth, the turbulent fluid
motion will influence the mixture homogeneity, the bulk flow velocity at the spark
plug gap will affect the spark energy input, etc. Thus, the causing factor categories
are not as separate as they may appear in the table. Nevertheless, Table 1-1 serves

as a useful starting point to discuss the sources of cycle-to-cycle variations.



Table 1-1. Factors that cause cycle-to-cycle variai vns (c.c.v.) in combustion. 3]

C.c.v. causing factor

Influcniced coml ustion stage
1-sparking and flame initiation,
2-initial flame kernel

ESTHE TS
Kind o1 ¢:used primary
variations

Relative contribution
(asterisks stand for
remarks listed

development beneath table)
3-turbulent flame propagation
turbulence intensity and 2 Flame stretching, local Significant
scales quenching, flame kernel
convection
c.c.v. in the overall A/F 2 Laminar t{lame speed, affecting | *
ratio flame kernel growth rate
Larainar flame sprad affecting Unstudied
3 flame propagation velocity
c.c.v. in the overall 2 Laminar flame speed, affecting | *
fraction of diluents fluine kernel growth rate
3 Laminar flame speed affecting **
flame propagation velocity
mixture spatial 2 mixture composition in the Deperds on scale of
inhomogeneity “first eddy burnt” non-uniformities
c.c.v. in cylinder 3 Amount of fuel burned per Significant,
charging cycle (conclusion based on a
single study)
c.c.v. in mean flow 1 Length of spark channel Snall
vector affecting spark discharge
characteristics
2 Kernel convection velocity Small, *¥¥*
vector
c.c.v. in spark discharge 1 Initial size of the hot plasma Unstudied, ****
characteristics kernel
2 Energy amount and rate of its Unetudied, *%**
deposition into the flame
kernel ]
spark “jitter” 1 Thermodynamic conditions Negligible,
affecting spark breakdown particularly in
anergy modern clectronic
3 ignition systems

Combustion phasing in the
cycle

Comments:

* Only a combined effect of spatial inhomogeneity and
c.c.v. in both overall A/F ratio and fraction of diluents can
be drawn froin the studies with local mixture sampling; this
combined effect is estimated to be significant.

** The effect is coupled with the effect of c.c.v. in cylinder
charging (reduced amount of residuals in the cycle is
usually accompanied by increased amount of fuel to be
burned, thereby the effect is amplified).

*** C.c.v. in flame kernel convection can be caused by both
random turbulent fluctuations and c.c.v. in mean flow velocity.
The latter source scems to be less important, therefore its

contribution is estimated as small,

#xxx C.c.v. in spark discharge characteristics are mostly 2
secondary effect of the c.c.v. in mean flow velocity. There is a
lack of data on the magnitude of these variations; only the effect
of mean values of spark characleristics are reported.
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1.1.2.1. Fluid flow effects

According to Table 1-1, the phenomena that cause cycle-to-cycle combustion
variations may be divided up into three main categories: fluid flow effects, charge
composition effects, and spark ignition effects. Fluid flow effects include turbulence
intensity and scales and the mean flow vector. Cycle-to-cycle variations in the
mean flow vector will cause cyclic variations in the interaction of the flame kernel
with the combustion chamber geometry—i.e., the combustion chamber walls and
the spark plug. The variations will influence combustion by affecting the heat
transfer from the flame and the burned gases to the combustion chamber, and the
flame area, which affects the burning rate proportionally. In the case of very high
fiow velocities in the vicinity of the spark gap, the {Tow stretches the discharge
channel, increasing the impsdance across the gap; this results in a smaller energy
input into the kernel from the spark during the low current discharge. Depending
on the characteristics of the ignition driver, a new breakdown arc may occur [4].
Since bulk flow velocity influences the ignition process and flame growth in so many
ways, it follows that cycle-to-cycle variations in the bulk flow will result in
variations in combustion. Many studies have reported that there is a significant
relationship between mean flow in the vicinity of the spark gap and combustion
variability in the early flame kernel development [4, 5, 6,7, 8,9]. Since the
development of the kernel necessarily affects the overall combustion schedule, in-
cylinder mean flow variations should also influence the overall cycle
performance—e.g., indicated mean etfective pressure (IMEP)’. Through in-cylinder
imaging, Bates found that in certain cases the overall shape of the flame kernel
may persist intact throughout much of the main combustion phase’, causing a large

penalty in burn rate in the case of certain «cieft-flame” cycles [4]; these results were

2 IMEP is a measure of the work output of an enginc: it is the work output per cycle divided by the displaced volume,
giving a dimension of pressure.

3 Used in this sense, the main combustion phase is considered to begin after the kernel has fully developed into a
turbulent flame and end when the entire combustion chamber volume has been enflamed. Tt roughly corresponds
to the rapid burning angle (10-90% mass fraction burned angle) defined by Heywood (23], though I intentionally
use it in a less precise manner {0 represent the period of combustion that is dominated by turbulent flame
propagation.




only noted at 500 RPM, however, which is slower than an ordinary engine would

operate.

Cycle-to-cycle variations in the turbulence intensity and scales, as well as the
inhomogeneity of the turbulence in the cylinder, will influence the development of
the flame. Turbulence primarily affects the flame in a spark ignition engine in two
ways: it wrinkles the flame, creating more surface area and thus increasing the
flame speed; and it strains the flame locally, possibly causing flame slowing and
quenching, particularly in the case of lean and dilute operation [10, 11]. However,
the flame kernel does not start as a fully-developed turbulent flame. Before the
flame kernel reaches the size of the integral length scale, turbulence will convect
the kernel on a sort of “random walk” [9, 12], the path of which is determined by the
random interaction of the small flame kernel with turbulent eddies in the vicinity of
the spark gap. Experiments indicate the flame kernel is initially laminar [9, 13, 14,
15], though it does not take long for the flame surface to be influenced by
turbulence; studies have shown that turbulence may affect the kernel before 0.5
percent of the charge mass has been consumed [7, 16, 17, 18]. How early the flame
1s affected by turbulence is influenced by the turbulence scales in the vicinity of the
spark plug: the smaller the turbulent eddies, the more quickly the laminar flame
kernel will make the transition to a turbulent flame [19, 20]. Turbulence scale
variations will affect the early flame development by causing variations in the time
it takes for the kernel burn rate to become enhanced by turbulent wrinlkling of the
flame surface, and turbulence intensity variations will cause variations in the

subsequent development of the wrinkled flame.

The influence of turbulence on the flame speed is especially significant from the
time the kernel has developed into a turbulent flame until the entire cylinder

contents have been entrained by the turbulent flame brush [21, 22, 23, et al.'|--a

“ Heywood offers a good summary of turbulent flame modeling in engines in “Combustion and its Modeling in
Spark-Ignition Engines,” The Third International Symposium on Diagnostics and Modeling of Combustion in
Internal Combustion Engines, July 11-14, Yokohama, Japan, COMODIA 94, pp. 1-15, 1994,



period of time that represents up to 80% of the entire combustion duration. In what
is probably an oversight, Ozdor, et al. {3] do not list variations in turbulence
intensity and scales as a possible source of combustion variability in the turbulent
flame propagation stage in their table. It is true that since turbulence intensity
measurements are typically lecal, most studies of the influence of turbulence
variations on combustion are limited to kernel development, where the spatial
volume of interest is very small; thus, data for the main combustion period are
limited. However, some work has been done to attempt to relate bulk turbulence
and combustion speeds during the later phases of combustion. Through
simultaneous laser Doppler velocimeter (LDV) and ionization probe measurements
in an engine, Witze, Martin, and Borgnakke [24] found that there was a strong
correlation between the cycle-to-cycle variations in turbulence intensity ahead of
the flame and flame arrival time at the LDV probe volume, suggesting that
fluctuations in the bulk turbulence intensity ahead of the flame cause variations in
burn rate during the main ccmbustion phase. Keck and coworkers [9], on the other
hand, found no evidence of variations in turbulence intensity and scales during the
main combustion stage; however, these quantities were not measured directly in the
experiments—rather, they were cal_ulated througn the application of a semi-
empirical combustion speed model matched to simultaneous high-speed Schlieren
movies and in-cylinder pressure measurements. Thus direct comparison with the

results of Witze, et al. is difficult.

1.1.2.2. Mixture composition effects

The laminar burning speed of a mixture of fuel, air, and residual uniquely
depends on the relative concentrations of these components (as well as mixture
temperature and pressure); many investigators have experimentally determined the
relationship between charge composition and laminar burning speed for various
fuel/air/diluent mixtures [25, 26, 27, 28, et al.], with Bradley, et al. offering a good
summary and generalization for liquid fuels [29]. Even though, for the majority of

the combustion event, the flame in an engine is not laminar, the laminar burning



speed is an important determinant of the overall burn rate. Thus, any cyclic
variations in mixture composition, whether global or local, should contribute to

cycle-to-cycle variations in combustion.

Unfortunately, in-cylinder mixture composition measurements suffer from a
similar probiem to in-cylinder velocity measurements: they are typically local in
their sample volume, so attempting to apply these measurements to any stage of
combustion other than early flame development remains a challenging task.
Application of laser induced fluorescence (LIF)° does enable the acquisition of a two-
dimensional cross-sectional image of the distribution of fuel—or, more precisely,
fuel dopant—in the combustion chamber; there have been a significant number of
studies in which LIF was successfully applied to an engine to visualize large scale
fuel distributions [30, 31, 32, 33]. Berkmiiller et al., [33] have used LII' to visualize
residual gas concentrations by measuring nitric oxide (NO) concentrations in the
fresh charge. There are various difficulties in applying this technique to cycle-to-
cycle variations; most important, perhaps, is the low signal to noise ratio, which
makes acquisition of single cycle images a challenge [32]. In studies where LIF was
successfully employed to investigate cyclic combustion variations, the correlations
found between combustion and fuel concentration are invariably only significant
over a small area of interest because, as the flame gets larger, a two-dimensional
LIF image is insufficient to characterize the mixture strength for the entire flame

(8, 33].

There have been many investigations on the influence of mixture composition in
the vicinity of the spark gap on combustion variability. Hamai et al., by using a
spark plug with an integrated sampling valve, found that there were significant
variations in air-fuel ratio near the spark gap and that these variations correlated
with initial flame development as well as IMEP [34]. LeCoz et al., found a

significant correlation between the cycle-to-cycle variations in local fuel and

5 Also written as PLIF (planar laser induced fluorescence).



residual concentrations measvred by LIF and the 0-5% mass fraction burned
duration [8, reported in 35]; depending on spark timing, these mixture
concentration variations could account for 15% to over 50% of the variations in the
0-5% burn duration. Through 2D LIF measurements in a plane near the spark plug,
Berkmiiller et al., [33] found that fuel concentration in the vicinity of the spark plug
does influence combustion variations in the early flame development. On the other
hand, Lee and Foster [36] found through simultaneous Rayleigh scattering, fiber-
optic spark plug, and cylinder pressure measurements, that fuel concentration

variations at the spark gap did not contribute to combustion variations.

Local sampling techniques do not allow for the separation of mixture
homogeneity effects and overall variations in the charge composition. A few
investigators have attempted to characterize the influence of overall charge
inhomogeneity on cycle-to-cycle comnbustion variations. In a very thorough study,
Sztenderowicz [37] attempted to characterize the influence of charge composition
nonuniformities on combustion variations; in his work, he considered the effects of
fuel/air nonuniformities and residual/fresh charge nonuniformities. His results
indicated that there was no reduction in combustion variability with a homogeneous
charge, though he comments that this result may not be valid for operating
conditions other than those used in his study-—MBT spark timing and
stoichiometric operation. Sztenderowicz’s result is consistent with that of
Berckmuiiller et al., [33] who found no correlation between fuel concentration
nonuniformities and combustion variability in the later periods of the combustion
event (i.e., after the kernel has grown to a size that is large in comparison to the
scale of inhomogeneities); Berckmiiller et al., attributed this result to the mixing
out of inhomogeneities as the cycle progresses and the averaging of local

fluctuations in fuel concentration over a large flame front.

The variation in the overall charge composition is a subject that has not,
received enough attention according to the review of Ozdor, Dulger and Sher. The

overall amount of fuel/air/residual should be an important contributor to cycle-to-
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cycle variations for similar reasons that the local concentrations are important.
Additionally, cycle-to-cycle variations in the total fuel mass will influence the total
energy release, and thus should effect the IMEP variability [37]. Grinefeld et al.,
[38] used spontaneous Raman scattering to measure the spatially integrated
densities of fuel, oxygen, nitrogen and water in a 1.4 cm’ probe volume on a cycle-to-
cycle basis. They found that there were significant variations in the overall
residual mass concentration and equivalence ratio, and that these variations could
be linked to combustion variations. They also noted very strong prior-cycle effects:
a slow combustion cycle would follow a fast combustion cycle, and vice-versa. The
reason for this effect, they noted, was the density change in the residual gas. That
is, a fast burning cycle would result in a low residual gas temperature and, thus,
high residual gas density. The next cycle, because of the high residual density of
the previous cycle, would have a high residual content, leading to a slower burning
cycle with a high residual gas temperature. The next cycle is a fast burn, because of
the high residual temperature and low density. Thus, a strong/weak cycle pattern
is established. Many investigators have noted such a pattern [39, 40, 41], and
Stevens, Shayler, and Ma have attempted to use predictive control of cycle-to-cycle

variations by using prior-cycle patterns [42].

1.1.2.3. Spark Ignition Variations
Table 1-1 shows two categories whereby the process of spark ignition may

introduce combustion variations. “Spark jitter,” that is, small variations in spark
timing introduced by the ignition system, is thought to be insignificant with modern
electronic ignition systems; the influence of jitter may have been larger in
conventional point-breaker ignition systems. Variations in spark discharge
characteristics, as noted in the table, are mostly a secondary effect of bulk flow in
the spark plug gap lengthening the spark channel; in their review, Ozdor et al., note
that this effect is small. The existing work on spark ignition quality and variations
in the spark process indicates that, provided the spark is strong enough to create a

self-sustaining kernel, the ignition process does not significantly contribute to cyclic
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variations in combustion [13, 43]; thus, as long as the engine is not operating at the
misfire limit, the spark ignition process does not seem to introduce cyclic

variability.
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1.2. The Idle Operating Condition

At idle a spark-ignition engine is producing very little mechanical work: just
enough to keep the engine and accessories running. In fact, much of the fuel energy
at idle goes out the tailpipe as exhaust enthalpy. An ideal strategy at idle would

meet the following criteria:
s adequate power for the accessories
e low fuel consumption
e high exhaust enthalpy flux (to keep the catalyst at temperature)
e smooth engine operation.
The engine system constrains the fulfillment of these goals. In particular
e the engine must operate at stoichiometric for the catalyst
e valve timing for maximum power at high speed requires high valve overlap.*

Typical modern engines operate with substantially retarded spark timing with

respect to MBT. There are several reasons for this
¢ high exhaust gas temperature
e lower residual gas fraction (due to above)

¢ lower torque to control the engine speed (especially important in the case of

low friction engine designs).

To achieve the goal of low fuel consumption, one may consider reducing the
mass throughput of the engine; this could be achieved by reducing 1nlet pressure
and/or engine speed. However, reducing either of these will result in higher
residual gas dilution and poor combustion quality. Furthermore, consistent fuel

metering at small quantities may be problematic for current fuel injector

® Valve overlap is the period where both the intake and the exhaust valves are open. At high speeds and loads a
certain amount of valve overlap is desired for maximum power.
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technology. Thus, setting the idle condition requires a compromise between

achieving the listed goals.

The operating environment at idle is very unfavorable for a fast, robust
combustion event. Of particular importance is the high dilution by residual which
occurs because of the low inlet pressure and low engine speed at idle. In the past,
engines tended to idle slightly rich of stoichiometric to reduce combustion
variations; the fuel consumption and catalyst constraints preclude the use of that,
strategy today. In fact, due to the many constraints on the engine, the idle
condition for modern engines is at or close to the dilute limit [44]. It is at this limit

that cycle-to-cycle combustion variations may be their most severe [3].



1.3. Focus and Structure of This Thesis

1.3.1. THESIS FocUSs

As indicated in the thesis statement, the purpose of this work is to identify and
quantify the most important phenomena that contribute to cycle-to-cycle
combustion variations at idle. However, considering the body of previous work
presented in §1.1.2, it is clear that all possible contributing phenomena cannot be
investigated in detail. Therefore an attempt was made, through careful
consideration of the literature and the specific operating condition of idle, to
distinguish the factors tha: contribute to cyclic combustion variability that would

probably be the most significant at idle. These factors are as follows:
e variations in charge fluid motion
¢ turbulence
¢ bulk flow
e variations in the overall charge composition
¢ residual
¢ fuel
4 air.

Variations in charge turbulence may be particularly important at idle because
high dilution makes the flame much more susceptible to quenching by turbulence
[10, 11]. Also, turbulence is thought to have a direct influence on the combustion
rate during a period over which more than 90% of the fuel mass is consumed; it is
impossible to investigate the primary causes of combustion variability without
censidering the influence of turbulence. Bulk fluid motion effects, which influence

the interaction of the flame with the spark plug and combustion chamber geometry,
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are generally thought to be more important when operating near the dilute limit

[3].

Cycle-to-cycle variations in residual mass will most likely be an important
factor at idle for several reasons. Laminar burning speed is a very sensitive
function of residual mass in the range of residual dilution that is present at idle (on
the order of 30% of the charge by mass). There are three mechanisms that are
thought to contribute to cycle-to-cycle variations in residual mass: exhaust valve
leakage, variations in valve overlap due to hydraulic lash adjuster dynamics, and
exhaust gas temperature fluctuations. Valve leakage occurs as a result of small
amounts of deposits on the exhaust valve; this causes the valve to seat improperly,
thus allowing exhaust gases to leak in trom the exhaust port during the intake
stroke. Hydraulic lash adjusters, which use the engine lubricating oil pressure to
keep a certain amount of “slack” in the cam/valve/lifter assembly, are susceptible to
pulses in the oil pressure, which will result in variations in valve timing from cycle
to cycle. Since valve overlap is a determining factor in how much residual there is
in the charge, any variations in valve timing will cause variations in residual mass.
The influence of valve leakage and hydraulic lash adjusters on cycle-to-cycle
variations will be more significant at idle than they would be under a higher speed
and load condition because the low speed and low inlet manifold pressure at idle

would tend to magnify those effects.

'The order of magnitude of the transport of burned gas from the exhaust
manifold back into the cylinder due to valve leakage may be estimated by assuming
choked flow for a given valve seat leakage clearance. Typical values are shown in

Table 1-2. Burned gas leakage from exhaust to Table 1-2. The leakage effect

cylinder as a function of valve leakage gap 0. could significantly change the
) Am,,  Aw/m,,.., Am/m ., residual gas mass in the
1 pm 05mg 04% 15% charge. For reference, at idle

(800 RPM, 0.32 bar inlet
10yum S mg 4% 15%
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Figure 1-1. Fuel injector characteristic for Nissan SR20DE.

pressure), the cylinder contains ~90 mg air, 6 mg fuel, and 34 mg residual gas.

Variations in the overall fuel mass were judged to be of interest because of the
very small fuel injection masses at idle. Fuel injection amounts may be lower than
0.01 ml per cycle at idle; shot-to-shot variability is inevitable at such low injection
amounts. Figure 1-1 shows the injector characteristic curve for the Nissan
SR20DE, the engine used in the experiments in this study. At idle for this engine,
the fuel injection amount is about 0.0085 ml. The figure shows that this is at the
non-linear part of the injector curve, where fuel injection amount is very sensitive to
pulsewidth and mechanical jitter of the injector solenoid action; thus, operating in
this region increases the tendency towards higher cycle-to-cycle variability in fuel
mass. Fuel mass variations will influence the flame speed, as well as the total

amount of fuel energy available.
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Finally, variations in air mass were included in this investigation for two major
reasons. First, due to the low inlet manifold pressure at idle, there is a very high
amount of blowback of residual gases when the intake valve opens. The cylinder
charging process is complex because the residual gases will displace or mix with the
fresh charge, thus influencing the amount of air entering the cylinder. Also, valve
leakage may allow some of the fresh charge to escape the combustion chamber
during the compression process. Thus, there are plausible sources of variability in
the total mass of air. Griinefeld et al., found evidence that there were variations of

air mass in the charge on a cycle-to-cycle basis [38].

1.3.2. THESIS STRUCTURE

This thesis is divided into seven chapters. Chapter 2 describes the adaptation
and application of a quasi-dimensional engine cycle model to the problem of cycle-
to-cycle variations. From the modeling study, sensitivities of the combustion to
perturbations in the important parameters at idle—as described in §1.3.1—were
identified. Chapter 3 presents the methodology of a novel set of gas perturbation
engine experiments and skip-firing baseline experiments to assess the sensitivity of
the combustion event to the charge components. Chapter 4 describes the test
apparatus for the experimental portion of this work and characterizes the engine at
the idle condition. Chapter 5 describes the experimental procedures, and Chapter 6
presents the results and error analysis from the engine experiments. Finally,

Chapter 7 summarizes the significant findings and conclusions of this thesis.
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9. APPLICATION OF A QUASI-DIMENSIONAL CYCLE
SIMULATION TO CYCLE-TO-CYCLE VARIATIONS

2.1. Background

Chapter 1 summarized the literature on the phenomena that are believed to
contribute to cycle-to-cycle combustion variability. One method of determining
whether a particular factor (e.g., fuel concentration) is important is fo measure the
variations in that variable and correlate those results with combustion variations;
this has been performed successfully in a number of studies [7, 8, 24, 34]. The
difficulty in these experiments lies in the fact that the “cause” variable of interest
comes from the natural processes of the engine and may not be independently
controlled. For example, the fuel in the cylinder for a cycle is not the fuel injected,
but is determined by a complex mixture preparation process. Thus, it is necessary
to directly measure the “cause” variables in the cylinder for the cycle. The problem
with this methodology is that the measurements are usually local and pointwise, so
that the overall impact of a particular variable cannot be deduced. Thus,
attribution of variations in delivered power is impossible, since the power depends
on an integration of the cylinder pressure over the entire cycle, and cycle-to-cycle
correlations between short periods of the combustion and the IMEP are invariably

not significant. Another methodology for investigating the importance o a certain



factor on cycle-to-cycle combustion variability is to attempt to control—or
completely eliminate—the fluctuations in one particular variable {37]. The
weakness of this technique is that it may only be used for certain phenomena; it is
impossible to eliminate variability in the turbulence intensity, and thus it is
impossible to investigate the influence of turbulence intensity using this

methodology.

These difficulties, as well as the large amount of experimental effort that must
go into measuring most in-cylinder phenomena, have led many investigators to
attempt to apply engine simulation models to the problem of cycle-to-cycle
combustion variability [45, 46, 47, 48, 49, 50]. The methodology for such an
investigation is straightforward. A deterministic engine cycle simulation that can
accurately calculate the mean combustion parameters for various operating
conditions serves as the basis. To perform a calculation, these simulations require
certain “inputs” that will be used to determine the combustion rate and the
preasure history of the cycle. These inputs generally include the variables that the
engine operator would set if s’/he were performing an actual engine test: inlet
pressure, equivalence ratio, spark timing, etc. Also, depending on the simulation,
the user may have control over additional variables—turbulence intensity and

scales, bulk flow velocity and direction, etc. Perturbations in these “input

variables” will result in changes in the model “output” variables such as combustion

speeds and IMEP. As outlined in Chapter 1, these controllable input variables are
among the phenomena that are thought to be important contributors to cycle-to-
cycle combustion variations, so variations in these inputs to the model may be used
to simulate the natural variations in the relevant phenomena in an operating
engine. Since the operator has control over the variations in these inputs, it is
possible to determine individually the influence of each on the variability in the
engine outputs. Figure 2-1 shows a schematic for this methodology. The input
parameters listed are not necessarily the only possible contributors to cycle-to-cycle

variations.
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There have been several ways in which this methodology has been
implemented. Brehob and Newman [46] perturbed three model inputs—initial
kernel burn rate, displacement of the kernel from the spark gap, and turbulence
intensity—until they achieved output distributions that approximated actual
engine experimental results for burn rate and IMEP. Shen et al., [49] used data
from a fiber optic spark plug as input for the cycle-to-cycle variability in the in-
cylinder flow characterisiics. Holmstrom and Denbratt (48] used LDA
measurements of mean velocity, turbulence intensity and integral length scale as
inputs to an engine simulation to medel the influence of the kernel’s “random wall”
on combustion variations. Other investigators use distributions in the inputs

simply as an “excitation” to determine the influence on cycle-to-cycle variations.

Parameters
QOresidual gas mass

Ofuel and air mass Engine T IMEP
Ocharge inhomogeneity Simulation w1 0rque, '

: Model etc.
Qcharge motion Fluctuations

H large scale
@ turbulence

1

Extent of variations
of parameters

Figure 2-1. Methodology for modeling cycle-to-cycle combustion variations.
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2.2. The Quasi-Dimensiconal Cycle Simulation

2.2.1. THE BASIC MODEL

The basic model used for the calculations in this study is a quasi-dimensional
cycle simulation developed by Poulos {51, 52]. Additional features were introduced
for the purpose of this study; these features will be described subsequently. The
basic model has been described in detail in the aforementioned publications, so only

a summary of its features will be presented here.

The simulation uses a two-zone thermodynamic model of the combustion. The
unburned zone is assumed to be a homogeneous mixture of fuel, air, and residual
gas at a uniform temperature throughout the cycle; the composition is assumed to
be frozen. During combustion, the burned zone is modeled as a homogeneous
mixture of ideal gases in chemical equilibrium at a mean temperature. For NO,
calculations, the burned zone is divided into an adiabatic core and a boundary layer,
though this feature does not significantly influence the thermodynamics of the
calculation. Pressure is considered to be spatially uniform throughout the cylinder
at all times. The combustion model used is an eddy entrainment and burn-up
model that has been described extensively in other publications [21]. The
simulation accounts for the influence of the chamber geometry on the combustion by
assuming that the flame is a sphere, the center of which is fixed at the location of
the spark discharge; as this sphere contacts the walls, the flame area is reduced and
the heat transfer area between the burned gases and the combustion chamber walls

is increased.

The original cycle simulation converges on a solution by calculating several
cycles in sequence, using the end conditions of one cycle as the starting conditions of
the next. In this way it is analogous to a continuously-fired engine: the residual
gases from one cycle are left over for the next. Thus, when the simulation is used to

calculate many cycles in sequence, the residual mass, total charge mass, and in-
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cylinder pressure and temperature vary naturally. However, since the cylinder
charging subroutine does not allow for mixing or heat transfer between the
unburned charge and the residual gas during the backflow and intake processes,

the accuracy with which the program calculates cylinder charging is suspect.

2.2.2. MODIFICATIONS

Shen, Hinze annd Heywood [49] presented a modified cycle simulation and
applied it to the modeling of cycle-to-cycle variations. The simulation code used in
this thesis is, except in one respect, identical to the model presented by Shen et al.

Thus, the details of the simulation will only be summarized here.

2.2.2.1. Flame Kernel Model
The original quasi-dimensional cycle simulation initiates the combustion by

specifying the size and temperature of the original flame kernel, this initial
condition does not change from cycle-to-cycle. However, cycle-to-cycle variations are
believed to begin very early in the cycle. To allow for the variations in very early
flame development, a flame kernel model was added to the simulation to provide
the initial condition for the main combustion phase calculated by the simulation.
The kernel model is applied for the entire spark duration, at which point the

simulation takes over.

The kernel model added to the simulation is that of Shen, Hinze and Heywood
[53]. The model takes into account the primary physical factors that influence early
flame development. The initial kernel size and temperature are determined by the
breakdown energy and the heat transfer from the burned regien to the unburned
region, and the calculation for flame development considers the heat losses to the
plug electrodes, energy input from the spark, and the development of the kernel
from initially laminar to a wrinkled flame. The model allows the kernel to be
convected from the center of the spark gap. This will influence the heat transfer

between the kernel and the spark electrodes and the interaction of the flame with
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the combustion chamber walls during the later phases of combustion. The direction

of convection is limited to the plane perpendicular to the cylinder axis.

2.2.2.2. Turbulent Flame Speed Model
The turbulent entrainment combustion model used in the study by Shen et al.,

[49] was replaced with an expression adapted from Herweg and Maly [54]. In this

model, they use a turbulent flame speed expression

, VA A Ko N\%
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In this expression S, and S, are the turbulent and laminar flame speeds
respectively, I, represents the flame strain, u’ is the turbulence intensity, r, is the
radius of the flame, L is the integral length scale, t is the time after spark, and 1, is
a characteristic time scale. The flame strain is given by the following equatfion:
3
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where §, is the laminar flame thickness, Le is the Lewis number, T, is the activation
temperature, and T, is the adiabatic flame temperature. The characteristic time
scale is given by the following equation:

— L .
T u'+S,
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This model was developed to account for the influence of turbulence on the
flame kernel development explicitly; the turbulent flame speed multiplied by the
flame area and the unburned gas density will yield the turbulent combustion rate.
When the flame reaches the combustion chamber walls, however, the flame frontal
area concept is no longer applicable; the remaining portion of the combustion may

be modeled as burn-up of small pockets of unburned gas behind the flame front.
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To incorporate the entrainment and burn-up concept inte the Herweg and

Maly flame speed model, the following equations were used in the simulation [55]:

m, —m,

y, =p,A S 1+ (2-2)

o % 4
m,=p,A|S 1, + lo}éu’(%) (g—:] (l —exp(-— r—i)) (1—exp(— é)] (2-3)
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Here, m, is the burned gas mass, m, is the mass of gas entrained behind the flame
front, p, and p, are the unburned and burned gas densities respcctively, and A, is
the flame front area. Equation (2-2) is the standard form of the eddy entrainment
and burn-up combustion model [21] with an added factor to account for the
influence of strain on the burn rate. In this equation, 1, is a characteristic eddy

burn-up time:

Equation (2-3) is made up of four distinct terms, labeled I-IV above: a strain term, a
turbulence factor, a size dependent integral length scale, and a time dependent
integral time scale. Expressions III and IV are meant to represent the development
of the combustion from a laminar kerne! to a fully developed flame; when the kernel
is small, the scales of turbulence are too large to significanily wrinkle the flame
surface, but as the flame grows larger, the speed at which it propagates becomes

more and more influenced by turbulence.

Herweg and Maly verified the application of this flame speed model for a
variety of operating conditions in a specially designed transparent side chamber
engine. Dai et al. [65], demonstrated that use of this model resulted in improved

prediction of combustion rates for lean and dilute mixtures in Ford’s quasi-
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dimensional engine simulation (GESIM). Moreover, Dai et al., observed that the

influence of flame strain was important at lean and dilute operation.

2.2.2.3. Flame Interactions With the Combustion Chamber

To simulate the random interactions of the flame with the combustion chamber
geometry, the flame center is allowed to move from the center electrodes. The
kernel model described in §2.2.2.1 also requires a convection velocity as an input;
this velocity affects the contact area of the kernel with the spark plug electrodes.
Early in the combustion, when the kernel is small, the bulk flow velocity of the
charge may have a significant effect on the kernel motion. However, as the flame
grows larger, the kernel is less influenced by the in-cylinder flow:; thus, as the
flame gets larger, it asymptotically approaches a stable center. Shen et al., [49] use
an expression developed from results from experiments in a transparent cylinder
engine [56] to model the relationship between the flame center offset and the flame

radius:

Here, r_, is the distance of the flame center from the spark plug electrodes, r, is the
flame radius, v, is the flame kernel convection velocity, and o, is the final center of
the flame when it stabilizes. Visualization engine experiments have verified the
applicability of such an expression for flame center position as the combustion

develops [9, 56].

The flame interactions with the combustion chamber primarily influence the
combustion in two ways: heat transfer from the burned gases to the chamber walls,
and flame front area, which directly influences the burn rate. Shen et al., developed
a method whereby the flame front area during the cycle could be determined with

little computational time for variations in the flame center position [49]. This
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method involves dividing up the spherical flame area into 100 facets distributed on
the flame surface. For each time step in the flame development process, the center
point of each facet is checked to determine whether it is within the bounds of the
combustior. chamber. If the center point of a facet is still in the combustion
chamber, the area of that facet is added to the overall flame area used to calculate

burn rate. For a more detailed explanation, refer to Shen et al., [49].

2.2.3. MODEL CALIBRATION

Before the model may be used to simulate the idle condition, it must be
calibrated. To get the correct amount of mass in the cylinder and match the
compression pressure of idle data, the inlet pressure must be adjusted. Also, it was
necessary to add external EGR in the simulation because the model underpredicted
the amount of residual in the cylinder. Finally, Equation (2-3) requires a
turbulence intensity, u’, and an integral length scale, I.. These twn parameters
were chosen to match the pressure and burn rate data from actual experiments; a
value of 1.0 m/s was chosen for u”, and L was chosen to be 3.5 mm. Figure 2-2 and
Figure 2-3 show a comparison of the model results and sample idle cycles. A
comparison with individual cycles from experiment is preferred to average cycle
results because at a condition such as idle, the ensemble averaged cycle pressure

does not necessarily represent typical engine performance [40].

" The mean piston speed is 2.3 at 800RPM, so this value for u’ is approximately half the mean piston speed.
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2.3. Model Results

2.3.1. VARIABILITY TESTS
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Figure 2-4. Distribution of 0-10% burn
duration for 500 cycles at idle.
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Figure 2-5. Distribution of 10-50% burn
angle for 500 cycles at idle.
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Figures 2-4 through 2-6 show typical
results for the distribution in the 0-10%,
10-50%, and 50-90% burn durations (iu
crank angle degrees) at idle; 500 cycles
are shown. To simulate the effect of
variations in the influencing factors, a
test distribution was used in the cycle
simulation for turbulence intensity,
convection velocity, and residual mass,
and the effect on the different burn
angles was observed. In each case, the
input parameter was varied

individually. It is important to note that
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the input distributions used were chosen arbitrarily and do not necessarily

represent the actual variations in the physical parameters in an engine.

Figure 2-7 shows the input distribution for the turbulence intensity, and
Figures 2-8 through 2-10 show the resulting burn variations. Qualitatively, the
modeled distributions appear to have similar features to the observed variations in
engine tests. The average 10-50% burn angle for the simulation is shorter than the
experimental value, presumably due to inadequacies in modeling the turbulent
burn speed at that portion of the burn curve. The variations in the modeled 10-50%
burn angle have a smaller standard deviation than the 0-10% variations; however,
the percent variations in the 10-50% burn angle are larger (COV, ,=8.8% versus
COV,, ...=12.7%) because the 10-50% burn angle is shorter than the 10-50%.
Finally, the 50-90% burn angle has the widest distribution because of the influence

10-50%

of phasing; as the cycle progresses, slow cycles become even slower due to the poor

combustion phasing.

Figure 2-11 shows the distribution of initial flame kernel convection velocity
used as an input into the cycle simulation; the location of the ground electrode is
shown for reference. The magnitude and direction distributions for these input data
were scaled from fiber optic spark plug measurements made in the same engine at a
higher speed operating condition [57]. As Figure 2-12 shows, the convection has
very little effect on the early combustion, because the flame has not become large
enough to interact with the combustion chamber geometry. For the 10-50% and the
50-90% burn angles, the distributions are somewhat wider, though still small
compared with the actual variations observed in the engine test results.

Holmstrom and Denbratt [48] and Shen et al., [49] found through similar quasi-
dimensional modeling studies that variations in the flame interactions with the
combustion chamber geometry had a small but significant influence on variations in

the later portions of the combustion event.

Figure 2-15 shows the input distribution for residual mass fraction, and Figures

2-16 through 2-18 show the output burn duration distributions. The residual mass
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variations appear to have a significant effect on combustion variations by

influencing the laminar burning velocity.
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2.3.2. SENSITIVITY RESULTS

Investigating the influence of the input parameters on the cycle performance
through cycle-to-cycle variation in the inputs is interesting from a qualitative
standpoint, as it gives a “feel” for how each input influences the output. However,
since the variations in the input parameters are not known, it is impossible to
attribute the extent of output variations in an actual engine to each of the
influencing parameters. Brehob and Newman [46] perturbed the inputs to a quasi-
dimensional cycie simulation until they obtained output distributions that matched
those of experiments; however, they limited their input variations to three
parameters—initial kernel burn rate, displacement of the kernel from the spark
gap, and turbulence intensity. If more influencing factors are included, there will
be too many degrees of freedom, and parametric perturbatiocn of the inputs will not.

give a unique answer.

One means of assessing the importance of an input parameter on the outputs is
to consider the sensitivity: the amount of change in the inputs caused by a small
perturbation in one of the inputs. Consider the case of two simulated engine cycles,
identical in every respect, except the mass of fuel in one cycle is 5% higher than the
other. This difference will result in changes in the combustion rate and the total

amount of energy produced in the cycle. A sensitivity may be defined:

S.l'y —_——— = -

T yoxr dlnx

where y is some output parameter, such as 10-50% burn time or IMEP, and x is the
input parameter that was perturbed. The sensitivity, S, represents the influence
that an input has on the combustion. A sensitivity higher than one means that a
1% change in the input will result in more than a 1% change in the output. The
sensitivity may be calculated with the model by simulating two cycles that are the
same except for a small perturbation in one input parameter. Figure 2-19 shows

the modeled sensitivity results for perturbations in the charge composition and
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3 turbulence intensity. Convection velocity

g - was omitted from this graph because the
g, . sensitivity is negligible.
L2, l‘a , r% Figure 2-19 shows that the
= o o "
2§ § combustion is most sensitive to fuel mass,
@& -1
s followed by residual, turbulence intensity,
2 27 [c= A .
= Residual and air mass. In each case, the
§ 5. Fuel o
2 B o sensitivities are larger for the later burn
-4 . . . - angles; this is a result of phasing—slow

0-10% 10-50%  50-90% IMEP
cycles become slower, and fast cycles

Figure 2-19. Comparison of simulation = become faster relative te the mean. The
sensitivities for air, residual, fuel, and

. . sensitivity of IMEP to fuel mass is higher
turbulence intensity.

than one. If the engine were operating at
MBT, one would expect that this value would be close to one; if 2% more fuel energy
is added, there should be about 2% more energy extracted from the cycle.” This is
because the mechanical energy output per cycle is relatively flat with respect to
combustion phasing at MBT. However, since idle is significantly retarded with
respect to MBT, any change in cycle phasing will have a large influence on the
IMEP. Since an increase in fuel concentration results in an increase in laminar
burning speed, there is a significant phasing benefit at the idle condition. In §6.2.3
a more thorough explanation of the reason for the relative differences in

sensitivities is presented.

It should be stressed that Figure 2-19 is not the entire story. Without,

knowledge of the magnitude of the input variations (i.e., variations in m m

residual? fuel?

etc.), it is impossible to know how much each influencing factor contributes to cycle-
to-cycle variability in combustion. That is to say, even though Figure 2-19 indicates

that the combustion is more sensitive to a percentage change in fuel mass, if, in the

# Provided the perturbation experiment is kept lean of stoichiometric, as is the case in the perturbation used in this
modeling study. A rich perturbation is more complex.
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engine, the percent variation cycle to cycle in the residual mass is much higher than
the percent variation in the fuel mass, the residual mass variatio.ns may contribute

more to the overall cycle-to-cycle combustion variability.
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3. EXPERIMENTAL APPROACH

3.1. Basis of Methodology

The objective of the experimental work is to develop a method whereby the
variations of the engine “input” parameters (such as air mass, fuel mass, residual
mass, etc.) could be deduced from the measurable engine output (such as IMEP, 0-
10%, 10-50%, 50-90% mass fraction burn durations), The impetus for such a
methodology was the result from Chapter 2, in which the engine system was
modeled as a “black box” with various inputs and outputs. Variations in the inputs
to the engine system resulted in variations in the outputs, and each input/output
combination had an identifiable sensitivity that could be expressed as an equation

of the following form:

5%, = 2 (3-1),

_ :9;_‘_
where S represents the sensitivity, y, is the output parameter, and x, is the input
parameter. A distribution in the input variable x will result in a distribution in the

output variable y; the spread and shape of the output distribution depends on the
spread and shape of the input distribution and the sensitivity, S‘j. This is



represented graphically in Figure 3-1.
The distribution on the horizontal axis
represents the input dispersion, the

slope of the curve is the sensitivity of

< the output parameter to changes in the
/ g input parameter, and the distribution
e \
<
/ N\ spread. In this example, the sensitivity

shown is not linear, resulting in a

on the right side is the resultant output

input

skewed output distribution from a

Figure 3-1. Example input distribution symmetrical input distribution.
and resulting output distribution for an
arbitrary sensitivity function. The important result from the

modeling study was the observation that each input parameter had its own unique
“footprint” that it left on the output parameters. Thus the system is well defined in
the sense that information on the output parameters could be “inverted” to yield
information on the input parameters. If the input deviations are assumed to be
small, and the sensitivities may be approximated as linear, then one could write an
equation to represent the influence of deviations in the various significant input
parameters on a particular output parameter:

¥, i %, ,

yj—yj=—aTl l+bx—25x2+...+:9:5x‘. (3-2).

The left side of this equation represents a deviation of the output parameter y, from

the average value, y,, while the right side includes all of the small deviations of the

ay,
input parameters from their average values, 8x. The partial derivatives, —", are

ox,

simply the sensitivities, Sij, as defined above in Equation 3-1. Since small

perturbations were assumed, we may make the following substitution:
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and making the above substitution yields the following equation:

32l =

Thus, we have an expression for the relative fluctuations in the output parameters,

¥y, as a function of the relative fluctuation in the inputs, x,.
Equation 3-3 may be put in a more useful form if we make the assumption that

the input fluctuations are independent of each other. Squaring both sides of

Equation 3-3 yields

2 2 2
CARNS Iimy)) ,)] (ﬁ) (3-4)
¥, (inx,) J\\E ’
where the angle brackets indicate an aggregation. There are no cross-terms,

because assuming the variations in x, are independent means that

where (i = k).

(8x,dx,) =0

The definition of the coefficient of variation (COV) is

cov, =

'“<||'—‘

where n is the number of samples. Using this definition, Equation 3-4 may be

written as

48



(cov,) = Z{%((l; i’)) ] (cov, ) (3:5).

To put it in a more compact form, let us make the following definitions:

n = COV),/

¢, =Cov,

dliny, i
D= : [aﬁln:))]

Finally, Equation 3-5 may be written in matrix form as

and

771'2 = Dj,iCiz (3-6).
Here, njz is a 4x1 column vector, {’is a 3x1 column vector, and D,; is a 4x3 matrix.

The vector 'nj2 is observable in engine experiments; it is simply a vector of the
variations in the output parameters—COV*,;,, COV* . . etc. Except through
rather involved experiments (cf., §1.1.2), { is generally not observable. However, if

the sensitivity matrix, D, were known, it would be possible to calculate the

JEY
variations in the inputs, {°, provided that j>i, so that there are sufficient equations
for the number of unknowns. For j>i, the system is overdetermined and may be

found using the least-squares method.
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3.2. Experimental Plan: Determining Cycle-to-Cycle Gas
Composition Variations

3.2.1. CONSIDERATION FOR FACTORS THAT COULD NOT BE PERTURBED
INDEPENDENTLY

In the previous section, equations were developed that allowed the calculation
of the fluctuations in the “input” phenomena from the observations of the “output”
parameters, provided the individual sensitivities of the outputs to each of the inputs
are known. The consequence of this observatien is the possibility to determine the
cycle-to-cycle fluctuations of important variability-causing parameters, such as
residual mass fraction. The sensitivities for fuel mass, residual mass, air mass, and
turbulence intensity were calculated using a computer model of an engine cycle in
Chapter 2. However, because of the uncertainties in the model, those results were
for illustrative purposes only; it would not be accurate to apply the calculated
sensitivities to actual engine experiments. What is necessary is an experimental

determination of the relevant sensitivities on an engine.

The means by which the sensitivities are determined on an engine is analogous
to the method used in the simulation: a small perturbation in an input parameter
will result in an observable deviation in the outputs. However, it is not possible to
perform this sort of perturbation experiment for all of the important input
phenomena that are thought to contribute to cyclic combustion variability. In
particular, the flow factors—turbulence and bulk gas flow—represent a problem.
On the other hand, charge composition variables may be perturbed in this manner;
details on a methodology for determining gas composition sensitivities in an engine

will be presented in the next section.

The analysis from §3.1 required that the sensitivities be known for all of the
relevant inputs. Since it is only possible to experimentally determine gas
composition sensitivities, this analysis needs to be modified somewhat. Consider

Equation 3-2 in terms of the gas composition variables:
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Y=y =%&nu ‘f'%&n, +%(5m, +[others]j

where m, is total air mass in the charge, m, is fuel mass, and m, is residual mass.
The “[others]” term is a catch-all that is used to represent all of the other important
phenomena that influence cycle-to-cycle variations for which the sensitivities
cannot be determined experimentally. The presence of the “lothers]” term does not

invalidate any of the previous analysis, so that Equation 3-6 may be rewritten as

n; =D,,; +[others) ; (3-7)
where the indices i of value 1 through 3 refer to the mass of air, fuel, and residual
respectively. Values of 1-4 have been used for the index J; specifically, they
represent the 0-10%, 10-50%, and 50-90% mass fraction burn durations and the
IMEP. Thus, Equation 3-7 designates an overdetermined set of equations from
which a least-squares solution may be determined. The output parameters that are

used for the vector 1 will be further discussed in §5.26.1.

In Equation 3-7, the left side is know by observation of engine data and the
matrix D,; may be determined through gas perturbation experiments. All that
remains in order to solve for the input variations, {’, is to get rid of the “[others]”
term. This may be achieved by performing a set of skip-fired experiments with
controlled composition to eliminate cycle-to-cycle variations in the masses of air,
fuel, and residual. For details on the skip-firing experiments, refer to §3.2.2.1. In
the case of such a “baseline” experiment, the only source of cycle-to-cycle variations
in the measured output parameters would be the “lothers]” term. In the form of an

equation,

njz‘o = [others],
where 1, is the observed output variation from the skip-fired experiment.

Now, Equation 3-6 may be written as the following:
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(nf -m}) =D& (3-8)

Using least-squares, it is possible to find a solution for {’

. -1
¢ = [(011)) DT][(n}) ~(11%o)] (39),
This is our desired answer; by multiplying the appropriate sensitivities by the

variations in the inputs, we may determine the relative contribution of variations in

air, fuel and residual mass to the overall cycle-to-cycle combustion variability.

3.2.2. EXPERIMENTS

3.2.2.1. Skip-Firing Experiments
The analysis of the previous sections developed a means whereby the influence

of variations in the gas composition on cycle-to-cycle combustion variations may be
determined. Because the influence of other factors—such as turbulence
variations—may not be ignored, it is necessary to perform “baseline” experiments in
which there are no cycle-to-cycle variations in the charge composition. This
objective may be achieved through pre-mixing the charge well upstream of the inlet
and skip-firing the engine. The methodology of such an experiment is described in

detail by Sztenderowicz [37]; his description will be summarized here.

In ordinary operation, cycle-to-cycle variations in the charge composition are a
consequence of many factors (cf. §1.1.2.2): shot-to-shot variations in the injected fue!l
amount, variations in the burned gas density resulting in variations in the residual
fraction, etc. Such variations are impossible to eliminate entirely in a port-fueled,
continuously fired engine; however, by prevaporizing the fuel and mixing it with air
well upstream of the engine inlet, variations in the equivalence ratio may be
eliminated. Also, if the engine were not fired every cycle, the variations in residual
gas mass may be eliminated as well. By skipping enough cycles in between the
fired cycles, the residual from the last fired cycle would be completely purged before
the next fired cycle. The number of cycles that must be skipped to completely

52



eliminate the residual depends on the purge rate of the engine at the specified

operating condition.

Since the process of skip-firing eliminates the natural residual present in the
engine, and since the skip-firing experiments are meant to simulate ordinary
continuously-fired operation, it becomes necessary to supply to the engine, along
with the fuel and air, an amount of artificial residual that matches the amount of
actual residual under ordinary operation. The artificial residual is a mixture of CO,
and N, that matches the molar heat capacity of the actual residual gas; the method
of determining the exact composition of the artificial residual is described in
Appendix A. To perform the skip-fired experiments, it is necessary to determine the
average amount of natural residual in the cylinder at the operating condition to be
matched in the skip-fire experiments; the procedure and results for this are
described in §4.2.4. Details of the implementation of the skip-firing experiments

are reported in §5.3.

3.2.2.2. In-Cylinder Composition Perturbation Experiments
The methodology for determining the sensitivity matrix, D, described in §3.1 is

similar in principle to the modeling study of Chapter 2. The charge composition is
perturbed on a cycle-to-cycle basis by adding a small amount of air, fuel, or residual.
The influence of this perturbation on the engine performance is then determined by
analyzing the cylinder pressure data and comparing perturbed and non-perturbed

cycles. Figure 3-2 shows a representation of the method for residual gas injection.

esidual gas perturbation

/Natural residual gas variation
) T T~ )
\/ dxr

1 ] i 1 1 Y

Cycle 1 2 3 4 5 6 7 8 9

Figure 3-2. Synchronized detection of parameters: residual gas perturbation.
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In this figure, the ordinary cycle-to-cycle fluctuation of the residual gas in the
cylinder is represented by the wavy line, and the perturbation of the residual
fraction, dx,, is represented by the square pulse every fourth cycle; the total residual
mass in the cylinder is a superposition of the natural variation and the
perturbation. By sampling over many cycles and comparing the combustion
characteristics of the perturbed cycles with the non-perturbed cycles, the sensitivity
of the combustion to variations in residual mass may be determined. The same
experiments may be performed for air and fuel perturbations. For small enough
perturbations in composition the sensitivities will be linear; however, there is no
way of knowing a priori how small is “small enough.” Thus, to ensure that the
measured sensitivity is linear, experiments with two different amplitudes of
perturbation are performed, and the sensitivities are compared. The details of the

implementation of the perturbation experiments are described in §5.2.
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4. ENGINE SETUP: DESCRIPTION AND CHARACTERIZATION
OF IDLE OPERATION

4.1. Engine Setup

4.1.1. THE NISSAN SR20DE

Table 4-1 shows the relevant characteristics of the engine used in the
experimental portion of this work. The SR20DE has a pentroof head with a
centrally-located spark plug. Although no measurements were made, the
configuration and symmetry of the intake ports suggest that there is no significant
swirl present in the cylinder. Measurements with a fiber optic spark plug probe
from a previous work indicate that there is an observable tumble motion in the

chamber [57]; this

observation is consistent Table 4-1. Nissan SR20DE specifications.
with the intake port Engine Type 4 cylinder, 4 valve/cylinder DOC
Aluminum head/block
configuration and the Bore x Stroke [cm] 8.6 x 8.6
Compression Ratio 9.5
pentroof shape of the head. | Displacement/cylinder [cm’] | 499.6
Clearance volume/cylinder 58.77
The engine was [em’]
Intake valve Open 527° ABCC
modified to operate on a (34 mm diameter) Close 55° ABCC
Exhaust valve Open 303° ABCC
Single cy]inder to avoid (30 mm diameter) Close 543° ABCC
Valve overlap 16°




multiple cylinder interactions. Thus, fuel is injected and a spark is supplied to only
one cylinder (the number 4 cylinder), and the intake and exhaust runners of the
firing cylinder are isolated. No modifications were made in the moving parts to

preserve the inertial balance of the engine.

The engine was coupled to a Dynarmatic dynamometer, which may be used to
turn the engine while motoring or absorb power when the engine is firing. One
consequence of firing the engine with only one cylinder is that the dynamometer
must turn the engine at low loads because the power produced by a single cylinder
is not enough to overcome the friction of the engine. The dynamormeter, controlled
by a Digalog controller, was thus used to turn the engine at a constant speed of 800
RPM for all experiments. Though instantaneous engine speed was not recorded,
preliminary measurements indicated that speed fluctuations were generally held
below 0.5% at the chosen idle operating condition. This method of engine speed
control, while not typical of idle in an automobile, was a constraint of the

engine/dynamometer system and could not be helped.

The engine coolant system was modified to include a water heater; this allowed
the engine coolant temperature to be maintained at a temperature around 80° C for
all tests. The heater also allowed preheating of the engine block and head, greatly
reducing the amount of warm-up time required before data could be taken. An oil
cooling circuit controlled the temperature of the oil in the sump, which was kept at

approximately 75° C for all experiments. The

temperatures of the inlet air and exhaust port were also

EXHAUST

recorded for each experiment.

The spark plug ground electrode orientation was
kept constant for all experiments. Spark plug location
and orientation are shown in Figure 4-1. The plug used

was a NGK BKR7E, with a plug gap of 0.9 mm, as
Figure 4-1. Spark plug
orientation used for all
experiments.
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specified by the manufacturer. The spark energy deposited was 50mJdJ.

4.1.2. GAS SUPPLY AND PREPARATION

The engine air supply was regulated by Tylan General mass flow controller
model FC 262, with Tylan readout/control box model RO-28. For the set of skip
firing experiments described in §5.3, several important additions to the engine gas
supply system needed to be made. Figure 4-2 shows a schematic of the gas
supply/mixture preparation system used for all experiments. In order to match
ordinary operation in the skip-firing experiments. artificial residual (N, and CO,—
see Appendix A) needed to be supplied along with the air and fuel. These gases
were metered to the gas supply manifold via critical flow orifices, which allowed
precise mass flow control regardless of the inlet manifold pressure. Also, the inlet
air and artificial residual were heated so that the temperature of the charge at time
of spark in the skip-firing experiments matched ordinary operation. The location of
the heating element is shown in Figure 4-2. A perforated plate was placed

upstream of the engine inlet manifold to provide adequate mixing of the charge.

To Inlet Manifold

4+— Pre-vaporized Injector

Vaporization Air ,
Injection Air

Mass Flow
Controller

Figure 4-2. Schematic of mixture preparation apparatus.
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4.1.3. FUEL PREPARATION METHODS

The Nissan SR20DE ordinarily operates with an electronic multi-point port fuel
injection system. The standard injectors are of the four-hole spray collision type,
with dual direction injection; the injector targeting is on the back of the inlet valves,
with minimal wall flow resulting from the dual directior. aiming. The original
injector controller for the engine was replaced with a separate controller that timed
injection at a constant crank angle each cycle; in these experiments, the timing of
the injection was kept at 100° after bottom center compression, on a closed intake
valve. While injection timing was referenced by crank angle, injection duration was
controlled in units of milliseconds, making injection amount controllable
independent of engine speed. In all experiments, except for the residual gas
measurements described below, indolene was the fuel used. Figure 1-1 shows the
amount of indolene injected as a function of pulsewidth for the stock Nissan

injector.

In §4.2.4, experiments for measuring the average 1esidual gas content are
described. For these experiments the engine was fired with propane as the fuel
since liquid fuel would interfere with the in-cylinder gas sampling and analysis.
The propane was introduced into the intake runner, approximately 30 cm upstream
of the inlet valves; the flow rate was controlled by a needle valve. Pressure data
analysis for propane operation showed cycle-to-cycle variability comparable to
operation with port fuel injection, indicating that there was adequate mixing

between the air and fuel introduced in this manner.

Finally, for experiments where a perfectly homogeneous charge was required,
the standard port fuel injection was disabled, and a prevaporized injection system
obtained from the National Engineering Laboratory of UK was employed; the
system is described by Fox et al. [68]. The prevaporized injector apparatus
consisted of a Bosch model # 0-280-150-151 injector in a machined housing with
three air jets; two air jets were aimed into the flow tangentially, and the third was

aimed radially. The injected fuel and air pass down a 6 cm length of %4” NPT brass
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tubing, which is heated by a strap heater. The fuel impinges on the hot wall of the
tube and vaporizes, and the swirling air flow entrains the vapor and mixes with the
primary air flow. The injected air flow is estimated to be on the order of 40% of the
total air flow required to operate the engine at idle. A thermocouple at the end of
the tubing is used to control the temperature to be approximately 110° C, which was

determined to be an appropriate temperature for complete vaporization of indolene

fuel.

For all experiments, the air-fuel ratio was monitored with a Horiba AFR

Analyzer (Mexa-1101) oxygen sensor.

4.1.4. CYLINDER PRESSURE MEASUREMENT

Cylinder pressure was recorded with a flush-mounted Kistler 6051B
piezoelectric pressure transducer mounted in the cylinder head approximately 1 cm
above the cylinder block. The transducer was connected to a Kistler model 5004
dual mode charge amplifier. The voltage output of the amplifier was sampled by a
pc-based digital data acquisition system using a Data Translation A/D card (model
DT2828). Pressure data were taken at a 1° interval using the pulse from a 360
pulse/revolution optical shaft encoder as an external trigger. The shaft encoder also

provided a reference pulse at bottom center.

Since piezoelectric pressure transducers do not provide an absolute
measurement of pressure, it was necessary to “peg” the transducer—i.e., reference
the transducer output to an absolute pressure measurement—with a manifold
pressure sensor (Data Instruments model SA). Randolph [569] determined that, for
untuned intake systems and tuned systems at low speeds, pegging at bottom center
before compression provided good accuracy. Thus, the pegging method chosen for
this study was to average the voltage value of the first five pressure data points
acquired after BC before the compression stroke and reference this average voltage

to the pressure measured by the inlet manifold pressure sensor.
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Figure 4-3. Log P vs. Log V plot of motored

pressure data at wide open throttle.

Many studies have addressed the
topic of in-cylinder pressure data
accuracy [60, 61, 62]. Lancaster et
al., [60] stress the diagnostic
importance of a logarithmic plot of
pressure versus volume data for a
motored engine. Figure 4-3 shows
such a plot for the apparatus used in
this study. The linearity ot the
compression and expansion stroke, as
well as the sharpness of the point at
which they meet, indicate that the
pressure data are correctly phased

with respect to volume. The

compression polytropic constant is 1.35, and the expansion polytropic constant is

1.42; these numbers are well within the desired range for motored data.

Accuracy of the pegging process
may also be determined through
examination of the motored pressure
trace. Figure 4-4 shows a logarithmic
plot of pressure versus volume for an
average motored pressure trace with
the inlet manifold pressure at 0.32
bar; this is the inlet pressure used for
the experimental condition of this
study. Curvature in the compression
and expansion lines in this plot would

indicate inaccurate pegging; however,
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the compression and expansion strokes are both very linear.
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4.2. Characterization of the Idle Operating Condition

4.2.1. OPERATING CONDITION SELECTION

As mentioned in §4.1, the engine control system for the Nissan has been
replaced with individually adjustable controls for spark timing, fueling, etc. This
fact, as well as the many modifications that were made to the engine, makes it

impossible to let the engine idie as it

Table 4-2. The idle operating condition. .19 in a vehicle. Thus. it was

Engine speed [RPM] 800 necessary to find an appropriate idle
Inlet manifold pressure [bar] | 0.32 condition; Table 4-2 shows the operating
Spark timing [CAD BTC] 15 condition selected. The spark timing
and speed were selected to be the values
Air/fuel equivalence ratio 1.0 specified by Nissan for the idle condition
Air mass flow rate [g/s) 0.60 of the engine. The air/fuel equivalence
Gross IMEP [bar] 155 ratio, A, was kept at a value of 1.0
because the engine normally operates

with a three-way catalyst, and so stoichiometric operation is a constraint of the
system. The inlet manifold pressure was adjusted to give an average gross IMEP of
1.55 bars, which is a value typical of an idle condition. All experiments were

performed with the engine at a fully warmed-up state.

4.2.2. CHARACTERISTICS OF IDLE OPERATION

Figure 4-5 shows firing data of four consecutive cycles for the Nissan idle
operating condition. These cycles are typical of idle, and may be used to
demonstrate some of the features of idle operation. One characteristic that is
immediately obvious is that there is quite a large difference between the pressure
development of these cycles; this variability in the pressure is the result of
variations in the combustion. For comparison, Figure 4-6 shows the burn rate

profiles obtained through analysis of the pressure data with a burn rate analysis
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Figure 4-5. Pressure traces of four Figure 4-6. Burn rate profiles of four
consecutive cycles at idle. consecutive cycles at idle.

program. The peak pressures for cycles 2 and 4 are very close to top center, while
cycles 1 and 3 show a “double-hump” in the pressure trace near the peak. The
compression stroke, from 180° BTC until TC, is very repeatable, as is the exhaust

pressure.

Side to side comparison between the burn rate profiles and the pressure traces
also yields some interesting observations. Cycles 2 and 4 are noticeably slower than
cycles 1 and 3, a fact that is obvious from the pressure traces. Cycle 3 initially has
the fastest burn rate, though cycle 1 passes it at approximately 10% mass fraction
burned; this is why cycle 3 has a higher peak pressure than cycle 1 near TC, but
then cycle 1, after a slight dip in pressure, ends up having the highest peak overall.
Later in the cycle—at about 50° ATC—the burn profile of cycle 3 “catches up” to
cycle 1, but then cycle 1 speeds up once again. While cycles 2 and 4 are
significantly slower than cycles 1 and 3, by the time the exhaust vaive opens, all of
the cycles appear to reach very similar final mass fractions burned. The burn rate
profiles clearly indicate that the various stages of the burning process, as well as

the total amount of mass burned, are dependent on different factors; thus, a cycle
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that starts off burning very quickly may 2.0
slow down in the later burn stages, or vice- . /’° e
versa. 1.6% misfires e
E‘ 1.6 @
As mentioned in Chapter 1, the spark 2 ®e
w
timing at idle is significantly retarded from i bl / e
2
the optimum timing. Figure 4-7 shows a Z 2 idie timing
spark map at the same speed and inlet o
1.0
pressure condition as idle. The only
occurrence of misfires was in the most 08 L R B
40 35 30 25 -20 -15 -10 -5 0
advanced case (35° BTC spark); there were Spark Timing [CAD ATC]
partial burns in the 35° case and the 5° Figure 4-7. Spark map for 800 RPM,

9 . . 0.32 bar inlet pressure.
case.” The misfired cycles and partial

burns were eliminated for calculation of the average. This figure shows that
optimum timing—provided there were no misfired cycles—is well advanced from
the idle timing. From Figure 4-7, MBT would appear to be at 35° BTC or earlier;
however, the presence of misfires prevents this spark timing from being practical.
This is a common problem at low load: the low in-cylinder temperatures hinder
ignition. Since in-cylinder pressure, and therefore temperature, is lower for more
advanced timing, the occurrence of misfires increases as spark is advanced. Figure
4-7 shows that IMEP is quite sensitive to phasing changes at idle timing, whereas
close to MBT the curve becomes flat. Thus, relative changes in combustion phasing

have a larger influence on IMEP at idle because of this high sensitivity.

Perhaps the most accurate way of determining how retarded a particular
condition is with respect to MBT is by calculation of the lccation of the 50% mass
fraction burned point [63]. Figure 4-8 shows the data for this parameter for the

spark sweep. According to reference [63], for MBT timing, the 50% point occurs at

? For the purposes of the pressure data analysis, misfires are identified as those cycles that have a gross IMEP of less
than zero. The definition of a partial burn is a cycle with a gross IMEP that is between zero and onc half of the
mean IMEP of the sample.



approximately 7° ATC, and the distance of _ 70
the 50% point for a particular condition E & - e
from 7° ATC may be taken as a direct %
measurement of how retarded the condition 52' * °©
i1s from MBT. This figure clearly shows E‘ 40 - 0’
that even the most advanced timing is % . o N
quite retarded with respect to optimum. % ° o timing
§21 o °
4.2.3. COMBUSTION VARIATIONS AT .
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IDLE 40 35 30 25 20 15 -10 -5

Spark Timing [CAD ATC]

While f 1 be sufficient t
1l lour cycles may be sutlicient to Figure 4-8. Location of 50% mass

show that significant cycle-to-cycle burned fraction vs. spark timing.
combustion variability exists, statistical analysis of many cycles is required to
describe the characteristics of that variability. It was stated in §1.1 that engine
designers need to be concerned with engine torque fluctuations, as this is what the
driver feels. However, instantaneous torque is a less convenient and informative
measurement to make than cycle averaged properties. Amann [61] found that
cycle-to-cycle variations in IMEP correlate well with instantaneous torque
variations, making IMEP an appropriate parameter to characterize the variability

of an engine.

A statistic that is typically used to characterize cycle-to-cycle variability is the

coefficient of variation:

where n is the number of samples and y is the average value of the sample. COV is

the standard deviation (SD) of a sample, divided by the mean value of the sample.
Hoard and Rehagen [44] explain why SD,,,... is preferable to COV,,,., when

considering combustion variability, since the magnitude of the variation is what is
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% 12 A e statistical differentiation between COV
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o

84 o ®’ because it is more convenient for the

6 °* analysis described in Chapter 3.

4 T T T T Figure 4-9 shows the influence of
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Spark Timing [CAD ATC] combustion phasing on the COV of IMEP.

Figure 4-9. COV of IMEP for spark As the spark is advanced, the COV goes
SWeep- down because relative changes in
combustion phasing have a smaller effect on the IMEP, as the spark map indicated.
However, for the two most advanced cases, the COV begins to increase again,
probably because the lower temperature at the time of spark is adversely affecting
the ignition. Note that the COV of IMEP at the idle spark timing is slightly under
10%, which is typically considered the limiting point above which combustion

variability is unacceptably high [23].

Hoard and Rehagen [44] propose one other means of characterizing cycle-to-
cycle variations: the Lowest Normalized Value (LNV). The purpose of this
parameter is to assess the misfire tendency of an engine; tests have shown that

LNV correlates well with drivers’ subjective rating of engine smoothness. Hoard

and Rehagen define LNV as

_ 100x (IMEP,,)

LNV(%)
IMEP
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where IMEP__ is the minimum IMEP 100

value in the data set, and IMEP is the

mean IMEP of the data set. This value is o
(-]

plotted for the spark sweep in Figure 4-10. 60 - ® ° / ®

80

Hoard and Rehagen suggest that an

LNV [%]
[}

40 idle timing
appropriate acceptable value for the lower

limit of LNV would be 75%. As the figure 20 -

shows, the Nissan only matches that

criterion at the 25° BTC spark timing. —
40 35 -30 25 -20 15 -10 -5 0
Spark Timing [CAD ATC]

4.2.4. DETERMINATION OF THE

Figure 4-10. Lowest normalized value
RESIDUAL FRACTION AT IDLE

for spark sweep.

The experimental methodology
described in Chapter 3 requires that the exact charge composition be known at the
idle condition so that it is possible to match skip fired experiments to continuous

firing. Figure 4-11 shows a schematic of the apparatus used to measure the average

Eylinder Head

_\ Solenoid Valve

—
— T

Liner

Solenoid Controller

C 1 Gallon Tank})‘

Figure 4-11. Schematic of apparatus for measuring in-cylinder residual gas
concentration.
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residual fraction in the Nissan engine. A sampling tube (ID = 0.15 mm) was
mounted in a blank that fit into the pressure transducer mounting hole. This was
connected to an evacuated 1 gallon tank via a fast-response solenoid valve (Kip, Inc.
model # 141110). The engine was fired with propane because condensation of liquid

fuel would interfere with the sampling apparatus.

It was necessary to disable the spark during sampling to allow enough time for
an adequate amount of gas to be taken. Every seventh cycle the spark was disabled
and a sample was taken by opening the solenoid valve for a period of 25
milliseconds. Seven cycles was chosen on the basis of preliminary tests to
determine how long it would take for the engine to recover from a missed cycle; no
difference was found between skipping five cycles and skipping seven cycles, so
seven cycles was chosen to be conservative. Because it was important that the
solenoid valve closed before the exhaust valve opened, the sampling duration of 25
milliseconds was chosen to allow for a 15 millisecond lag between the end of the

sample pulse and solenoid valve closing.

Sufficient samples were taken to fill the evacuated tank to 6 psia (~ 2000
sampled cycles), and then the tank was pressurized with nitrogen up to 30 psia.
Pressurizing the tank was necessary for gas analysis. The gas was tested for CO,
content with a Rosemount infrared CO, analyzer (3% full scale). A spark sweep at
the idle operating condition was performed; results for the average residual mass
fraction are shown in Figure 4-12. The error bars represent the limit of the scale
resolution for the CO, analyzer. This graph shows that the average residual
content of the charge increases as the spark is advanced; the reason for this may be
seen in Figure 4-13, which shows the temperature taken by a thermocouple at the
exhaust port. The exhaust temperature goes up as the timing is retarded because
more fuel energy is available due to the late phasing. As the exhaust temperature
goes up, the residual gas density goes down, and thus there is less residual in the
charge. The residual content of the charge at the idle spark timing is 27.4% by

mass.
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Figure 4-13. Temperature measured at
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5. EXPERIMENTAL PROCEDURES

5.1. General Procedures

One characteristic of the cycle-to-cycle variability in an engine is that it is very
operating condition sensitive. Therefore, in any effort to study cyclic variations, it
is imperative that the operating condition of the engine be carefully controlled. The
experiments for this study were all performed on a completely warmed up engine.
The coolant temperature was kept between 80°C and 85°C, and the sump oil
temperature was kept between 72°C and 77°C. With the apparatus used it was not
possible to control the inlet air temperature; however, fluctuations in the ambient
temperature were not significant, so inlet air temperatures stayed within a range of

25°-30°C.

As mentioned in §4.1.2, a gas flow controller was used to supply the inlet air;
this enabled precise control over the air flow rate, which was kept at 0.5998 g/s.
The fuel flow rate was monitored at the exhaust with a lambda sensor. For all
tests, except the fuel perturbation experiments described in §5.2.4, the engine was

operated at stoichiometric.
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Since the air flow rate is known, the equivalence ratio is known, and the

residual concentration was measured (described in §4.2.4), the average charge ;

composition may be described, as in Table 5-1.

Table 5-1. Contents of the

cylinder at idle.
Air 90 mg
Fuel 6.165 mg

Residual | 36.29 mg
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5.2. Gas Perturbation Experiments

5.2.1. OVERVIEW

A methodology for determining the combusticn sensitivity to small changes in
the charge composition is described in §3.2.2.1. A schematic of the apparatus used
for the implementation of these experiments is shown in Figure 5-1. A length of
1/8” copper tubing is inserted at the left inlet port of the number 4 cylinder,
approximately 2-3 centimeters from the valve. The other end of the tubing is
attached to a solenoid valve (Kip, Inc. model # 141110). The perturbation gas is
supplied from a regulated cylinder to a 5 gallon tank; the purpose of this tank is to
keep a constant supply pressure to the solenoid valve despite the pulsing flow. A
pinhole orifice is located just downstream of the solenoid valve to allow more precise
control over the gas flow. Two orifices were used for the experiments in this study:

400 um for the air and residual perturbations, and 250 um for the fuel perturbation.

The precise amount of gas injected is controlled by the gas pressure in the 5

gallon tank and the injection pulsewidth supplied to the solenoid valve; calibrations

Solenoid Valve
N\ 1/8" Tubing Inlet Valve

/

5 Gallon Tank >®

A

Gas Supply from Bottle

Figure 5-1. Schematic of apparatus used in gas perturbation experiments.
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of the solenoid valve with both orifice sizes were performed for various supply
pressures. The perturbation injection was timed to occur at 560° after BC
compression—17° after EVC. Injection any earlier than this appeared to cause
charge loss to the exhaust valves. Preliminary experiments showed that
perturbation of every other cycle caused an obvious strong/weak cycle oscillation
that confounded sensitivity results. Thus it was necessary to have a few non-
perturbed cycles after the perturbed cycle to allow the combustion to “relax” back to
normal; experiments indicate that three skipped cycles was a sufficient compromise

between cyclic oscillations and dataset size.

As mentioned in §3.2.2.1, to ensure that the response of the combustion to the
perturbations is linear, two different amounts of injection must be performed and
compared. Also, it is important to note that there was no significant change in the

average inlet manifold pressure as a result of the perturbations.

5.2.2. RESIDUAL MASS PERTURBATIONS

Since actual residual gas, with water vapor, is difficult to handle
experimentally, an artificial residual that matched the molar heat capacity of the
residual gases was used in the residual mass perturbation experiments (see
Appendix A for details). The largest amount of gas injected was—for the
experiment with the higher injecticn amount—5% of the charge residual; this is less
than 1.4% of the total charge mass. Experiments showed that the timing of the
injection had no influence on the sensitivity results"; this is because the volume of

injected residual is so small that it does not displace a significant amount of air

during the intake process.

0 Except for the case when injection was timed during the valve overlap period, when it appears that the momentary
increase in the inlet manifold pressure caused some displacement of in-cylinder residual through the exhaust
valves.
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5.2.8. AIR MASS PERTURBATIONS

The air perturbation experiments prove to be more difficult to implement than
the residual experiments. The primary difficulty lies in the amount of gas that
must be injected. Since air makes up such a large fraction of the charge, a large
amount must be injected to perturb the combustion significantly'’; thus,
displacement of the normal charge intake during the inlet process is possible. Since
the fresh charge that will be displaced by injection of a perturbation gas is air, a
question arises as to whether the charge composition has as much “additional air”
as is injected. Indeed, if air were injected to the inlet port while the inlet valve is
closed, no influence on the combustion would be noted at all because the air injected
would simply displace intake air. This was experimentally verified; for such
experiments, there was no statistical difference between the perturbed and

unperturbed cycles.

So how does one ensure that there is excess air in the cylinder? Injection of the
air when the inlet valve is open causes the pressure in the inlet manifold, and thus
the cylinder, to increase for a short time. This causes more air to be inducted; yet
the question remains as to whether the amount injected by the solenoid valve is
ingested into the cylinder. To test whether this was the case, air was injected with
the solenoid every cycle, and the lambda meter was used to monitor the change in
the exhaust equivalence ratio from non-perturbed operation. The change measured
with the lambda meter indicated that all of the injected air was being ingested into
the cylinder; that is, for a 5% perturbation, the lambda meter went from 1.00 for no

perturbation to 1.05 when air was injected every cycle.

'" This is also due to the fact that air has a weaker influence on the laminar burning velocity of a mixture than doces
residual. Or, put another way, the molar heat capacity of air is lower than that of residual.
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5.2.4. FUEL MASS PERTURBATION

Since it is difficult to meter liquid fuel accurately in small amounts, the fuel
perturbation experiments were performed by injecting propane at the inlet valve."
These experiments were performed at an air/fuel equivalence ratio of 1.05 so that
the perturbation in combination with the natural cycle-to-cycle variation of the in-
cylinder air/fuel ratio would not cause an equivalence ratio excursion that would
bring the flame speed beyond its maximum point (which occurs at A~0.9), which
would complicate the interpretation of the sensitivities. Figure 5-2 shows the
influence of relative air/fuel ratio on the IMEP at idle; the plot is quite linear for the
range about 1.05, indicating that this operating condition is suitable for the fuel

perturbation experiment.

It was found that, even with a small 18

flow orifice, calibrating the solenoid valve .
N

to meter small enough amounts of

1.6 1

propane (~ 0.2 mg) was extremely U

difficult, since this required operating the 15 -

IMEP {Lar]

solenoid valve in a non-linear range."” It
1.4

was thus necessary to find another

method of measuring the requisite 131

amount of propane to inject. For this

1.2 T T T T T
0.85 0.90 0.95 1.00 1.05 1.10 1.15

purpose, the lambda meter was used in a , ,
Relative A/F Ratio

manner similar to that described in

§5.2.3; after the engine was running Figure 5-2. Average IMEP as a function
i : of relative air/fuel ratio.

steady state at an air/fuel equivalence

ratio of 1.05, propane was injected every cycle. The pulsewidth supplied to the

solenoid valve was adjusted until the desired amount of perturbation was achieved;

"2 The perturbation was performed during normal operation of the engine with port fuel gasoline injection. That is,
propanc was only used as the perturbation gas.

"* This is analogous to the character of the fuel injector, which operates in a non-lincar range at very low injection
amounts. See Figure 1-1.
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that is, for a 4% fuel perturbation, the propane injection was adjusted to give
A=1.01. Then the injection rate was set to once per four cycles, and pressure data
was acquired. For the purposes of calculating the sensitivity, the fuel energy

perturbation was the quantity considered.
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5.3. Skip-Firing Experiments

In §3.2.2.1, the rationale for performing skip-fired experiments is presented,;

this section describes the experiments performed in greater detail.

The purpose of these experiments is to determine the cycle-to-cycle combustion
variations that occur at idle when the influence of charge composition variations
has been removed. Thus, it is important that the average combustion environment
of the skip-fired experiments matches the environment of the continuously-fired
experiments. Sztenderowicz |37) presents the methodology of matching skip-firing
to ordinary operation in some detail; the following description relies heavily on his

work.

To match the combustion environment from a continuously-fired experiment to

a skip-fired experiment, there are several criteria which must be met:

1. the mean level of fluid motion must be the same between the two

experiments

2. the charge laminar burning velocity (and thus, thermodynamic state) must

be the same
= charge composition must be the same
= pressure and temperature at the time of spark must be the same

Criterion 1 may be met simply be keeping the spark timing the same; meeting

criterion 2 proves to be more challenging.

Since the charge naturally contains a certain amount of residual gas-—27.4% by
mass, as determined in §4.2.4—it is necessary to supply some residual along with
the fuel and air. Since real residual is difficult to handle, an artificial residual is
used; see Appendix A for the composition of the residual. For the pressure and
temperature at the time of spark to be the same, the total number of moles must be

the same from one experiment to the next. Thus, the artificial residual must meet
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the molar heating capacity of the actual residual, and the mole fraction of the
artificial residual in the skip-firing case must match that of the continuously fired
experiment. Table 5-1 lists the average composition of the charge; since the air
flow, fuel flow, and artificial residual flow rates may all be controiled, the gas
composition may be determined. However, since the skip-fired residual fraction (or
the remainder fraction, as it is termed in [37]) is not known, the absolute amount of
mass in the cylinder is not known for the skip-fired experiments. Also, the charge
temperature at the inlet for the ordinary experiments is not known. These
unknowns require the use of an iterative matching procedure to ensure that the

skip-fired experiments adequately approximate the continuously-fired experiments.

The methodology for matching experiments used in this study is that proposed

by Sztenderowicz [37]:
1. calculate the desired relative flow rates for fuel, air, and artificial residual

2. skip fire the engine at the appropriate p_ and spark timing, increasing the

inlet

flow rates until the IMEP matches the continuocusly-fired experiments

3. adjust the heating of the inlet charge until the pressure at time of spark

matches the continuously-fired case.

It is necessary to iterate on steps 2 and 3 because changing the temperature of the
inlet will influence the IMEP, and changing the flow rates will influence the
amount of heating required to keep the inlet at a specific temperature. There is

only one operating condition that will match all of the criteria.

The number of cycles that must be skipped to ensure that there is very little
natural residual in the engine depends on the purge rate of the engine at the
appropriate operating condition. To determine the purge rate for the Nissan at the
idle condition, the engine was skip-fired with 5, 6, 7, 8, 9, and 10 skipped cycles, and
pressure data were taken. The average IMEP for skipping 7 cycles was

indistinguishable from the cases where more cycles were skipped between firing
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cycles, so it was judged that skipping 9 cycles would be an appropriately

conservative operating condition.
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6. RESULTS AND ANALYSIS

6.1. Burn Parameters Used to Characterize Combustion

The experimental methodology described in Chapter 3 presupposes the
knowledge of variations in certain “output” burn parameters that characterize the
combustion of the idle operating condition. The fluctuations in these burn
parameters are used to determine the variations in the input parameters—i.e., fuel,
air, and residual mass. These burn parameters are determined on a cycle-to-cycle
basis through analysis of the engine pressure data. This section discusses the
choice of burn parameters for the analysis. The burn rate analysis program that

was used in the analysis of the data is described in detail by Cheung [64].

An ideal set of burn parameters would characterize the combustion completely,
from start to finish, as well as defining the total amount of energy released. Also,
the burn parameters should be easy to determine from the cylinder pressure data,
since many cycles will be taken for statistical significance. On the basis of these

criteria, the following parameters were chosen for this study:

e 0-10% burn angle



o 10-50% burn angle
e 50-90% burn angle

» [IMEP.

The early burn period is characterized by the 0-10% burn angle (8, ,,,), also known
as the flame development angle [23]; it represents the crank angle interval between
spark and the time when 10% percent of the charge mass has been burned. This is
often taken as a measure of the time it takes to achieve a fully developed turbulent
flame in the cycle. By the time 10% of the charge mass is burned, the flame may be
as large as 30% of the total combustion chamber volume." Thus, the 0-2% burn
angle may be preferable when the combustion period of interest is the very early
flame development; however, for the sensitivity studies described in §3.2.2.2 and
§5.2, it was found that the resolution of the burn rate analysis was insufficient for
detecting changes in 0-2% burn angle between perturbed and non-perturbed cycles.
Figure 6-1 shows a plot of the 0-10% burn angle versus the 0-2% burn angle for 500

cycles at idle. The r’ value is 0.889, demonstrating a very strong correlation

45 between the two burn parameters; this
* suggests that 9, ., may be considered an
407 adequate measure of the early stages of
g flame developiment in an engine.
s 35
‘é The 0-50% burn angle may be
§ 80 1 considered an approximate measure of the
s
time it takes the flame to develop from the
25 +
spark to the peak mass burning rate. The
20 N — 10-50% burn angle is the earlier—and
12 14 16 i8 20 22 24 26 28 30
0-2% Burn Angle [CAD] faster—part of the turbulent flame
Figure 6-1. 6, vs. 8,,, for 500 cycles. propagation, representing a significant part

' Assuming an unburned gas density/burned gas density ratio of about 4.
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of the total rapid burning angle."” This portion of the combustion process is very
important from a phasing standpoint; as mentioned in §4.2.2, the location of the
50% burn angle may be used as an indicator of combustion phasing with respect to
optimum. Typically, the peak mass burning rate occurs within a few crank angle
degrees of the 50% burn angle; thus, from this time onward combustion is slowing
down. The burn speed after this point has a smaller influence on IMEP since it is
so retarded with respect to the expansion stroke. Because the burned gas is
substantially less dense than the unburned mixture, by the time 90% of the mass
has been burned, almost the entire combustion chamber volume has been engulfed

by the burned gas.

The rationale for dividing the 10-90% burn angle in half for the purposes of this
analysis has to do with the phenomena that govern the flame growth in this period.
During the early part of the turbulent flame propagation, flame growth is, in large
part, influenced by the expansion of the burned gases behind the flame; by the time
50% of the charge mass has been burned, 80% of the combustion chamber volume
has been engulfed by the flame. The later turbulent flame growth, on the other
hand, is characterized by a slower flame front growth that has significant
interaction with the cylinder walls. Admittedly, the division at 50% mass fraction
burned is somewhat arbitrary; however, it is a convenient point to separate the
early and the late turbulent flame phenomena, and it is easily defined with the

analysis tools available.

'* The 10-90% mass fraction burned angle (23].
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6.2. Experimental Results: Charge Composition

Perturbation

6.2.1. OVERVIEW

The charge perturbation experiments were performed as described in §5.2.

Three identical tests of 500 perturbed cycles'® were performed for each gas at two

different levels of perturbation. Table 6-1 shows the experimental matrix for the

perturbation tests.

Table 6-1. Perturbation test conditions.

Perturbation Gas | Amonxzt iniectad (low/high) | % perturbation (low/high)
Residual 1.10 ing/1.80 mg 3%/5%

Air 2.25 mg/3.€) mg 2.5%/4%

Propane 0.146mg/0.234mg 2.5%/4%

Ideally, the gas perturbation would be as small as possible, so as not to disturb

-—— Non-perturbed Cycles
— — Perturbed Cycles

Average Pressure [bar}
w
1

0 T T T T T T T
-180  -90 0 90 180 270 360 450

Crank Angle [CAD ATC)

Figure 6-2. Average pressure traces
for 2.5% air perturbation.

540

the combustion too radically. However,
there is the issue of detectability to
consider: the perturbation must, be large
enough so that the analysis tools used (i.e.,
pressure data and burn rate analysis) can
distinguish between perturbed cycles and
non-perturbed cycles. The limits of
detectability determine the level of gas
perturbation used for the experiments. "
Figure 6-2 shows the average pressure
traces for an air perturbation experiment

where the amount of excess air injected was

'® The total number of cycles acquired was 2000 (4 cycles x 500).

' In the case of the fuel perturbation, the limiting factor was the smallest amount of propane that could be metered

reliably.
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2.5% of the total air mass. The non-perturbed cycles have a slightly higher pressure
trace than the perturbed dye to the dilution of t],e charge and slowing of the
combustion in the latter. Also, all three hon-perturbed cycles fal] almost identically
on top of each other so that they are indistinguishable; Table 6-2 shows the IMEP
values for the cycle sequence of this ajr perturbation experiment. The non-
perturbed cycles have average IMEP values that are less than 0.1% apart, while the

perturbed cycle IMEP is approximately 1% lower than the non-perturbed cycles.

Table 6-2. Average IMEP of cycle sequence for Figure 6-2.

Cycle Average IMEP [bar]

Air Perturbed Cycle 1.564

Non-perturbed Cycle 1 1.582

Non-perturbed Cycle 2 1.581

Nun-perturbed Cycle 3 1.583

6.2.2. SIGNAL TO Noi1se Ratio

error and the natural fluctuation of the physical quantities to be measured. The
Listrument error includes discretization and instrument noise. For the pressure
measurement, the discretization error and instrument nojse amounted to
approximately a 1 bit fluctuation (5 mV). The signal leve] was ~5V; the signal to
noise for a single measurement is therefore ~10" Since this noise is not,
synchronized with the sampling, with 500 samples, the signal to noise ratio js
~10'V500 ~ 2% 10*. Asg will be seen later, this measurement noise is sma]
compared to the natural fluctuation of the quantity to be measured. The crank
angles were measured at 1" intervals; the burn durations were determined by
interpolation between crank angles, and are accurate to a fraction of a crank angle.

The detectability of the perturbation depends on the size of the resulting change of

R4



signal due to the perturbation compared to the size of the cycle-to-cycle fluctuation
of the unperturbed signal. Ify, and y, are the unperturbed and perturbed

observations (e.g., the IMEP), the quantity we are interested in is Ay:
Ay=Yy -Y,

The noise is

[(«y' K )2>+ <(-V 0~ -‘_’o)z>)/(2 N)]”2

Thus the signal to noise ratio is

o[ -5)+ (-5 )

By using a large enough sample size (N}, the signal to noise ratio could be increased
substantially. Estimates of the noise uncertainty of the various quantities being

measured are indicated in the results.

6.2.3. RESULTS

The results for the air mass perturbations are summarized in Figures 6-3
through 6-6; each experiment was performed three times at the same condition.
These graphs show the percentage change of the burn parameters specified in §6.1
as a function of the percentage perturbation. Figures 6-7 through 6-10 show the
results for residual perturbations, and Figures 6-11 though 6-14 show the fuel
perturbation results. The error bars represent the noise present in the signal; refer
to §6.2.2 for the definition of signal to noise ratio. Note that though the signal to
noise ratio is quite small for the fuel perturbation case, the repeats of the
experiment fall outside of the error bar range; this is because of the difficulty in
metering out the very small quantities of propane required. Refer to §5.2.4 for a
brief discussion of this problem. Nevertheless, the repeatability for the fuel

perturbations is quite good.
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Figure 6-3. Air mass perturbation
results for 0-10% burn angle.
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Figure 6-5. Air mass perturbation
results for 50-90% burn angle.
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Figure 6-4. Air mass perturbation
results for 10-560% burn angle.
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Figure 6-6. Air mass perturbation
results for IMEP.
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Figure 6-10. Residual mass

Figure 6-9. Residual mass perturbation results for IMEP.

perturbation results for 50-90% burn
angle.
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Figure 6-11. Fuel mass perturbation
results for 0-10% burn angle.
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Figure 6-13. Fuel mass perturbation
results for 50-90% burn angle.
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Figure 6-12. Fuel mass perturbation
results for 10-50% burn angle.
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The results in Figures 6-3 through 6-14 show that the experiments behaved as

designed: the change of the observed quantities was linearly proportional to the

magnitude of the perturbation. This result confirms that the perturbation is in tho

linear regime. What needs to be shown a posteriori is that the calculated cycle-to-

cycle variations in the charge component gases are within the range of these

perturbation experiments; this will be done in §6.4.

The perturbation results are summarized in Figure 6-15. Comparison with the

model sensitivity results (Figure 2-19) shows that the model matches the trends of

the perturbations experiments quite well, though it somewhat underpredicts the

fuel sensitivities; otherwise, the model and experiments are in good agreement. As

expected, the residual and air perturbations cause the combustion to slow, giving a

positive sensitivity for the burn angle parameters and a negative sensitivity for

IMEP. That is, when the amount of residual or air in the charge is perturbed in the

positive direction, the result is a longer burn time and a lower IMEP. The reverse

1s true for the fuel case: more fuel results in a shorter burn time and a higher

IMEP.

&

3 Air
-6 Residual
Fuel

Sensilivity
(% change in burn parameter/% change in component mass)
n
L

@

T T T T
0-10% 10-50%  50-90% IMEP

Figure 6-15. Summary of sensitivity
results for air, residual, and fuel mass
perturbation experiments.

There is an increase in sensitivity of
the burn parameters as the cycle
progresses. For example, the 50-90%
burn duration is more sensitive to the
perturbations than the 10-50% burn
duration, which, in turn, is more sensitive
than the 0-10% duration. This
observation 1is a result of the dependence
of the flame development with respect to
the combustion phasing: when a flame has
a fast start, the subsequent combustion

occurs earlier and thus happens at a
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higher pressure and temperature environment. Because of the non-linear
temperature dependence of the flame speed, the burn duration for the later portion
of the combustion is shortened more than the earlier part. Thus, there is an

increase in the sensitivity of the “later-burn” parameters to the perturbation.

The charge perturbations influence the combustion in two different ways: they
change the burn rate, and they change the total charge energy. Air and residual
perturbations primarily affect the burn rate (though they do influence the charge
energy somewhat), while fuel perturbations significantly influence both the burn
rate and the total charge energy. The charge energy affects the engine behavior
because (1) it changes the energy output per cycle, and (ii) it changes the burned gas
temperature, which affects the unburned gas temperature via compression of the
end gas. The unburned gas temperature then affects the laminar flame speed and

thus the combustion process.

Figure 6-16 shows the calculated laminar burning velocity at the time of spark
for the different perturbation experiments; the data used for this calculation are

from Rhodes et al. [27] The baseline

28

case for the fuel perturbations is
) 77 V\”’t’:j—; different from the baseline case with
g sl \\ the other two gases because the fuel
E;) 25 \\ perturbation baseline is run at a
é 0 | \\ relative air/fuel ratio of 1.05, while the
g \\ other two cases were run at
D g ]
% = A pertaton \\\ stoichiometric; the reason for this is
— + Fuel Perturbation \ explained in §5.2.4. It is interesting to
a ' : . . note that the air perturbations actually
% Perturbation increase the burn rate; this is because

the increase in the total charge mass
Figure 6-16. Calculated laminar burning
velocity at spark for perturbation
experiments.

reduces the residual mole fraction, and
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this reduction in the residual fraction

2190
outweighs the air dilution in its <
-E 2185 L /
influence on the laminar burning 3 o1a0 /
A 2180 -
Q
velocity. However, since the air acts as s NON
& 2175 -
. . . [ ~N
a diluent, the adiabatic burned gas e / \\\
2170 -
Y / >
temperature must be lower when there 3 :
3 2165 A /
is more air. Figure 6-17 shows § / T prcerumaton
. . g 2180 1 : -— " Fuel Perturbalion
adiabatic burned gas temperatures for 3 /
E 2155 A /
small perturbations in the component
2150 T T T T T T
gases. The adiabatic burned gas 0 1 2 3 4 5 6

. . . % Perturbation
temperature for the air perturbation is

slightly higher than for the residual Figure 6-17. Adiabatic burned gas
mass perturbation, even though a 1% temperature at spark for perturbation

perturbation in the air mass is roughly experiments.
twice as much mass as a 1% residual perturbation in an absolute sense; this is due
to the higher heat capacity of the H,0 and CO, in the residual (or the CO, in the
artificial residual). The lower burned gas temperature for the residual leads to less
compression of the end gas and thus lower flame speeds due to lower unburned gas
temperatures. The fuel mass perturbations have the largest influence on the

adiabatic burned gas temperature—roughly twice the effect of the other two

component gases.

The difference in sensitivities of the burn parameters to the residual, air, and
fuel perturbations may be explained by considering the separate influences that
each component gas has on the combustion. It should be noted that the discussion
applies to the same percentage perturbation of the three parameters; thus the actual
magnitude of the air mass perturbation is substantially higher than that of the
residual gas and fuel perturbations. For indolene/air combustion about the

stoichiometric point, the laminar burning velocity may be expressed as the

following [27]:
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S, =|b, +b,(0- |.21)2](—;“—j '(—”—] (1-20670™)

0 Py

Here, b, and b, are constants, ¢ is the relative fuel/air equivalence ratio, T, is the
unburned gas temperature, p is the cylinder pressure, f, is the mole fraction of the
residual, and T, and p, are a reference temperature and pressure respectively.
While ¢ and the residual fraction both have an influence on the burn rate, the
exponent on the temperature term makes the laminar flame speed very sensitive to
temperature. The laminar burning velocity has a direct influence on the turbulent
burn speed (c.f. Equations 2-3 and 2-4); therefore, any changes to the laminar

burning velocity will have a significant impact on the turbulent combustion rates.

When the residual gas mass increases, both the flame speed and the burned gas
temperature decrease. The burned gas temperature decrease causes less rapid
expansion of the flame, lowering the end gas temperature; thus the burn speed
decreases and the burn duration increases. When the air mass increases, the initial
flame speed increases slightly. This increase is the combined effect of a decrease in
the flame speed due to a lower equivalence ratio and an increase due to the
reduction of the residual gas fraction of the mixture. However, the burned gas
temperature decreases because of the overall dilution, and thus the end gas
temperature decreases. The latter causes a decrease in flame speed in the
subsequent burning. The net effect on burn duration, however, is not as sensitive
as the residual gas perturbation case which has both the flame speed factor and the
end gas temperature factor. For an increase in fuel, the flame speed increases
modestly due to enrichment; the enrichment is not large enough for the flame speed
to overshoot its maximum value as a function of the equivalence ratio. However,
the burned gas temperature, increases because of the additional energy input. The
sensitivity of the burn duration to the fuel perturbation is much higher than the
sensitivity to the residual perturbations. This is because, for the same percentage
perturbations, the burned gas temperature response is approximately a factor of

two higher for the fuel than for the residual.



The IMEP sensitivity is similar to the inverse of the burn duration, though it is
a result of both the combustion phasing and the total energy content of the charge.
That is to say, any decrease in burn duration will result in an increase in IMEP,
and an increase in total charge energy—most significant in the fuel perturbation

case—will also cause an increase in the IMEP.
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6.3. Skip Fired Experiments

6.3.1. MATCHING THE CONTINUOUSLY FIRED CASE

As described in §5.3, the operating condition for the skip-fired experiments must
be matched to that of the ordinary continuously-fired experiments. Figure 6-18

shows a comparison of the mean results

35 3
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ZZA Skip Firing

for skip firing and continuously-firing

30 1
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J N

cases. Each test was performed three

NN

times; there are 2000 cycles taken for
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P [bar]
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NI TTTMALR AR
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cycles taken for the skip-fired
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experiments. Repeatability proves to be

good for both sets of experiments. Also,
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there are no significant differences
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between burn parameters in the 0-10%  10-50%

continuous-firing and skip-firing

Figure 6-18. Comparison of mean results
for continuous firing and skip firing
matching described in §5.3 was operation.

experiments, indicating that the

successful.

6.3.2. COMPARISON OF VARIATIONS

Figure 6-19 shows a comparison of the COVs for the continuously-fired and the
skip-firing cases; again, repeatability is good from test to test. The COVs of the
skip-fired experiments are noticeably lower than the continuous-fired experiments
by design. The differences between the skip-fired and the continuously-fired
variability may be attributed to variations of the charge air, fuel, and residual

masses.
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Figure 6-19. Comparison of
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variation results.

continuously-fired case.

Figure 6-20 shows the percent
reduction in the COVs achieved in the
skip-fired experiments. Note that there
1s approximately a 20% reduction in the
IMEP variations; Sztenderowicz |37]
found a 50% reduction in IMEP
variations through skip-fired experiments
at a low speed, low load case. The
difference may attributed to abnormal
combustion cycles in his data; there were
no misfires in either set of experiments
presented here, and there were fewer

than 0.1% partial burns in the

Figure 6-20 shows that the largest reduction in the variability occurs in the

early portion of the combustion. This result is consistent with the influence that

mixture composition variations have on
the combustion rates. Early in the
combustion, the laminar burning

velocity—and thus, the mixture

composition—dominates the flame speed.

Therefore, eliminating the cycle-to-cycle
variability in the composition should
reduce the variability the most early on
in the combustion event. Later in the
cycle, turbulence has a dominant role in
the flame speed, and the influence of
mixture composition on cycle-to-cycle

variations becomes less important. Also,

0.25

0.20

0.15J

0.10

0.05 -

% Reduction in COV of Bum Parameter

0.00 T T T 1
0-10% 10-50%  50-90% IMEP

Figure 6-20. Percent reduction in burn
parameter COV from continuous firing
to skip firing.
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variations in the contact area of the enflamed volume with the combustion chamber
geometry will have the largest influence late in the cycle, since it is only then that
the flame will be large enough to interact significantly with the combustion

chamber walls.

It should be noted that the difference in variability between the skip-fired
experiments and the continuous-fired experiments does not perfectly isolate the
charge composition variations. Mixture inhomogeneities are also eliminated with
skip-firing, and it is impossible to separate the influence of this effect from the
charge composition variation effect. However, since mixture inhomogeneities
should have a lesser effect as the flame grows because the local fluctuations become
“averaged out” over the larger flame area [33], and since the earliest burn
parameter that is considered in this study is the 0-10% burn angle (at which point
the enflamed volume occupies almost one third of the combustion chamber volume),
for the purpose of the analysis that follows it is assumed that the overall

composition variations are morc important than mixture inhomogeneities.

Note also that the skip-firing experiments completely eliminate the relative
composition variations; there is no guarantee that the total charge mass will not
vary from one skip-fired cycle to the next. However, the gas exchange process is
much more repeatable for the skip-fired operation (which is essentially the same as
motored operation) than it is for continuous-firing, so the overall mass fluctuations

should be of significantly smaller magnitude.
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6.4. Analysis of Charge Compeosition Variations

6.4.1. RESULT

Table 6-3 shows the results of the calculation outlined in 83.2. The leftmost
column is the column vector (0’ - 1, *), which is the difference between the COV* of
the burn parameters (8, ,,,, 0,;.04> 8:0.400» ad IMEP) for the continuously-fired
experiments (C.F.) and the skip-fired experiments (S.F.); these are the measured
“outputs.” Next in the table is the sensitivity matrix D,;. The three columns are for
a perturbation of the air mass, residual mass, and fuel mass respectively; each row

is for a burn parameter. That is, column 1 row 1 represents dIn6,_,, /dInm

air )

column 2 row 1is 2In6,_,,, /dInm and so on.

residual 9

Finally, the rightmost portion of Table 6-3 shows {’, the calculated results for
the “input” variations in the component gas masses. These numbers—5.5% f.r air,
4.4% for residual, and 0.64% for fuel—represent the percent variations in th
charge composition on a cycle-to-cycle basis. Thus, the mass of air in the cylinder
varies the most cycle-to-cycle, and the mass of fuel varies the least. Comparison of
these results with the experimental conditions for the perturbation experiments
shows that the percent variations in the gases are within the linear range of

sensitivities.

By multiplying the input variation vector, {’, with the sensitivity matrix D,

the contribution of each component mass variation to the overall variations in the

Table 6-3. Results of analysis of charge composition variations.

0,1, D, &
{COV’,.-COV’,, } n, | M. | M cov*
0.0902°-0.0750° [ 0.414° | 0.586° | 1.827° | | 3.03x10”
0.158-0.133" THEESE 04997 | 14847 | 4.463 | [ 1.90x10°
0.224°-0.203° : 0.735" | 1.810° | 6.190" | [4.11x10°
0.0908-0.0709'  [MRIHEA] 0486 | 1.290° | 3.182°
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Figure 6-21. Contribution of variations in each component gas to the overall COV” of
the burn parameters.

burn parameters may be determined. Figure 6-21 shows the contributions of the
variations in each component gas to the COV® of the burn parameters. The
contribution due to the “others”—which may be mainly attributed to fluid motion,
which cannot. be tested in the perturbation experiment—is more than half of the
total variation. The contributions due to the charge component variations, however,
are also significant. Of the component gases, the residual gas variations have the
largest influence on all of the combustion parameter fluctuations; in particular
variations in residual contribute to 1/3 of the total COV” of the IMEP. The
contrioutions of the air and the fuel variations, on the other hand, are much

smaller: 7.5% and 4.6% of the COV*,,, respectively.

Figure 6-22 shows the same result as Figure 6-21, with the results recast in

terms of the size of the individual COV contributions. Each component bar in this
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Figure 6-22. Individual contribution of variations in each component gas to the
COV of the burn parameters.

graph represents the size of the COV of the output parameters if all of the other
influences were eliminated. Thus, the “others” bar is the COV determined from the
skip-fired experiments, since composition variations were eliminated in that case.
Again, of the charge component variations, the residual mass variations represent
the most significant contributor, with the air and fuel contributions being of the

same order.

6.4.2. UNCERTAINTY ANALYSIS OF THE SENSITIVITY MATRIX

In §6.2.2, the signal to noise ratio of the gas perturbation experiments was
discussed. The noise in the data create an uncertainty in the calculated
sensitivities; Appendix B describes how these uncertainties in the sensitivities were
determined. The uncertainties in the various sensitivities is shown in Table 6-4.
As this table shows, there are some rather large uncertainties in the air sensitivity

calculation. This is because the burn parameters are much less sensitive to tae air
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Table 6-4. Uncertainties in burn parameter perturbation, so that the signal

sensitivities. of the perturbation experiments
Burn Parameter m,. | | My was substantially smaller while
0-10% Burn Angle | 13% |6.6% | 3.4% the noise remained the same.

These uncertainties will result

10-50% Burn Angie |20% |6.1% 2.6% _ o
in uncertainties in the

50-90% Burn Angle | 16% |5.5% | 2.9% component gas variation

IMEP 14% |3.8% 2.99, results. The uncertainties

calculated in the individual

fluctuations of the component gases are shown in Table 6-5. The largest
uncertainty, by far, is in the air mass calculation, at 100%. However, since the
sensitivity of the combustion to changes in the air mass is the lowest, the net effect
of these uncertainties on the results presented in Figures 6-21 and 6-22 is that it
does not change the ranking of the sources. That is to say, despite the large
uncertainties in the calculation, the fluctuations in the residual mass are the most

significant contributor to cycle-to-cycle variability.

Table 6-5. Uncertainty in the calculated COV of the charge components.

Component | Uncertainty

m,_ 100%
residual 18%
m 33%

fuel

6.4.3. OTHER SOURCES OF UNCERTAINTY IN THE METHODOLOGY

One of the assumptions made in the description of the experimental
methodology (Chapter 3) was that fluctuations in the input variations were
uncorrelated (or that the cross-correlation terms are small compared to ithe auto-
correlation terms). This assumption was necessary to eliminate the cross-

correlation terms and limit the number of unknowns. However, the air mass and



residual mass fluctuations are not completely uncorrelated, since the amount of
residual may affect the air mass during the charging process. The residual mass
may increase as a result of several phenomena, each possibly having a different
influence on the air mass inducted. If the overlap period increases as a result of the
hydraulic lifter dynamics (c.f. §1.3.1), there will be more residual because of
increased backflow, and air will be displaced by the residual; thus there may be a
negative correlation between m, and m,. On the other band, the residual mass may
increase because of a decrease in the exhaust temperature of the previous cycle due
to combustion speed variations (i.e., a cycle that is faster with respect to average).
In this case one may argue that the air mass will actually increase as a result
because there will be less heat transfer from the residual to the air, and thus the air
density will be higher; thus there may be a positive correlation between m, and m..
The magnitude of the cross-correlation between the cycle-to-cycle fluctuations in air
and residual is therefore difficult to estimate; hence its exact influence on the

analysis presented above could not be assessed.
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7. SUMMARY AND CONCLUSIONS

The objective of this work was to identify and quantify the most
significant sources of cycle-to-cycle combustion variability in a spark-ignition
engine at idle. However, since the causes of cycle-to-cycle combustion
variations are many, the focus of this study was placed on several key

phenomena:
1. cycle-to-cycle variations in turbulence
2. cycle-to-cycle variations in bulk flow
3. cycle-to-cycle variations in charge composition.

These factors were chosen on the basis of a literature survey and the specific

characteristics of the idle operating condition.

A modeling study using an adapted quasi-dimensional cycle simulation

indicated that the combustion was most sensitive (in order) to changes in
1. fuel mass

2. residual mass
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3. charge turbulence
4. air mass.

The modeling study also indicated that variations in bulk gas flow velocities,
which influence the speed and direction in which the flame is convected, did
influence combustion variability, though to a much lesser extent than did the
other four parameters. However, explicit conclusions were difficult to make

because the variations in the in-cylinder environment were not known.

To determine the charge composition variations, a methodology was
developed whereby the input variations in air mass, fuel mass, and residual
mass could be identitied through analysis of the variations in the output burn
parameters (i.e., the 0-10% burn angle, 10-50% burn angle, 50-90% burn
angle, and IMEP). To determine the sensitivity of the output burn
parameters to small changes in composition, a set of novel charge
composition perturbation experiments were performed. On a cycle-to-cycle
basis, a small amount of one of the component gases was added to the normal
charge. Analysis of the perturbed and the unperturbed cycles showed a
detectable change in the combustion parameters. Fuel perturbations had the
largest effect, followed by residual perturbations and air perturbations.
These results were consistent with the modeling study and with calculations

of the perturbed changes in flame speed and burned gas temperature.

Skip-firing engine experiments, in which all mixture composition
variations were eliminated, indicated that charge composition variations do
contribute significantly to cycle-to-cycle combustion variations. The burn
duration variations were reduced by 10-15% and the IMEP variations were
reduced by over 20%. Furthermore, the variations in the burn parameters at
the early phases of combustion showed a larger reduction than those at the
later phases as a result of skip-firing. This is consistent with the influence of

charge composition on the combustion; charge composition hag a relatively
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larger effect on the early phases of combustion, and gas flow variations have
more influence on the later portions. Thus, elimination of charge composition

variations should have the most influence early in the cycle.

Least sqiares analysis of the set of linear sensitivity equations gave a
result for the variations in the component gases: air 5.5%, residual 4.4%, and
fuel 0.6%; these levels of variation are within the linear range used in the
perturbation experiments. However, the sensitivity of the combustion te air
mass variations is smallest of the three components; thus, among the charge
components, residual gas mass fluctuations were found to be the most
significant contributor to the cycle-to-cycle combustion variations. The
contribution of air and fuel fluctuations were of the same order. Analysis of
the signal to noise ratio of the perturbation experiments indicated that there
was quite a large uncertainty in the component mass variations calculated;
however, despite the uncertainties, the residual mass variation remains the
most important factor in the combustion variations. It should be stressed
that the application of the results of this study are limited to the
experimental condition and the apparatus used. The effect of charge
composition variations on combustion variability will be influenced by the
particular engine geometry and charging characteristics, as well as the

operating condition.

The results of this study suggest that the most profitable avenue of
investigation for reducing cycle-to-cycle combustion variations would be to
determine and control the sources of residual mass variations; it is estimated
that if the residual mass fluctuations were eliminated, the COV of the IMEP
could be reduced by 20% (i.e., two percentage points at a COV of 10%).
Absolute elimination of variations in residual is impossible; however
significant reductions in the variability might be realized through improved
design. In particular, experiments to determine whether valve overlap

variations due to hydraulic valve lifters are a significant contributor to
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variability in the residual mass would indicate whether combustion

variations may be reduced with a better valve/cam/lifter design.
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8. APPENDICES

8.1. Appendix A: Composition of Artificial Residual

Since the presence of water vapor in actual residuai gas makes it difficult
to handle in the context of an engine experiment, it was necessary to use a
synthetic residual for the residual gas perturbation and the skip-firing
experiments. Residual gas-at stoichiometric operation-is composed primarily
of N,, CO, and H,0. The synthetic residual consisted of N, and CO,; since
H,O0 has a higher heat capacity than N,, additional CO, must be added to

match the molar heating capacity.

Sztenderowicz [37] developed the following equation for CO,

concentration in the artificial residual:
I + )
Yeo, = Yco, T Xm0

Here y,., is the CO, mole fraction in the synthetic residual, y's,, and y’,, are
the CO, and H,O concentrations in the actual residual, and ¥ is given by the

following equation:

X = (Cp.IIZO - CI!,N:, )/(CP.COJ - C[J.NJ )

where ¢,; is the molar heating capacity of component i.. At the idle

condition, the temperature at spark is on the order of 750K, and at peak
pressure the unburned gas temperature is closer to 800K. Data from the
Jannaf Thermochemical Tables [65] were used to calculate x. For this
temperature range, x does not vary much; a value of 0.37 was chosen as an
appropriate average over the range of interest. For indolene/air combustion,

this results in a residual gas composition of 18% CO, and 82% N, by volume.
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8.2. Appendix B: Estimate of the error in slope for a
forced fit of a line through the origin
Consider a set of data points (x,, y,) with error bars o, that fit a line y=bx.

The error may be represented as

2 = z(bxi - yi)z

2
i oF

1

2
To minimize this error, set — =0:

ob

Solving for b,

Z(xiyi/o'iz)

b= —t——

The uncertainty in b is

and
b _(x/o?)
» P
Y

1

Combining the above and taking the square root gives the uncertainty for b:

)
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This is the equation that was used in §6.4.2 to calculate the uncertainty in

the gas perturbation sensitivities.
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