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Abstract

Precise control of quantum states is a cornerstone of quantum science and technology.
Recently, a multi-level electronic spin system in a robust room-temperature solid,
based on the nitrogen-vacancy (NV) color center in diamond, has emerged as a leading
platform for quantum sensing as well as quantum information processing at room-
temperature. Developing new approaches to high-precision NV spin manipulation
provides key insights for advancing these quantum technologies.

In this thesis, I demonstrate three experimental methods for controlling NV spins
with various concentrations toward high-performance magnetic field sensing and imag-
ing. First, the wide-field optical magnetic microscopy experiment provides ensemble-
NV control via continuous-wave electron spin resonance and camera-based parallel
spin-state readout. This microscope offers a factor of 100 larger field-of-view com-
pared to the confocal detection size, which enables magnetic imaging of populations
of living bacteria. Second, the Fourier magnetic imaging experiment demonstrates
for the first time multiple-NV control using phase encoding. Pulsed magnetic field
gradients encode in the NV spin phase the information about the position of the NV
centers as well as the external magnetic field in the Fourier-space. This scheme allows
100-fold improvement in spatial resolution beyond the optical diffraction limit, and
has higher signal-to-noise ratio than other superresolution imaging techniques when
applied to NV spins. Third, the geometric phase magnetometry experiment employs
single-NV control using a Berry sequence, consisting of off-resonant microwaves whose
parameters vary along a cyclic path, thereby realizing 100 times larger magnetic field
dynamic-range compared to the typical Ramsey-type interferometry approach. Fi-
nally, I discuss the possibilities of combining these techniques to realize various other
quantum applications in future work.

Thesis Supervisor: Ronald Walsworth
Title: Senior Lecturer, Harvard University
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Chapter 1

Introduction

Discovery of a new type of symmetry often evokes a huge thrust toward harnessing it.

The spin degree of freedom, first introduced by Wolfgang Pauli, is a notable example

of great success in quantum physics that has led to a wide range of applications, such

as magnetic resonance imaging [149, 1711 in medicine and giant magnetoresistance

[18, 32] in the computer industry. As optical and electronic technologies advance, re-

searchers also foresee many quantum applications of spin degrees of freedom, ranging

from quantum sensing [41, 225, 274] and metrology 196, 136, 273] to information pro-

cessing [85, 132, 137, 1621. However, these applications typically require spin control

with unprecedented precision. Because it is generally a magnetic field that enables

manipulation of spins [2341, it implies that developing spin-based magnetometry is

an important touchstone for these future applications. This thesis explores three

novel experimental approaches for manipulating spins in solid-state materials, each

of which enables a new class of high-performance magnetic field sensing and imaging

applications.

17



18 Chapter 1 Introduction

1.1 Precision Magnetometry and Imaging

Measurement of magnetic fields with high precision is a centerpiece of many applica-

tions in biomedical and physical sciences. Researchers have developed various types

of magnetometers. Because magnetic systems in nature are diverse, a wide range of

specifications is used to evaluate the performance of those magnetic field sensing and

imaging systems. Important ones include magnetic field sensitivity, dynamic range,

field-of-view, spatial resolution, imaging speed bandwidth, and operating tempera-

ture. This section overviews the basic principle of magnetic field sensing, the relevant

figures-of-merit, common magnetomnetry techniques, and their advantages as well as

limitations.

1.1.1 Operating principle and performance

The general operating principle behind magnetic field sensing is to measure a response

of a sensor against an input magnetic field B. Depending on the sensor, the change of

the state, or output f, can appear in various forms, such as electric potential, electric

current, and photon emission. I The responsivity R of the sensor can be defined as the

input-output gain

R = df/dB. (1.1)

For example, for a sensor based on voltage response, the responsivity has a unit of IV

T-1 .

Sensitivity The magnetic field sensitivity il is a measure of the minimum detectable

imagnetic field achieved within a unit measurement time. In experiments, a sensor

undergoes many types of noise. Examples include thermal noise and shot noise. The

dominant source of noise usually depends on the measurement timuescale and has a

finite bandwidth. The measurement noise is thus characterized by the noise spectral
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density defined as

Sf (w) = lim FT(w)1)(1.2)
T-+oo 27wT

where FT(w) is the Fourier transform1 of a random noise 6f(t) in the time domain

evaluated between -T/2 and +T/2:

+T/2

FT(w)= 6f(t)eiwtdt. (1.4)
-/2

The magnetic field sensitivity q is then given by the square-root of noise spectral

density divided by the responsivity

R =(1.5)

For example, for a sensor based on voltage response, the noise spectral density and

sensitivity have units of [V2 -Hz 1 ] and [T-Hz-j, respectively. The noise spectral

density for six commonly used magnetometers is discussed in the next section.

Field dynamic range The field dynamic range Bniax is defined as the maximum

detectable magnetic field. There are mainly two causes that fundamentally limit the

dynamic range. The first one is the sensor breakdown field, at which the sensor loses

the capability of measuring the magnetic field. For example, fluxgate magnetometry

employs a ferromagnetic core, whose magnetic response approaches zero above ap-

proximately a few times of the coercivity. Thus, this value roughly gives the dynamic

range. The second one is signal ambiguity. For example, in interferometry-based

mnagnetometry such as Ramsey d.c. magnetic field sensing, the output signal be-

'A finite interval is considered because for a stochastic process

j 1 f(t)1 2 dt -+ oc. (1.3)
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20 Chapter 1 Introduction

comes a sinusoidal function of magnetic field. Then there are multiple possibilities

of magnetic field value that give the same signal level. This will limit the dynamic

range within one cycle of oscillation unless some phase estimation is applied.

Spatial resolution The spatial resolution 6x of magnetic imaging is usually limited

by either of the two parameters: (i) source-to-sensor distance d and (ii) physical size

of the sensor L. If the source-to-sensor distance d is large, the magnetic field pattern is

blurred at the sensor. If there are a few magnetic field sources which are close to each

other compared to d, it is already a challenging computational problem to reconstruct

the distribution of the source. If the sensor size L is larger than the characteristic

scale of a magnetic field pattern, the pattern is averaged out and the magnetic image

is not constructed properly. For a point magnetic sensor such as NV centers, the first,

parameter is often the problem unless one collects signals from a large ensemble of

NV centers. If an ensemble of NV centers is used to improve sensitivity, the second

parameter also becomes a problem. On the other hand, for magnetometers which

are sensitive to magnetic flux, such as superconducting quantum interference devices

(SQUID), the second parameter generally gives a technical limitation. A general

trend is that as the sensor size decreases, the sensitivity becomes worse. Thus, there

is oftentimes a trade-off between spatial resolution and sensitivity.

Imaging speed To construct a magnetic image, there are mainly two approaches:

parallel detection and point-by-point scanning. The former approach employs multi-

ple detectors simultaneously, and therefore, in principle, the imaging time does not

increase linearly with the number of imaging pixels. However, depending on what

type of parallel detector is used, an additional offset time might be added. For ex-

ample, for parallel detection with charge-coupled devices (CCD) or complementary

metal-oxide-semiconductors (CMVIOS), the sensor elements need to relay the charge
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packets (electrons) in potential wells to count the number of photons at each pixel,

which is the main technical limitation of readout speed. For a point-by-point scanning

system, the physical scanning time technically limits the imaging speed. For example,

in a scanning probe system, the probe is usually controlled via piezoelectric actuator

with a finite traveling speed, which is ultimately limited by the speed of sound.

1.1.2 Approaches for magnetic field sensing

Here various types of commonly used magnetometry techniques are classified into

three categories: (i) atom-based, (ii) electric-circuit-based, and (iii) solid-state-spin-

based magnetometers (Table 1.1).

Atom-based magnetometry

Vapor cell magnetometry - Vapor cell magnetometers 15, 411 consist of a vapor

of alkali atoms enclosed in a glass cell. When the cell is illuminated by a lamp or

a laser beam, the atoms inside are optically excited to higher energy states and

decay to a single lower energy state (polarization). An external field, shifting

the energy levels, is measured via absorption of light or polarization rotation

of transmitted light. Although this technique provides only a sub-millimeter-

scale spatial resolution, limited by the vapor size, it can be operated at room

temperature and offers the best sensitivity (0.54 fT HzA 11401) among many

others, and thus finds many applications. For a polarization-rotation-based

detection with duration T, the signal exhibits a sinusoidal function

f(B) ~ cos (QBT), (1.6)

where -y is the gyromagnetic ratio. When the Larmor precession angle is of the

order unity, the measurement uncertainty 6B is proportional to 1/T. If this
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measurement is repeated T/T times, where T is the total measurement time,

the uncertainty gains a factor of (T/T)-4. If there are N sensing atoms, it also
1

improves by N--. Consequently, the sensitivity is scaled as

r =B To N. (1.7)

Quantum theory shows that using spin-squeezing, one can go below this scaling

limit. The dynamic range is defined as one cycle of oscillation Brnat OC 1/T

due to 27r phase ambiguity; however, this can be further enhanced via quantum

phase estimation algorithms (see also Section 1.2.3). In applications, the most

notable example is the nuclear magnetic resonance imaging (MRI) of a human

body 12281. It is also employed for precision measurements of fundamental and

particle physics, such as electric dipole monients and axion search 1184, 2791,

and local Lorentz invariance test [26, 381.

BEC mnagnetometry - Another variant of the atom-based approach is Bose-

Einstein condensate (BEC) magnetometry 12651. In the presence of an external

magnetic field, a 'Rb BEC undergoes the Larmor precession, which can be

imaged optically. The BEC magnetomnetry offers significant improvement in

spatial resolution (limited by the optical diffraction ~ 300 nm). The funda-

mental limit of the sensitivity is given by the atom shot noise (~ 1 pT Hz2).

The number of atoms can be recast as N = nA, where n is the local density of

the BEC gas and A is the measurement area of interest. The area scaling for

BEC magnetometry is thus A A4- 1/2. The BEC size is limited by the size of an

external potential well and is independent of the number of atoms.

Electric-circuit-based magnetometry

SQUID magnetometry - The electric-circuit-based approach is another pronis-
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ing direction. One successful example is the SQUID, consisting of supercon-

ducting loops containing Josephson junctions [12]. There are several SQUID

species, such as radio frequency, direct current (d.c.), and relaxation SQUIDs.

The d.c. scheme 11241 employs two Josephson junctions in parallel. One impor-

tant aspect of SQUID magnetometry is that it is sensitive to magnetic flux

J= B - dA, (1.8)
loop(18

where dA is the area element of the SQUID loop. If there is an external magnetic

flux, a "screening current" circulates in the loop and cancels the magnetic flux.

Once the current exceeds a critical value, an electric potential appears across

the junction. As the flux increases, the direction of screening current alternates

every half of the magnetic flux quantum (Do = 2.06 x 10-1 Wb. Thus, the

electric potential becomes a function of the applied magnetic field. One strength

of the SQUID is that the noise spectrum, which gives one of the fundamental

limits, follows 1/f for lower frequency side, reaching the < 10 fT Hz-2 level at

~1 kHz, and then becomes white beyond that at the operating temperature

of liquid helium (4.2 K). This white spectrum originates from thermal noise

in the resistive shunt circuit [131. It is also common to operate SQUID at

relatively higher temperatures (77 K) under open conditions, and thus SQUID

has been used for imaging various small biomagnetic samples [2431. For a typical

loop area of 100 pm x 100 pm and a flux noise spectral density of ~ 10-6 o

Hz-2, the magnetic field sensitivity reaches 0.2 - 2 pT Hz-2. Unlike vapor

cell magnetometry, a sub-micron scale spatial resolution is achievable by use of

nanoscale Josephson junctions [881. However, since the magnetic field sensitivity

is fundamentally limited by the sensing area, there is a trade-off between spatial

resolution and sensitivity. In addition, the linewidth of the superconducting
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wires sets a technical limit for the loop size because the wire width should be

larger than the penetration depth of the superconducting material.

Flux gate magnetometry - The fluxgate magnetometer is one of the oldest mag-

netometry techniques and has been used for navigation and metal detection

[16, 219, 2201. Among many designs, one example consists of two parallel bars

of high-permeability ferromagnetic metal (core) wrapped by two electromag-

netic coils for excitation and sensing. When an oscillating electric current is

sent through the excitation coil, the cores induce a.c. magnetic fields. The di-

rection of winding is reversed between the two bars, so that the magnetic fields

will cancel each other under zero field. However, in the presence of an external

magnetic field, the induced magnetic fields are imbalanced, which can be de-

tected by the sensing coil. This technique provides a sensitivity of ~1 pT Hz--

and a resolution of ~ 1 rm. What limits the sensitivity of fluxgate magnetomn-

etry is the white noise from the core and 1/f noise; however, the nonlinearity

of fluxgate operation makes it difficult to construct a simple theoretical model

of the noise [2191.

Scanning Hall probe magnetornetry - Hall probe microscopes are also an electric-

circuit-based magnetometry system. A Hall sensor made of 2D electron gas

materials (e.g. GaAs/AlGaAs) using standard semiconductor fabrication tech-

niques (molecular-beamn-epitaxy) detects tunneling current exerted by an exter-

nal magnetic field. A scanning method is commonly used together to construct

magnetic images because scanning probe microscopy allows accurate and precise

control over the sample position. The responsivity is given by

RRNK 1R , I 1 (1.9) t -nct
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where RH is the Hall coefficient, t the Hall bar thickness, e = 1.6 x 10-19 C the

electric charge, and n the carrier density. Typically, the responsivity reaches

~ 2000 VA-1T-1 over a wide temperature range. The main sources of noise

are 1/f noise, thermal noise, and generation-recombination noise. Large Hall

probes carry smaller 1/f noise because of the large number of carriers. At a

temperature of <100 K, thermal noise sets the fundamental limit (< 100 nT

Hz 2), especially for small probes [1961. Experimentally, current fluctuations

often cause a dominant noise floor (- 1 pT Hz-") [116J. It is also important to

remove acoustic noise and air flow because the scanning system is susceptible

to instrumental vibrations. Since the Hall effect doesn't depend on the size

of a circuit, this approach in principle offers high spatial resolution (~ 300

nm) as well as reasonably good magnetic field sensitivity over a broad range of

temperatures (1 mK to 500 K) [461.

Solid-state-spin-based magnetometry

MRFM - The third class is solid-state-spin-based magnetometry, among which

magnetic resonance force microscopy (MRFM) [2251 also uses a scanning probe

system. It consists of a ferromagnetic (e.g. FeCo) tip attached to a cantilever.

When the cantilever approaches the sample of interest, a small force is exerted

on the cantilever due to a strong magnetic field gradient (- 10 G nm 1 ). The

cantilever oscillates when the direction of spins is flipped periodically. The

amplitude of the oscillation is then read out via laser interferometry. Thermal

motions of the cantilever fundamentally limit the magnetic field sensitivity.

From a simple thermodynamic analysis, the noise power spectrum is given by

Sf =2k kBT, (1.10)
WOQ
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where k, wo, and Q are the spring constant, resonance frequency, and quality

factor of the cantilever, respectively. The shot noise of the photons reflected

from the cantilever for tip displacement detection is almost always smaller than

the thermal noise, and thus can be neglected. In addition, when small spin

ensembles are considered, statistical fluctuations in the nuclear magnetization

7-4 cN, where N is the number of spins, is another important fundamental

limitation, which has just recently been investigated in detail [1201. The spatial

resolution of MRFM is proportional to the magnetic field gradient, which de-

creases as the apparatus size L increases. Taking advantage of the small size of

the ferromagnetic tip and precise control of scanning probe microscopy, MRFM

offers unprecedentedly high spatial resolution (< 10 nm), which is useful for

imaging nanoscale samples, such as viruses 1611. However, it is also known that

signal-to-noise decreases with the square root of the size, setting a. fundamental

limit on spatial resolution.

GAIR AMAIR maynetometry Giant magnetoresistance (GMR) and anisotropic

magnetoresistance (AMR) are a family of magnetoresistance effects 118, 32, 1177.

The GMR structure consists of an ultrathin conductive, nonmagnetic (e.g. Cu)

interlayer sandwiched between two ferromagnetic layers. Because of antifer-

romagnetic exchange interaction, these layers have opposite magnetic moment

directions. Under this spin configuration, electron scattering increases signifi-

cantly and the interlayer becomes highly resistive. When an external magnetic

field is present, however, the magnetic moments of the two ferromagnetic layers

are aligned, and the interlayer resistance decreases drastically. The AMR is

another approach, which makes use of permalloy (Ni 80% Fe 20%), whose muag-

netization direction is dependent oni the external magnetic field. The resistance

of permalloy decreases as the magnetization rotates away from the direction of
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electric current. These techniques provide ~ 1 nT Hz-- sensitivity and mi-

crometer scale resolution under ambient conditions, and thus have been used

as biosensors [23, 99, 180, 2181. Having been adopted gradually in microelec-

tromechanical system (MEMS) and silicon integrated circuit (IC) processing

technologies, GMR/AMR magnetometry will also find broad ranging applica-

tions in consumer electronics, such as smart phones and computer tablets [561.

NV diamond magnetometry- Spin-based magnetometry generally provides high

spatial resolution. To overcome the limitations of low temperature operating

conditions, researchers proposed to use spins in solid state systems [41, 2491.

The electronic spin associated with nitrogen-vacancy (NV) color centers in di-

amond [112, 1631 is of particular importance as it has long coherence time and

can be read out optically under ambient conditions [19, 176J. In NV magne-

tometry, an external magnetic field shifts the ground state energy, which is read

out via optically-detected magnetic resonance. The signal is thus obtained as a

change of fluorescence intensity. As in atom vapor cell magnetometry, the NV

center acquires precession phase proportional to the external field B. The phase

is then projected onto the population difference. Thus, the signal becomes a

sinusoidal function

f (B) ~ cos (-yBr), (1.11)

where 7 is the gyromagnetic ratio and T is the precession time. The responsivity

R oc (yT)' has a unit of [T ]. The photon shot noise sets a limitation on

sensitivity -q 6 B /T oc (N7)-!, where N is the number of NV centers. In

experiments, the shot noise scaling is modified as

SOC TTi/ (1.12)N T

27
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due to additional offset time, such as initialization and readout times T.rl. It is

also noted that one can reach the Heisenberg limit by several approaches (for

example, quantum phase estimation protocols or non-classical states). Because

of high spatial resolution, reasonably good sensitivity, and room temperature

operating conditions, NV magnetonetry has been applied to various magnetic

systems in biology [1501, geology [90], and condensed matter physics [250, 2631.

The fundamental and technical limitations of spatial resolution, imaging speed,

and dynamic range are discussed in more detail in the following sections.

1.2 Research Objective

In this section, for each of three experiments discussed in Chapter 3-5, I summarize

(i) the fundamental & technical limitations of the existing technologies, (ii) reasons

why the new approach taken in the thesis work is chosen, and (iii) how that approach

improves the fundamental limits.

1.2.1 Wide-field magnetic imaging

The key concepts for high-throughput magnetic field imaging of nanoscale magnetic

systems is detection paralletization as well as high spatial resolution.

Comparison between magnetic imaging techniques

Here electron holography and scanning SQUID magnetometry are compared with

wide-field magnetic imaging with ensemble NV in detail (Table 1.2).

Electron holography is a holography imaging technique based on electron matter

waves 1715]. First, accelerated electrons are split into two beams. As the refer-

ence beam travels, its wave function acquires phase 4'o(r) = exp (ik - r). The
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Table 1.1: Comparison of various types of magnetometers. (i) Atom-based: Alkali
vapor cell magnetometry [41, 140] and BEC magnetometry 1265]. (ii) Electron-based:
SQUID magnetometry [12, 88, 1241, fluxgate magnetometry [161, and scanning Hall
probe microscopy [46, 1961. (iii) Spin-based: MRFM [2251, GMR/'AMR magnetome-
try 1561, and NV diamond magnetometry 12491.

Sensitivity Resolution Operating conditions

(i) Atom

Vapor cell 0.5 fT Hz-2 < 1 mm Ambient

BEC 0.1 pT Hz-2 300 nm High vacuum

(ii) Electron

SQUID 1 fT Hz-2 < 1 p~m Cryogenic

Fluxgate 1 pT Hz-2 < 1 mm Ambient

Hall probe 1 nT Hz-i 300 rnm Ambient

(iii) Spin

MRFM 1 fT Hz-2 < 10 nm Cryogenic

GMR./AMR < 1 nT Hz-7 < 1 pm Ambient

NV diamond 1 pT Hz-2 < 10 nin Ambient
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other beams passes through a sample and its wave function acquires additional

phase V7,(r) = exp (ik -r + 0(r)) due to the Aharonov-Bohm effect. Here the

extra phase is obtained as an integral of the longitudinal component of a vector

potential A, across the sample

(x, y) IA,(x, y z)dz. (1.13)

Finally, they are combined together to produce an interference pattern on a

camera

I = ko + 2 (1.14)

The point spread function of electron holography is a Fresnel zone pattern.

The spatial resolution of electron holography is given by 5a ~ Ad/s, where A is

electron wavelength, d distance between sample and screen, and s the separation

between the first minimum points on each side of the sinc function, caused by

a finite size of the detector. For a typical value of A = 0.1 nm, d = 10 cm and

s = 10 mm, the spatial resolution reaches ~ 1 nm. Recently, pulsed electron

holography method has demonstrated acquisition of an image from ~ 1 pm

field-of-view in an exposure time of ~ 50 is [95]. In this pulsed regime, the

imaging speed is only limited by the camera frame rate. One drawback of this

technique is that the sample has to be in a vacuum, which precludes magnetic

imaging of living biological samples.

Scanning SQUID magnetometry is another widely used magnetic imaging tech-

nique [210, 2431. Since SQUID is sensitive to a magnetic flux, its spatial resolu-

tion is limited by the SQUID loop size and large standoff distance between the

sample and the loop. Nonetheless, it is still useful for magnetic field measure-

ments of various biological magnetic samples because SQUID offers extremely
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high sensitivity enabling fast data acquisition. One drawback of the SQUID

is that it is difficult to operate multiple SQUID detectors in parallel like an

imaging camera because if two sensor elements are placed close to each other,

they can interfere. The imaging speed is mainly limited by a physical scanning

of the SQUID loop. For example, a typical piezoelectric scanning system offers

a scanning speed of ~ 100 nm s-.

Ensemble NV - What makes NV centers useful for wide-field magnetic imaging

is twofold: (i) the NV center is considered as a point magnetic field sensor and

(ii) its spin state can be read out optically. The first advantage means that NV

centers can be packed closely and prepared over a wide area (ensemble NV).

Furthermore, the fact that NV magnetometry can be operated under ambient

conditions (room temperature and atmospheric pressure) means that the mag-

netic samples can be placed directly on top of a diamond chip. Each NV center

with approximately 'zero' volume then senses the local magnetic field created by

the sample. By mapping fluorescence from NV centers to an image sensor such

as CCD or CMOS, one can construct a magnetic field pattern. These advantages

allow, for example, imaging of living biological samples with nanometer scale

spatial resolution 11501, which is difficult for electron holography or scanning

SQUID.

Limitations of NV wide-field magnetic imaging

The spatial resolution of NV magnetometry is limited by three things: optical diffrac-

tion, standoff distance between the sensor and sample, and NV layer thickness. The

first one, optical diffraction limit, can be broken with superresolution techniques.

However, to date, superresolution techniques generally suffer from slow imaging speed

or system drift (see Section 1.2.2). The second one depends on the thickness of a mag-
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netic sample. A thick biological sample (> 1 jtm) needs to be sliced to achieve close

to the diffraction-limited spatial resolution, which makes it challenging to study the

sample under living conditions. The third one gives a trade-off between spatial reso-

lution and sensitivity. If this is the dominant limitation, the spatial resolution 6x is

roughly proportional to the thickness of the NV layer L

6x oc L. (1.15)

For magnetic imaging with ensemble NV centers, the sensitivity is also dependent on

the thickness of the NV layer through

1
710c , (1.16)

where n is the density of the NV centers.

There are also several other technical limitations in imaging speed and field-of-

view. Parallel fluorescence detection using image sensors offers faster acquisition

of magnetic field information from across the whole magnetic sample [97, 150, 2051

compared to a scanning system. However, the frame rate and semiconductor well

depth give new limitations on imaging speed. Another key technical challenge toward

larger field-of-view is how to deliver wide-field laser illumination and homogeneous

microwave excitation fields for simultaneous control of a large NV ensemble. It should

also be mentioned that an external magnetic field is measured with magnetic reso-

nance. Thus, for a typical ensemble NV sample with a density of ~ 1016 cm- 3, small

heterogeneity of NV density causes a variation of fluorescence intensity pattern (< 10

% over ~ 1 pan), leading to an inhomogeneous sensitivity. However, it doesn't affect

the spatial resolution or parallelization very much.
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Table 1.2: Comparison of three wide-field magnetometers in terms of spatial resolu-
tion, parallelism, field-of-view (FOV), and data acquisition time.

Resolution Parallelism FOV Imaging speed

Electron holography [7151 1 1m Yes 1 pm 50 ps/image

Scanning SQUID [2101 ~ 1 Pm No 30 pm 10 ns/pixel

Ensemble NV [1501 300 nm Yes 100 pm ~1 s/image

Objective of wide-field magnetic imaging experiment

The goal of this project is to (i) develop a prototype of wide-field magnetic imaging

system using an ensemble of NV centers and a camera, (ii) demonstrate optical mag-

netic imaging of living magnetotactic bacteria, and (iii) study the individual differ-

ences of magnetic moments that the bacteria grow in their bodies. It is also important

to show that NV magnetic imaging with high spatial resolution and wide field-of-view

is useful for studying various other magnetic systems, such as magnetically labeled

cells [971 in biology and magnetized meteorites in geology f901. Furthermore, this

system can also be used for imaging electric field [681, temperature 155, 145, 2581, and

pressure [421 profiles.

1.2.2 Fourier magnetic imaging

As explained in the previous section, spatial resolution is a key figure-of-merit for

magnetic imaging. One of the advantages of NV magnetometry is fluorescence readout

(640 - 800 nm) because one can immediately achieve the optical diffraction-limited

spatial resolution
A

(1.17)6X-2NAI
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where A is the wavelength of fluorescence emission, and NA is the objective numerical

aperture. In particular, a confocal laser scanning system offers ~ 300 nm resolution.

In the past few years, many experiments toward nanometer-scale NV magnetic imag-

ing were proposed and demonstrated. These are classified into two categories: (i)

real-space approach and (ii) transformed-space approach (Table 1.3).

Comparison between real-space approach and transformed-space approach

Examples of real-space approach are stimulated emission depletion (STED)

microscopy [174, 260], deterministic emitter switch microscopy (DESM) 1481, and

scanning probe microscopy (SPM) [101, 168, 2501.

Stimulated emission depletion microscopy - The general operating principle of

STED is to acquire fluorescence from only a target fluorophore by selectively

deactivating the other fluorophores around the target via a doughnut-shaped

beam [1171. The spatial resolution depends oi the intensity of the doughnut

beam
A 1

__ =___ (1.1823
2NA V/1 + I/h,

where I, and I are the fluorophore saturation intensity and doughnut beam

intensity, respectively. In 2010, this technique was combined with NV centers

and demonstrated 38 rim spatial resolution [174. The main technical limita-

tions on resolution are doughnut beam intensity, imperfections of the doughnut

intensity zero, and mechanical instability of imaging setup. The first one affects

the resolution directly, and the last two lead to a contrast reduction. Further

improvements in doughnut beam intensity and beam quality enabled 2.4 nm

resolution in 2012 12721. There are largely two drawbacks in this technique.

First, a large beam intensity (- 1 GW cm ) is required for doughnut beam

to achieve nanometer-scale resolution. Second, imaging speed is relatively slow
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(typically ~ 10 s per pixel) 11741. These two disadvantages make it difficult to

apply this technique to studying biological samples.

Deterministic emitter switch microscopy - In contrast to the STED technique,

stochastic super-resolution techniques, such as photoactivated localization mi-

croscopy (PALM) 1301 and stochastic optical reconstruction microscopy

(STORM) 12261 require smaller excitation intensity and allow parallel detec-

tion of fluorescence using a camera. In these techniques, photo-switchable flu-

orophores are sequentially activated for time-resolved localization. Recently,

STORM demonstrated an image acquisition time of 30 s with a spatial resolu-

tion of 20 nm over ~ 20 x 20 pm2 field-of-view using a relatively lower excitation

power of ~ 15 kW cm- 2 . In NV magnetometry, this concept was applied to

imaging of nanodiamonds (DESM [48]). Since nanodiamonds are oriented in

random directions, they exhibit different resonance frequencies. Using resonant

microwaves as a photoswitch, one can selectively activate NV centers in the

nanodiamonds. This technique achieved 12 nm spatial resolution over a field-

of-view of 35 x 35 pm2 with only ~ 90 s total imaging time. The fundamental

limit of signal-to-noise is set by photon collection efficiency, photon emission

rate, photon acquisition time, and signal contrast. One important drawback is

that this technique cannot be applied to ensemble NV centers in bulk diamond

samples because only four orientations are available.

Scanning probe microscopy offers the best spatial resolution among many real-

space techniques. This technique was combined with NV centers for the first

time in 2011 1101] and offered < 10 nm spatial resolution in all three dimensions.

Since then, this technique has been successfully applied to studying various con-

densed matter systems [168, 223, 250j. Like MRFM, the fundamental limitation

on spatial resolution is set by the finite tip size or random drift of the tip. Tech-
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nically, it is important to isolate the microscope from environmental noise such

as temperature fluctuations, system drift, and air turbulence. There are mainly

two drawbacks in this approach. One is that a scanning tip produces a large

magnetic field as well as gradient, and it can perturb the magnetic sample of

interest. The other is that since the gradient falls off rapidly as a function of

standoff distance, it becomes more difficult to achieve nanometer-scale resolu-

tion for deep (> 1 pm) NV centers.

In transformed-space approach, images are constructed in a different space such as

Fourier-space and frequency space. Examples techniques of this category are mi-

crowave field gradient [164, 190, 231], frequency encoding gradient, and phase encod-

ing gradient [14, 190, 231].

Microwave field gradient can be used to encode the position of NV centers

to the Rabi frequency. For example, if two NV centers located at x, and x 2

are driven with a spatially varying microwave field B1 (x), these NV centers will

experience coherent oscillations with different Rabi frequencies Q(xj) and Q(x 2 ).

When fluorescence from these two NV centers is collected simultaneously, it is

difficult to distinguish them in real space. However, if microwave duration T is

varied, the fluorescence signal will be modulated as

f(T) = cos(Q(x1)T) + cos(Q(x 2)T). (1.19)

This idea was tested with a few proximal NV centers (~ 100 nm separation) in

2010 12311. One fundamental limitation of this approach is the breakdown of

the rotating wave approximation for a large microwave field. This idea is also

implemented with nuclear spins in MRFM to demonstrate 10 nm resolution at

4.2 K 11901. More recently, it has been shown that combining with a quantun
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sensing algorithm based on logarithmic search, one can estimate the position

with error scaling at the Heisenberg limit [164].

Frequency encoding gradient technique employs a static, uniform magnetic field

gradient applied across a sample. This is used as a slice sectioning method in

the conventional magnetic resonance imaging. In NV frequency encoding, a

strong static magnetic field gradient G is used to split the resonance frequencies

of the NV centers

Aw(G; xi) = 7Gxi, (1.20)

where xi is the position of the i-th NV center, thereby enabling selective flu-

orescence imaging of individual NV centers via continuous spin state driving

with microwaves whose frequency is tuned to resonance frequencies of the NV

center of interest. The spatial resolution is given by the width of the resonance

peak
1

ox oc(1.21)
yGT*

where T* is the dephasing time of NV centers. It is noted that the resolution is

not limited by the fluorescence wavelength because the NV position is mapped

into the resonance frequency space. The fundamental concept of this technique

is very similar to that of the SPM technique in real-space approach because

both employ static magnetic field gradients. However, the main distinction that

makes the two techniques fall into different categories is that in the frequency

encoding gradient, microwave frequency is varied to acquire an image, whereas

in the SPM technique, the probe itself is scanned in real-space.

Phase encoding gradient is also used in the conventional MRI. Under a pulsed

magnetic field gradient, spins acquire position-dependent precession phase. By

varying the gradient amplitude, one can construct an image in the Fourier-space
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or 'k-space'.

f (k) Lcos(kxi), (1.22)

where k = /G- is constructed from the gradient and encoding time T. The

spatial resolution is

6x 1 16X (1.2:3)2 kmax 2ThGniaxTinax

where Ginax and rma.,, are the maximum value of gradient and sequence time,

respectively. In Chapter 4, nanoscale magnetic field imaging using via phase

encoding gradient is presented. This technique was chosen for several reasons.

First, the transformed-space approach offers multiplex advantage [82] and com-

pressed sensing speed-up [441 under certain conditions (sparse NV centers, de-

tector noise limited). Second, phase encoding gradient can be combined with

a spin echo sequence, which extends the coherence time to T2. Third, slow

magnetic fluctuations introduce less noise to the spin echo sequence than to

CW-ESR or Rabi sequence [2311. As discussed below, the electrical breakdown

of air and coherence time of the spin limit the k-space.

Limits on magnetic field gradient techniques

A key technical challenge for demonstrating nanoscale magnetic imaging using phase

encoding is to create a strong pulsed magnetic field gradient. There are mainly three

methods: (i) ferromagnets, (ii) macroscopic (~ 1 cm) coil and (iii) microscopic (~ 1

tni) coil (microcoil). Ferromagnets can produce the strongest gradient (> 10 G nmn-)

at short length scale (< 100 rnm) [61, 1'70, 2251; however, switching the gradients re-

lies on the slow mechanical motion of the magnet. Thus, the distinct advantage of

electromagnets (macroscopic coil and microcoil) compared to the ferroniagnet ap-

proach is that the strong magnetic field gradient can be modulated rapidly in the
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Table 1.3: Comparison of six approaches for nanoscale magnetic imaging (STED:
stimulated emission depletion, DESM: deterministic emitter switch microscopy, SPM:
scanning probe microscopy, MFG: microwave field gradient, FEG: frequency encoding
gradient, PEG: phase encoding gradient) in terms of spatial resolution and fundamen-
tal limitations.

Resolution Limitations

Real-space

STED 12721

DESM [481

SPM [1021

Transformed-space

MFG [2311

FEG

PEG 1141

2.4 nm Doughnut beam intensity

12 nm Shot noise

< 1 nm Finite tip size & Standoff distance

37 nm Rotating wave approximation

10 nm Coherence time & Air breakdown

3.5 nmn Coherence time & Air breakdown



40 Chapter 1 Introduction

time domain. The conventional macroscopic anti-Helmholtz coils used in nuclear

magnetic resonance imaging can create K 10- G nm (- 100 T m-1) over 100 mm

[98, 1561. Microcoils offer intermediate performance (10-3 - 10-1 G nn-1 ) 172, 1521.

Also, macroscopic coils and microcoils allow switching gradients at a fast rate. In

the Fourier magnetic imaging experiment, the microcoil method was chosen mainly

because it can be created directly on a diamond, which cancels system drift signifi-

cantly. The fundamental limitation of the gradient strength is set by the electrical

breakdown. A pair of thin wires is connected in series in an anti-Helmholtz config-

uration, which introduces a non-negligible electric potential difference AV between

two wires separated by L, leading to a large electric field

E = - , (1.24)
L L

where the electric current and resistance of the inicrocoil circuit are typically I ~ I

A and R ~ 10 Q, respectively. The electric field between them should not exceed the

breakdown field (air: 3 x 106 V m 1 , diamond: 2 x 101 V m-1, vacuum: 1018 V n- ).

The gradient ield needs to be turned off to avoid perturbation to the magnetic

sample. Thus, the switching rate imposes a limit on the spin control timescale,

which should be shorter than the coherence time. To investigate the performance of

the microcoil, the maximum available gradient strength and current switching rate

need to be measured. First, the maximum current that the microcoil can support is

determined by measuring the temperature rise as a function of electric current. The

switching rate of the gradient pulse is determined by measuring the rising Rabi signal

contrast as a function of the delay between the initiation of d.c. gradient pulse and

7r/2 pulse. Using impulse response function theory, the 3 dB switching frequency is

given by

f3<m = (ln(0.9) - ln(0.1)), (1.25)
27T,
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where T, is the 10 - 90 % rise time. It is also important to estimate the limit of the

spatial dynamic range of a magnetic field gradient. Let L be the length scale across

which the strong gradient is produced. For a microcoil, L is determined by the sepa-

ration between two wires. Since the gradient strength decreases quadratically as the

coil separation increases (dB/dx I/L2 ), the electric current I should be increased

quadratically I ~ L2 to maintain the gradient. However, the current ramping speed

is also limited by the switching bandwidth, I BW- 1. Consequently, the bandwidth

and dynamic range are related via L ~ BW- .

Objective of Fourier magnetic imaging experiment

The goal of Fourier magnetic imaging is to (i) demonstrate nanometer-scale magnetic

field imaging using phase encoding gradient applied to NV sensors and (ii) show mul-

tiplex advantage and higher data acquisition rates with compressed sensing. It is also

important to explore applications of strong magnetic field gradient using microcoils.

The flexibility of microcoil design allows integration with microfluidic channels, Hall

sensors, and MEMS [89, 1531. These advantages might make microcoils useful for

many applications, ranging from atomic manipulation [173, 1281, and actuation of a

ferrofluid droplet [311, to manipulation of magnetotactic bacteria [154, 2351 and DNA

[52, 531.

1.2.3 Geometric phase magnetometry

The field dynamic range Bmax is defined by the maximum detectable magnetic field.

This section discusses three NV magnetometry protocols: (i) continuous-wave electron

spin resonance (CW-ESR), (ii) Ramnsey-interferometry, and (iii) Berry-interferometry.
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Comparison of three magnetometry protocols

CW-ESR is an approach to drive a spin continuously via microwaves. The

frequency of the microwave is varied to find a resonance. A d.c. magnetic field

can be measured as a shift of the resonance frequency. The linewidth of the

resonance peak is given by the microwave amplitude, or Rabi frequency Q. For

a small Rabi frequency, the linewidth is fundamentally limited by the dephasing

time T*. Thus, dynamic range is thus given by

Bimax O( Q. (1.26)

Similarly, the sensitivity also depends on the Rabi frequency

7ioc . (1.27)

As a result, there arises a trade-off between the dynamic range and sensitivity

17 O( Btn:. (1.22)

The upper limit of Rabi frequency is set fundamentally by the rotating wave

approximation (Q/D < 1), where D = 2.87 GHz is the zero field splitting, and

technically by a microwave driving circuit (Q ~ 100 MHz is achievable relatively

easily). The lower limit is coming from the dephasing time T2*

Ramsey is an alternative method for detecting a d.c. magnetic field. It employs

an interferometry-based sensing protocol. A -/2 pulse tips the sensor spin on

the equator. The spin acquires a precession phase proportional to the external

magnetic field and interaction time: 6 oc yBT. However, because of the peri-

odicity of phase, the dynamic range that one can determine without modulo 2w



1.2 Research Objective 43

phase ambiguity is limited to
1

Bmax . (1.29)T

In this approach, the sensitivity is also dependent on the interaction time

1
TIN Ic * (1.30)

T 2

Thus, the Ramsey approach also exhibits a trade-off between the dynamic range

and sensitivity

r172 oc Bmnax. (1.31)

The interaction time is fundamentally upper limited by dephasing time T..*

By use of a spin echo sequence or dynamical decoupling sequence, one can

extend coherence time. However, the spin is not sensitivity to d.c. magnetic

fields. The lower limit is usually set by the speed of pulse shaping instruments.

The quantum phase estimation algorithm 136, 191, 2671 or quantum metrology

[35, 96] can extend dynamic range and resolve the trade-off; however, they

require either additional overhead resource time or long-lived multi-particle non-

classical states.

Berry - In this thesis, a new approach for d.c. magnetic field sensing via geo-

metric phase is introduced (Chapter 5). In particular, Berry phase is considered.

Unlike the above-mentioned two, this approach has three control parameters:

Rabi frequency Q, winding number N and interaction time T. The 27r phase

ambiguity is unwrapped by a nonlinear dependence of the signal on the exter-

nal magnetic field. Sensitivity and dynamic range are decoupled via the three

parameters.

Bniax c NT. (1.3(1.32)
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I

r/ c QT (1.33)
N

Limits on dynamic range of geometric phase magnetometry

Since three control parameters are used in geometric phase inagnetometry, there are

several fundamental limits that need to be discussed. One important assumption

of dynamic range enhancement and decoupling of sensitivity from dynamic range is

adiabaticity condition
N

4~ - < 1. (1.34)
QT

To satisfy this condition, one need to choose N < QT. The breakdown of rotating

wave approximation and the geometric phase coherence time T2, set fundamental

limits on Rabi frequency Q < D and interaction time T < T29.

Objective of geometric phase magnetometry experiment

The goal of this experiment is to show (i) extension of dynamic range and (ii) de-

coupling of sensitivity from dynaimic range. One scientific question that needs to De

investigated is how the geometric phase coherence time depends on A. This will give

an important insight in understanding the ultimate limit of magnetic field sensitivity

in the non-adiabatic regime.

1.3 Thesis Outline

This thesis presents a series of quantum manipulation experiments using NV centers

of various concentrations for im)roving the performance of magnetic field sensing in

three different directions (Fig. 1-1). Chapter 2 summarizes important concepts in

NV magnetometry, which form the basis for the following chapters.
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The first direction, presented in Chapter 3, is the enhancement of the field-of-

view via a parallel manipulation and readout of an ensemble of NV centers [1501.

The diamond sample used in this demonstration had an ensemble of NV centers

implanted in a 2D layer structure. Wide-field laser illumination as well as CCD-

based parallel detection enable fluorescence imaging of the NV centers. By CW-ESR

using homogeneous microwave irradiation, one can use the NV centers as a local

magnetic probe to map the magnetic field pattern created by the magnetized sample

of interest. The wide-field magnetic imaging offers approximately x100 larger field-of-

view along one dimension compared to the confocal laser scanning microscopy with

a given measurement time. Thus, it is a powerful tool for imaging various natural

magnetic systems. In particular, this technique is applied to the study of living

inagnetotactic bacteria.

Described in Chapter 4 is the second direction, improvement of spatial resolution

via phase encoding of multiple NV centers using strong pulsed magnetic field gradients

1141. The diamond sample contains multiple NV centers confined in a nanoscale

diamond pillar prepared by e-beam lithography and reactive ion etching. Under

magnetic field gradients applied during a Hahn-echo sequence, the NV centers acquire

a position-dependent phase. When the gradient strength is swept, the information

about the location of the NV centers as well as the local magnetic field is mapped

onto Fourier space. This phase encoding technique provides an approximately 100-fold

improvement in spatial resolution compared to the optical diffraction limit. Taking

the advantage of sparse NV sample, compressed sensing demonstrates additional 10-

fold speed-up in nanoscale imaging and sensing.

Chapter 5 introduces a new approach of geometric spin control for the third di-

rection - high dynamic range magnetometry (K. Arai et al. in preparation). In this

experiment, a single NV center acquires geometric phase as a result of off-resonant

microwave fields whose phase is varied linearly in time. The nonlinear dependence
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of geometric phase on the external magnetic field extends the dynamic range by ap-

proximately 100 times compared to the conventional dynamic phase approach. The

new geometrical control parameters also allow decoupling of sensitivity and field dy-

namic range. Furthermore, the geometric manipulation technique is used to study the

robustness of geometric phase against the environmental noise, which has not been

discussed extensively in the literature.

Finally, Chapter 6 concludes the thesis by discussing the outlook of these three

techniques for a broad range of other quantum applications.
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Figure 1-1: Description of this thesis. The central theme is the development of high
precision magnetic field sensing and imaging techniques via quantum manipulation
of electronic spins associated with NV centers in diamond. Chapter 2 introduces NV
spins as a high-precision magnetic field sensor (yellow circle) and explains previous
work on improving the sensitivity. The main body consists of three experimental
demonstrations (blue circles), which improve the performance of NV magnetic field
sensing in three directions: field-of-view (Chapter 3), spatial resolution (Chapter 4),
and field dynamic range (Chapter 5). Chapter 6 discusses the potential and new
movements of combining these techniques for other quantum applications.

apter 5

tric phase
etometry



48 Chapter 1 Introduction



Chapter 2

The Nitrogen-Vacancy Center in

Diamond

Unique aspects of the NV spin system include the feasibility of NV preparation in large

two-dimensional arrays with flexible concentration and nanometer-scale precision [24,

194, 259], coherent addressability enabled by microwave and static magnetic fields

[50, 125, 199], and availability of long spin coherence as well as photo-stability even

under ambient conditions [20, 22, 123]. Among many solid-state spin systems, NV

centers thus have been gaining prominence as a leading platform in many branches

of modern quantum technologies [51], ranging from nanoscale sensing [68, 145] and

imaging [102, 150, 2501 to quantum computation [28, 118, 189, 255] and simulation

[9, 43, 1311. This section provides an overview of NV properties.

2.1 Crystallographic Structure and Charge States

The NV center is one of numerous diamond defects [2801 consisting of a nearest-

neighbor pair of a substitutional nitrogen atom and a lattice vacancy (Fig. 2-1).

Depending upon the relative positions of the nitrogen atom and vacancy, the sym-

49
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Figure 2-1: The structure of diamond crystal with an NV center. The diamond

belongs to the Fd3m space group with a lattice constant of a = 3.567 A at 300 K.

The bond angle between the carbon (C) atoms is 109.28'. The NV center consists of

a substitutional nitrogen atom (N) adjacent to a vacancy (V) in the diamond lattice.

The direction along the nitrogen atom and the vacancy defines the symmetry axis

of the NV center (blue rod). The NV center can primarily take one of two electric

charge states, the neutral NV 0 and the negative NV- [163]. Throughout this work

the negatively charged state is considered.
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metry axis can lie along one of four possible crystallographic orientations within the

diamond lattice. This NV symmetry axis gives the quantization axis of the spin

states. Usually, these four classes of NV centers have an equal probability of abun-

dance. However, some diamonds grown with a chemical vapor deposition (CVD)

method have preferential orientation [204].

The NV center exists in either of the neutral (NV') and negatively-charged (NV-)

states. The three nearest-neighbor carbon atoms and the nitrogen atom provide

totally five electrons to form the NV0 state. If the NV center captures one more

electron from another defect in the lattice, it becomes the NV- state'. As described

below, the NV- state presents many useful properties, and thus is used throughout

this work.

2.2 Diamond Preparation

It is often necessary to control the spin concentration of diamond samples depending

on the application. There are mainly two widely used techniques to create NV centers

with controllable concentrations: CVD and nitrogen ion implantation.

The CVD is the primary synthesis technique for high-density NV diamond samples

([NV~ 1015_ 118 cm- 3) [3, 47, 248]. In a CVD chamber filled with hydrogen gas, a

diamond crystal grows from methane at a growth speed of ~ 1 nm/s. When nitrogen

gas is injected during the growth, the crystal incorporates nitrogen impurities, whose

density can be controlled with high precision. This technique can also introduce

other chemical impurities [2, 78, 160]. In this process, only less than 1% of nitrogen

impurities meet vacancies and become NV centers. The conversion efficiency is limited

by the small abundance of natural vacancies. Implantation with other atoms (H, C)

1A study of charge state conversion by ionization has revealed that the fidelity of charge state
readout reaches 99% [230]. Thus, the charge state dynamics has recently become an important
research topic.
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or irradiation with electrons increases the conversion efficiency since these particles

create more vacancies in the diamond lattice. Recently, researchers have succeeded in

confining NV centers in a nanometer-scale layer by introducing nitrogen gas for only

a short period of time during growth process (delta-doping) [1941.

Nitrogen ion implantation 1186, 200 is used largely to prepare relatively low NV

density samples ([NV]~ 106-10"1 cm- 2 ). An undoped CVD diamond is often cho-

sen as a substrate. After creating nitrogen defects, an annealing process follows to

mobilize vacancies. The nitrogen implantation energy and dose determine the NV

depth and density, respectively. NV centers can be created only a few nanometers

from the surface [631. Such shallow NV centers are particularly useful for nanoscale

magnetic resonance sensing and imaging of surface nuclear spins 163, 229, 2451. The

implantation technique also provides nanometer-scale precision in the lateral direc-

tion 1192, 197 when combined with a focused ion beam 11781 or an implantation mask

fabricated on the diamond by e-beam lithography 1201].

2.3 Electric and Magnetic Dipole Transitions

The negatively charged NV state possesses six electrons, of which two unpaired elec-

trons form a ground state spin-triplet (see Fig. 2-2) 12 171. The |0) and I 1) Zeeman

sublevels are split by D = 27 x 2.87 GHz due to spin-spin interaction. In an external

magnetic field B. along the quantization axis, the energy level of the 1) states

shift by h'yB2 , where h is the Planck's constant and y = 27r x 2.8 MHz G- is the

gyromagnetic ratio of NV electronic spin. Thus, a two-level system can be defined by

the 10) and either of the 1) states. The ground state Hamiltonian is given by

H/h= DS + -B - S, (2.1)
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Figure 2-2: NV center energy level diagram. The ground state of the NV center is
a spin-triplet with a D = 27r x 2.87 GHz zero-field splitting between the 10) and

t 1) spin states [1631. An applied magnetic field B defines a quantization axis
and Zeeman-splits the I 1) states by yB (blue arrow), where y = 27r x 2.8 MHz

G- is the gyromagnetic ratio of the NV center. Under optical excitation at 532 nm
(green arrows), the NV center undergoes spin-state-preserving transitions between
the electronic ground (3A 2) and excited states (3E), emitting fluorescence in the 640-
800 nm band (red arrows) with a life time of - 13 ns. There is also a non-radiative

decay pathway (brown arrows) from the I 1) excited states to the 0) ground state
via metastable singlet states (1A1 and 'E) with a lifetime of - 300 ns [5, 221, 222].
The splitting between the two metastable states is 1043 nm (ZPL). Under continuous
green laser illumination, the NV spin is eventually polarized to the 10) state. The level
of polarization is typically - 80 % and can reach ~ 95 % under certain conditions

[255].
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where B = (Br, Bu, B,) is the magnetic field vector and S = (Sr, Sy, Sz) are the spin

1 operators given by

0 1 0 0 -i 0 1 0 0
- 1 1(2 )S __ 1 0 1 Sy= i J, = 22). (2.2)

0 1 0 0 i 0 0 0 -1

Magnetic fields along the x and y axes introduce spin state mixing, leading to a

reduction of fluorescence contrast and intensity [146, 251, 263].

Experimentally, microwaves and green lasers are used to manipulate and readout

the ground states. Microwave fields induce magnetic dipole transitions between these

ground states. Optical illumination causes electric dipole transitions between the

ground and excited states, entailing spontaneous emission [57]. The zero-phonon line

(ZPL) of the electric dipole transition appears at 637 nm. At room temperature,

this line accompanies a broad phonon-sideband from 640 nm to 800 nm. Another

important property of NV centers is a non-radiative decay channel from the I + 1)

excited states to the 10) ground state, which enables initialization and readout of spin

state via continuous laser excitation and spin-state-dependent fluorescence detection,

respectively.

2.4 Magnetic Impurities

In a natural diamond sample, there are many other spin impurities, such as 1 3C,

14 N and "N. In high sensitivity magnetometry, these are the main noise source,

while in quantum computation, these can be used as a qubit memory or reporters.

The most abundant carbon isotope is 1 2C ( 98.9 %, I = 0), where I is the nuclear

spin. The second abundant is ' 3C (1.1 %, I = 1/2). If there are 1 3C atoms near

an NV center, they further split the NV energy levels due to a dipolar hyperfine
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coupling [83, 94J. Oftentimes, the nitrogen density is not as large as that of carbon,

however, the electronic spin of nitrogen defects (P1 center) plays an important role

in decoherence [21, 25] because the electron gyromagnetic ratio is three-orders-of-

magnitude larger than the nuclear gyromagnetic ratio. Additionally, the nitrogen

nuclear spin of NV center itself also affects the NV energy levels via hyperfine coupling.

The most abundant nitrogen isotope is 14 N (99.6 %, I = 1) and the second is "N (0.4

%, I = 1/2). Their concentrations can be easily modified during the NV diamond

preparation process 12111. For 14N, the NV center Hamiltonian is written as

H~h = DS' + -BS + S - A -I + PI - YNB-I (2.3)

where P = -27 x 4.95 MHz [115, 241] is the quadrupole splitting constant, A

(A, A1 ) is the hyperfine coupling tensor with Al = -27r x 2.16 MHz [2411 and

A1  -27 x 2.7 MHz [831, and 7N is the 14N nuclear gyromagnetic ratio.

2.5 Characteristic Timescales

The coherence time of NV spins has been one of the most intensively studied re-

search topics since coherent manipulation of NV centers is a key challenge for many

applications. There are three important time scales T*, T2 , and T1, each being associ-

ated with dephasing, decoherence, and relaxation. The spin impurities ("C and P1)

discussed in Section 2.4 are generally randomly polarized and create magnetic field

fluctuations at the location of an NV center. For ensemble NV measurements, this

leads to an inhomogenous broadening of transitions. For single NV measurements,

this is equivalent to randomly time-varying field (ergodic theorem). In either case,

the NV spins subject to the magnetic field fluctuations lose the coherent information

about the relative phase between the two states (dephasing). T* is the time scale
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that characterizes an exponential decay due to dephasing. In the Bloch sphere pic-

ture (Appendix A.2), the dephasing process is regarded as the reduction of the Bloch

vector in the (i-, y) direction. The main source of dephasing is slow fluctuations. As

explained in Section 2.6, when an echo operation is applied, these slow fluctuations

can be removed. Consequently, the coherence time improves significantly to T2 . The

relaxation is depicted as the reduction of the Bloch vector in the z direction. The ex-

ponential decay of polarization is characterized by T time scale. The spin relaxation

is primarily caused by an interaction with lattice photons (spin-lattice relaxation).

Thus, T relaxation time depends strongly on the lattice temperature.

2.6 NV Characterization Protocols

There are five steps for characterizing the basic properties of an NV center. The

first step is to determine the resonance frequency of the NV center using continuous

wave electron spin resonance (CW-ESR). In CW-ESR, the fluorescence from the NV

center is collected continuously during the simultaneous green laser and microwave

excitation (Fig. 2-3a). The microwave frequency is varied across the resonance. When

the microwave frequency is on resonance with the transition frequency, the population

transfers between the two states and the fluorescence decreases. Once the transition

frequency is determined, the next step is to calibrate the microwave pulse width via

Rabi nutation experiment as shown in Fig. 2-3b. When microwave pulse width is

increased, the NV center experiences coherent population oscillation between the two

states. The 7 pulse duration is defined at the point which gives the first minimum

fluorescence. The 7/2 pulse duration is half of 7 pulse duration. The third step is to

determine the dephasing time using a Ramsey interferometry sequence (Fig. 2-3c).

A spin echo sequence (Fig. 2-3d) can remove dephasing caused by slow fluctuations

because an additional 7r pulse in the middle of the Ramsey sequence flips the spin
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Figure 2-3: Pulse sequences of NV characterization protocols. Green laser illumina-
tion (green box), microwave excitation (yellow box), and fluorescence detection (red
box) are illustrated. In green pulses, P and R stand for polarization and readout
pulse, respectively. a, ESR. The microwave frequency is swept and resonance fre-
quency is measured. b, Rabi nutation. The microwave pulse width is varied and 7r
and 7r/2 pulses are determined. c, Ramsey interferometry. The time interval between
two 7F/2 pulses is varied and T2* dephasing time is characterized. d, Spin echo. The

time interval between microwave pulses is varied to measure T2 decoherence time. e,
Relaxation. The time interval between -r pulse and readout pulse is varied to measure
T, relaxation time.
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state, which effectively reverses the time evolution. However, high frequency noise

still causes decoherence. The fourth step is to measure the characteristic time scale

T2 by sweeping the interaction time interval. Finally, a pulse sequence shown in Fig.

2-3e can be employed to measure the relaxation time. The NV center is first prepared

in the m, = 0 state, and a 7r pulse flips the two level. During the time interval between

the 7r pulse and readout pulse, the NV center experiences relaxation.

2.7 Magnetic Field Sensing using NV Centers

In this thesis, magnetometry is the primary application of the coherent NV spin con-

trol. The basic principle behind the NV magnetometry is to measure the energy

splitting between the two ground states [19, 176, 249]. One of the most important

figures-of-merit is the magnetic field sensitivity. The sensitivity measures the mini-

mum detectable field in a unit time. Let P(B) be the NV magnetometry signal as a

function of an external field B. Then the general expression of the sensitivity is [2491

= dP/dBmax , (2.4)

where Tm is the total measurement time, and UB is the measurement uncertainty.

The signal form depends on which of the magnetometry schemes is employed.

There are mainly three schemes to measure external magnetic fields: (i) CW-

ESR, (ii) Ramsey, and (iii) spin echo. CW-ESR is used to measure d.c. magnetic

fields. When a d.c. magnetic field B is applied, the resonance frequency shifts by

6f = (2ir)>'B, and the CW-ESR magnetometry signal is given by

P=I 1-lTF ,+6 f (2.5)
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where I is the fluorescence emission rate, F is a function characterizing the resonance

lineshape, a is the signal contrast, IF is the full-width-half-maximum linewidth of

the resonance peak, and fo is the initial resonance frequency in the absence of the

external magnetic field to be measured. The resonance lineshape is a Voigt function

due to a competition between the natural decay (Lorentzian) and microwave power

broadening (Gaussian). The best magnetic field sensitivity is given by

1 1c (2.6)

where 13 is the number of photons collected per measurement. In Ramsey magnetom-

etry, the NV center acquires an additional phase due to a d.c. external field present

during the interaction time T between the r/2 pulses. The Ramsey signal is

P = a cos (yBT) (2.7)

and the best sensitivity is again given when T ~ 7* as in Eq. (2.6). In spin echo

magnetometry, since the NV population is flipped by the 7 pulse, the NV center is

most sensitive to an a.c. magnetic field whose frequency matches the echo interaction

time T between the two 7r/2 pulses and phase is locked to the sequence B(t) =

B sin (27rt/T). The spin echo magnetometry signal is given by Eq. (2.7). The time

scale that gives the best sensitivity is replaced by T T2.

1 1(2.8)

Numerous works have investigated various approaches to improve the signal contrast

a [92, 179, 2041, photon collection efficiency / [55, 1511, and coherence times T* and

T2 122, 60, 203].
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Table 2.1: Description of three experiments in terms of three perspectives: number of
sensor spins, ground state driving scheme, and achieved performance improvement.

Experiments Number of spins Scheme Performance

Chapter 3 Wide-field Ensenble Longitudinal Field of view

Chapter 4 Fourier Multiple Transverse Resolution

Chapter 5 Geometric phase Single Hybrid Dynamic range

2.8 Interrelation between Three Experiments

To clarify the relation between the experiments, Table 2.1 provides the summary of

each experiment classified in terms of the number of sensing spins, control schemes,

and achieved performance improvement.

Number of spins It is of importance to choose a diamond sample with a proper

concentration of spins de)dig on target. app lioat ions.

Ensemble spins - Over the past few years, researchers have developed ensemble-

NV-spin control techniques for exquisite demonstrations, ranging from the nano-

scale sensing of multiple nuclear spin species [64 to magnetic imaging of living

bacteria 11501 and meteorites [901 across a large field-of-view.

AM'ultiple spins - More recently, a sinaller ensemble, or multi-spin system, has

also gained prominence since such spin system is crucial for high-spatial reso-

lution magnetic imaging 114, 101, 174] as well as scalable quantum simuation

and information processing [70, 189, 2781.

Sinigle spin -- At the other end of the spectrum, investigations on the behavior
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a b c
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Figure 2-4: Three NV center driving schemes. Overlaid are the Bloch vector s

(sX, sy, s) (blue arrow) on the Bloch sphere and the Larmor vector R (orange arrow)
on the control parameter space (QX = Q cos p, QY = Q sin p, A = -B). a, Polar
rotation. A microwave field mixes the ground state population, corresponding to the
rotation of the polar angle a = arcsin sV+ s of the Bloch vector. For CW-ESR,
the average of population is measured. When the microwave is on resonant A = 0, the
average population is equally distributed between two levels. b, Azimuthal rotation.
The spin undergoes free precession on the equator under a static field, resulting in
the change of the azimuthal angle 3 = arctan (sy/sx). c, Hybrid rotation. When
a static field and a microwave field are combined, the spin experiences off-resonant
driving. The angle between the Bloch vector and Larmor vector depends on the initial
condition. Shown here is an example of s _L R.

of individual spins have also opened new directions [40, 76, 911. Examples

include the creation of entangled states [255], realization of universal quantum

gates 1283], test of quantum estimation algorithms [191, 267], and detection of

a single electric charge [68J or nuclear spin [245].

Driving scheme Quantum manipulation protocols explored in this thesis can be

classified into the following three regimes (Fig. 1-3):

Polar rotation - A microwave excitation pulse drives the spin state. When the

applied microwave frequency is in resonance with either of the 10) -+ I 1) state

transitions, some of the NV state population is transferred from the 10) optically-

pumped state to a superposition state, and consequently, the fluorescence rate

61
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changes. This polar rotation picture describes continuous wave electron spin

resonance (CW-ESR) [1051 and Rabi experiments 1212].

Azimuthal rotation - Alternatively, one can exploit interferometry techniques,

such as Ramsey [216] and Hahn-echo [107]. The key idea of interferometry is

to make a superposition state between two ground states, and then let the spin

acquire relative phase during free precession. Additional external fields may be

used to modulate the relative phase. Finally, a microwave 7r/2 pulse projects

the phase onto a population difference.

Hybrid rotation - As a combination of the above-mentioned two, off-resonant

microwave pulses make the spin evolve in a more complicated fashion. This

scheme can be employed in various situations, for example, when the spin needs

to be parked at a particular point on the Bloch sphere (spin locking [114]), and

when the spectral bandwidth of the control sequence needs to be engineered

(rotary echo [237]).

2.9 Summary of Concepts and Related Theses

There are a collection of theses about many aspects of NV diamond research. In

Table 2.2 and 2.3, I summarize important concepts of NV spin control for precision

magnetic sensing and some of the related theses.
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Table 2.2: Some of the related theses.

Year Author Supervisor Institution

2006 Childress, L.

Popa, L.

2009 Jiang, L.

Steiner, P.

2010 Maze, J.

2011 Acosta, V.

Togan, E.

2012 De Lange, G.

Neumann, P.

Van der Sar, T

2013 Pham, L.

2014 Aiello, C.

Chu, Y.

DeVience, S.

Dolde, F.

Grinolds, M.

Maurer, P.

Ohno, K.

Shields, B.

Waldherr, G.

Yao, N.

2015 Blok, M.

Hirose, M.

Lukin, M.

Wrachtrup, J.

Lukin, M.

Wrachtrup, J.

Lukin, M.

Budker, D.

Lukin, M.

Kouwenhoven, L.

Wrachtrup, J.

Kouwenhoven, L.

Walsworth, R..

Cappellaro, P.

Lukin, M.

Walsworth, R.

Wrachtrup, J.

Yacoby, A.

Lukin, M.

Awschalom, D.

Lukin, M.

Wrachtrup, J.

Lukin, IM.

Hanson, R.

Cappellaro, P.

Harvard University

University of Stuttgart

Harvard University

University of Stuttgart

Harvard University

UC Berkeley

Harvard University

Delft University of Technology

University of Stuttgart

Delft University of Technology

Harvard University

MIT

Harvard University

Harvard University

University of Stuttgart

Harvard University

Harvard University

UC Santa Barbara

Harvard University

University of Stuttgart

Harvard University

Delft University of Technology

[49]

[207]

[126]

12401

[175]

[4]

[254]

[59]

[187]

[262]

[202]

[7]

[541

[63]

[69]

[102]

1173]

[193]

[230]

[266]

[277]

[331

[121]
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Table 2.3: Summary of important concepts.

Section Concept Thesis

2.1 Crystallographic structure

Charge states

2.2 CVD

Implantation

2.3 Energy level

Optical properties

2.4 Carbon impurity

Nitrogen impurity

2.5 Characteristic timescales

2.6 Characterization protocols

2.7 Magnetometry sensitivity

Contrast enhancement

Coherence improvement

Photon collection

2.8 Hybrid rotation

Superresolution -SPM

Superresolution -STED

Electric field sensing

Temperature sensing

Coherent coupling

Quantum estimation

[4, 1751

[230, 2661

[1941

[1941

[4, 175]

[54, 254, 2621

[49, 126, 187, 207, 2661

[59, 266, 277

[49, 59, 202, 2071

I49, 202, 207]

[59, 175, 2021

12021

[59, 63, 2021

[202, 2621

[7, 121]

[1021

[1731

[691

[173]

[33, 50, 69, 126, 187, 240, 277

[33, 2661



Chapter 3

Wide-Field Magnetic Imaging

Magnetic imaging is a powerful tool for probing biological and physical systems.

However, existing techniques either have poor spatial resolution compared to optical

microscopy and are hence not generally applicable to imaging of sub-cellular struc-

ture (for example, magnetic resonance imaging [1571), or entail operating conditions

that preclude application to living biological samples while providing submicrome-

ter resolution (for example, scanning superconducting quantum interference device

microscopy [881, electron holography [751 and magnetic resonance force microscopy

1611). In this chapter, we demonstrate magnetic imaging of living cells (magnetotactic

bacteria) under ambient laboratory conditions and with sub-cellular spatial resolution

(400 nanometers), using an optically detected magnetic field imaging array consisting

of a nanometer-scale layer of nitrogen-vacancy color centers implanted at the surface

of a diamond chip. With the bacteria placed on the diamond surface, we optically

probe the nitrogen-vacancy quantum spin states and rapidly reconstruct images of the

vector components of the magnetic field created by chains of magnetic nanoparticles

(magnetosomes) produced in the bacteria. We also spatially correlate these magnetic

field maps with optical images acquired in the same apparatus. Wide-field microscopy

65
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allows parallel optical and magnetic imaging of multiple cells in a population with

submicrometer resolution and a field of view in excess of 100 micrometers. Scanning

electron microscope images of the bacteria confirm that the correlated optical and

magnetic images can be used to locate and characterize the magnetosomes in each

bacterium. Our results provide a new capability for imaging bio-magnetic structures

in living cells under ambient conditions with high spatial resolution, arid will enable

the mapping of a wide range of magnetic signals within cells and cellular networks

1109, 2051.

3.1 Introduction

3.1.1 Wide-field NV magnetometry

Nitrogen-vacancy color centers in diamond enable nanometer-scale magnetic sensing

and imaging under ambient conditions [19, 1761. As recently shown using a variety

of methods [168, 205, 2421, NV centers within room-temperature diamond can be

brought into close proximity (a few nanometers) of magnetic field sources of interest

while maintaining long NV electronic spin coherence times (of the order of millisec-

onds), a large (about one Bohr magneton) Zeeman shift of the NV spin states, and

optical preparation and readout of the NV spin. Recent demonstrations of NV-

diamond magnetometry include high-precision sensing and submicrometer imaging

of externally applied and controlled magnetic fields [151, 168, 205, 2421; detection of

electron [112] and nuclear [50, 169, 2391 spins; and imaging of a single electron spin

within a neighboring diamond crystal with ~ 10 nm resolution 11001. However, a

key challenge for NV-diamond magnetometry is submicrometer imaging of spins and

magnetic nanoparticles located outside the diamond crystal and within a target of

interest. Here we present the first such demonstration of NV-diamond imaging of the
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magnetic field distribution produced by a living biological specimen.

3.1.2 Magnetotactic bacteria

Magnetotactic bacteria (MTB) are of considerable interest as a model system for the

study of molecular mechanisms of biomineralization [81, 113] and have often been

used for testing novel biomagnetic imaging modalities [75, 147, 209, 210]. MTB form

magnetosomes, membrane-bound organelles containing nanoparticles of magnetite

(Fe3 0 4 ) or greigite (Fe3 S4 ), that are arranged in chains with a net dipole moment,

allowing the bacteria to orient and travel along geomagnetic field lines (magneto-

taxis) [81, 113]. Magnetic nanoparticles produced in the magnetosomes are chemically

pure, single-domain monocrystalline ferrimagnets, with species-specific morphologies

and strikingly uniform size distributions [81, 113]. These features, combined with

the ease of biofunctionalization and aqueous dispersion afforded by the magnetosome

membrane [172], make synthesis of magnetic nanoparticles by MTB an attractive re-

search area for various biomedical applications[81, 172], including magnetic labeling,

separation and drug delivery, as well as local hyperthermic cancer treatment and con-

trast enhancement in magnetic resonance imaging. For the NV-diamond bio-magnetic

imaging demonstrations presented here (see Fig. 3-1), we used Magnetospirillum

magneticum AMB-1, an MTB strain that forms magnetic nanoparticles with cubo-

octahedral morphology and an average diameter of - 50 nm. (Figure 3-1c shows a

transmission electron microscopy image exhibiting the characteristic morphology of

M. magneticum AMB-1, including a chain of magnetic nanoparticles distributed over

the length of the cell. Gaps between nanoparticles are common in AMB-1 [71].)
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Figure 3-1: Wide-field magnetic imaging microscope. a, Custom-built wide-field

fluorescence microscope used for combined optical and magnetic imaging. Live mag-

netotactic bacteria (MTB) are placed in phosphate-buffered saline (PBS) on the sur-

face of a diamond chip implanted with nitrogen-vacancy (NV) centers. Vector mag-

netic field images are derived from optically detected magnetic resonance (ODMR)

[19, 168, 242] interrogation of NV centers excited by a totally-internally-reflected 532

nm laser beam, and spatially correlated with bright field optical images. See text for

details. LED, light-emitting diode. b, Energy-level diagram of the NV center; see

Section 3.7 for details. c, Typical transmission electron microscope (TEM) image of

an M. magneticum AMB-1 bacterium. Magnetite nanoparticles appear as spots of

high electron density.
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3.2 Wide-Field Magnetic Microscope

We acquired correlated magnetic field and optical images of populations of MTB us-

ing the NV-diamond wide-field imager depicted schematically in Fig. 3-la 1205]. The

system was operated in two distinct configurations, one optimized for rapid magnetic

imaging of living cells in a liquid medium, and the other for high-precision measure-

ments of stable magnetic field patterns produced by dry bacteria on the diamond

surface. In both cases, magnetic imaging was carried out using a pure diamond chip

doped with a 10-nm-deep surface layer of NV centers. NV electronic spin states were

optically polarized and interrogated with green illumination (wavelength A = 532

nmn), coherently manipulated using resonant microwave fields, and detected via spin-

state-dependent fluorescence in the red (Fig. 3-1b). NV electronic spin resonance fre-

quencies are Zeeman-shifted in the presence of a local external magnetic field (such

as from magnetic nanoparticles in an MTB), allowing NV-fluorescence-based mag-

netometry by optically detected magnetic resonance (ODMR) [19, 168, 2421. Four

independent ODMR measurements enabled determination of all vector components

of the magnetic field within each imaging pixel (see Section 3.7). For imaging of live

samples, the green excitation beam was directed into the diamond chip at an angle

greater than the critical angle for the diamond-water interface, resulting in total in-

ternal reflection of high-intensity green light within the diamond, while low-intensity

red NV fluorescence passed freely to the objective and was imaged onto the sCMOS

(scientific complementary metal-oxide semiconductor) camera (Fig. 3-la). Cells at

the diamond surface were thereby decoupled from high optical intensity, allowing NV

magnetic imaging times up to several minutes while maintaining cellular viability.

For magnetic imaging of dry bacteria, the green excitation beam could be configured

in the same manner as for live/wet samples, or be allowed to pass directly through

the sample, normal to the diamond surface, with comparable optical and magnetic
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imaging results.

3.3 Wide-Field Magnetic Imaging of Magnetotactic

Bacteria

We obtained optical images of the magnetic field distributions produced by multiple

cells on the diamond surface across a wide field of view (100 [n x 30 [tin) and with

high spatial resolution (- 400 nm) using a sCMOS camera (Fig. 3-2). We concur-

rently acquired bright-field optical images using red (A = 660 nm) LED illumination

to enable correlation of cell positions and morphology with the observed magnetic

field patterns. Immediately following magnetic imaging, the MTB were stained and

imaged in fluorescence under blue (A = 470 nm) LED excitation to perform a bac-

terial viability assay (see Section 3.7), using a conservative viability threshold that

excluded non-viable bacteria with 99% certaintv (see Appendix B.1). Under appro-

priate imaging conditions, the magnetic field patterns produced by the MTB could be

measured within 4 min with minimal cellular radiation exposure, such that a signifi-

cant fraction of the MTB remained alive after magnetic and bright-field imaging. For

example, 44% of the MTB in the field of view shown in Fig. 3-2a, b were found to

be viable after magnetic and bright-field imaging, compared to 54 % viability for cells

directly from culture. Many of these living MTB produced magnetic field signals with

large signal-to-noise ratios (~ 10). For high-precision characterization of the bacterial

magnetic fields and comparison to electron microscope images, we also carried out

a series of measurements using dried MTB samples on the diamond surface, imaged

using a high-numerical-aperture (high-NA) air objective (Fig. 3-2c, d). Relaxing the

requirement of maintaining cellular viability allowed for longer magnetic image aver-

aging times, with concomitant reduction in photon shot-noise. Also, elimination of
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Figure 3-2: Wide-field optical and magnetic images of magnetotactic bacteria. a,

Bright-field optical image of MTB adhered to the diamond surface while immersed

in PBS. b, Image of magnetic field projection along the [111] crystallographic axis in

the diamond for the same region as a, determined from NV ODMR. Superimposed

outlines indicate MTB locations determined from a. Outline colors indicate results

of the live-dead assay performed after measuring the magnetic field (black for living,
red for dead, and grey for indeterminate). C, Bright-field image of dried MTB3 on the

diamond chip. d, Image of magnetic field projection along [111] for the same region,
with outlines indicating MTB locations determined from c.
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both the poly-L-lysine adhesion layer (see Section 3.7) and residual cellular Brownian

motion in liquid brought the cells closer to the diamond substrate and improved their

spatial stability, resulting in higher time-averaged magnetic fields at the layer of NV

centers near the diamond surface. We thus expect that the dried cell technique may

be the preferred approach for biological applications that do not require sustained

imaging of magnetic fields produced by developing cells.

3.4 Determination of Magnetic Moment of Individ-

ual Bacteria

As shown in Figs 3-2, 3-3, and 3-4 the NV-diamond wide-field imager enables rapid,

simultaneous measurement of biomagnetic particle distributions in many MTB, with

magnetic field sensitivity and spatial resolution sufficient both to localize magnetic

nanoparticles within individual MTB and to quantify the MTB magnetic moment

from the magnetic field images. To verify these capabilities, we recorded scanning

electron microscope (SEM) images of dried MTB in place on the surface of the dia-

mond chip after the magnetic and bright-field imaging had been completed. Positions

and relative sizes of the magnetic nanoparticles within each MTB were determined

from the backscattered electron SEM images, and used to calculate the expected vec-

tor magnetic field pattern from the MTB (up to a normalization constant equivalent

to the total magnetic moment of the particles - see Section 3.7). The magnetic field

patterns that we calculated (from SEM data) and measured (with the NV-diamond

imager) were in excellent agreement (Fig. 3-3a-h), across a wide variety of magnetic

nanoparticle distributions within the MTB (Fig. 3-4). We also determined the total

magnetic moment of each MTB (for example, (1.2 0.1) x 10-16 A m2 for the MTB

in Fig. 3-3a-h) by numerically fitting the modelled field distribution to the measured
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Figure 3-3: Determining magnetic moments of individual bacteria from measured

magnetic field distributions. a, Bright-field image of an MTB. b-d, Measured mag-

netic field projections along the x axis (Bx; b), y axis (By; c) and z axis (Bz; d)

within the same field-of-view. e, Scanning electron microscope (SEM) image of the

same bacterium. f-h, Simulated magnetic field projections along the x axis (f), y

axis (g) and z axis (h), assuming that magnetic nanoparticle locations match those

extracted from e. The total magnetic moment was determined from the best fit of the

calculated field distribution to the measurement (see Section 3.7 for details). i, Mag-

netic moments of 36 randomly-sampled MTB, as determined from optical magnetic

field images and modelled field distributions.
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distribution, leaving the standoff distance and magnetic moment as free parameters.

From such optical magnetic field measurements, we determined the distribution of

magnetic moments from 36 randomly-sampled MTB on the diamond surface (Fig. 3-

3i), with a mean value (0.5 x 10-16 A m2 ) that was consistent with previous estimates

of the average moment per MTB for M. magneticum AMB-1 [143], although our mea-

surements showed that most AMB-1 cells had smaller moments. Note that most pre-

viously applied magnetic measurement techniques determine the average properties of

large MTB populations [143, 182] but are insensitive to variations among individuals

within the population. In contrast, the ability of the NV-diamond wide-field magnetic

imager to measure rapidly the magnetic properties of many individuals in an MTB

population provides a robust tool to investigate the defects of various biomineraliza-

tion mutants, making it possible to distinguish between defects that equally affect

all cells in a population versus those that disproportionately disrupt magnetosome

formation in a subset of cells. The M. magneticum AMB-1 bacteria studied here

provided high signal-to-noise ratio magnetic imaging data, even though the typical

magnetic moments of these bacteria are an order of magnitude smaller than many

commonly studied MTB strains [209, 75. This suggests that NV magnetic imaging

will be applicable to a broad variety of MTB.

3.5 Localization of Magnetic Nanoparticle Chains

Furthermore, we were able to determine the positions of magnetic nanoparticle chains

in individual MTB from the magnetic field distributions measured with the NV-

diamond imager, even without the use of correlated SEM data, by noting that the

magnetic nanoparticle chain endpoints occurred at locations of maximum field diver-

gence (yellow bars in Fig. 3-4). Distinct groups of magnetic nanoparticles could be

resolved if their separation was more than the 400 nm diffraction-limited resolution of
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Figure 3-4: Localization of magnetic nanoparticle chains using magnetic field mea-
surements. a, Vector plots of the measured (red arrows, left panel) and simulated
(blue arrows, right panel) magnetic field projections in the x - y plane, for the same
MTB as in Fig. 3-3a-h, superimposed on the optical and backscattered electron im-
ages, respectively. The estimated location of the magnetic nanoparticle chain inside
the MTB (yellow bar, left panel), as determined from the divergence of the measured
magnetic field, coincides well with the magnetic nanoparticle positions found by SEM.
b-d, The same information as presented in a, but for three different MTB. In d, two
distinct magnetic nanoparticle chains are identified (yellow bars, left panel).
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our optical magnetometry measurements (for example, Fig. 3-4d), and endpoints of

single, well-isolated magnetic nanoparticle chains could be localized to within < 100

nm (for example, Fig. 3-4b). Using the chain positions and a simplified model for

the magnetic nanoparticle field-source distribution, we estimated the total magnetic

moments of individual MTB from the magnetic field data alone (without correlated

SEM measurements). The magnetic moments determined using this analysis proce-

dure (for example, 0.9 x 10-16 A m 2 for the MTB in Figs 3-3a-h and 3-4a, using the

estimated chain position in Fig. 3-4a) agreed well with the values derived using the

more detailed SEM-based models when the magnetic nanoparticles were arranged in

long chains.

3.6 Discussions

The NV-diamond wide-field imager provides powerful new capabilities that could shed

light on unanswered questions regarding the development of MTB magnetic proper-

ties [81, 113]. Some existing methods can probe the internal magnetic structure of a

single MTB [75, 1471, or measure the magnetic field [210] or field gradient [209] near

a single MTB, but only NV magnetic imaging provides direct magnetic field measure-

ments with sub-cellular resolution under ambient environmental conditions - opening

the way to real-time imaging of magnetic nanoparticle formation and chain dynam-

ics in single living MTB. Real-time magnetic measurements will enable observation

of the transition of magnetic nanoparticles from superparamagnetic to permanent,

single-magnetic-domain states as the nanoparticles grow [81]. The ability to locate

chains of nanoparticles from the magnetic images will make it possible to measure the

movement of magnetosome chains across the cell-division cycle of individual MTB.

The measurements presented here are also directly applicable to studying the

formation of magnetic nanoparticles in other organisms [208]. Such formation is of
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interest for MRI contrast enhancement 12841, and has been linked with neurodegener-

ative disorders [661; it has also been proposed as a mechanism for magnetic navigation

in higher organisms [77, 181, 2081. In particular, there is great current interest in iden-

tifying potential vertebrate magnetoreceptor cells [771, which are believed to have a

magnetic moment that is comparable to or larger than found in MTB, suggesting that

high-throughput NV-diamond magnetic imaging could be a valuable tool for localiz-

ing magnetic cells in a broad range of tissue samples. More generally, with further

improvements in detector sensitivity and the use of spin-echo techniques for the de-

tection of time-dependent fields [151, 176, 2051, NV-diamond magnetic imaging could

be applied to a variety of biologically interesting systems, including firing patterns

in neuronal cultures 1109, 2051, detection of free radicals generated by signalling or

immune responses, and the localization of molecules tagged with specific spin labels.

3.7 Methods

3.7.1 Diamond samples

Magnetic field sensing was carried out using high-purity, single-crystal diamond chips.

For imaging wet bacterial samples, we used an electronic-grade diamond (3 mm x 3

mmi x 0.5 mm) grown using chemical vapor deposition (CVD) by Element Six Ltd.

The diamond was implanted with "N+ ions at 14 keV energy and annealed at 1,200

0C to produce a 10-nm-thick layer of NV centers 20 nm beneath the surface of the

diamond (as estimated using Stopping and Range of Ions in Matter (SRIM) software).

The estimated NV surface density within the layer was 3 x 1011 NV per cm2 . For

imaging dry bacterial samples, we used a high-purity, single-crystal diamond chip (1.5

mm x 1.5 mm x 0.3 mm) manufactured by Sumitomo Electric Industries using the

high-pressure, high-temperature (HPHT) method. This diamond was implanted with



78 Chapter 3 Wide-Field Magnetic Imaging

15 N+ ions with 15 keV energy and then annealed at 800 'C to produce a 10-nm-thick

layer of NV centers 1.0 unm beneath the surface of the diamond (as estimated using

SRIM), with an estimated surface density of 1 x 1012 NV per cm2 .

3.7.2 Wide-field magnetic imaging microscope

NV centers were optically excited with a 532 nn laser (Changchun New Industries)

switched on and off by an acousto-optic modulator (Isomet, M1133-aQ80L-1.5). A

small fraction of the laser light was split off and directed onto a photodiode (Thorlabs),

and the resulting signal was sent to a servo-lock system (New Focus) to amplitude-

stabilize the excitation beam using the same acousto-optic modulator. For inlaging

of bacterial samples in liquid, laser light was coupled into the diamond from below

through a polished glass cube (constructed from two right-angle prisms, Thorlabs),

to which the diamond was affixed by optical adhesive (Norland). The peak intensity

of the totally-internally-reflected laser light at the interior surface of the diamond was

measured in this case to be ~1 kV cn'. We also note that for our angle of incidence

at the diamond-water interface, Ods ' 390, the calculated attenuation length for the

evanescent wave intensity is ddw = 58 nm. For imaging of dry samples, laser light

could be configured in the same manner as for live/wet samples, or directed onto the

bacteria from below, normal to the diamond surface. Dry sample data presented here

were acquired using the latter method.

A 660-nun-wavelength LED (Thorlabs) was used to back-illuminate the sample

for bright-field images. Excitation of fluorescence dyes used in the bacterial viability

assays (see below) was carried out with a 470-nm LED (Thorlabs), directed onto

the sample through the microscope objective. Optical fluorescence or transmitted

red LED light was collected by the objective (Olympus, UIS2 LumFLN 60xW /1.1

NA for wet samples; Olympus, MPlan FLN 100x/0.90 NA for dry samples), passed
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through a dichroic mirror (Thorlabs for wet samples; Semrock for dry samples) and an

optical filter (Semrock for NV fluorescence and transmitted red light; emission filters

as described below for fluorescence from bacterial viability assay dyes), and imaged

onto a digital camera (Andor for wet samples; Starlight Xpress for dry samples). The

output of a microwave synthesizer (SRS) was controlled by a switch (Mini-Circuits),

then amplified (Mini-Circuits) and applied to the diamond with a wire. A permanent

magnet was used to apply a uniform external magnetic field.

3.7.3 ODMR measurements

AI. magneticum AMB-1 cells were grown statically in 1.5-ml microcentrifuge tubes

filled with 1.5 ml of growth medium (described in ref.11391, but with 0.1 g 1 of sodium

thiosulphate). For measurements of wet samples, the diamond surface was prepared

by placing a drop (- 5 pL) of 0.01 % poly-L-lysine solution (Sigma molecular mass 70-

150 kDa) on its surface, which was then allowed to dry. The bath around the diamond

(contained in a chamber consisting of a cut microcentrifuge tube glued to the glass

mounting surface, volume ~ 200 pL) was filled with 50 ptL of bacterial solution, and

topped up with PBS. For dry measurements, a drop of bacterial solution was placed

directly on the diamond above the NV layer, allowed to dry, rinsed with deionized

water, and dried a second time. The sample was then placed in the imager with the

active diamond surface facing the objective. A uniform 37 G external magnetic field

was applied along a single NV axis to distinguish it from the other three NV axes.

This magnetic field strength was an order of magnitude less than the coercive field

typically required to flip the magnetic orientation of MTB [75, 2091, and we found

that the magnetization of the MTB described here remained fixed as the external

field was varied.

ODMR [19, 168, 2421 spectra were measured by imaging NV fluorescence from
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the whole field-of-view at different microwave frequency values. The typical total

fluorescence collection time was 4 min for both wet and dry bacterial samples. For

each pixel, Lorentzian fits were applied to the ODMR spectra and the magnetic

field shifts along the NV axis were extracted. This procedure was repeated with

the external field applied along each of the four NV axes, which in turn allowed

the vector magnetic field in the NV layer to be determined for all three Cartesian

directions across the field-of-view. For magnetic fields B1 to B4, corresponding to

measurements along axes 1 to 4, respectively, the fields in the Cartesian coordinates

were calculated from

B1 = 2 (B2 - B4) (3.la)

By = (B1 - B3 ) (3.1b)
23

B2 = 3 (-B1 - B2 - B3 - BI) (.3. 1c)4

3.7.4 Bacterial viability assay

Immediately after magnetic field imaging of wet samples, the viability of the bacteria

was determined in place on the diamond surface using a standard fluorescence-based

live-dead assay (Molecular Probes, BacLight kit). A mixture of the fluorescent nucleic

acid stains SYTO 9 (final concentration 5 ptM) and propidium iodide (final concentra-

tion 30 piM) was added to the bath, and bright-field images were immediately collected

to verify that the positions of the bacteria on the diamond surface were not perturbed.

The sample was then incubated in the dark for 15 min, and fluorescence images were

collected by exciting with a LED at 470 nm (Thorlabs). Green SYTO-9 fluorescence

and red propidium iodide fluorescence were collected successively using appropriate

emission filters (Thorlabs for green; Chroma for red). Custom software was used
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to co-register the resulting fluorescence images and perform rolling-ball background

subtraction, and a peak-finding algorithm was applied to determine the positions of

the bacteria. The ratio of red to green fluorescence intensity, integrated over each

cell, was calculated and compared to a live/dead calibration performed previously

under the same conditions (see Section B.1 for details). MTB with a fluorescence

ratio less than 0.5 were taken to be alive, while those with a fluorescence ratio greater

than 1.0 were assigned as dead. Bacteria with intermediate fluorescence ratios be-

tween 0.5 and 1.0 could not be assigned to either category with high certainty based

on assay calibration measurements, and were therefore labelled as indeterminate in

experimental data.

Before collecting the data displayed in Fig. 3-2, we carried out a series of prelim-

inary live-dead assays, including the calibrations described in Appendix B.1. These

assays revealed that, even after a full hour of exposure to f ~ 2.88 GHz microwave

fields at the intensities used in our ODMR measurements, the fraction of bacteria

remaining alive was essentially the same as that in unperturbed samples immediately

after they were taken from culture. This suggests that any bacterial fatality during

experiments was the result of residual evanescent coupling of laser light through the

diamond surface. These observations were consistent with direct measurements of the

bath temperature when microwave power was applied, which showed only a modest

increase of 1-2 'C above room temperature.

3.7.5 Electron microscopy

After magnetic field measurements were completed on dried samples, imaging was

performed with a field emission SEM (Zeiss Sigma). The diamond substrate and

intact bacteria were carbon-coated in a thermal evaporator (Edwards Auto 306) and

mounted on silicon wafers using copper tape. The bacteria were imaged without dehy-
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dration or fixation. Images of magnetic nanoparticles were obtained using backscatter

mode, at x30,000 magnification and with an accelerating voltage of 8 kV. The TEM

image in Fig. 3-1c was recorded using the procedure outlined in ref. [183].

3.7.6 Fitting the magnetic field of an MTB

Magnetic field patterns of the bacteria were fitted with a constrained model using

SEM measurements of the relative sizes and positions of the magnetic nanoparticles,

with standoff distance from the diamond and magnetic moment scaling factors left

as free parameters. First, a peak-finding algorithm was applied to locate magnetic

nanoparticles in the image. Magnetic nanoparticle chains were determined by assign-

ing two adjacent magnetic nanoparticles to the same chain if their separation was less

than 120 nm. For each chain, the orientation of the magnetic moment in the plane of

the diamond surface was determined using a linear fit to the magnetic nanoparticle

positions. Gaussian curves were fitted to the SEM images of each magnetic nanopar-

ticle along the direction perpendicular to the axis of the chain, and the fit amplitudes

were used to assign relative magnetic moment densities along the chain. Each mag-

netic nanoparticle in a chain was assumed to act as a point dipole with the same

magnetic moment direction as its chain. (This approximation was motivated by the

observation of highly aligned magnetic nanoparticle dipoles in previous work (see, for

example, refs 175, 1471). In some cases, individual magnetic nanoparticle were further

than 120 nm from any chains; their dipole moment was estimated to be in the same

direction as that of the nearest chain.

Next, a nonlinear fit routine using the Levenberg-Marquardt algorithm was per-

formed to match simulated magnetic field images with those measured. The sim-

ulation first calculated the three components of the magnetic field on the diamond

surface using the positions, directions and relative magnetic strengths of each mag-
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netic nanoparticle. The ODMR signal for all NV axes was then calculated for each

pixel, and these signals were convolved with a point-spread function (full-width at

half-maximum of 400 nm) to create simulated ODMR fluorescence data. As in the

case of the measured data, images of B,, By and B, were reconstructed on a pixel-by-

pixel basis from the frequency shifts for the four NV axes extracted from Lorentzian

fits. The algorithm was run independently to minimize x and y position offsets of the

SEM images as well as the standoff distance from the diamond surface. Generally,

Bx images were used for the fitting. Finally, the overall magnetic moment was cal-

culated on a pixel-by-pixel basis for the best-fit geometry, and the optimal value was

determined by least-squares fitting to the measured data. The best-fit magnetic mo-

ment did not depend strongly on the value of the best-fit standoff distance for typical

distances of 100-200 nm, owing to convolution of the NV fluorescence signal with the

~ 400-nm point spread function of the optical microscope. We note that this method

cannot recover exact dipole orientations, particularly for isolated magnetic nanopar-

ticles. Nevertheless, the overall magnetic moment is dominated by contributions from

long chains, whose field patterns are well-described by this method.

3.7.7 Estimating magnetic properties directly from ODMR

In cases where magnetic nanoparticles were organized into ordered chains that were

well-approximated by finite solenoids, the chain positions and magnetic moments

could be determined even without comparison to SEM data. Chain locations and

orientations were estimated from the measured magnetic field divergence in the dia-

mond plane (OB/&x + OBy/&y) by assigning chain endpoints to the local maxima

and minima of the divergence. (The maximum precision of this estimate is given

approximately by the diffraction-finited resolution of the ODMR measurement di-

vided by the signal-to-noise ratio of the calculated magnetic field divergence, which
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is approximately 40 nm.) The chain was then approximated as a continuous line of

magnetic dipoles, which can be shown to have the same field as a magnetic source

and sink separated by the chain length (that is, a narrow finite solenoid). This pro-

vided a simple way to calculate B2 just below the chain. The magnetic moment could

then be determined directly by spatially integrating the absolute value of B2 across

the diamond surface. This integrated value is independent of standoff distance when

the chain length is much larger than the standoff distance and the diameter of the

field-of-view is much larger than the chain length. Moreover, it is independent of the

point-spread function of the microscope objective.



Chapter 4

Fourier Magnetic Imaging

Optically detected magnetic resonance using nitrogen-vacancy (NV) color centers in

diamond is a leading modality for nanoscale magnetic field imaging 119, 176, 2491,

as it provides single electron spin sensitivity [100], three-dimensional resolution bet-

ter than 1 nm [1021 and applicability to a wide range of physical [90, 165, 169, 223,

239, 244, 245] and biological 1150, 2151 samples under ambient conditions. To date,

however, NV-diamond magnetic imaging has been performed using 'real-space' tech-

niques, which are either limited by optical diffraction to ~ 250 nm resolution [205] or

require slow, point-by-point scanning for nanoscale resolution, for example, using an

atomic force microscope [168], magnetic tip 11021, or super-resolution optical imaging

1174, 272]. In this chapter, we introduce an alternative technique of Fourier mag-

netic imaging using NV-diamond. In analogy with conventional magnetic resonance

imaging (MRI), we employ pulsed magnetic field gradients to phase-encode spatial

information on NV electronic spins in wavenumber or 'k-space' [236] followed by a

fast Fourier transform to yield real-space images with nanoscale resolution, wide field

of view and compressed sensing speed-up.
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4.1 Introduction

The key advantages of NV-diamond Fourier magnetic imaging, relative to real-space

imaging, are (1) spatially multiplexed detection [79, 1901, which enhances the signal-

to-noise ratio (SNR) for typical NV center densities, (2) a high data acquisition rate

that can be further boosted with compressed sensing [44, 166], and (3) simultaneous

acquisition of signal from all NV centers in the field of view (FOV), which allows tei-

porally correlated dynamics to be probed and provides isolation from system drift.

Importantly, our technique achieves Fourier magnetic imaging via phase-encoding of

the detector (the NV spins in diamond), which is more widely applicable to the di-

versity of nanoscale magnetic phenomena in condensed matter systems than existing

Fourier magnetic imaging techniques, which perform phase-encoding on spins in the

sample, for example, protons in organic solids f190J. As described in the following, we

demonstrate one-dimbensional imaging of individual NV centers with < 5 nm resolu-

tion, two-dimensional imaging of multiple NV centers with ~ 30 nm resolution, aid

two-dimensional imaging of nanoscale magnetic field patterns with a, magnetic gradi-

ent sensitivity of ~ 14 nT nm t Hz1 1/ and spatial dynamic range (FOV /resolution)

of ~ 500. W7e also show that compressed sensing can accelerate the image acquisition

time by an order of magnitude.

4.2 Phase Encoding Gradient

4.2.1 Fourier magnetic microscope

Schematic views of the Fourier magnetic microscope are presented in Fig. 4-la,b.

The diamond sample has a thin layer of NV centers at the surface, created by ion

implantation (see Section 4.7.1). NV electronic spin states (Fig. 4-1c) are optically

polarized with green illumination, coherently manipulated using resonant microwave
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Figure 4-1: Fourier magnetic microscope. a, Schematic of the Fourier magnetic imag-
ing microscope. NV-center magnetic sensors are located near the surface of a diamond
chip (for example, as represented by spheres with arrows). NV spin states are ini-
tialized and read out with a green (532 nm) laser and coherently manipulated with
resonant pulses using a microwave loop. Controlled magnetic field gradients for NV
spin phase encoding are generated by sending currents through pairs of gold wires
(gradient microcoils) separated by 100 prm and connected in an anti-Helmholtz config-
uration. An external-field wire is used to create a non-uniform d.c. or a.c. magnetic
field for demonstrations of nanoscale Fourier magnetic imaging. The NV quantiza-
tion axis, represented by (, is offset from the surface normal (z-axis) of the [100]-cut
diamond sample and aligned with a static, uniform magnetic field of - 30 G created
by a permanent magnet (not shown). b, Top-view schematic of the Fourier mag-
netic imaging microscope, as well as a simulation (using COMSOL Multiphysics) of
the magnetic field gradient y'(dBj/dx) 2 + (dB(/dy) 2 when a current of 1 A is sent
through both microcoil pairs, with current directions indicated by white arrows. Scale
bar, 20 Mm. c, Energy-level diagram of the NV center (see Section 2.3 for details).



88 Chapter 4 Fourier Magnetic Imaging

Polarization
532 nm laser

Microwaves

Gradient field

External field

I
T

4n 2n

Figure 4-2: Fourier magnetic imaging experimental sequence. Spins are polarized
into the 10) state with a green laser pulse. A microwave pulse sequence with 2n 7
pulses dynamically decouples NV centers from magnetic field noise from the environ-
ment. A pulsed magnetic field gradient of alternating direction is applied during each
precession interval. Spins at different locations accumulate phase at different rates.
A final 7r/2 pulse projects the spins into the 10) ++ 1) manifold, and state popula-
tions are read out optically via spin-dependent fluorescence. An a.c. magnetic field
Bext produced by current in the external-field wire can be sensed using the procedure
described in Section 4.4.

fields applied by a microwave loop, and detected via spin-state-dependent fluorescence

measurements. Strong, uniform magnetic field gradients for NV spin phase-encoding

are generated by currents sent though pairs of gold wires (gradient microcoils). As a

demonstration, another current sent through an external-field wire produces a non-

uniform magnetic field pattern that can be imaged with the NV sensors in the sam-

ple. Figure 4-1b shows a simulation of the gradient produced by a current of 1 A

sent through the gradient microcoils. At the center of the microcoils, the gradient

magnitude projected onto the NV quantization axis ( is IdB(/dxl = IdB(/dyl ~ 0.7

G pm- 1 and varies by < 1 % over a 15 x 15 fam 2 region.

Readout

,nT

4n I
r/2 7 n n/2
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4.2.2 Fourier magnetic imaging and sensing protocol

The Fourier magnetic imaging pulse sequence consists of a laser initialization pulse,

microwave dynamical-decoupling pulses for spin-state manipulation [60, 203j and a

laser readout pulse (Fig. 4-2). A pulsed gradient field (dBj/dx and/or dBc/dy) for

NV spin phase-encoding is applied during the microwave sequence. The sign of the

gradient is switched during alternate free precession intervals to enable a.c. magnetic

field sensing. The NV spin at position ro thus acquires a position-dependent phase

S= 27rk - ro, (4.1)

where k (27r)-lyr(dB /dx, dB /dy) defines the imaged point in the two-

dimensional Fourier or k-space. Here, /27r = 2.8 MHz G 1 is the NV gyromag-

netic ratio and r is the total precession time. The optical NV signal for this k-space

point is proportional to the cosine of the acquired phase 0:

s(k) ~ cos (27rk -ro). (4.2)

By incrementally stepping through a range of amplitudes for the applied magnetic

field gradient, while keeping T fixed, the NV signal is measured as a function of k

to produce a k-space image. The real-space image is then reconstructed by Fourier

transformation of the k-space image; that is,

S(r) = F[s(k)], (4.3)

where abs[S(r)] gives the positions of the NV centers. The pixel resolution of the

real-space image is (2km.ax) 1, where kmax = (27)-yTr(dB/dx, IdB/dyl)max is the

maximum k value used in the measurement.
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4.3 Nanoscale NV Localization

4.3.1 1D imaging

As a first demonstration of NV Fourier imaging, we acquired a one-dimensional image

of a single NV center in a sample with low NV density (sample A, see Section 4.7.1)

by varying only the dBC/dx gradient strength and using a four-pulse Carr-Purcell-

Meiboom-Gill (CPMG) decoupling sequence with T= 104 pts. The initialization and

readout times were both 5 pjs. The image was acquired for k values between 0 and

0.144 nm 1 in Np, = 2,400 steps. The sequence was repeated 30,000 times and the

total data acquisition time per k value was T = 3.42 s. We observed oscillations with

a period of 0.0025 nm- in the k-space image (Fig. 4-3a). Upon Fourier transforma-

tion, the k-space image produced a real-space image with a single peak indicating the

single NV location. The peak width and amplitude correspond to a real-space pixel

resolution of 3.5(6) nm and SNR. 13 (Fig. 4-3b). Thus, the data acquisition time to

reach SNR = 1 was TsNR= T//SNR ~~ 20 mis. We observed no significant broaden-

ing of the reaL-space signal peak at this image resolution, indicating an insignificant

effect from technical issues such as gradient current instability, thermal fluctuations,

mechanical vibrations and laser instability.

4.3.2 2D imaging

We next demonstrated two-dimensional Fourier imaging of multiple NV centers using

a sample with high NV density (sample B, see Section 4.7.1). To create a regular

pattern of NV centers to be imaged for this and later demonstrations, we fabricated

arrays of nanopillars (400 nm diameter, 100 nm height, 1 p.m spacing) on the dia-

mond surface. We chose the implant dosage and nanopillar size such that there were,

on average, two NV centers of the same crystallographic orientation peri nanopillar.
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Figure 4-3: Fourier ID imaging of NV centers with nanoscale resolution. a, One-

dimensional k-space image of a single NV center in diamond (sample A) using a
four-pulse CPMG sequence (n = 2). As the gradient strength dB(/dx is incremen-
tally stepped by varying the current through the microcoil, the NV fluorescence shows

sinusoidal oscillations. Here, we show NV fluorescence normalized to a reference mea-
surement of 10) state fluorescence and with a constant background level subtracted.
b, One-dimensional real-space image data (black) obtained from the absolute value

of the Fourier transform of the k-space data. For comparison, the diffraction-limited,
real-space point spread function of the microscope is shown (pink shaded area, full-
width at half-maximum of 300 nm).
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Figure 4-4: Fourier 2D imaging of NV centers with nanoscale resolution. a, Scan-
ning electron micrograph of a 400-nm-diameter NV-containing diamond nanopillar
fabricated on sample B. b, Scanning confocal fluorescence image of the same nanopil-
lar (full-width at half-maxima of corresponding x and y profiles of ~ 400 nm). c,
Two-dimensional k-space image of two proximal NV centers inside this same nanopil-
lar using a Hahn-echo sequence (n = 1/2). d, Bottom: Fourier-transformed, two-
dimensional real-space image (absolute value) with a threshold set at 5c- above the
noise level, where - is the standard deviation of observed optical noise. Top: cross-
section of the two peaks along the direction indicated by the white dashed line in the
two-dimensional image. Two NV centers separated by 121(9) nm are clearly resolved.
Scale bars: 200 nm (a,b,d) and 0.0066 nm-- (c).
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Scanning electron microscope and confocal microscope images of a typical nanopillar

are shown in Fig. 4-4a and b, respectively. We used a spin-echo sequence and varied

both the dBC/dx and dBC/dy gradient strengths to acquire a two-dimensional k-space

image of the NV centers in this nanopillar (Fig. 4-4c). A Fourier transform of the

k-space image, thresholded at 5- above the noise level (see Appendix C.5), reveals

two proximal NV centers separated by 121(9) nm with a pixel resolution of 30 nm

(Fig. 4-4d). This resolution is consistent with the k-space spanned in Fig. 4-4c. For

this two-dimensional Fourier image, the data acquisition time to reach SNR = 1 was

TSNR=1 ~ 20 ms.

4.4 Nanoscale AC Field Sensing

Once the locations of individual NV centers are determined precisely, they can be used

as high-sensitivity probes of magnetic fields that vary on length scales smaller than the

optical diffraction limit. To demonstrate such nanoscale Fourier magnetic imaging,

we introduced a spatially inhomogeneous magnetic field over the FOV in the center

of the gradient microcoils by sending an alternating electric current, phase-locked to

the dynamical-decoupling microwave pulse sequence (Fig. 4-2), through the external-

field wire shown in Fig. 4-la,b. NV centers within this region were thus exposed to

different a.c. magnetic field amplitudes depending on their locations relative to the

external-field wire. For a fixed value of alternating current, the k-space signal for a

given NV at location ro acquires a phase offset 0 = -Bextr, where Bext is the a.c.

magnetic field amplitude (projected along the NV axis) at the site of the NV: that is,

s(k) ~ cos (27rk - ro + 0). (4.4)
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Figure 4-5: (Continued from the previous page.) One-dimensional k-space magnetic
images for the two NV centers shown in Fig. 4-4d are acquired by incrementally
stepping the dB/dx gradient strength for fixed values of a.c. current sent through
the external-field wire. For each current value, the corresponding k-space image is
Fourier-transformed and thresholded at 5- to obtain a one-dimensional real-space
image. a, Absolute value of the real-space image shows peaks corresponding to the
two NV centers separated by 121(9) nm. The vertical axis is real-space position along
the x direction and the horizontal axis corresponds to different ranges of a.c. currents
at a frequency of 50 kHz, increasing from left to right: 0-0.51, 2.56-3.08 and 5.13-
5.64 mA. b, Cosine of the argument of the real-space images of the two NV centers
shown in a, for the same ranges of a.c. currents. c, Overlay of measured values for
cos 0 (symbols) and corresponding fits (solids curves) as a function of a.c. current
amplitude for the two NV centers, where 0 = -BextT. The observed differential phase
shift between the data for the two NV centers shows that these spatially separated
NV centers measure a magnetic field difference ABext arising from a gradient in the
external a.c. magnetic field magnitude Bet.

As before, Fourier transforming the k-space image produces a real-space image with

abs[S(r)] showing a peak at r = ro. Additionally, the argument arg[S(ro)] yields the

phase shift 0 from which Bext can be determined. Figure 4-5 shows how measured

values for Bext can be uniquely assigned to the two NV centers shown in Fig. 4-4d.

For each value of applied alternating current we recorded a one-dimensional k-space

image by incrementally varying the dB</dx gradient strength. Figure 4-5a shows the

resulting values of abs[S(x)] as a function of current through the external-field wire

with a threshold set at 5o-. We consistently observe two distinct peaks (corresponding

to the two NV locations) through the entire current range. The cosine of arg[S(xi)],

where xi 1 2 denotes the location of each peak, is shown in Fig. 4-5b,c. When the

applied current is small (that is, weak Bext gradient), the two NV centers are exposed

to nearly the same value of Bet and consequently there is little difference in the

measured NV k-space phases (left panel of 4-5c). However, for a larger current of

5.13 mA (that is, stronger Bext gradient, right panel of 4-5c), the measured NV k-

space phase difference is 27r x (2.6 t 0.4) x 10-1 rad, which yields a magnetic field
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difference of ABext = (6.5 1.1) x 102 nT between these two NV centers separated

by 121(9) nni, equivalent to a magnetic gradient sensitivity of ~ 14 nT nm- Hz-1/2

(Appendix C. 7). The measured field and gradient values are consistent with those

expected from simulations.

NV-diamond Fourier magnetic imaging can also be integrated with wide-field, real-

space microscopy to realize a large spatial dynamic range: that is, magnetic imaging

with both wide FOV and nanoscale resolution. As a demonstration of such hybrid real

+ k-space imaging, we scanned the Fourier magnetic microscope across a wide array of

NV-containing nanopillars in sample B and performed both low-resolution real-space

and high-resolution k-space NV imaging of magnetic field patterns produced by the

external-field wire. Real-space image resolution is limited by optical diffraction, while

nanometer-scale information is obtained via Fourier magnetic imaging. For example,

we sent an alternating current of 5.13 mA and 50 kHz through the external-field

wire and performed low-resolution real-space magnetic imaging on 167 nanopillars

across 15 x 15 pm2 near the edge of the wire (Fig. 4-6), from which we estimated

the magnitude of the magnetic field gradient at each nanopillar location. We next

performed high-resolution k-space imaging (followed by Fourier transforming into real

space) of both the location of individual NV centers in several nanopillars with 30

mu spatial resolution, as well as the magnetic field difference AzBext sensed by the

NV centers within each nanopillar. As shown in Fig. 4-6, the resulting nanoscale

maps of ABxt are consistent with the local magnetic field gradient values obtained

with low-resolution real-space imaging. Together, this hybrid real + k-space imaging

demonstration provides a spatial dynamic range (FOV/resolution) of ~ 500. In future

work we plan to integrate NV Fourier magnetic imaging with a wide-field real-space

imager (for example, using a CMOS or charge-coupled device (CCD) camera) [90,
150, 205, 215j, which would obviate the need for scanning and provide parallel and

hence rapid real-space imaging across a wider FOV of > 1 rnm [97], together with
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Figure 4-6: Fourier magnetic imaging with wide FOV and nanometer-scale resolution.
(Continued on the following page.)



98 Chapter 4 Fourier Magnetic Imaging

Figure 4-6: (Continued from the previous page.) The a.c. magnetic field produced by
passing a 50 kHz, 5.13 mA electric current through the external-field wire (indicated
by a thick yellow line at the top-left corner) is imaged using a hybrid real + k-space
technique over a wide FOV spanning 167 diamond nanopillars. Imaged magnetic
field amplitudes are indicated with a color scale, with numerical values (and associ-
ated uncertainties) given for some example nanopillars. A low-resolution real-space
magnetic image is acquired over the full FOV by scanning the microscope across all
nanopillars (see Section 4.7.2). The spatial resolution is limited by optical diffrac-
tion and NV centers within individual nanopillars are not resolved. Fourier (k-space)
magnetic imaging is then performed on individual nanopillars to determine NV cen-
ter positions and local a.c. magnetic field amplitudes with - 30 nm resolution (right
boxes of inset panels). To check for consistency, the measured long-range magnetic
field gradient provided by the low-resolution real-space image, together with the NV
positions determined via Fourier imaging, are used to estimate the variation in a.c.
magnetic field amplitude within each nanopillar (left boxes of inset panels). Good
agreement is found between the measured and estimated values for the magnetic field
difference between NV centers within each nanopillar (Appendix C.4). Scale bars: 2
/Im (main figure) and 100 nm (insets).

nanoscale-resolution k-space imaging.

4.5 Compressed Sensing Speed-up

Finally, we have shown that the speed of NV Fourier magnetic imaging can be greatly

enhanced by compressed sensing [44, 166]. We first acquired a fully sampled (N =

2,048 data points), one-dimensional, k-space image of two NV centers in sample B

by sweeping the gradient (blue trace of Fig. 4-7a). In subsequent measurements we

recorded data at M = N/2P (p = 0, ... , 6) randomly chosen k-space values, providing

an N/M-fold speed-up (under-sampling) in data acquisition. For example, the red

dots in Fig. 4-7a show data collected for M = 128 k-space values and hence a speed-

up of N/M = 16. A Fourier transform of the fully sampled curve shows two NV

centers separated by 116(4) nm (blue trace in Fig. 4-7b). The red traces in Fig. 4-7b
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Figure 4-7: (Continued from the previous page.) a, For two NV centers in sample B:
fully sampled one-dimensional k-space signal with N = 2,048 data points (blue line)
and randomly under-sampled k-space signal with M = 128 data points (red symbols).
The under-sampling (speed-up) factor is N/M = 16. b, Blue trace: absolute value
of the Fourier transform of fully sampled k-space data, indicating a real-space NV
separation of 116 nm along the x axis. Red traces (offset for clarity): real-space
signals reconstructed from under-sampled k-space data sets via compressed sensing
techniques, in good agreement with fully sampled k-space data for M > 128. c,
Inverse Fourier transform of data reconstructed via compressed sensing for M =
128 with (black trace) and without (red trace) an a.c. current (50 kHz, 10.26 mA)
sent through an external-field wire. The observed phase shift between the data sets
provides a measure of the magnetic field difference between the positions of the two
NV centers, in good agreement with the results from fully sampled k-space data,
thereby showing that compressed sensing reconstruction retains reliable information
about imaged magnetic fields.

show the absolute values of real-space signals reconstructed from the under-sampled

data using the 11-minimization algorithm (see Section 4.7.3). For M > 128 we observe

two peaks that match well with the NV locations given by the fully sampled data.

This result is consistent with the criterion for faithful signal recovery: that is,

M > CSlog 2(N), (4.5)

where S is the signal sparsity (equal to 2 in the example above) and C is a constant of

order 1, which in this case is found to be ~ 5. For our experiments CSlog 2 (N) ~ 110

and thus the signal was not recovered with high probability for M < 128. Importantly,

we also demonstrated that the reconstructed real-space signal retains information

about the magnetic field sensed by each NV center. We sent an alternating current

of 10.26 mA and 50 kHz through the external-field wire, recorded k-space data for

M = 128 points, and reconstructed real-space signals as described above. From the

phase of the reconstructed signals we determined the difference between the magnetic

fields sensed by the two NV centers to be (5.0 0.5) x 102 nT, in reasonable agreement
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with the value of (6.3 0.8) x 102 nT obtained using fully-sampled k-space data, but

with the benefit of 16-fold speed-up. The retention of NV phase information in data

reconstructed by means of compressed sensing can be made explicit by computing

the inverse Fourier transform of the reconstructed signal. In Fig. 4-7c we compare

k-space signals obtained via such inverse Fourier transformations with (black trace)

and without (red trace) current in the external-field wire. The observed phase shift

between the two traces provides a direct illustration and measure of the magnetic

field difference between the two NV centers, consistent with the above results.

4.6 Discussions

Our demonstration of Fourier magnetic imaging provides the first method for map-

ping NV positions and local magnetic fields in wavenumber or 'k-space', which is

then Fourier-transformed to yield real-space images with both nanoscale resolution

and wide FOV. The distinct advantage of this approach relative to real-space imaging

is the spatially multiplexed signal acquisition across the full FOV, which enhances

the SNR for typical NV center densities, enables a higher data acquisition rate that

can be increased by more than an order of magnitude with compressed sensing, and

allows one to probe classical or quantum correlations in samples by conducting si-

multaneous measurements using multiple, spatially separated NV centers. We also

emphasize the relative simplicity of the apparatus needed for Fourier imaging, with the

gradient microcoils used for phase-encoding being easily integrated with an optical

microscope. We expect that NV Fourier magnetic imaging, which employs phase-

encoding of the NV detector spins rather than of the sample spins as in previous

Fourier techniques [190], will be applicable to a broad range of systems that can be

placed on or near the diamond surface. Example applications in the physical sciences

include probing quantum effects in advanced materials, such as frustrated magnetic
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systems with skyrmionic ordering; spin liquids where quantum spin fluctuations pre-

vent the system from ordering; low-dimensional systems such as graphene, as well

as antiferromagnetic and multiferroic materials and topological insulators with quan-

tized spin-carrying surface states. In the life sciences, NV Fourier magnetic imaging

may allow nanoscale NMR spectroscopy [641 and structure determination of indi-

vidual biomolecules, MRI within living cells and real-time, non-invasive mapping of

functional activity in neuronal networks with synapse-scale resolution (~ 10 nm) and

circuit-scale FOV (> 1 mm). Anticipated technical improvements of NV Fourier

imaging include (1) enhanced magnetic field sensitivity via optimization of diamond

samples [2041, optical collection efficiency [1511 and spin-state optical contrast; (2)

a 30-fold increase in the kma, value, by stronger magnetic field gradients generated

by smaller microcoils and larger current and the use of dynamical-decoupling pulse

sequences to extend NV spin coherence times [21, 22, 203]; and (3) parallel real-space

image acquisition with a wide-field CMOS or CCD camera, which will provide im-

mediate improvement in the spatial dynamic range (FOV/resolution) and enable the

study of long-range, real-time dynamics such as neuronal activity that span length

scales from a few nanometers to millimeters. Although instrumentation instabilities

such as thermal fluctuations may pose technical challenges, we expect that sub-1 nm

resolution is feasible. Straightforward extensions of the present technique should also

allow NV Fourier imaging of electric fields [68], temperature [145j and pressure (J.

Barry et al., manuscript in preparation) with nanoscale resolution, wide FOV and

compressed sensing speed-up, as well as application to other solid-state quantum spin

systems such as point defects in silicon carbide 1138].
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4.7 Methods

4.7.1 Fabrication of nanopillars and gradient microcoils

Samples A and B were electronic-grade, single-crystal diamond chips with natural

isotopic concentration of 13 C (1.1%), which were grown using chemical vapor depo-

sition (Element 6 Corporation). Sample A was implanted with 14 N ions (dosage,

1 x 1010 cm-2; energy, 85 keV). From the stopping and range of ions in matter sim-

ulations, the NV centers were estimated to be 100 nm below the diamond surface.

Sample B was implanted with 15N ions (dosage, 1 x 1012 cm-2; energy, 14 keV) and

the estimated NV depth was 20 nm. The conversion efficiency from implanted N

ions to NV centers in both samples was estimated to be ~ 1%. Typical NV spin

dephasing times were T2* ~ 1 ps (sample A) and 500 ns (sample B), and the typi-

cal Hahn-echo spin coherence times were T2  50 ps (sample A) and 30 pts (sample

B). The magnetic field gradients used in the Fourier imaging demonstrations did not

significantly affect NV spin coherence properties across the imaging FOV [2381. To

fabricate diamond nanopillars, sample B was spin-coated with a 100-nm-thick layer of

electron-beam resist (Dow Corning, XR-1541-006). Arrays of 400-nm-diameter circles

were then patterned using an Elionix ELS-7000 electron-beam writing system with

exposure dosage and beam energy set at 8,000 p.C cm- 2 and 100 kV, respectively.

Tetra-methyl ammonium hydroxide (25%) was used to develop the resist and form

the etch mask. The diamond crystal was then placed in an inductively coupled plasma

(ICP) reactive-ion etching system and etched for 45 s with 30 s.c.c.m. of oxygen gas,

700 W ICP power and 100 W bias power at a chamber pressure of 10 mtorr. These

parameters gave an etch depth of ~ 150 nm. The gradient microcoils, microwave

loop and external-field wire were fabricated on a polycrystalline diamond coverslip

(10 x 10 x 0.3 mm3 ) for optimized heat dissipation. The coverslip was spin-coated
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with LOR 20B (MicroChem, bottom layer, ~ 2 [tin) and Shipley S1805 (Dow Elec-

tronic Materials, top layer, ~ 400 nm) photoresists, exposed using a mask aligner,

and the pattern was developed in a CD26 bath. A 30 nm Ti layer and a 9'70 nm Au

layer were then deposited in an electron-beam evaporator, followed by lift-off in Mi-

croChem Remover PG solution. Electrical resistance measurements, performed using

a four-probe station, gave a value of ~1 Q for each gradient microcoil. The diamond

coverslip was bonded to the NV-containing diamond sample with optical adhesive,

and a copper heat sink was attached to the back surface of the diamond coverslip to

enhance heat dissipation.

4.7.2 Data analysis

Fourier magnetic imaging signals were recorded in k-space using the techniques de-

scribed in the main text. A tapered-cosine windowing function with the taper coeffi-

cient set to 0.1 was applied to the k-space data and a symmetric fast Fourier transform

algorithm implemented with MATLAB was used to obtain real-space images. No zero

padding was done on the k-space data. Real-space pixel resolution therefore matched

the true resolution of the imaging system. The SNR of real-space images acquired

with this method increased with the square root of the number of data points, con-

firming the multiplex advantage of the Fourier imaging technique (Appendix C.6).

The real-space images in Figs. 4-4, 4-5, and 4-6 were thresholded at 5o- above the

noise level (where or is the standard deviation of the noise) and NV centers were rep-

resented by circles centerd at the positions of the thresholded peaks, with diameters

equal to the pixel resolution. For the wide FOV image of Fig. 4-6, the k-space sam-

pling rate and number of sample points were held fixed for all nanopillars. For the

magnetic field sensing data of Fig. 4-6, a calibration procedure was first perforned

by recording NV fluorescence as a function of current through the external-field wire
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for each nanopillar in the FOV without phase encoding. The resultant magnetometry

curves revealed the functional dependence of the magnetic field on the applied current

for each nanopillar. For a fixed current, the magnetic field so determined was used

as an offset value for the high-spatial-resolution phase-encoded magnetic field data

recorded from individual NV centers within the nanopillar of interest. Magnetic field

sensitivity was calculated as (9B/dSB)T112 , where oB is the measurement noise, dSB

is the slope of the magnetometry curve, and T is the total data acquisition time. For

the NV centers and measurement protocols employed in this work, the magnetic field

sensitivity was ~ 1 pT Hz-/ 2

4.7.3 Compressed sensing

In compressed sensing, signals are sampled at random and at a sampling frequency

that may be lower than the Nyquist rate. Under assumptions of signal sparsity,

recovery algorithms based on convex optimization can then be used to reconstruct

the signal in a transform domain with high fidelity. In the present compressed sensing

demonstration, the under-sampled k-space data were windowed with a tapered-cosine

function (taper parameter of 1). A Fourier transform sampling matrix A of size A x N

was created by picking Al rows (corresponding to the sampled points) from an N x N

discrete Fourier transform matrix. The real-space signal was reconstructed from the

under-sampled data sets by minimizing the /1 -norm of the real-space signal j|jx 1 |

subject to the constraint k = A -x, where x and k are column vectors of size N and

Al representing real-space and k-space data respectively. The convex optimization

routine was implemented using MATLAB library functions made available by CVX

Research (www.cvxr.com).
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Chapter 5

Geometric Phase Magnetometry

Magnetometry is a powerful technique for the non-invasive study of biological and

physical systems. A key challenge lies in the simultaneous realization of high inag-

netic field sensitivity and dynamic range. In interferometry-based magnetometry, a

quantum two-level system acquires a dynamic phase in response to an applied mag-

netic field. However, due to the 27r periodicity of the phase, the sensitivity can be

improved only in exchange for the dynamic range. Here we introduce a novel route

towards high dynamic range magnetometry via measurements of the geometric phase.

Our approach enables unwrapping of 27r phase ambiguity, enhancement of dynamic

range by 400 times, and decoupling of sensitivity from dynamic range. By studying

how geometric phase decoherence depends on adiabaticity with the power spectral

density theory, we also find additional improvement in sensitivity in the nonadiabatic

regime. Our results indicate that geometric phase is versatile for quantum sensing

applications using various two-level spin and atomic systems.
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5.1 Introduction

The geometric phase 129, 2711 plays a fundamental role in a broad range of phys-

ical phenomena [110, 253, 1081. Although it has been observed in many quantum

platforms [282, 256, 246, 158j and known to be robust against certain types of noise

158, 87], applications of geometric phase to modern technologies are limited to qual-

turn simulation [161, 130] and computation [281, 159, 2831. When applied to magnetic

field sensing, one encounters various unique and attractive aspects of geometric phase.

In particular, we experimentally demonstrate three advantages: (1) extension of the

dynamic range by resolving the 27 phase ambiguity via nonlinear field dependence;

(2) decoupling of the sensitivity and maximum field enabled by additional geometrical

degrees of freedom leading to a 400-fold enhancement in the dynamic range; and (3)

additional improvement of sensitivity in the non-adiabatic regime. By introducing a

power spectral density theory [21], we also find that adiabaticity plays an important

role in controlling the degree of coupling to the environmental noise.

5.2 Concept of Dynamic and Geometric Phase Mag-

netometry

In magnetoinetry using a two-level system, an unknown magnetic field B can be

estimiated by measuring the relative energy shift between two energy levels induced

by that field (Section 5.7). A commonly used approach to detect this energy shift is to

measure the dynamic phase accumulated in a Ramsey-type interferometry sequence

consisting of oscillating field pulses as illustrated in Fig. 5-1a. The initial,7/2 pulse

prepares the system in a superposition state between two levels. In the presence of

an external magnetic field B along the quantization axis, the state evolves under the
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Figure 5-1: (Continued from the previous page.) a, Dynamic phase magnetometry.
The Bloch vector S = (sm, sY, sz) (blue arrow), initially prepared in a superposition
state between two levels, precesses about the fixed Larmor vector R = (0, 0, -yB) (red
arrow). During the interaction time T between two 7r/2 pulses, the spin accumulates
a dynamic phase #d = 'yBT, proportional to the angle swept by the Bloch vector on
the equator. The phase is mapped to a population difference signal P = cos bd. Due
to the 27r phase periodicity, infinite number of magnetic field values (black dots) give
the same signal, leading to an ambiguity problem. b, Geometric phase magnetom-
etry. By additional off-resonant driving, the Larmor vector is made to rotate about
the z-axis N times, R(t) = (Q cos p(t), 9 sin p(t), -yB), where p(t) = 47rNt/T. The
state acquires a geometric phase #g = NE proportional to the number of rotations
N and the solid angle E = 27r(1 - cos 0) subtended by the trajectory of the Larmor
vector. To cancel the dynamic phase and double the geometric phase, the direction
of precession is alternated before and after the 7r pulse. The signal presents a chirped
oscillation, which leaves at most finite magnetic field degeneracies (black dots). Ad-
ditional measurement of slope resolves this ambiguity because the slope decreases
monotonically.

Hamiltonian
1

H = hyBaz, (5.1)
2

where 7 denotes the gyromagnetic ratio and -, the z-component of the Pauli spin

vector. During the interaction time T, the Bloch vector s(t) depicted on the Bloch

sphere precesses around the fixed Larmor vector

R = (0, 0, yB), (5.2)

and acquires a dynamic phase

#d = -yBT. (5.3)

The next 7r/2 pulse maps this phase on to a population difference (Appendix D.1)

P = cos #d. (5.4)



5.2 Concept of Dynamic and Geometric Phase Magnetometry 111

This dynamic phase approach possesses two well-known shortcomings. First, the sinu-

soidal nature of the population difference signal leads to a 27 phase ambiguity. Since

the dynamic phase is linearly proportional to the magnetic field, for any measured

signal Pmeas, there are infinite magnetic field ambiguities:

B = (7yT) 1 (cos 1 Pmeas + 27m), (5.5)

where m = 0, 1, 2 - -- oo. Thus, the dynamic range of magnetic field that one can

determine without modulo 27r phase ambiguity is limited to one cycle of oscillation

(Appendix D.2, Fig. D-2):

Bmax oc 1/T. (5.6)

Second, a trade-off between sensitivity and dynamic range. The interaction time also

restricts the shot-noise-limited magnetic field sensitivity:

77 oc 1/T/2 (5.-7)

Consequently, an improvement in dynamic range comes at the cost of a reduction in

the sensitivity (Appendix D.3). The quantum phase estimation algorithm [36, 1911 or

non-classical states [35, 961 can alleviate these disadvantages; however, they require

either large overhead resource time or realization of long-lived entangled or squeezed

states.

The central idea of geometric phase nagnetometry is to use the Berry sequence,

introduced in ref. [1581. The sensor acquires a geometric phase due to additional

off-resonant state mixing pulses with control parameters cycled along a closed path

as illustrated in Fig. 5-lb. Three control parameters describe the Hamiltonian under

a rotating wave approximation:
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1
H =(cos po + Q sin poy- + -Ba2), (5.8)

where Q is the Rabi frequency, p is the phase of driving field, and o- =( o-,, 4) is

the Pauli spin vector. By sweeping the phase, the Larmor vector

R(t) = (sin 0 cos p, sin 0 cos p, cos 0), (5.9)

where cos 0 = -B/(Q 2 + (-B)2)1/2, rotates around the z axis. The Bloch vector

s(t) then undergoes precession around this rotating Larmor vector. If the rotation

is adiabatic (i.e., adiabaticity parameter A = psin 0/2R < 1), the system acquires a

geometric phase proportional to the solid angle

0=27r(1 - cos 0) (5.10)

subtended by the trajectory and the number of phase rotations N. We insert this

rotation twice during each half of the interaction times in an echo sequence. By

alternatingthe directIon -- f r-tati-, 4t geomnetric phaset- 0U6- 0ls:T% Li. 1)

<9 = 2N6. (5.11)

Importantly, the dynamic phase is canceled because of an echo operation. Finally,

the population difference signal becomes

P(B) = cos 47rN I - . (5.12)
V/(j B)-2 + Q2

The signal exhibits a chirped oscillation as a function of the external field. There are

at most "finite" field ambiguities that give the same signal Peas. Furthermore, it is
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possible to resolve the ambiguity and determine the field uniquely by measuring the

slope dP/dB (Appendix D.2, Fig. D-2). From the form of Eq. (5.12) it is evident

that the signal and slope asymptotically reach unity and zero, respectively at large

B. Hence, we define the dynamic range as the magnetic field value that gives the last

minimum in the signal:

Bmax Oc QN1 / 2To. (5.13)

If the magnetic field is below this value, one can make a measurement with the best

sensitivity

oc Q-'NT'/2 (5.14)

by adding a phase offset 12491, which can be, for example, realized by tuning the

transition frequency of state-mixing field to the largest slope of the magnetometry

signal (Appendix D.3).

5.3 Demonstration of Dynamic and Geometric Phase

Magnetometry

Geometric phase magnetometry experiments are implemented with an electronic spin

associated with the nitrogen-vacancy (NV) color center in diamond (Fig. 5-2). Among

many magnetometers, NV centers offer particularly high spatial resolution under

ambient conditions 1249, 176, 19] and have therefore found wide-ranging applications

in condensed matter physics [250, 168J, microbiology [150, 97j, and geology [901. At

an applied bias field of 96 G, the degeneracy of the m, = 1 levels is lifted. The two-

level system in this work consists of the ground state magnetic sublevels m, = 0 and

m, = -1, which can be coherently addressed by applied microwave fields. Hyperfine

interaction between the NV electronic spin and the host 14 N nuclear spin further
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Figure 5-2: The energy diagram of NV center. The ground state of NV center is a
spin triplet. The magnetic sublevels i, = 0 and 1 are split by D = 27r x 2.87 GHz.
An external magnetic field introduces Zeeman splitting between the m., 1 states
with a gyromagnetic ratio of y = 27r x 28 GHz T- 1 . The m, = 0 and -1 states define
the two-level system in this work. Due to interactions with the host "N nuclear spin,
there are three hyperfine levels m = 0, 1, split by 2.16 MHz.

splits the levels into three states, each separated by 2.16 MHz. Upon green laser

illumination, the NV center exhibits spin-state-dependent fluorescence. Thus, one

can measure the spin states by detecting the change in fluorescence (see Section 5.7

for more details).

To demonstrate how the choice of interaction time gives rise to interdependence

between the sensitivity and dynamic range for the case of dyniamic-phase magnetom-

etry, we first conducted spin-control experiments using a Ramsey sequence. The NV

fluorescence signal was recorded as a function of the interaction time T between the

two microwave 7r/2 pulses. Signal contributions from the three hyperfine transitions

of the NV spin result in the beating behavior seen in Fig. 5-3a. We fixed the inter-

action time at T = 0.2, 0.5, 1.0 ps and varied the external magnetic field. Because of

the periodicity of signal, the measured signal gives rise to a 27r phase ambiguity. The

oscillation period decreases as the interaction time is increased, which indicates a de-

crease in the dynamic range. On the other hand, the sensitivity, which depends on the

maximuni slope of the signal, improves as the interaction time increases. By fitting

the result to a sinusoid, one can extract the oscillation period and slope, which are
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Figure 5-3: Demonstration of dynamic and geometric phase magnetometry using a
single electronic spin qubit in diamond. a-d, Blue and red dots represent measured
magnetometry data for dynamic phase (a, b) and geometric phase (c, d), respec-
tively. The vertical axis is the signal, defined by the change of signal fluorescence
count (AFL) normalized by the reference fluorescence count (FL). Error bars are l-
photon shot-noise. Black lines show fit to a model provided in the main text. Blue

and red shaded regions represent the dynamic range. The beating of three hyperfine

oscillations is evident in a. In dynamic phase magnetometry, the oscillation period

decreases as the interaction time increases, indicating a trade-off between the sen-

sitivity and dynamic range (b). Geometric phase magnetometry signal in c shows

independence of T. The dynamic range is defined at the last minimum (d).
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used to calculate the sensitivity and dynamic range. We repeated this measurement

and analysis for various T values and obtained Tj oc T-0 .49 (6) and Bmax c T-0.6(2) as

expected (Fig. D-3).

Next, we show the first advantage of geometric phase magnetometry i.e. the

extension of dynamic range via 27r phase unwrapping using chirped oscillation signal.

Presented in Fig. 5-3c is the geometric phase signal as a function of interaction time

under fixed control parameters of Q/27r = 5 MHz, N = 3. It is clear from this result

that the geometric phase, as opposed to the dynamic phase, doesn't depend on the

interaction time. Next, the external magnetic field is varied with fixed interaction

times T = 4.0,6.0,8.0 ps (Fig. 5-3d). As expected from Eq. (5.12), the signal exhibits

identical chirped oscillations for all T values. Even though the signal comprises

of a superposition of three chirped oscillations due to the hyperfine interactions, it

is still possible to uniquely determine the magnetic field as long as the field value

falls within the oscillatory range (Appendix D.2). Thus, the dynamic range can

be defined at the last minimum point. By fitting the result to a model, one can

extract the Rabi frequency and winding number, and determine the dynamic range

and sensitivity. We also measure the dependence of geometric phase magnetometry

signals on Q and N and find that the scaling of sensitivity and dynamic range is

Bma oc QO'9(')NO 52(5)TO 02(l) and n oc Q12()N -0.92(1)T .46(l) (Fig. D-1, D-2, D-3).

5.4 Sensitivity and Field Dynamic Range

To demonstrate the second advantage of geometric-phase magnetometry, we plot

sensitivity and dynamic range against each other in Fig. 5-4. The sensitivity is

measured directly at small B, whereas the dynamic range is calculated from the

measured values of N and Q. In the dynamic phase approach, since the interaction

time is the only control parameter, all data points are plotted on a straight diagonal
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Figure 5-4: Decoupling of magnetic field sensitivity and dynamic range. Blue dots
and red squares represent the measured dynamic and geometric phase magnetometry
data, respectively. Dashed lines are linear fitting of the data. The sensitivity 71
is evaluated at the largest slope of magnetometry curves, and the dynamic range
Bmax is determined by the values of Rabi frequency and winding number extracted
from fitting. Dashed arrows indicate the orientation of control parameters Q, N, T
behaving as independent vectors on the (i7 2 , Bmx) map. Since a Ramsey sequence has
only a single control parameter (T), there is a unique relation between the sensitivity
(, oc T- 1/ 2 ) and field range (Bmax oc T-): q2 oc Bmax. In contrast, three degrees of
freedom are available for a Berry sequence, and thus the sensitivity (i oc Q-INT 1/ 2 )
can be chosen independently of the dynamic rang (Bmax oc QN1 / 2 T0 ). For example,
larger Bma, with a constant 7 is obtainable by increasing Q and N while keeping T
and the ratio Q/N fixed.
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line parameterized by T. The T2* coherence time sets the maximum limit on the

available interaction time. Geometric-phase magnetometry, in contrast, has three

control parameters (T, N, and Q), which behave like independent vectors on the

(q2, Bmax) plot. For example, as demonstrated in Fig. 5-4, the field range can be

increased without changing sensitivity by increasing N and Q while keeping the ratio

N/Q fixed. From these measurements, we demonstrate a 10-fold improvement in

the sensitivity for an accessible field-range of ~ 10 mT, and 400-fold enhancement

in the dynamic range at a sensitivity of ~ 2 pT Hz- 1 2 . Similarly, the sensitivity

can be improved without changing dynamic range by decreasing the interaction time.

However, one cannot choose an arbitrary small value for interaction time because the

adiabaticity condition (A ~ N/QT < 1) needs to be satisfied (Fig. D-4).

5.5 Geometric Phase Coherence

The experiments described above were conducted in the adiabatic regime (A < 1).

By going to the non-adiabatic limit, we observe the third advantage of geometric-

phase magnetometry - additional improvement in sensitivity. Using the adiabaticity

parameter A ~ N/QT, the sensitivity can be recast as q oc A 1 T-1/ 2 . This scaling

motivates us to investigate the maximum available interaction time as a function of

adiabaticity parameter. A noise spectral density analysis in the frequency domain

is particularly useful for studying how environmental noise affects geometric phase

coherence. The exponential decay of spin coherence W(T) - exp(-X(T)) is charac-

terized by the decoherence function X(T), given by

X(T) = dwS(W) F(wT) + A2 dwS() Fo(wT) (5.15)
0 7W2 0 7W
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Figure 5-5: Geometric phase decoherence and sensitivity improvement in the nonadi-
abatic regime. a, Normalized geometric phase signal as a function of interaction time
T for various adiabaticity parameter values. Color dots represent the measured data,
and solid color lines are exponential fit ~ exp (T/T29 )2 . The blue and green dashed
lines indicate T2* and T2 decay of dynamic phase signal measured with a Ramsey
and Hahn-echo sequence, respectively. b, Measured coherence time T2g as a func-

tion of adiabaticity parameter A. Three regimes appear: (i) For A < 0.1, T29 ~ T2,

(ii) for 0.1 < A < 1.0, T29 ~ 1/A, and (iii) for A - 1.0, T29 ~ T2*. c, Graphical

representation of decoherence mechanism represented in the frequency domain. The

decoherence function consists of noise spectral density function S(w) (black), echo

sequence filter function Fi(wT)/w2 (dashed green line), and geometric sequence fil-

ter function A 2 Fo(wT)/w2 (filled color area, the same color-coding as in (a)), which

vanishes in the limit A -+ 0 and reaches the Ramsey sequence function Fo(wT)/w2

(dashed blue line) in the limit A -* 1. d, Measured magnetic field sensitivity (red

squares) plotted against adiabaticity parameter A using a fixed interaction time of

T T2*/2 (dashed blue line). The dashed red line shows the lower limited of the

sensitivity calculated by a numerical simulation assuming the maximum signal con-

trast. The simulation doesn't include the contrast reduction due to the hyperfine

modulation, whose relative amplitudes were indeterminable from the measurements.
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where S(w) is a spectral density function that describes the noise from the environ-

ment, Fo(wT) = 2 sin2 (wT/2) and F(wT) = 8sin2 (wT/4) are the filter functions

for geometric and dynamic phase (Appendix D.4). The first and second terms de-

scribe contributions to the spin decoherence from the dynamic and geometric phase

accumulation, respectively.

Fig. 5-5a shows the decay of geometric phase signal as a function of interaction

time T for adiabaticity values between A = 0.1 - 1.0. As shown in Eq. (5.15), the

overlap integral between S(w) and A 2 Fo(wT)/w 2 gives the decoherence. Thus, we find

that the adiabaticity parameter is responsible for tuning the degree of coupling to the

environment. Figure 5-5b shows the geometric phase coherence time T2g extracted by

fitting W(T) - exp[-(T/T2 ) 2 ] to the decay curves in Fig. 5-5a. We observe three

regimes of decoherence mechanism in this experiment, which can be understood by

using a simple diagram in Fig. 5-5c. First, for A < 0.1, the dynamic term of

decoherence function is responsible for decoherence (T2g ~ T2 = 500 As) because

the geometric term is negligibly small. Second, for 0.1 < A < 1.0, the coherence

time is inversely proportional to adiabaticity (T2g 1/A), as expected from Eq.

(5.15). Third, at A ~ 1.0, the geometric decoherence function equals that given by

the Ramsey sequence (T2g~ T2* = 50 ps). Furthermore, in the non-adiabatic limit

A > 1.0, the rotation of Larmor vector averages out and only the z-component of

Larmor vector remains. Thus, the Berry sequence becomes a Hahn-echo sequence

and the coherence time is expected to bounce back to T2 .

Finally, we study the limit of sensitivity in the non-adiabatic regime. Once the

geometric manipulation becomes non-adiabatic, the Bloch vector no longer follows

the Larmor vector, and the time evolution of the state is analytically unsolvable.

Consequently, the expression of geometric phase signal and the scaling of sensitivity

and dynamic range also become invalid. Nonetheless, the spin state evolution is

deterministic, and magnetic field sensing is still feasible. In Fig. 5-5d, we plot the
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sensitivity measured at the largest slope of magnetometry curve as a function of 4.

We find that the sensitivity of geometric phase magnetometry keeps improving in the

non-adiabatic regime until surpassing that obtained by dynamic phase.

5.6 Discussions

In summary, we have demonstrated a new approach towards geometric-phase mag-

netometry. By resolving the 27 phase ambiguity using the nonlinear behavior of

geometric phase magnetometry curve, the dynamic range is extended by two orders

of magnitude. Two new geometrical parameters (N, Q) then decouple the sensitiv-

ity and dynamic range. In the non-adiabatic regime, the geometric phase approach

gives better sensitivity than the dynamic phase approach does. We also find that

adiabaticity is a key parameter for controlling the coupling between the spin and en-

vironmental noise during geometric manipulation. Dynamical decoupling [60] would

further extend the geometric phase coherence, which may then enable the probing

of extremely slow dynamics in the environmental noise with high spectral resolution.

Finally, the generality of this approach makes it directly applicable to the measure-

ment of energy shift in other quantum systems, such as trapped ions, ultracold atoms,

and solid state spins, which may open new avenues for practical application of the

geometric phase.

5.7 Methods

5.7.1 NV diamond sample

The diamond chip used in this experiment is an electronic-grade single-crystal cut

along the 1110] direction into a volume of 4 x 4 x 0.5 rum (Element 6 Corporation). A
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high-purity chemical vapor deposition (CVD) layer with 99.99 % "C near the surface

contains preferentially oriented NV centers. The estimated N and NV densities are

1 x 1015 and 3 x 1012 Cm-3, respectively. The ground state of NV center consists

of a spin triplet with the n, = 0 and 1 Zeeman sublevels split by 27r x 2.87 GHz

due to spin-spin interactions. The basis of the spin qubit in this work consists of the

m, = -1 and 0 ground states. Microwave irradiation allows coherent manipulation

of the ground states. The coherence time scales are Ti ~ 1 ms, T2 ~ 500 ps, and

T2* ~ 50 ps.

5.7.2 Confocal scanning laser microscopy

The geometric phase magnetometry measurements using single NV centers is con-

ducted using a home-built scanning laser microscopy system (Fig. 5-6). A three-axis

motorized stage (Micos GmbH) moves the diamond sample in three dimensions for

confocal scanning. An acousto-optic modulator (Isomet Corporation) operated at

80 MHz allows time-gating of a 400 mW, 532 nm diode-pumped solid state laser

(Changchun New Industries). An oil-immersion objective (100x, 1.3 NA, Nikon CFI

Plan Fluor) focuses the green laser pulses onto the NV center. Red fluorescence from

NV centers passes through the same objective and goes into a silicon avalanche pho-

todetector (Perkin Elmer SPCM-ARQH-12) through a single-mode fiber cable with

a mode-field-diameter of ~ 5 prm (Thorlab). The NV spin initialization and readout

pulses are 3 pIs and 0.5 ps, respectively. The change of fluorescence signal is calcu-

lated from AFL = FL+ - FL, where FL are the fluorescence counts obtained

after a spin projection using a microwave 7/2-pulse along the x-axis, respectively.

For each measurement, the fluorescence count FL when the spin is in the in. 0

state is also measured as the reference. The temperature of the confocal scanning

laser microscope system is monitored by a 10k thermistor (Thorlab) and stabilized



5.7 Methods 123

Objective

640-800nm 4
FluorescencetI

532 nm Laseri

b Excited states C

Metastable_
states

M= 1

Gon= 0
Ground states

Microwaves

Rb clock /\./ SG

WLO

FAWG

CPW

Figure 5-6: Geometric phase magnetometry setup. a, b, Schematic of geometric

phase magnetometry setup. The diamond chip hosting NV centers is integrated into

a confocal laser scanning microscope. Microwave fields (wavy orange line) produced
by a gold coplanar waveguide coherently drive the m, = 0 and 1 ground states,
split by D = 27r x 2.87 GHz. An external magnetic field (blue arrow) created by
an electromagnetic coil introduces Zeeman splitting between the m, = 1 states. c,
Schematic of the microwave delivery system. A signal generator (SG, Agilent E4428C)
provides the carrier microwave signal with a frequency of WLO - 3 GHz (yellow lines).

The microwave pulses for Berry phase magnetometry are generated by an arbitrary
waveform generator (AWG, Tektronix AWG 5014C) and sent to the I/Q channels

(red lines) of the IQ mixer (Marki IQ 1545 LMP). The output signal from the IQ
mixer is delivered to a gold coplanar waveguide (CPW). To reduce the phase jitter

noise, in-laboratory Rubidium clock (Stanford Research Systems FS725) phase-locks
the signal generator and AWG at 10 MHz.
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Figure 5-7: Calibration of Rabi frequency as a function of AWG output voltage. a,
Normalized Rabi signal, measured as a function of the AWG output voltage and

microwave pulse duration. b, Reduced Rabi frequency values QRabi Q/27r in units

of MHz obtained by fitting to a sinusoidal function at each voltage. The blue dots

represent measurements, and the red line is a linear fit. c, To evaluate the nonlinearity

of Rabi frequency as a function of AWG output voltage, the difference between the

measured value and linear fit is plotted. The nonlinearity of the Rabi frequency is less

than 0.2 MHz. This small nonlinearity can be attributed to the power compression

by the I/Q mixer, whose 1 dB compression point is measured to be 1.0 Vpp.

to within 0.05 'C using a 15 W heater controlled with a PID algorithm.

5.7.3 Hamiltonian parameter control system

Rabi frequency, microwave phase, and magnetic field are key variables of this work.

It is thus crucial to calibrate the microwave driving system and magnetic field con-

trol system beforehand. The microwave pulses for geometric phase magnetometry

are generated by mixing high frequency (~ 3 GHz) local oscillator signal and low

frequency (~ 50 MHz) arbitrary waveform signal using an IQ mixer (Fig. 5-6). The

Rabi frequency and microwave phase are controlled by the output voltage of arbitrary
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Figure 5-8: Magnetic field calibration with electron spin resonance. a, Continuous

electron spin resonance (ESR) measurement under an external magnetic field. First,

to split the m, = +1 states, a static field of BO = 93 G is applied along the [111] NV
axis using a permanent magnet, which sets the m, = 0, +1 resonance peak at 3.13
GHz. Next, an additional external field B is applied using a 40-turn electromagnetic

coil placed h = 0.5 mm above the NV center. The coil is also connected to a 150 Q
resistor in series. A high-stability voltage controller provides a high-precision control

of an electric current through the coil. An output voltage setting of 3.0 V gives

I = 0.02 A, corresponding to a magnetic field of B = poNI/47rh ~ 16 G in the

direction perpendicular to the [100] diamond surface. ESR lines are measured for

V = 0.2, 1.5, and 3.0 V (dots). The peak frequency is extracted by Gaussian fitting

(solid lines). b, Absolute value of the measured frequency shift as a function of applied

voltage (dots). The external field has the longitudinal and transverse components

with respect to the NV axis: B = (B11, B1 ). The diagram, the side-view of the

magnetometry setup, shows the diamond (gray box), NV axis (red arrow), copper

electromagnet (orange circle), and magnetic field line (blue arrow). The energy levels

of m = 0 and +1 are obtained by solving the eigenvalue problem, det(H - AI) = 0,
where H/h = (D + -yBo +-yBll)o-z/2+ -yBio,/2 is the two-level system Hamiltonian.

Thus, for 'yB < D, the measured frequency shift exhibits a quadratic term as a

perturbation: Bi1 + 2-yB2/(D + 7Bo) (thick solid curve). For small B, a linear fitting

gives AB/V = 0.5 G V 1 (thin line).
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waveform generator (Fig. 5-7). The microwave pulses are amplified (Mini-circuits

ZHL-16W-43-S+) and sent through a gold coplanar waveguide (10 Am gap, 1 Pim

height) fabricated on a glass coverslip by the photo-lithography technique. An exter-

nal magnetic field for magnetometry demonstration is created by sending an electric

current through a copper electromagnetic coil (4 mm diameter, 0.2 mm thick, n = 40

turns, R = 0.25 Ohm resistance) placed h = 0.5 mm above the diamond surface.

The electric current is provided by a high-stability DC voltage controller (Agilent

E3640A). To enable a finer scan of electric current with a limited voltage resolution,

another resistor with 150 Ohm is added in series. Thus, a DC power supply voltage

of 3 V approximately corresponds to I = 0.02 A, which creates an external field of

B = ponI/47rh - 16 G. One can determine the change of external magnetic field as

a function of DC power supply voltage AB(V) by measuring the shift of resonance

peak Af in the continuous electron spin resonance (ESR) spectra using Af = -YAB.

The obtained result is AB/V = 0.5 G V- 1 (Fig. 5-8). The Joule heat produced

by the coil is P = 12R = 10- W. The mass and heat capacity of the coil are 0.15

g and 0.06 J K- 1 , respectively. Thus, the temperature rise is at most 2 mK s-'.

Since the temperature coefficient of resistivity for copper is 0.00386 K -1, the change

of resistance due to Joule heat is negligible.

5.7.4 Numerical methods for geometric phase simulation

All simulations in this work are carried out by computing the time-ordered time

evolution operator at each time step.

U(ti, tf) = Texp i J H(t)dt = exp [-iAtH(t )], (5.16)
j=1
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where tj and tj are the initial and final time, respectively, t is the time-ordering

operator, At is the time step size of the simulation, N = (tf - ti)/At is the number of

time step, and H(t) is the time-dependent Hamiltonian (Eq. (5.8)). The algorithm

is implemented with MATLAB.
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Chapter 6

Outlook

This thesis work demonstrated three novel techniques for controlling electronic spins

associated with the NV centers in diamond with a primary application in magnetic

field sensing and imaging. This last chapter discusses the potential and new move-

ments of employing these techniques to other quantum technologies. In particular,

wide-field illumination for "quantum diamond microscopy" 1150], presented in Chap-

ter 3, is a key technique for high sensitivity quantum sensing of various samples;

magnetic field gradient developed for phase encoding [141 in Chapter 4, provides a

powerful approach for selectively controlling proximal spins in a scalable spin network

for quantum computation; and geometric control, introduced in Chapter 5, offers a

new modality for simulating various topological phenomena in condensed matter sys-

tems and constructing universal quantum gates that are robust against noise and

errors.

6.1 Wide-Field Illumination

The magnetic field sensitivity scales as rq oc n-1/2, where n is the number of NV

centers in the detection volume 12051. Thus, an ensemble of NV centers used as a
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magnetic sensor offers high sensitivity as well as large field-of-view. This section

discusses various modalities of ensemble spin control for quantum sensing.

6.1.1 Quantum diamond microscopy

As discussed in Chapter 3, the prototype of quantum diamond microscope offered a

field-of-view of 150 pin. The first experiment demonstrated optical magnetic imaging

of living magnetotactic bacteria 11501. Several notable methodological advancements

significantly improved the imaging speed and field-of-view [971. Among those efforts

are the speed-np of magnetic image recording via CMOS camera, creation of isotopi-

cally purified diamond substrates for narrower spectral line width, and correction of

magnetic bias field inhomogeneity using 10) + 1) transitions.

These upgrades have opened a broader utility of the quantum diamond microscope.

In biology, it provides co-registered optical and magnetic images of cells labeled with

magnetic nanoparticles [97, which can address many problems associated with the

homeostasis of magnetic nanoparticles by various types of cells under different con-

ditions. In geology, the diamond quantum microscome offers a valuable approach to

imaging the magnetization of meteorites and earth rocks with unprecedented spatial

resolution, enabling the detailed study of the solar system and earth history 1901.

6.1.2 Single-pixel magnetic sensing

To improve the sensitivity even further, one may integrate magnetic signal over larger

field-of-view by use of a single-pixel detector instead of CCD or CMOS cameras. This

ultrahigh-sensitivity, low-spatial-resolution system also allows the detailed study of (i)

intra-diamnond paramagnetic impurities using various sensing protocols (e.g. spectral

d(ecomnplosition [211 and correlation spectroscopy [141, 1481) as well as (ii) external

magnetic samples, such as magnetic fields produced by neuron firing (J. Barry et al.
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in preparation) and magnetic fluctuations from statistically polarized nuclear spins.

For these demonstrations, introducing the imaging capability can also add more useful

information. However, it is sometimes difficult to map fluorescence directly from NV

centers to a camera in free space because of the geometrical complexity of the setup.

In that situation, k-space readout via phase encoding can be a solution.

6.1.3 Temperature, electric field, and pressure sensing

The NV center is also a high-sensitivity probe for electric field 168], temperature

155, 145, 2581, acceleration [81, and pressure sensor [421. Temperature change causes

a shift in the zero-field splitting with a coefficient of dD/dT = -74 kHz K [5].

Electric fields behave like a strain, which also causes a shift in the zero-field splitting

167, 2221. By use of a "pressure-to-field converter" (e.g. magnetostrictive materials

and soft conductive wires), one can also indirectly detect pressure and stress using

NV centers [42].

6.2 Magnetic Field Gradient

In Chapter 4, magnetic field gradient was the key technique for phase-encoding the

information about the location and local magnetic field to the spin state [141. Thus,

it is of natural interest to investigate the limit of the maximum achievable magnetic

field gradient and its other utilities.

6.2.1 Limits on magnetic field gradient

The prototype of Fourier magnetic microscope produced a magnetic field gradient of

1 G jm-1. This gradient strength was enough to demonstrate the superresolution

imaging of NV centers and local magnetic field profile. Two general approaches to-



132 Chapter 6 Outlook

ward stronger gradients are (i) to directly fabricate a nicrocoil on the NV-containing

diamond and (ii) to reduce the coil separation. Using these approaches, we have

achieved a gradient strength of greater than 0.1 G nmi over 1.2 x 8 pm2 area (K.

Arai et al. in preparation). Furthermore, the produced magnetic field gradient can be

modulated at ~1 MHz. Gradients of comparable magnitudes over such large area and

with high switching rates are difficult to achieve using ferromagnets [61, 170, 2251. An

additional 10-fold improvement in gradient strength would be possible by increasing

the electric current through the microcoil, matching the electric circuit impedance,

and introducing an active temperature control system [72, 1521. This large gradient

opens a new application - selective control of NV spins via frequency encoding.

6.2.2 Selective control of NV centers via frequency-encoding

Frequency encoding finds applications in MRI for slice sectioning with a millimeter-

scale resolution [981 and has been recently employed in trapped-ion experiments to

control coherently ions separated by a few microns [2681. In frequency encoding,

magnetic-field gradients map the positions of NV spins at different locations in a dia-

mond sample onto their Larmuor precession frequency. The spins are then selectively

driven by microwaves whose carrier frequencies match the resonance frequencies of

the sites of interest.

One important prerequisite toward quantum computation is single-site address-

ability of NV centers prepared in large arrays with fast switching rate [214, 259, 278].

Previous experimental work on nanoscale NV-spin manipulation, however, has either

involved only an isolated pair of NV sites 168, 1881 or has required slow scanning

of the probe across different NV sites [101, 1741. Frequency encoding with strong

pulsed field gradients allows site-selective controlling of proximal NV centers with

high fidelity and large spatial dynamic-range. In particular, a gradient field of > 1.0
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G nm-' would allow selective addressing of an array of dipolar-coupled NV centers

spaced by ~~ 10 nm with > 95% fidelity.

6.2.3 Other applications

The flexibility of microcoil design facilitates integration into other systems, such as

microfluidics and micro-electro-mechanical systems (MEMS). Also, the selective driv-

ing technique is compatible with other NMR pulse sequences involving NV centers

and dark spins 1102, 2451 for magnetic field sensing. These advantages may open new

directions of applications. Examples include the realization of quantum simulators

for exotic quantum and topological phases [43, 131, 2241, imaging of nanoscale nu-

clear spin diffusion and effusion in the cellular or microfluidic environment via q-space

detection [45], and non-local probing of strongly correlated spins via k-space readout.

6.3 Geometric Control

Geometric manipulation also has a potential for other quantum technologies. This

section overviews the history of extending Berry phase to the non-adiabatic and non-

Abelian cases and introduces some recent attempts to use geometric manipulation for

topological phase transition and holonomic quantum gates.

6.3.1 Non-adiabatic, non-Abelian geometric phase

In 1984, Berry showed that a system acquires a measurable phase shift when the

system adiabatically travels a closed path in the parameter space 1291. In the same

year, Wilczek and Zee [2711 extended the concept of Berry phase to degenerate states

and obtained non-Abelian geometric phase. In 1987, Aharanov and Anandan [61

proved that the adiabatic condition was not necessary. Samuel and Bhandari [2271
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introduced further extensions to noncyclic and nonunitary cases. In 1988, Anandan

111i derived the non-Abelian geometric phase in a non-adiabatic process.

6.3.2 Topological quantum simulation

Topology [2691 provides a theoretical basis for numerous physical phenomena exhib-

ited in gapped quantum states, such as spin liquid [2701, quantum Hall [2531, and

topological insulators [1331. The transition of topological phases has been of particu-

lar interest in condensed matter research [27, 1671. However, it is usually challenging

to change the topological phases from one to another because topological states are

robust against local perturbations. Recently, quantum simulation of topological phase

transition using atomic systems has attracted attention because it is easy to evoke a

topological transition using such systems via geometric manipulation [103J. For ex-

ample, quantum simulation of Haldane model has been realized with ultracold atoms

11301 and superconducting qubits [2241. The NV center is also potentially a good

candidate for these applications (J. Lee et al. in preparation).

6.3.3 Holonomic quantum computation

The concept of holonomic quantum computation is to use the holonomy associated

with an underlying fiber bundle structure of a quantum system [74, 2811. As opposed

to dynamic phase gates, which are vulnerable to various imperfections and decoher-

ences, geometric phase gates are considered to be robust against errors [127., 129].

Among many ideas, recently experimentally demonstrated is non-adiabatic, non-

Abelian holonomic gates using three level solid-state qubit systems [1, 233, 283].

The next step toward scalable holonomic quantum computation would be to build

an array of holonornic gates which are individually addressable. The frequency and

phase encoding might provide one practical approach to this goal.
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Appendix A

Spin 1/2 System and Bloch Sphere

Representation

A.1 Brief History of Spin

The story of spin dates back in the 1920s [2571. Shortly after Bohr published the

theory of hydrogen atom spectrum [34], physicists realized that three quantum num-

bers in his theory were not enough to explain the multiplet structures of alkali and

alkaline-earth atoms. Sommerfeld, Lande, and Pauli were aware that the fourth quan-

tum number was necessary. In 1923, they constructed a model based on an interaction

between the electron and core, from which the multiplet structure arose qualitatively.

However, their theory failed to give the correct interval between the doublet lines in

alkali atoms. Discovered during these efforts was the Lande g-factor, which is one of

the most precisely measured physical quantities to date [1111. Pauli, who had been

looking for a theory that didn't need to rely on a model, then speculated that the ori-

gin of multiplet was not the core but the electron itself. In 1925, Kronig, Goudsmit,

and Uhlenbeck proposed a spinning electron model to explain the fourth quantum
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number with a classical picture 12611. Their idea immediately caused a controversy

as the speed of rotation at the electron surface should exceed the speed of light.

Moreover, the value of energy splitting calculated with this model was off by a factor

of two, which was later resolved by Thomas by introducing a correct rotational frame

(Thomas precession [2521).

Interestingly, the long debate about the fourth quantum number ended up in

perhaps the strangest scenario. In 1927, Pauli concluded that the origin of spin

was neither the core nor the spinning electron, but was simply indescribable by a

classical picture 11981. Only a year later, Dirac derived the famous Dirac equation [651,
which elegantly answered at least two questions: why the electron spin was half and

how Thomas' theory could be quantized. The spinor formalism developed by Pauli

and Dirac during this period may exemplify the peculiarity of quantum physics. In

classical physics, vectors are defined as the set of physical quantities which transform

in the same way as coordinates under rotation. Tensors are just an extension of this

formalism [151. This transformation leaves the equation of motion invariant. However,

in quantum mechanics, vectors and tensors seem to be too inconvenient to express all

the features of spinors. For the Schr6dinger equation to be invariant, the spinor should

transform with a unitary matrix. Surprisingly, the spinor does not come back to its

original state after 27r rotations in this formalism. Around the time when Dirac and

Pauli discovered electron spin, three molecular physicists, Hund, Hori, and Dennison,

also discovered proton spin by studying the specific heat of the hydrogen molecule

[621. This strange new degree of freedom turned out to be a universal property of

quanturn particles.

Even today, the origin of spin remains a mystery. Nevertheless, the concept of spin

degree of freedom has become the important foundation of various fields in imodern

physics and technology. In particle and nuclear physics., the mathematical descrip-

tion of spin is extended to a new quantum number, isospin , which classifies mesons
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and baryons under strong interaction [276]. In optical and atomic physics, the nar-

row hyperfine transitions originating from spin-orbit coupling provide the precious

resource for high precision measurements of space-time [80, 247], fundamental sym-

metries [10, 122, 206], and physical constants [37]. In condensed matter and statistical

physics, the spin-spin interaction beautifully explains the origin of ferromagnetismi,

which is nowadays the main workhorse for a hard disk drive in computers [18, 32, 84].

In chemistry and medicine, nuclear magnetic resonance [2131 provides the key princi-

ple for the medical imaging of the human body and the spectroscopic determination

of chemical structure and dynamics in various materials [93, 144]. Spin-based pro-

cesses also appear in various other diagnostic tools including magneto-optic Kerr

effect [134], neutron scattering [232], and magnetic circular dichroism [39]. Recently,

physicists have been investigating new directions of quantum applications (for exam-

ple, quantum sensing [17, 35, 41, 225, 274], metrology [96, 136, 273], and computation

[85, 132, 137, 162]). Indispensable for these applications is advanced spin manipu-

lation in many aspects as discussed in the next section. Thus, it is an important

subject to develop new schemes that push limits on precision in controlling spins.

A.2 Manipulation of Spins via Magnetic Resonance

A two-level spin-1/2 system, the simplest example, lives in the two dimensional

Hilbert space. Two degrees of freedom are sufficient for constructing an arbitrary

quantum state from the basis states { 0), 1)},

|b) = cos -0) + e" sin |j1)
2 2(A)

'Einstein and de Haas had already revealed experimentally that the origin of magnetism was the
electron spin in 1915.
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Figure A-1: Bloch sphere.
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where 0 < a < 7r and 0 < 3 < 27r. In the Bloch sphere representation (A-1) 1861,

a and 3 define the polar and azimuthal angle on the surface of a unit sphere, and

then the quantum state corresponds to a unit vector (Bloch vector) pointing from the

origin to the surface

s (sX, sy, s,) = (sin a cos , sin a sin 3, cos a). (A.2)

In this vector form, the two-level system belongs to the three-dimensional orthogonal

group 0(3). Evolution of the quantum state is described by SU(2) rotations spanned

by the Pauli matrices a (OX, cy, U2),

0 1 0 -i1 0
OrX = , 17Y - , 9-Z= (A.:3)

(1 0 )(i 0 )0 -1

A general rotation 2 about the axis h by angle # is

Un() exp -Z~ ---. (A.4)

Two key ingredients for precise control of the spin 1/2 system are the static and

oscillating fields. Let Q be the Rabi frequency of the oscillating field perpendicular to

the quantization axis, p the oscillation phase, and A the frequency detuning. Using

a rotating wave approximation, the interaction Hamiltonian in the rotating frame is

2 The state can also be represented in a matrix form as

Cos a e - sin a
MA/ = s - cr- (ei sin a - Cos a '

In this case, the state rotation is given by

M' = UMUi.
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written as

H(t) -R(t) (A.5)
2

where

R(t) = (Q cos p, Q sin p, A) (A.6)

is a Larmor vector constructed from the fields. Then the Schr~dinger equation

i~t, 1,@(t)) = H (t) 1,Iy(t)) (A.7)

governs the time evolution of the states under the Hamiltonian. Equivalently, a

unitary operator obtained by integrating both sides of Eq.(A.7)

Upj (ti,1 tf)= exp -I R (t) - dt (A.8)

describes the state evolution [1(tf)) = U(ti, t)I(ti)). Here the time-ordering op-

erator i' is introduced to symbolically account for the non-coinmutativity of Pauli

matrices. As an alternative perspective, the evolution of state can be made more

explicit by deriving the differential equation for s from Eq. (A.7) and (A.2)

d
-s(t) = R(t) x s(t). (A.9)
dt

Thus, the Bloch vector precesses around the rotation axis R - R/RI at a speed of

|R|.
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Additional Details for Wide-Field

Magnetic Imaging

B.1 Bacterial Viability Assay Calibration and Im-

plementation

Assessments of bacterial viability after magnetic and bright-field imaging were carried

out using a standard commercial kit (Molecular Probes, BacLight Kit, L7007). The

assay uses competitive binding of two fluorescent nucleic acid stains (green-fluorescent

SYTO 9 and red-fluorescent propidium iodide) at concentrations such that cells with

intact membranes (alive) show predominantly green fluorescence, while those with

damaged membranes (dead) show less green and more red fluorescence. In order to

assess the expected relative fluorescence rates for the two stains in AMB-1 cells in

our setup (including all emission filters for each of the two stains, and their relative

excitation efficiencies at 470 nm), we initially performed a series of calibration mea-

surements on samples in which either the majority of cells were known to be alive or

all were dead. In each case, cells were applied to the diamond surface after it was
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Figure B-1: Typical fluorescence data used to determine the viability of stained AMB-
1 bacteria, for a bacteria taken directly from the culture, b bacteria that have been
intentionally killed, and c the same bacteria as in Fig. 3-2a-b after performing mag-
netic field measurements. In each case, before measuring the fluorescence, the bacteria
were incubated for 15 minutes in a mixture of stains from the BacLight bacterial via-
bility kit (5 pM of green-fluorescent SYTO 9 and 30 p[M of red-fluorescent propidium
iodide). Red and green fluorescence images were recorded separately, and are shown
above as overlapped images in the red and green channels respectively. A quantitative
analysis of fluorescence data from many fields of view like those in a and b suggests
that dead bacteria typically exhibit a red-to-green fluorescence ratio > 1, whereas
a ratio < 0.5 indicates that a bacterium is very likely to be alive (see Fig. B-2).
The viability of cells with intermediate fluorescence ratios is somewhat ambiguous,
and these were consequently not assigned to either category. Most bacteria a taken
directly from culture and c post-magnetometry appear to be alive or intermediate,
although a small fraction of the bacteria in either case exhibit strong red fluorescence
consistent with the dead bacteria in b. Note that in addition to the bacteria present
in Fig. 3-2a-b, c also shows several bacteria that settled onto the diamond surface
during the 15 minute incubation period. Scalebars are 5 aim.
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Figure B-2: Calibration data for BacLight staining of living and dead samples of

Magrietospirillum magneticum AMB-1. The viable and non-viable populations divide
into clusters identifiable by the ratio of integrated fluorescence in the red channel

(vertical axis, R) to that in the green channel (horizontal axis, G). On the basis of
these data, we assign cells with fluorescence ratio R/G < 0.5 to be alive, and those
with R/G > 1.0 to be dead. The region of the plot with 0.5 < R/G < 1.0 contains

tails from both living and dead distributions in the calibration, and hence cells with
fluorescence ratios in this range were left unassigned in the assays conducted after
magnetic imaging experiments.
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cleaned and prepared with a drop (~ 5 pL) of 0.01% poly-L-lysine (Sigma-Aldritch,

P4707, mol. wt. 70-150 kDa), which was then allowed to dry. Samples containing

live cells were taken from cultures of AMB-1 grown as described in Section 3.7. A

50 [tL volume of bacterial solution was pipetted into the bath chamber containing

the diamond and topped up with approximately 150 pL of phosphate buffered saline

(PBS). The cells were left for 15 minutes to settle onto the diamond surface, and

the assay was performed. Dead cell samples were prepared in one of two ways: In

the first method (i) a drop (- 5 pL) of bacterial solution was placed directly on the

PLL-coated diamond surface and allowed to dry completely. Approximately 15 min-

utes after drying, the bath chamber was filled with 200 ML of PBS and the assay was

performed. Alternatively (ii), a 50 taL volume of cells was added to the bath with 150

,4L of PBS and allowed to settle for 15 minutes as for the live calibration samples.

Once the cells had adhered to the PLL layer on the diamond surface, 50 pL of the

bath was removed and replaced with an equal volume of isopropyl alcohol. The cells

were incubated in the isopropyl solution for 30 minutes, after which the solution was

gently removed and replaced with 200 ptL of PBS, and the assay was performed.

Carrying out the assay consisted of adding the stains in appropriate concentrations

(5 ptM SYTO 9 and 30 pM propidium iodide), and incubating for 15 minutes in the

dark. Fluorescence imaging was then performed using 470 nm excitation light from an

LED (Thorlabs, M470L2), with appropriate emission filters to completely separate the

green (Thorlabs FELH0500 and Thorlabs FES0550) and red (Chroma HQ640/120)

channels. The image was carefully re-focused in each channel to account for chromatic

aberration in the objective (Olympus UIS2 LumFLM 60xW / 1.1 NA), and exposure

times were kept equal. Typical green and red fluorescence images are shown in Fig. B-

1. (The image shown in Fig. B-1c corresponds to the sample and field of view depicted

in Fig. 3-2a-b.) Fluorescence images were analyzed using home-made software written

in MATLAB, in the following steps: (i) Gaussian filtering to remove high frequency
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pixel noise; (ii) rolling-ball background subtraction; (iii) co-registration of the two

images by maximizing their crosscorrelation; (iv) determination of bacteria positions

by finding all local maxima above some threshold (usually > 10 standard deviations

above background); (v) assignment of correspondence between identified bacteria in

the two images according to minimum distance, with some checking to eliminate

ambiguous pairings and duplicates; and (vi) integration of the fluorescence signal

around each peak in a 3-pixel radius, which is approximately proportional to the

average fluorescence intensity over the whole bacterium.

This procedure was carried out for several fields of view such that about ~ 500

individual bacteria were analyzed for each calibration sample (Fig. B-2). As expected,

almost all cells in the two dead samples showed a relatively high ratio of red to green

fluorescence. In the living sample, the majority of cells showed a comparatively low

ratio of red to green fluorescence, although a distinct sub-population of these cells had

a high fluorescence ratio comparable to that of the dead cells, likely indicating a non-

viable cell fraction in the original bacterial solution. According to these calibration

data, we defined a red to green fluorescence threshold R/G < 0.5 to correspond to

viable cells in our setup. From our measurements we estimate that the probability

for a cell with measured R/G < 0.5 to be alive is approximately 99.4%. Cells with

R/G > 1 are clearly non-viable, while cells with 0.5 < R/G < 1.0 are ambiguous and

are not assigned to either population. (We note that cells in this intermediate range

appear green to the eye in Fig. B-1. However, because the estimated probability

from this calibration for a MTB with R/G < 1 to be alive is only ~ 90%, we have

conservatively chosen to leave cells with 0.5 < R/G < 1.0 unassigned in order to

avoid any significant probability of mischaracterization.) These thresholds were highly

repeatable in calibration measurements performed on our setup over the course of

several months, even when carried out with different AMB-1 cultures and different

batches of the BacLight nucleic acid stains.
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Appendix C

Additional Details for Fourier

Magnetic Imaging

C.1 Fourier Magnetic Microscope

The Fourier magnetic microscope consists of a home-built scanning confocal micro-

scope and a diamond coverslip on which gradient microcoils were photo-

lithographically defined. Optical excitation for the confocal microscope is provided

by a 400 mW diode-pumped solid state laser (Changchun New Industries) operating

at 532 nm. An 80 MHz acousto-optic modulator (Isomet Corporation) controls laser

pulses for spin initialization and read-out. A single-mode fiber is used to clean up the

mode profile of the laser and the output of the fiber is sent to a 100x oil-immersion ob-

jective with a numerical aperture of 1.3 (Nikon CFI Plan Fluor). The NV-containing

diamond sample is mounted on a three-axis motorized stage (Micos GmbH) that al-

lows scanning of the sample in the focal plane of the objective. Fluorescence from

NV centers is separated from the 532 nm excitation light with a dichroic beam-

splitter (Semrock LM01-552-25). After filtering through a long-pass filter (Semrock
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Figure C-1: Schematic of Fourier magnetic imaging microscope. The gradient micro-

coil is placed close to a shallow NV layer (~ 20 nm from the diamond surface) and

UV-curing optical adhesive is applied between the microcoil and the NV-diamond

chip to form physical and thermal contact. A sample to be magnetically imaged

could be inserted between the NV-diamond surface and microcoil. A poly-crystalline

diamond chip is used as the microcoil fabrication substrate for optimum heat dissi-

pation. Furthermore, the diamond substrate is thermally attached to a copper heat

sink under the condition of extra air flow.
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LP02-633RS-25), the fluorescence is focused into a single-mode fiber with a mode-

field-diameter - 5 pm (which acts as the pinhole of the confocal microscope) and

sent to a single-photon counting module (Perkin Elmer SPCM-ARQH-12). Pulses

from the detector are read using the counter input of a DAQ card connected to a

computer. Microwave excitation is provided by a signal generator (Agilent E4428C)

whose output is amplified (Mini-circuits ZHL-16W-43-S+) and sent though a mi-

crowave loop defined on the diamond coverslip. Fabrication of the photo-lithographic

patterns on the diamond coverslip is described in Section 4.7. Gradient pulses are

defined using the arbitrary waveform function of a programmable signal generator

(Stanford Research Systems SRS345) and amplified by an audio-frequency amplifier

(Texas Instruments LM4780). The bandwidth of the gradient pulses is limited by the

slew rate of the amplifier to approximately 1 MHz.

C.2 Thermal Effects of Gradient Microcoil Opera-

tion

Figure C-1 shows how the gradient microcoil is integrated into the Fourier magnetic

imaging microscope. UV-curing optical adhesives are used to glue the NV-diamond

detector to the gradient microcoil. As specified in Section 4.7, the microcoil is fabri-

cated on the front surface of a poly-crystalline diamond substrate for optimum heat

dissipation. The back surface of this diamond substrate is attached to a copper heat

sink cooled by an air fan to further remove heat. The resistance of each gradient mi-

crocoil is 1.4 Q, such that 1.4 W of heat is generated at a typical peak current of 1 A.

To assess thermal performance under standard operating conditions, the system was

modeled using COMSOL Multiphysics software. With a heat sink and fan cooling

we estimate a steady-state temperature rise of the diamond sample of < 10 K at 1 A
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Figure C-2: Measurements of the NV-diamond sensor's temperature change due to

steady current through the gradient microcoil. a, NV ESR spectral line shifts for 1
A current. The NV axial zero-field splitting parameter D varies with temperature
T. By measuring the shift in D (midway between the 10) to I t 1) ESR frequencies),
magnetic-field-induced (Zeeman) ESR line shifts can be removed and the diamond
temperature change can be estimated. b, Measurement of microcoil resistance change
with increasing current. Here, the temperature coefficient of resistance for gold ~

0.0034 K- 1 is used. When 1 A current is applied, the estimated temperature increase
13 K, consistent with the result from ESR measurements.
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C.2 Thermal Effects of Gradient Microcoil Operation

peak current. An analytical model based on techniques described in ref. 1104] gave

similar temperature estimates.

The rise in temperature was experimentally determined using two techniques. In

the first technique, electron spin resonance (ESR) measurements were performed on

NV centers within a nanopillar, both with and without a steady current of 1 A in the

gradient microcoil (the maximum current used in Fourier imaging experiments). The

magnetic field produced by the gradient microcoil induced a Zeeman shift of the ESR

resonance line (in addition to that caused by the static magnetic field). A temperature

change of the NV-diamond sample due to current in the gradient microcoil also caused

a decrease in the zero-field splitting of 74.2 kHz per degree rise in temperature 151.
From the observed 1 MHz shift in the zero-field splitting when a steady current of 1

A was sent though the microcoils, the temperature shift was estimated to be ~~ 13 K

(Fig. C-2a). In the second experimental technique, the change in resistance of the

gold microcoil was measured as a function of current. From the known value of the

temperature coefficient of resistance of gold, the temperature rise at 1 A current was

again estimated to be ~ 13 K (Fig. C-2b). Note that the steady-state temperature

rise of the integrated experimental assembly (NV-diamond sensor chip, microcoil,

etc.) during Fourier magnetic imaging is estimated to be ~ 5 K due to the finite duty

cycle of the gradient pulse sequence, as shown in Fig. 4-2, and the variable gradient

strengths employed (mostly less than from the maximum 1 A current).

The above measurements were performed to characterize steady-state temperature

rise during maximum activation of the gradient microcoils. To assess dynamic thermal

effects during application of pulsed magnetic field gradients, the analytical formula

listed in ref. 1104] was applied to estimate the microcoil's thermal time constant:

Cwh
Tfast (C.1)

K - j ~p
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where Cw is the heat capacity (per volume) of the microcoil, K, is the thermal conduc-

tance, p is the microcoil's (cold) resistivity with a linearly approximated temperature

coefficient o, h is the microcoil thickness, and j is the applied current density. For

typical experimental conditions, this yields Tft 0.25 ps, which is an order of mag-

nitude shorter than the gradient switching period (~ 1 ps). The microcoil's thermal

behavior is thus determined to be close to quasi-static during the gradient switching

process, with insignificant effect from thermal shock. In addition, during a complete

Fourier imaging experiment there is slow heating (related to heat dissipation within

the substrate and heat sink) that was measured to be on the order of seconds, which

is much slower than the gradient "on time" for phase-encoding (- 100 pts NV interro-

gation time). Thus the gradient strength is stable during each k-space measurement

and the overall system temperature increase during data acquisition (5 K, as noted

above) is stable to ~1 K after the initial few-second transient. In all, the ther-

mal performance of the system was found to be well understood, with insignificant

corruption of the Fourier imaging results.

C.3 Gradient Calibration

As described in Chapter 3, NV signals for a point in k-space have the form s(k)

cos (27rk -ro), where k = (27)'-}T(dB(/dx, dBc/dy). Thus, the magnitude of k is

proportional to the magnetic field gradient, which is in turn proportional to the

current I, and this current is proportional to the voltage V applied by the SRS345

programmable signal generator. The overall proportionality constant, which maps V

to k, was estimated using the procedure described below.

A low-resolution one-dimensional phase encoding sequence was run sequentially

on a set of 7 nanopillars along the x (and separately y) direction. The NV signal

was measured as a. function of SRS345 voltage 17. The signal for each nanopillar
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Figure C-3: ID low resolution phase encoding measurements for the y micocoil gra-
dient calibration. The slope of the blue line is -23 Volt-'pm-'. The SRS345 voltage
is divided by this value to obtain k-space data in ym-1 units.

was then Fourier transformed to obtain a peak in "inverse voltage" space. The peak

positions (in units of Volt-') were then plotted as a function of nanopillar positions.

The inter-pillar spacing of 1 Mm, known from the defined lithographic pattern (see

Section 4.7. 1), allowed conversion between Volt -' units and distance units in microns.

This calibration procedure made accurate determination of local gradients possible

and also properly accounted for any misalignment between the diamond coverslip

patterned with microcoils and the NV-containing diamond sample. Calibration data

for the y micocoils is shown in Fig. C-3. Similar results were obtained for the x coils.

In the previous section, systematic effects due to heating are discussed. Another

potential source of systematic error in the gradient calibration is the variation of NV

center positions in the nanopillars. If the NV centers are assumed to be randomly

distributed in a nanopillar, then the root-mean-square deviation of NV position of a

given crystallographic orientation, projected onto the x axis from the center of the

nanopillar, is 140 nm, for the measured NV density in the sample. Since 7 nanopillars
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are used for this gradient calibration, the total spacing between the leftmost and

rightmost pillars is 6,000 nm. The estimated error of the magnetic field gradient field

is thus 140 nm/6000 nm/x/7 = 0.9 %. The factor of /7_ is included because there are

7 data points (i.e., nanopillars) with uncorrelated variations in NV positions. The

additional uncertainty introduced to the Fourier imaging resolution by this method of

gradient calibration is 0.04 nm for 1D imaging and 0.3 nm for 2D imaging. To further

reduce this uncertainty in future work, the gradient calibration could be extended to

include additional rows of nanopillars.

C.4 Magnetic Field Estimates and Measured Values

for Wide FOV Imaging

For the three example nanopillar magnetic images shown in Fig. 4-6, the AC mag-

netic field differences between NV center pairs, as determined from Fourier magnetic

imaging, are ABT-1 = r6.5 t 1.1] x 102 nT, AP7 = = [i.9 + 0.6] x 102 nT, and

ABj=3 = [0.8 0.4] x 102 nT. A measure of the long-range magnetic field gradient is

provided by the low-resolution real-space image:

VB(ri) =B(xj+1) - B(xi) IB(yj+,) - B(yj) , (C.2)

where B(rj) is the spatially-averaged magnetic field magnitude at the J th nanopillar

located at position rj = [XJ, yj], and Ax, Ay = 1 pm is the distance between adjacent

nanopillars. The expected magnetic field difference between NV centers within the J

th nanopillar is then given by:

A BexP(rj) = \7B(rj) - (r, - rm), (C.3)
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where r, rm are the NV positions determined via Fourier imaging. For J = 1, for

example, the local gradient is (B(xj+1 ) - B(xi))/Ax = (32.2 - 29.7) pT/1 pm = 2.5

pT/pm, (B(yj+1) - B(yj))/Ay = (35.7 - 29.7) pT/1 pm = 6.0 pT/pm, and the

NV separation is x, - xm = 90 nm, yi - ym = 60 nm. The expected magnetic

field differences between NVs in the three example nanopillars are thus: AB"Y=

[5.9 1.4] x 102 nT, A Bex 2 = [2.0 1.1] x 102 nT, and A Bexp = [1.5 t 0.6] x 102

nT, which are in close agreement with the Fourier-measured values.

C.5 Noise Statistics and Thresholding

The noise in k-space signals was observed to be Gaussian in nature. Upon Fourier

transformation, the noise in the real and imaginary parts of the real-space signal

was also observed to be Gaussian, as shown in Fig. C-4. This is to be expected, as

Fourier transformation is a linear operation and will not alter noise statistics. The

noise in the absolute value of the real-space signal, however, was observed to follow

a Rayleigh distribution (Fig. C-4c). This is well known in the theory of MRI (ref.

[106]). The standard deviation of the Rayleigh distribution was computed and the

real-space data was thresholded at 5 times this standard deviation to obtain the 2D

images of NV centers shown in the main text. In the 2D imaging experiment in Fig.

4-4c , the total free precession time was T = 30 ps. For each point in k-space, the

sequence was repeated 30,000 times to improve the signal-to-noise ratio. The image

was acquired for k_ and ky values between -0.018 nm- 1 and +0.018 nm 1 in 64 x 64

steps. The 2D imaging experiment was then repeated 21 times to further improve

the signal-to-noise ratio, such that the total data acquisition time per k value was

25.2 seconds. Plotted in Fig. 4-4d is the amplitude of the Fourier-transformed signal

(abs[S(r)]).



158 Appendix C Additional Details for Fourier Magnetic Imaging

- 60-
.

0 40-

E 20-

z
0 -- 

- -1-
-10 -5 0 5 10

Re [S(r4)]
b -- I

v 60-

40

20 -

z 0-
-10 -5 0 5 10

Im[S(i)]
C 120

100-

. 80-
0.
' 60-

40-

2 20
z J -

0  2 4 6 8 10 12
Abs[S(f)]

Figure C-4: Analysis of noise statistics. Fourier transform of k-space data from Fig.

4-4c. a, Histogram of the real part of the Fourier transformed real-space signal.

b, Histogram of the imaginary part of the Fourier transformed real-space signal.

The data of (a) and (b) exhibit Gaussian noise; and are fit to extract the standard

deviation, -of the noise. c, Histogram of the absolute value of the Fourier transformed

real-space signal. The noise follows a Rayleigh distribution.
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scaling.

C.6 Multiplex Advantage

This section discusses the circumstances under which Fourier (k-space) imaging is

faster than imaging based on point-by-point (real space) scanning. To make the

discussion broad-based and not specific to NV centers, the following simplifying as-

sumptions are made: (i) there are NE ideal photon emitters that emit R photons

per second, which are to be imaged using both point-by-point scanning and Fourier

techniques; and (ii) each emitter is a two-level spin system with optical contrast = 1,

i.e., all R photons are emitted by the spin-down state and zero photons by the spin-up

state.

For the case of point-by-point scanning, if the imaging device scans over Npix

number of pixels spending time dt per pixel, then the total imaging time is Npixdt

and the SNR is Rdt. The data acquisition time, defined as TSNR=1= T/SNR2 , where

T is the total data acquisition time per k-value, is therefore given by TSNR~l =11R.

In Fourier imaging, data is first acquired in k-space. Assuming the number of k-

space points is Npix and photons are counted for time dt per pixel, the total imaging
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time is Npidt and the SNR in k-space is vNERdt. To compute SNR in real space

(i.e., after Fourier transformation), Parseval's theorem yields

(Signal), - N" x (Signal)k (C.4a)

(Noise), = VNpix x (Noise)k (C.4b)

which implies

(SNR), N-b, x (SNR)k. (C.5)

Here the subscripts r and k represent real space and k-space respectively. The SNR

for Fourier imaging is therefore equal to \/NpixRdt, which is higher than the SNR for

point-by-point scanning by a factor N/N~p . Consequently, the total data acquisition

time for Fourier imaging is
1

which is less than that of point-by-point scanning by a factor Npix. This improvement

in SNR (or equivalently, multiplex speed-up in data acquisition time) is well known

in FTIR spectroscopy, where it is referred to as the Fellgett advantage [82j.

In Fig. C-5 data from Fig. 4-3 is used to show how SNR in real space scales with

the number of pixels under our experimental conditions. The SNR is observed to

increase with the number of pixels albeit with a slightly smaller exponent of 0.36(8)

instead of 0.5. The distribution of the noise in the presence of phase encoding signal

is Rician, which is a convolution between Gaussian and Rayleigh. For a signal-to-

noise ratio (SNR) < 2, this noise is well approximated by a Rayleigh distribution.

Thus, the measured SNR in this regime appears larger than that expected from a

pure Gaussian. If this biasing effect, which could apply to the first two data points

(where Npi, ~ 128, 256), is taken into account, the exponent may approach 0.5. It is

also noted that the full multiplex enhancement in SNR may not always be realized
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under realistic experimental conditions. For example, if the optical contrast is not

perfect or if the point-spread-function of the signal peaks is wider than the imaging

resolution, then the multiplex advantage will be diminished, though it may still be

substantial. These issues will be addressed more in detail in future work.

C.7 Magnetic Field and Gradient Sensitivity

The magnetic field sensitivity and the field gradient sensitivity are calculated from

the data presented in Fig. 4-5. In this measurement, information about NV center

location and its local magnetic field is phase-encoded in 128 pixels, with a pulse

sequence length of 20 ps for each data point in k-space. This Fourier magnetic

imaging protocol is then repeated 3 x 105 times to improve the SNR. The total data

acquisition time is therefore Tot = 768 sec. The magnetic field sensitivity is given by

dS/dB

where -B is the noise, and dS/dB is the slope of the magnetometry curve. From the

low-resolution magnetic field measurement in Fig. 4-6, the current-to-field conversion

is found to be dB/dI = 0.0058 T A-. From Fig. 4-5c, one can determine cB = 0-11,

dS/dI = 27r x 2.3 x 103 A-. The magnetic field field sensitivity is therefore q =

1.2 x 103 nT Hz-1 2 .

The gradient sensitivity between the two NV centers in Fig. 4-5 is calculated

from the uncertainty of the field gradient, which is given by G = AB/Ax, where

AB = B(xi) - B(X 2 )= 650 nT is the measured field difference between the two NV

centers and Ax = X1 - X2 = 121 nm is the distance between them. Through error
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Figure C-6: Location of nanopillars relative to the external-field wire. Data for Figs.
4-4 and Fig. 4-5 were taken from nanopillar B. Data for Fig. 4-6 was taken from
nanopillars B, C, and D. The compressed sensing data of Fig. 4-7 was taken from
nanopillar A. Scale bars are 2 pm and 100 nm for top and bottom figures, respectively.
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propagation the minimum detectable gradient is found to be

6G = G K+ 6B (C.8)
_AB Ax

where 6AB = v:6B = V: x (1200 nT Hz- 1/2/ 768 s) = 61 nT is the uncertainty

in the magnetic field difference, and JAx = v/26 ~ v/_ x (30 nm/SNR/ T-0o) is the

uncertainty in the NV separation. Note that the dominant contribution comes from

the first term, but that all errors are relatively small, justifying the error propagation

analysis. The magnetic field gradient sensitivity is thus given by r/G = Gv T ~ (650

nT/121 nm)(61 nT/650 nT) x v/768 s = 14 nT nm- 1 Hz-1/ 2 .

C.8 Wide Applicability of Fourier Magnetic Imaging

Technique

NV Fourier magnetic imaging, which employs phase-encoding of the detector NV

spins rather than of the sample spins as in previous Fourier techniques, should be

applicable to a broad range of systems that can be placed on or near the diamond

surface. With the microcoil design and experimental conditions implemented in the

present work, the maximum magnetic field difference generated by the gradients is

5 G across the largest field of view; and the gradient switching time is slower than

1 ps. Within these operating conditions, a wide range of nano-magnetic systems of

interest will be unperturbed by such pulsed magnetic field gradients [119, 142, 135,

155, 185, 195, 264, 2751. See Table C.1 and Fig. C-7.
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Table C.1: A survey of the minimum external magnetic field (H) required to perturb
several condensed matter nano-magnetic phenomena of current research interest, as
well as the characteristic timescales of these phenomena. In air, an H-field of 1 Oe
corresponds to a B-field of 1 G. All of these systems would be unperturbed by the
magnetic field gradients implemented with our NV-diamond Fourier magnetic imaging
technique.

Physical phenomena Minimum magnetic Systemfield to perturb Time scale ref.
of interests system, H (Ge) (materials)

15 4 ns Ni8 oFe20  [2641

Magnetic vortex core
reversal 800 100 ps Ni8 1 Fei9  11191

~1000 static Ni8OFe2O 11951

Ferromagnetic resonance ~ 1000 static NisoFe20  [1551

static YIG [275

Domain wall motion ~50 static Co/Ni [1421

-500 - 5 ns NisoFe 0  [1351

-100 static Cu9 OSeO3  [185]
Skyrmnion

-1000 static FeGe [1851
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Figure C-7: Scatter plot of the magnetic field strengths and switching rates required
to perturb several example condensed matter systems. Colored dots represent systems
listed in the Table. Letters correspond to the referenced literature (A [2641, B [119],
C [195], D [155], E [275], F [142], G f1351, H [1851). The green region indicates the
working region of the pulsed magnetic field gradients implemented in our NV Fourier
magnetic imaging demonstrations, which have a maximum magnetic field of 5 G
and fastest switching rate of 1 MHz.
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Appendix D

Additional Details for Geometric

Phase Magnetometry

D.1 Geometric Phase Magnetometry Signal

The geometric phase magnetometry pulse is characterized by a time-varying Hamil-

tonian with three control parameters, Rabi frequency Q, driving field phase p, and

external field B:

H(t) = -R(t) - u, (D.1)
2

where R(t) = [Q cos p(t), Q sin p(t), yB] is the Larmor vector and o = [o, oU, o-] the

Pauli matrices. At time t = ti, the system is prepared in a superposition of two

levels: [|0(ti)) = (|+) +I-)). If the evolution of the Larmor vector is adiabatic,

the instantaneous eigenstates depend on the Larmor vector

0 0
|+R) = + cos 1+) + e'P sin -- ) (D.2a)

2 2
0 0

1-) = -sing|+) + e+2Pcos -), (D.2b)2 2
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Figure D-1: Observation of geometric phase using a single electronic spin qubit in
diamond. a, Measurement of the cosine of geometric phase as a function of Rabi
frequency Q, microwave frequency detuning A, and winding number N with a fixed
interaction time of T = 10 ps. The amplitude of each hyperfine oscillations is ex-
tracted by fitting the ID cross section data along A at N = 2, Q/27r = 12 MHz to the
analytical expression of geometric phase signal with three hyperfine transitions. The
measured signal is normalized to the mean of these three amplitudes. b, Analytical
model of the cosine of geometric phase including three hyperfine transitions with the
relative amplitudes determined in a. The measurement and analytical model agree
well.
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D.1 Geometric Phase Magnetometry Signal

where 0 is the polar angle between the z-axis and the Larmor vector R(t)1 . During

the precession, the spin state vector rotates around the Larmor vector. Then, the

spin acquires a dynamic phase #d, given by

bd (ti, t) J |R(t')jdt' = R(tf - ti). (D.3)

It is clear from this expression that the dynamic phase depends on the precession

time. If this precession is cyclic, namely, R(tf) = R(ti), the state will also acquire a

geometric phase #g. To obtain the expression of geometric phase, we first calculate

Berry connection:
1 T- cos 0

A i A R -2r sin0 (DA)

where A = (0, p) is the polar and azimuthal angels for the control parameters, and

VA = r-1 oO + (rsinO)-1Dbp is the gradient Only the p component of the Berry

connection is nonzero. Then, the geometric phase between two states is given by 2

# (ti, tf) = A+ - dA = -wN(1 :- cos 0) = - N mod 27. (D.5)

The integration is performed along the closed path C with p C [0,2wN], and =

2w(1 - cos 0) represents the solid angle subtended by the path C.

In the geometric phase magnetometry sequence, we insert two Berry pulses be-

tween the spin echo pulses. Let us take the entire sequence length to be T. The

microwave w rotation pulse about the x axis, e-iaxr 2 = -iou, flips the 1 ) states,

'The instantaneous eigenstates are obtained by applying the SU(2) rotation operators to the
original eigenstates

R - e i(Y0/2

Under 27r rotations of p, however, these states will acquire a minus sign, which is strange because
this azimuthal angle corresponds to the microwave phase. A gauge transformation e'/ 2 gives Eq.
(A.2), which is single valued for p rotation.

2 1f the gauge transformation is not applied properly, the resulting geometric phase is off by r.
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giving minus sign in front of the phase acquired during the second half of the inter-

action time

(T))= (e- tt (0,T)I) + e+M tot(OT)-) ) (D.6)

where #tot(0, T) =_ d (0, T/2) - #d (T/2, T) + #y (0, T/2) - #b (T/2, T) is the to-

tal phase acquired during the sequence. The dynamic phase part cancels because

#d(0, T/2) = #d(T/2, T) = RT/2. On the other side, the geometric phase part can be

doubled by alternating the direction of precession between each pulse: Og(0, T/2) =

-q(T/2, T) = NO. The final state is

I -(T)) i -i W + eiN8I -)) (D.7)

Finally, the final 7r/2-pulse maps the phase into a population difference:

P = cos(2NO). (D.8)

In Fig. D-1, the geometric phase signal is measured in 3D parameter space.

D.2 27r phase ambiguity

The dynamic phase magnetometry signal and its derivative are expressed as

Pd(B) = cos(yBT)

(lPd( B) = ( T sin('BT ).
dB

(D.9a)

(D.9b)

For any measured signal P, there are infinite number of degenerate magnetic field

values, which are related by B, = B + 27r('T)-, where m =0, 1, 2,..., is

an integer. This degeneracy cannot be resolved by measuring the slope or adding a
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Figure D-2: Graphical representation of 27r phase unwrapping. Magnetometry signal
P and slope dP/dB are plotted against magnetic field B. The gray curves are pro-
jections. a, Dynamic phase approach. All data points lie on a single circle on the
(P, dP/dB) plane. There are infinite possibilities of magnetic field value (black dots)
that are projected onto the same single point on the (P, dP/dB) plane. Adding a mag-
netic field offset doesn't solve this degeneracy because moving to another magnetic
field value just results in another set of degeneracy. b, Geometric phase approach.
Since the magnetometry oscillation P(B) is chirped, there are only finite possibilities
of magnetic field value (black dots) that give the same signal. Moreover, one can
resolve the degeneracy by looking at the slope because the data points except for
P = 1 are spread over the (P, dP/dB) plane. Even if the signal is measured to be
P = 1, once can still resolve the degeneracy by moving to a different point.
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magnetic field offset. In Fig. D-2a, the dynamic phase signal is plotted in 3D as a

function of magnetic field B, signal Pd, and derivative dPd/dB. When the dynamic

phase magnetometry curve is projected onto the (Pd, dPd/dB) plane, all data points

lie on a ID circle, given by

Pd + (-yT)- 2 dP 1. (D.10)

Even if a magnetic field offset is added, one encounters another set of infinite degen-

eracies. For this reason, the degeneracy of dynamic phase magnetometry signal can

be resolved only if the interaction time T is changed (for example, quantum phase

estimation algorithm). On the (Pd, dPd/dB) plane, this approach is understood as

changing the radius of circle. In conclusion, the key idea behind 27w phase unwrapping

resides in spreading the degenerate curve across the two dimensional space.

The geometric phase signal and its derivative are

P 7B
P9 (B) = cos 47rN (I - (B) 2 + (D.11a)

dPg(B) - 4wN-yQ2  sin 47N 1 - B (D.11b)
dB (QyB) 2 + Q2 )2 [ (B) 2 + 2

For any given value of Pg -/ +1, there are only finite degeneracies of magnetic field

values. They are related by

'yBm 7BR m-y, = y + , (D. 12)
V(yBM) 2 + Q 2  (',yB) 2 + Q 2  2ND

where m is an integer, which satisfies Iml < 2N. This degeneracy can be resolved by

measuring the slope because the slope decreases monotonically across a fixed value

of Pg unless P = 1. This concept can also be presented clearly by plotting the

geometric phase signal in 3D (Fig. D-2b). In contrast to dynamic phase, the geometric
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phase magnetometry curve, projected onto the (P, dP/dB) plane, does not lie on a

ID circle. All data points except for (P = 1, dPg/dB 0) are spread across two

dimensional map and the degeneracy is resolved. It is also noted that even if P = 1

is measured, one can always add a microwave frequency detuning to look for P 9 +1.

In summary, the geometric phase magnetometry protocol is as follows:

" Step 1: Measure the signal P. and slope dPg/dB.

" Step 2: Identify the corresponding magnetic field value B. If the measured

signal and slope leaves an ambiguity, for example (P. = 1, dPq/dB = 0), add

a microwave frequency offset and repeat the measurement.

* Step 3: The highest slope for high-sensitivity magnetometry is accessible by

tuning a microwave frequency.

In the experiment, the NV spin has three hyperfine transitions. The dynamic

phase magnetometry signal becomes

Pd(B) = 3 cos [(-yB + mwHF)T= cos (7BT) [1 + 2cos (WHFT)], (D.13)

where WHF = 27r x 2.16 MHz. The hyperfine transitions only introduce an envelope

modulation to P1, which merely changes the radius of the circle in (P, dP/dB), so

that all data points still lie on the same circle. Thus, it is not possible to resolve the

degeneracy either by measuring the slope or moving to other magnetic field values.

The geometric phase magnetometry signal with three hyperfine transitions is

Pg (B) cos 47rN ( - .B+m;WHF (D.14)
3 V/(7B + mzwHF)2 + Q2

The hyperfine transitions introduce a complicated modulation. In particular, degen-

eracy points can appear at P / 1. However, since the data points are spread across
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the two-dimensional (P, dP/dB) space, the degeneracy can always be resolved by

moving to a different magnetic field value. Although it is difficult to derive an ana-

lytical expression for 27r phase unwrapping in general, exploring the following three

cases are sufficient to cover the parameter space:

- I BI> WHF: Pq(B) ~ cos 47rN I - -B + O(woF)-

* B~HF <Q Pg (B) cos [47rN (1 - 2f)] (1 + 2 cos [47rN (1 - "H)]).

* flBI ~ WHF Q: approximation is difficult. However, this parameter range is of

importance for neither high-dynamic-range nor high-sensitivity magnetometry.

D.3 Sensitivity and Maximum Detectable Field

To calculate the sensitivity and dynamic-range, the average change of fluorescence per

measurement is recast as AFL = a3, where a ~ 10 % is the fluorescence contrast,

and 3 ~ 0.015 is the average number of photons collected per measurement. The

sensitivity is given by

SNR IdP/dBmax i/m (D.15)

where SNR = AFL/ 3 a 3 represents the signal-to-noise ratio of a single mea-

surement, IdP/dBmax is the maximum slope of the magnetometry curve, and t, ~ T

is the measurement time. For dynamic phase magnetometry, the maximum slope is

dPj/dBjmax - 7'T, and then the sensitivity is

1 1
~ -l (D. 16)

-ya V3 T

The maximum field-range is defined as the half cycle of magnetometry oscillation:

TBmax ~7-- (D. 17)
-fT
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Dependence of geometric phase magnetometry signal on geometrical
parameters. a-d, Dots represent measured geometric phase magnetometry data with
various values of Rabi frequency Q and winding number N. The vertical axis is the
signal, defined by the change of signal fluorescence count (AFL) normalized by the
reference fluorescence count (FL). Error bars indicate la- photon shot-noise. Black
lines show fit to the analytical expression of geometric phase signal including three
hyperfine transitions. The red shaded regions indicate the dynamic range defined at
the last minimum. Fixed parameters used in these measurements are: (a) B = 179
pT, N = 3, T = 10 ps, (b) Q/21r = 4,6,8 MHz, N = 3, T = 10 pus, (c) B = 179 pT,
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Figure D-4: Scaling of sensitivity and dynamic range on three control parame-
ters. a, Measured sensitivity and field range of dynamic phase magnetometry as
a function of interaction time T. The theoretical model predicts n c T- 1/ 2 and
Bmax cXT-1 , and the measurement gives q oc T 0 49 (6) and Bmax oc T-0.96 (2). b, Mea-
sured sensitivities and field-ranges of geometric phase magnetometry as a function
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c C .2(5N-0.92(')TO.46(1) and Bmax oc QO 9(')NO .2(')TO02(l). (a, b) The dots repre-
sent measured data points and lines are linear fit.

E

M E

CN

N

=L

103

102

10 1

10 0

102

101

10 
0

-1
10

*



D.4 Geometric Phase Coherence Theory

For the geometric phase magnetometry, the maximum slope of the curve is given by

jdPq/dBjmax = 47ryNQ-, and then the sensitivity is

1Qv05 1 1rQ ~ -T 1 (D. 18)
ya047rN -yaV72A (Dv.T1'

where A = 27rN/QT is the adiabaticity parameter evaluated at B ~ 0. The maxi-

mum field-range is defined at the point where the last minimum of chirped curve is:

q(Bmnax) = 4rN(1 - 7Bmax/ (2 Bmax) 2 + -2) =r. By defining a small parameter,

C - Og/47rN < 1, the above equation can be solved in terms of Bmax to first order:

Bmax v2NQ. (D.19)

The scaling of sensitivity and dynamic range derived here is confirmed in experiments

(Fig. D-3& D-4).

D.4 Geometric Phase Coherence Theory

If the qubit interacts with an environment with random noise, the Larmor vector will

experience a perturbation:

R(t) = Ro(t) + 6R(t). (D.20)

The second term, assumed to be smaller than the first term, is a classical random

variable representing fluctuation of the energy splitting due to coupling to the environ-

mental noise. When the measurement is repeated, the qubit acquires a different phase

each time. Then the system is described by a mixed state using a density matrix,

which is obtained by weighting the appropriate probability p for each environment

condition,

(D.21)

177

p( tf) = pU (ti,! t ) p(tj) Ut (ti, jf),
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where p(ti) = I'(ti)) (''(ti)l is the initial density matrix at time t = ti constructed

from a pure initial state. In particular, the diagonal elements give the probability of

occupying each state, and the off-diagonal elements measure the coherence between

these states. Thus, the coherence is defined as the off-diagonal component of density

matrix averaged over many realizations:

W1(ti, tf) = .(t)) (D. 22)

For magnetic field sensing, the longitudinal magnetic fluctuations are of main

interest as a decoherence source, so that 6R = (0, 0, 6R) is considered in the following

calculations. First, the dynamic phase fluctuation is given by

60d (ti, i tf ) = ~f RzRdt'. (D. 2:3)

Since we know that the dynamic phase is canceled by an echo operation, we con-

slUer 0nIy L1' 11 fUluduatlioi Uerm. lNext, the geometrxic pase filuctualiOin. T1W Berrv

connection is modified as

1 1
Ap 4 A' = Ap + oAP60 Cos 0 + 6(cos0). (D.24)P P-2 2

The second term describes the fluctuation of the polar angle due to the fluctuating

field 6R. The cyclic path is also perturbed due to the fluctuation:

dt' (it'
dC -4 dC', = N + SN-. (D.25)

9 t t

The first term corresponds to the speed of rotation, and the second term gives the

first order correction due to the fluctuation. The geometric phase fluctuation is then
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given by

N~r f! N,7r f R 2 _ R2f
6q9(ti,tf) = 6(cos9)dt' = f [ 6Rdt' Aftf 6Rdt'

t - ti tfti t R ti
(D.26)

Here the definition of adiabaticity A = sin 0/2R is used. The final state is

-(T)) = z 1+) + e- i "I I-) , (D.27)

where 6#tt (0, T) = 6d(O, T/2) - 6#d(T/2, T) + 6#g(0, T/ 2 ) - 60.i(T/2, T). It is

important to remind that the direction of revolution is switched between the first and

second Berry pulses. Finally, the coherence becomes

W(0, T) K exIp Ki 6 Rf1(T; t)dt - iA j 6R fo(T; t)dt (D.28)

where f,(T; t)= E=o(-1)ke(tk+1 - t)e(t - tk) is a function that characterizes the

pulse sequence. e is the Heaviside step function and to = 0, tn+1 = T.

If the noise distribution is assumed to follow a Gaussian distribution with a zero

mean (6R(t)) = 0 , then the coherence function can be reduced to the two-point

correlation function

S(tilt5f) = (6R(tj)M(tf )) (D.29)

using the Wick's theorem: W(0, T) ~ (e-"5R) ~ exp [-K6R6R)/2]. Then the coher-

ence can be analyzed in the frequency domain by use of the spectral density of the

noise:

S(w) = dti'wt S(t). (D.30)

We also define the decoherence function as

Vy(T) = - log W (T).

179

(D.31)
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The cross term between the dynamic and geometric part becomes zero because the

sequence functions fi and fo have an opposite parity. Thus, the decoherence function

reduces to two terms

\(T) = Xd(T) + X,(T), (D.32)

\d(T) I (R) 2 j T

2jR 0

R 0

xg(T) 2A2 j

ITdt, 1 dtb(6R(ta )oR(tb)) f1(T ; ta)f1(T ; tb)

1w F(wT )-S(w) ,

dta

Her Fuw)S 1 T~ i , 1 .2 Ti FT(f)1 4 wTHere F (vT) 'FT(fo) =2sin and F1(wT) = =FT(f) 8 si are

the filter functions of the pulse sequence.

(D.33a)

A2 dS(W) Fo(wT)
J0

W (D.331))

dtb(6 R(ta)6 R(tb)).fO(T ; ta )fo(T-; tb)



D.4 Geometric Phase Coherence Theory

b

100

10-1
5

15 -2

100

4:
4J
U
4-I
CD
.0

CD
~0
4:

10 10 -15

De 10 -1. -2e

Figure D-5: Measurement and simulation of geometric phase signal in the non-
adiabatic regime. a, Measurement of the cosine of geometric phase as a function of
microwave frequency detuning A and winding number N with a fixed Rabi frequency
of Q/27r = 13 MHz. Three layers represent isochrone planes at T = 200, 800, 3200
ns. The vertical axis is adiabaticity A = p sin 0/2R, where R = (Q 2 + A 2 ) 1 / 2 . The
amplitude of each hyperfine oscillations is extracted by fitting the ID cross section
data along A at N = -2, T = 3200 ns to the analytical expression of geometric phase
signal with three hyperfine transitions. The measured signal is normalized to the
mean of these three amplitudes. The analytical expression of the geometric phase
signal is independent of the interaction time T. The layers at T = 200 ns and 800
ns (0.01 < A < 0.2) look the same as expected. However, the layer at T = 200
ns (A > 0.2) looks quite different from the other two, indicating that the analytical
expression becomes invalid in the nonadiabatic regime. b, Simulation of the cosine of
geometric phase including three hyperfine transitions with the relative amplitudes ob-
tained in a (see also Section 5.7). The measurement and simulation agree, indicating
that the time evolution of spin state is described deterministically by the Schr6dinger
equation even in the non-adiabatic regime.
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