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Abstract

Experimental spray flow analysis is a difficult fluid dynamics problem because of the
high optical density of many sprays. Flow features such as ligaments and droplets
break off the bulk liquid volume during the atomization process and often occlude
each other in images of sprays. Therefore, accurate feature detection and measure-
ment requires advanced three-dimensional (3D) imaging techniques. In this thesis,
3D computational photographic methods including light field imaging (LFI) and syn-
thetic aperture (SA) refocusing are combined and extended to resolve multiphase
flows in 3D over time. Multiple photographs of the same scene are recorded with a
large depth of field by each of the cameras in an array. After calibrating the cameras,
images from each of the cameras are transformed and combined at each desired depth
to construct a 3D focal stack of the scene. Each depth slice image has a narrow depth
of field. Features that are physically located at a particular depth appear in focus,
while objects located at other depths appear blurred.

The SA output focal stack images can be filtered to physically locate features that
are small relative to the field of view. However, this task becomes more difficult for
relatively larger features due to the presence of bigger out-of-focus blur artifacts. In
this thesis, a Synthetic Aperture Feature Extraction (SAFE) technique has been de-
veloped to measure blobs in 3D. First, raw images from each of the array cameras are
preprocessed. Blobs are detected and converted to white pixels, while the rest of the
image is made black. These binary images are then refocused using a multiplicative
refocusing method that only preserves the detected blobs in the neighborhood of their
physical 3D location. For blobs that can be approximated as spheres, 3D centroids
and radii can then be reliably extracted after post-processing the focal image stack.
This process can be repeated over time while tracking particle motion. As a result,
3D spatial, size, and velocity data distributions can be calculated as functions of time
to better understand the flow dynamics and characteristics. The SAFE technique
has been verified using simulations and experiments involving flow of spherical soap
bubbles in air.

This 3D SAFE method is also applied to the emission of mucosalivary fluid from
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the mouth during sneezing. Sneezes feature turbulent, multiphase flows containing
potentially pathogen-bearing droplets that can play a key role in the spread of nu-
merous infectious diseases, including influenza, SARS, and, possibly, Ebola. The
range of contamination of the droplets is largely determined by their size. Despite
recent efforts, no consensus on the drop size distribution from violent expirations can
be found in the literature. This uncertainty inhibits a mechanistic understanding of
disease transmission. Here, high-speed imaging is used to visualize previously unre-
ported dynamics of fluid fragmentation in detail at the exit of the mouth. Droplet
radii, positions, velocities, and other measurements are calculated using blob detec-
tion and tracking. This is done in two dimensions by recording the scene with a
high-speed side and top camera. 3D experiments are then performed using an array
of nine cameras and implementing the aforementioned 3D SAFE imaging method.
The 3D sneeze data are important for a more complete understanding of the range
and contamination potential of airborne disease transmission.

Thesis Supervisor: Alexandra H. Techet
Title: Associate Professor of Mechanical and Ocean Engineering
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Chapter 1

Introduction

A spray is defined as "a dynamic collection of particles, usually generated by the pro-

cess of atomization" [261. Due to the prevalence and importance of multiphase spray

flows in both nature and engineering applications, many experimental, computational,

and theoretical investigations have been performed [1, 25]. Even sprays generated us-

ing simple experimental setups can often be difficult to characterize mathematically

and to measure experimentally due to various factors including complex interfacial

physics, optical density, turbulence, thermal effects, and evaporation.

Imaging techniques are generally used to perform noninvasive measurements of

sprays. Throughout most sprays the flow can be optically dense, with ligaments and

droplets often occluding each other. This leads to considerable difficulty in effective

image capture and analysis. Many spray imaging methods suffer from a combination

of issues including complexity of the setup, limited utility in optically dense regions

of sprays, constraints on the optical access to the experimental setup, and resolution

in only two dimensions (2D).

Computational photographic techniques based on light field imaging (LFI) are

extended here to reconstruct sprays in three dimensions (3D) over time. Synthetic

Aperture Feature Extraction (SAFE) method is developed to enhance spray feature

identification and analysis. The key SAFE concept involves preprocessing the raw

images, recorded by multiple cameras in an array, to make them easier to refocus into a

volumetric image and thus enabling the extraction of feature sizes and positions in 3D.
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The SAFE method is validated through multiple camera and scene simulations and

the experimental investigation of a flow of soap bubbles in air. The SAFE technique,

combined with two-dimensional (2D), traditional high-speed imaging, is also applied

to the study of human sneezes near the exit of the mouth. Various new sneeze flow

features, including beads-on-a-string and multiple bags, are reported here for the first

time. Sneeze droplet centroids, radii, and other characteristics are calculated in 3D

over time.

1.1 Multiphase Flow Physics and Applications

A fluid sheet is formed when a fluid is injected into another relatively less dense fluid

through a narrow slit with a thickness significantly less than its width. Figure 1-1

shows a photograph of the atomization at the underside of an angled liquid sheet that

has been launched into the air. The cascade from sheet to ligaments to droplets is

clearly observable.

If the slit from which liquid is emitted is circular, then a jet forms rather than

a sheet. Figure 1-2 presents side and top views of the atomization of a liquid jet in

a perpendicular crossflow of air. A bag instability appears along the length of the

jet due to the uneven drag forces on the jet. Below the capillary length of water,

single bags appear along the length of the jet. As shown in Figure 1-2, a transition

and the multiple bag regime is present when the nozzle exit diameter equals and

exceeds, respectively, the capillary length of water. Scharfman and Techet detected

the multiple bag instability for the first time in a liquid jet in crossflow [571. This

figure also demonstrates the highly three-dimensional nature of this type of spray

flow. These bags are similar to soap bubbles formed in air due to surface tension

(e.g., Figure 1-3). In Figure 1-3, the bubbles are generated above the field of view

and fall under the influence of gravity. A polydisperse droplet spray is formed from

these bubbles when they burst as holes that form on the membrane rapidly expand.

The scale of the volume of liquid that is atomized in a spray can range from

light years in astronomical settings [31] to nanometers in a biological context [101.
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The 121-camera Stanford array [741 (shown bottom-left in Figure 1-4) is similar in

setup to the nine-camera arrays used here for the SAFE technique where ultiple

cameras record a scene simultaneously, which is then refocused in 3D.

1.3 Synthetic Aperture Refocusing

The fundamentals of LFI and SA refocusing methods for fluid mechanics are first

outlined in Belden [8]. As described above, images of a scene are simultaneously

captured by each of the cameras in the array. A checkerboard calibration grid is

separately recorded by each of the cameras in different, random positions and orien-

tations, in order to define point correspondences between the cameras and the world

coordinate reference frame. Raw images from each of the cameras are mapped to

each of the depth planes of interest using a homography, which is a central projection

mapping between two planes. Finally, the mapped and shifted images at each depth

plane are averaged in some manner to form a refocused image. The set of all of the

refocused images in a particular depth range and with a specified focal plane spacing

compose a 3D focal stack. By processing this volumetric image, positions and sizes

of features may be extracted. Repeating this method for consecutive frames of a raw

video from each of the array cameras enables particle tracking in 3D over time, from

which velocities and accelerations can be calculated.

1.4 Synthetic Aperture Feature Extraction

The SA output focal stack images can be filtered to physically locate features that

are small relative to the field of view [9]. However, this task becomes more difficult

for larger features [611. Using the Synthetic Aperture Feature Extraction (SAFE)

technique, it is possible to measure many 3D features in a scene. Figure 1-5 presents

a flowchart outlining the SAFE process'. First, raw images from each of the array

cameras are preprocessed: blobs are detected and converted to white pixels, while

the rest of the image is made black. Since the method is best suited to the recon-
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struction of circular blobs, features that do not resemble circles may be filtered out to

improve accuracy. These binary images are then refocused either using a multiplica-

tive refocusing method or. additive refocusing [8J combined with thresholding. In the

multiplicative method, each transformed image is first raised to a power, and then

the product of corresponding pixels in each of the images is calculated. Using the

additive approach, the mean of the transformed images at each depth is used. The

resulting refocused slice at each depth plane may be thresholded to remove pixels

representing only a slight overlap of the images recorded by the array cameras.

Clusters are detected in the volumetric image. The centroids and effective radii

of these clusters at their central depth planes are used to reconstruct spheres in 3D.

This process can be repeated over time while tracking particle motion. As a result,

3D spatial, size, and velocity data distributions can be calculated as functions of time

to better understand the flow dynamics and characteristics. The SAFE technique has

been verified using both simulations and experiments consisting of a flow of spherical

soap bubbles in air [59, 58, 601.

SAFE has also been validated for both light field and dark field setups, featuring

direct and indirect scene illumination, respectively [61]. Dark field imaging produces

essentially binary images directly and eliminates the need for more complex blob

detection during preprocessing. Light field imaging is generally more cost effective

because the scene can be illuminated from a single location (directly behind the scene),

rather than surrounding the objects being recorded. When fast-pulsed lighting is

needed, e.g., for high-speed flows, the dark field method could be significantly more

expensive to implement. In addition, the increase in computational expense is small

for the preprocessing required in the light field versus dark field setup.

1.5 Analysis of Sneeze Ejecta

The emission of mucosalivarv fluid from the mouth during sneezing is an example of

a complex spray flow. Sneezes feature turbulent, multiphase flows containing poten-

tially thousands of pathogen-bearing droplets that can play a key role in the spread
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understanding the airborne disease transmission potential of sneezes and can be used

to develop or validate theories and numerical simulations.

1.6 Outline of Thesis

Experimental methods and results are presented in subsequent chapters. Chapter 2

discusses the development of the SAFE method for detecting the centroids and sizes of

blobs in a 3D scene. Simulations using the open source software package Blender [181

and experiments using soap bubble flows in air are utilized to validate this approach.

In chapter 3, a 2D experimental analysis of sneeze ejecta is presented. Blobs are

detected in high speed videos of a human subject sneezing. These videos are recorded

from both a side and top view of the scene. This investigation examines the individual

droplets in the spray close to the mouth. Previously unobserved phenomena and

instabilities are observed in this multiphase, non-Newtonian flow.

Chapter 4 describes the application of the SAFE method to 3D reconstructions

of high-speed sneeze ejecta videos. Scenes are recorded simultaneously with nine

cameras arranged in a rectangular array. Blobs are detected in the raw images, which

are then preprocessed before being refocused to form a 3D reconstruction. Droplet

centroids and radii can then be extracted and features can be tracked over time.

Various flow parameter distributions are also measured.

Finally, Chapter 5 presents overall conclusions for the thesis. The capabilities of

the SAFE method and the physical insights about sneeze ejecta that have been gained

are summarized, and avenues for future work are outlined.
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Chapter 2

Three-Dimensional Synthetic

Aperture Feature Extraction in

Multiphase Flows

2.1 Introduction

In this chapter, the Synthetic Aperture Feature Extraction (SAFE) method, which

can be used to resolve multiphase flows, is discussed in detail. Specifics of the method

used and advantages and limitations are discussed herein. Further results using this

technique are -presented in Chapter 4.

Stemming from the computer vision communities, light field imaging (LFI) and

synthetic aperture (SA) refocusing techniques have been combined in an emerging

method to resolve three-dimensional (3D) flow fields over time [8]. This technique

is aptly suited for sprays, particle laden and multiphase flows, as well as complex

unsteady and turbulent flows. LFI involves a large number of light rays from a scene

being collected and subsequently reparameterized based on calibration to produce a

3D image [331. In practice, one method used by researchers in the imaging community

for sampling a large number of rays is to use a camera array 169, 701 or, more recently,

a single imaging sensor and a small array of lenslets (lenslet array) in a plenoptic
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camera [401.

Light field imaging involves the reparameterization of images captured using an

array of cameras, or from a single senor and lenslet array, to digitally refocus a flow

field post-capture. All cameras record a volumetric scene in-focus, and by recombining

images in a specific manner, individual focal planes can be isolated in software to form

refocused images. Flow features, such as individual droplets, can be located in 3D

by refocusing throughout the volume and extracting features on each plane. An

implication of the refocusing is the ability to "see through" partial occlusions in the

scene. Initial applications by Belden et al. [8J also proved that these techniques are

viable for quantitative flow measurements when combined with 3D particle imaging

velocimetry (PIV) algorithms. High-speed cameras were used by Belden et al. [9]

with similar success for bubbly flows but with significant equipment cost increase.

Techet et al. [671 discuss the application of these techniques to the atomization of a

turbulent sheet in air as well as other spray flow conditions. On the underside of the

turbulent sheet, breakup is analyzed using LFI and SA techniques. Issues preventing

the extraction of complete droplet shape, size, and position information using these

techniques are discussed. Mendelson and Techet 1421 have applied the SA method

to perform 3D PIV analysis on freely swimming fish. Bajpayee and Techet [4] used

simulations to demonstrate the applicability of similar techniques to particle tracking

velocimetry (PTV).

Dark field imaging is a technique that relies on indirect illumination of a scene,

rather than having light pass through the object being imaged into the camera lens.

This method has traditionally been used in microscopy to image lightly-colored or

translucent subjects. Zsigmondy [77] developed the first ultramicroscope, or dark-

field microscope, in 1903. Sipperley and Bachalo [641 discuss an application of dark

field imaging to a solid object along with considerations relevant for imaging spray

flows. They utilized lighting surrounding the target and recorded images of it at

different positions and focal depths with a single camera to simulate the concept of

inserting multiple complementary metal-oxide-semiconductor (CMOS) sensors into a

single multi-focal plane camera.
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A dark field imaging technique has been developed by Scharfman et al. [611 that

relies on the use of a camera array and synthetic aperture refocusing techniques. This

method has been tested using simulations of the cameras and lights that would be

used in an actual experimental setup. The essentially binary images that are produced

allow for simpler image post-processing and the extraction of center coordinates and

radii of imaged spheres in 3D. This method is useful for finding droplet or bubble size

and location distributions in 3D space over time.

Although this dark field imaging technique simplifies the task of feature extraction,

a more expensive and complex experimental setup is required than in LFI due to the

need to have lights surrounding the scene. Such a lighting setup is not always feasible

due to spatial constraints. Scharfman and Techet [58, 601 have demonstrated that it

is possible to extract features using an LFI setup with a backlit scene. Raw camera

images from the array are binarized prior to the application of the SA refocusing

algorithm. After these binary images are refocused, spheres are formed from centroid

and radius data that are extracted from the reconstructed image volumes. The results

obtained from this new method match those reached using the dark field setup, but

at lower potential cost and without significant increase in computation time.

Here, the SAFE LFI method is applied to 3D simulations of particles with various

volume fractions are used to assess 3D reconstruction error. In addition, this technique

is applied to an experimentally produced polydisperse bubble field in air. 3D positions

and radii of the bubbles are extracted from the refocused, processed image volume.

Using this information, the 3D scene can be reconstructed and feature sizes, shapes,

and velocities of particles can be calculated. Bubbles are an ideal experimental test

case because the feature borders are sharply defined and bubbles can easily be seen

behind each other even if they are partially occluded. The 3D bubble locations can

also be found by refocusing the raw images of the bubbles themselves. However, for

more complex droplet sprays, the feature boundaries may not be as easily observable,

especially in the presence of occlusions. In this case, refocusing the preprocessed

binary images would yield improved results.
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2.2 LFI and SA Refocusing

The starting point for volume reconstruction is the implementation of the synthetic

aperture algorithm to generate refocused images on planes throughout the volume.

Thereafter, the actual particle field must be extracted from the refocused images and

organized into a volume with quantifiable locations. First, mapping functions must

be established between the camera image planes and world coordinates

U= F(Xj; p') (2.1)

where u3 is the 2x1 vector of the Jth image point coordinates, [uj, ,V]T, Xj is the

3x1 vector of the jth world point coordinates, [Xj, Y, Z]T, pi is a set of parameters

defining the model of the ith camera, and F defines the form of the model. This

model allows each image from each of the N cameras in the array to be projected

onto k focal planes. IFPki denotes the image from camera i aligned on the kth focal

plane. The resulting, refocused SA image, ISAk, may be generated by averaging each

of these images over the number of cameras in the array

ISAk = IFPki (2.2)

where ISAk is the image from camera i aligned on the k"h focal plane [8]. Combining

images using this averaging technique is known as additive refocusing. A variant of the

additive SA algorithm that can enhance the signal-to-noise ratio for well calibrated

images is given by the multiplicative refocusing algorithm

ISAk = FJ[(IFPki] (2.3)
i=1

where n is an exponent between 0 and 1. This allows for enhancement of the signal-to-

noise ratio without letting any camera with an occluded view of an object prevent that

object from being refocused. This is because a small number raised to an exponent

between 0 and 1 is non-zero. For ordinary light field SA refocusing, it has been
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the reference plane. The features that appear to be blurred are actually located at a

different depth in the volume and are not in focus on that Z plane. The identification

of the plane(s) of focus of particular features allows their positions in the volume to

be determined.

In Figure 2-3, it can be seen that these ghosts are large and often make it im-

possible to perceive which shapes are actually in focus at a particular depth plane.

Ghosts from other features are often also located at the same X-Y position as in-

focus features in many of the planes, which also cause difficulty in processing the

images to find sharp features. In this Figure, ghosting from the sheet is present in the

background of other in-focus droplets and ligaments. Although it has been demon-

strated that it is possible to refocus through the reconstructed image volume, prior

experimental results have revealed several important difficulties in the extraction of

3D flow features when using a relatively small number of cameras [611. The presence

blur pattern artifacts limits the feasibility of extracting flow features via image pro-

cessing. While it has been shown that it is possible to remove these artifacts of the

blur pattern for PIV and the tracking of particles that are small relative to the field

of view [8, 91, this removal becomes more challenging when the artifacts are larger

and are overlapping.

2.3 Synthetic Aperture Feature Extraction (SAFE)

2.3.1 SAFE Dark Field Imaging

Spherical objects can be reconstructed by modifying the lighting setup so that a dark

field, rather than a light field, approach is utilized. This method is identical to that

described in the previous section, except no light enters the cameras in the array

directly. Rather, lights are placed around the scene with a black sheet blocking any

light directly opposite the cameras. This results in essentially binary images contain-

ing solid white shapes on a black background. Using the multiplicative refocusing

method in Eq. 2.3, the out-of-focus "ghosts" are eliminated. This is because a pixel
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value of zero for the black background in even one camera image from the array will

produce a value of zero for that pixel in the reconstructed volume. As a result, only

fully in-focus features appear at each depth slice in the refocused volume as white

blobs that can be extracted via image analysis. Although this method eliminates

shading information, it is beneficial because it simplifies the image analysis. Similar

results can be achieved using additive refocusing (Eq. 2.2) and thresholding.

2.3.2 SAFE Light Field Imaging

Scharfman and Techet have shown that similar binary input images and refocused

results can be produced using a light field backlit experimental setup [58, 59]. LFI can

be more cost effective than dark field imaging because lights must only be located

behind, rather than surrounding, the scene being imaged. Figure 2-4 provides a

flowchart of the SAFE method image processing pipeline, and Algorithm 1 displays

more details about each step. Raw images are captured simultaneously by each

camera in the array. If video is being recorded rather than single snapshots, then

the following process is repeated for each frame of the video. Features must first be

detected in the raw images. The feature pixels are then converted to white, while the

background is made black. Any feature detection approach may be used, and the one

that best suits the data should be selected for the most accurate 3D reconstruction.

For instance, a Circular Hough Transform (CHT) [2j based algorithm has been applied

to the detection of bubbles that are known to generally have a circlular shape [581.

For blob-like features, especially those with irregular shapes, the maximally stable

extremal regions (MSER) algorithm 141] can also be effective. MSER locates features

of interest in an image by testing for region stability over a variety of threshold values.

The binary images are then transformed based on the camera array calibration

results and refocused using either the additive (Eq. 2.2) or multiplicative (Eq. 2.3)

refocusing method. The resulting focal stack extends in the z depth dimension from

zrnin to Zmax with an increment of dz between successive focal slices. If necessary,

the intensities of the voxels in the focal stack may be thresholded. True detected

features will generally have higher intensities than false blur artifacts due to the
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Algorithm 1 SAFE LFI
1: for each time step do
2: for each image from each camera do
3: Perform any necessary preprocessing.
4: Detect features.
5: Convert feature pixels to white and all other pixels to black.

6: end for
7: Refocus the binary images from all cameras.

8: Use additive (Eq. 2.2) or multiplicative (Eq. 2.3) refocusing.

9: Filter focal stack.
10: Threshold intensity.

11: for z z.mi to zmnax step dz do
12: Find (X, Y) coordinates of voxels.

13: end for
14: for each nonzero voxel in focal stack do
15: Search for the next unlabeled voxel, p.
16: Use flood-fill to label all voxels in connected component containing p.

17:

18:

19:

20:

21:

22:

23:

24:

25:

26:

end for
for each cluster do

if number of voxels in cluster is below threshold then
Remove cluster.

else
Find geometric centroid.
Estimate size of particle from depth plane containing centroid.

end if
end for

end for
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2.3.3 Volume of Interest Extrema

When refocusing an image volume, a practical consideration is the physical boundaries

of the volume of interest. Refocusing beyond these boundaries can lead to incorrect

3D reconstructions because there are no in-focus features to be detected in these outer

regions. In addition, processing a greater volume than necessary can potentially lead

to a substantial increase in computational cost. An upper limit on the extent of

the volume in each dimension can be calculated by examining the intersection of rays

emanating from the cameras with planes passing through the world coordinates origin.

Figure 2-6 depicts two cameras pointed at a scene. The camera center vector in world

coordinates is denoted by [X 0, Yo, Zo]T. w and h define the physical width and height

of each camera's horizontal and vertical field of view, respectively. The conversion

factor from pixels to physical units is determined during calibration. Rays are drawn

from the four corners of each camera image projection in the direction of the scene

being imaged. The position vector corresponding to the j'h corner of a particular

camera is denoted by p The default orientation of each camera is assumed to be

in the +Z direction, and then the camera and its corner rays are rotated about its

center of projection into the camera orientation direction determined by calibration.

The camera matrix for each camera, denoted by P, is determined from calibration

[8, 291. In the absence of refractive interfaces, the pinhole calibration model may be

used. The equation for the projection of world points onto the image plane is

P = KR[If - Xa.r] = K[Rit]
(2.4)

[Rit] = K-1P,

where P is the 3x4 pinhole camera matrix, R is the 3x3 rotation matrix, I is the 3x3

identity matrix, Xcamrz are the Cartesian coordinates of the camera center expressed

in the world coordinate frame, and t is the translation vector. [Rlt] is the extrinsic
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camera matrix. K is the 3x3 intrinsic camera calibration matrix, defined as

-b 0 uO

K 0 -b vo , (2.5)

0 0 1

where b is the focal length in pixels, and uO and vo are the principal point offsets

in the horizontal and vertical directions. The camera center vector, [X 0, Y0 , ZO]T, is

defined as

X0

Xcm Y =-R-t = -RTt. (2.6)

-ZO

The camera orientation vector components, A, B, and C, are equal to the third row

elements of the rotation matrix, respectively:

A 0 R3,1

B ] RT 0] R3,2 (2.7)

Ci 1 R3,3.i

In order to find the intersection points of the rays emanating from the four camera

corners, the camera corner points must be rotated in the direction of the local camera

axis, which is in the +Z direction. The four original (unrotated) corner points of the

camera image area in physical units are

X0  -W/2 [w/2 w/2 [-w/2

Pariginal YO + h/2 h/2 -h/2 .0 (2.8)

ZO 0 0 0 0

The required rotation angle, 0, to properly orient the camera is calculated as

A 0

0 = acos( B [0]) = acos(C) (2.9)

C 1
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and r is the corresponding rotation axis, which is

rx A 0 B

r= ry B X 0 A= A1

rz C 1 0

The 3D rotation matrix, M, corresponding to r is defined as

(1 - co)rx 2 + Co

M = - co)rxry + sorz

- co)rxrz - sory

(1 - co)rxry - sorz

(1 - co)ry2 + Co

(1 - co)ryrz + sorx

(1 - co)rxrz + sory

(1 - co)ryrz - sorx

(1 - co)rz2 c o

where co and so are the sine and cosine of the rotation angle. By substituting the

values from Eq. 2.10, M becomes

B 2 (1 - cO) + co

M= -AB(1 - co)

Aso

-AB(1 - co)

A 2 (1 - cO) + co

Bso

-As]

-Bso

CO

(2.12)

The mean X, Y, and Z coordinates of the rotated camera corner points are

(2.13)

where pj,original is the J'h camera corner point position vector. The rotated corner

point vectors can then be calculated as

Pxj Px 4

py = MPjoriginal - Py = M pj,original - 4 S MPj,original.
j=1

LPZ~J PZJ

(2.14)
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Parametric line equations for each rotated camera corner ray are

Xj (s) = px, + As

Y(s) = pyj + Bs (2.15)

Zj(s) = PZj + Cs,

where s is the parameter variable. The Z focal bounds can finally be calculated by

examining the intersection of each of the camera rays with a plane cutting through

the world origin. For instance, at the plane Y = 0:

(2.16)

The Z coordinate at the intersection of the plane Y = 0 is then

Z3 ( (- ) = PZ, - (py,). (2.17)

Similarly, the X coordinate at the intersection of the plane Y = 0 is

X3 (- P) = Px, - (py,) (2.18)

By setting X = 0, the Y intersection points may be calculated. At the plane X = 0,

s Px,.

A
(2.19)

Then, the y intersection points are

Y(- ) = py, - B(px, ). (2.20)

The Z intersection points with the plane X = 0 can also be calculated as

Z3 (- Pj) Pzj - (Pxj).
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Figure 2-6: Schematic of camera rays defining focal extrema. Rays emanating from

the camera image projection corner boundaries (measured in physical units) intersect

the plane Y 0. The extreme values of the intersection coordinates in the X and Z

dinensions define the focal bounds in each of these directions, respectively. The Y

focal extrena can be found 1 calculating the intersection points of camera rays with

the plaiie X = 0.

This process can be carried out for the corner points of each camera being used to

calculate the field of view and depth of field. The overall 3D bounds in all dimensions

are calculated as the extreIna of all of the intersections of the four camera corner

vectors with the planes X 0 alnd Y = 0, respectively. The boundaries calcUlated

using this method are upper bonds on the focal extrema. In practice, complete 3D

reconstructio1s iay still be attailled by processing a volume with smaller boun(ls

than those calculated here, (lepeilding on where the particles are located in 3D space

relative to the estimated physical focal)1 bounds.
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2.3.4 Sources of Error

Error may be introduced during the four main stages of the SAFE process: calibration,

image acquisition, raw image processing, and focal stack post-processing. Bajpayee

[3J describes two types of calibration error. The first is error in the alignment of the

calibration coordinate system to the coordinate system of the scene being imaged.

Scaling, rotation, and translation errors are included in this type of error. The second

type of calibration error is the error in the relative pose of the array cameras with

respect to each other and the origin.

Error may also be introduced during image acquisition and processing as a result of

the experimental setup. Recorded features that are out of focus in the raw images will

not be reconstructed correctly. A camera array with small baseline spacing between

sensors will result in decreased depth resolution during refocusing [8]. Although it is

not necessary for objects to be visible in all array camera images at each time step,

features are more likely to be localized correctly if they can be found in most of the

camera images. Noise in the images or low contrast between the features and the

image background may lead to incorrect raw image processing. Missing or inaccurate

feature detections will result in erroneous scene reconstruction during post-processing

of the focal stack, when found clusters are analyzed. Finally, improper thresholding

of the clusters may lead to incorrect object centroid and size measurements.

2.3.5 Limitations

The Synthetic Aperture Feature Extraction method defined above does not enable

the reconstruction of arbitrary 3D shapes. Figure 2-7 provides an overview of the

limitations on the types of objects that can be reconstructed. Features must be de-

tectable in at least some of the raw camera images. In general, only spherical (or

approximately spherical) objects can be reconstructed. The symmetry in the recon-

struction of spheres is critical to the current implementation of the SAFE method.

This is why the average centroid values may be accurately used when searching for

blobs in the focal stack. The knowledge that the reconstructed circles at successive
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depths for a particular blobs grow and shrink, respectively, symmetrically around the

central depth plane enables the radius of the blob at this depth to be taken as the

radius of the spherical blob. The SAFE method may be used to reconstruct ellipsoids

in a scene if it is known that their major and minor axes all lie in planes parallel to

the imaging plane. If this is the case, then the reconstructed ellipses will grow as the

central depth plane of the blob is approached. Then, the major and minor axes may

be measured from the central depth plane. Although such reconstruction is possible,

it is unlikely that this situation would occur naturally.

2.4 SAFE Simulations

2.4.1 Dark Field Imaging SAFE Simulation

The free Blender 3D modeling software package [181 is used to simulate scenes as well

as the cameras, lights, and calibration grids to test the Synthetic Aperture Feature

Extraction method. Both dark field and light field imaging simulations have been

created by Scharfman and Techet to validate this technique [58, 59, 601. It has been

shown that these two methods produced similar results, as long as the objects in the

scene can be detected in the raw camera images in each case.

The simulations performed by Scharfman et al. [611 serve as an example to il-

lustrate application of the SAFE technique to a dark field imaging setup. These

simulations extend the work of Bajpayee [3] on the application of SA imaging to

Particle Tracking Velocimetry (PTV). In this simulation, three spheres with varying

radii are placed at different points in 3D space. These rendered spheres are shown

in the top image in Figure 2-10. The colors of the spheres are only used as a visual

aid for comparison with the plot at the bottom of Figure 2-10, which shows the same

spheres reconstructed using SAFE. Table 2.1 lists the geometric input parameters of

this simulation. To model a dark field imaging experiment, a black sheet is placed in

front of the camera array, but behind the scene being recorded. Lights are situated

around the scene, so that no light directly enters the cameras, but is rather reflected
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z =-10mm z=-3mm z=3mm

Figure 2-9: Refocused depth slices for the three sphere rendering shown in Figure

2-10. At each depth shown, a different sphere's center is in focus. Scale bars indicate

the diameter of the in-focus sphere center at cact depth. The circle corresponding to

the in-focus sphere center has a larger diameter at the central plane of focus than at

any other plane.

into the cameras by the objects in the scene (Figure 2-8). The black sheet's centroid

is located at the center of the X - A plane and at a depth of 800 nm. It is square

with each side measuring 800 mm and has a thickness of 2 mnn all symmetric about

its center. Columns of lights 400 inn high with a vertical spacing of 20 mm between

lights surround the scene, (lark sheet, and the array and are located at a radius of 1

im from the world center and are separated by an angle of 20 degrees. These lights,

which are known as lamp objects in Blender, were created such that the light's in-

tensity lincarly attenuates to half of its original value at a (listance of 2 i from the

light's position. Light energy is set at 2000 and environment lighting is turned off

except during calibration, when only environment lighting is used and the lamps are

removed.

Sphere Index Xtj, Ytrae ZtiLe rtrae
1 0 -20 -3 6
2 -15 8 -10 10

3 -10 0 3 5

Table 2. 1: Dark field simulation input geometric parameters (measured in num).

Following the first stel of Algorithn I for the SAE LFI approach, raw camera

images mist first he binamrized before refocusing. This task is simplified by using a
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dark field imaging setup since the raw images are essentially already binary. Minor

thresholding may still be necessary to produce completely binary images. Multiplica-

tive refocusing (Eq. 2.3) is utilized with an exponent of 1/9. However, since the

images are binarized, the exponent value is arbitrary.

Zmai [mm] -20

Zma [mm] 20
dZ [mm] 1.0

Refocusing Threshold 0

Table 2.2: Dark field imaging SAFE simulation processing parameters.

Sphere Index dx [mm] dy [mm] d [mm] d- [mm] dr/ri [%]
1 -0.019 0.245 0 0.135 2.252
2 0.071 0.311 0 0.210 2.105
3 -0.046 0.467 0 0.221 4.427

Table 2.3: Dark field simulation SAFE centroid and radii error (as defined in Eq.

2.22) as well as radii percent error.

Figure 2-9 presents three refocused depth slices for the three spheres from Figure

2-10. At each depth shown, a different sphere's center is in focus. Scale bars indicate

the diameter of the in-focus sphere center at each depth. The circle corresponding to

the in-focus sphere center has a larger diameter at the central plane of focus than at

any other plane. In this case, the exact Z center can be found simply because all Z

centroid coordinates of these spheres are values that are included in the interval of

Z depth slices being processed. For objects located at arbitrary depths, error can be

introduced if the particles are not located at a multiple of dZ from the starting Zrmn

plane. Table 2.2 lists the processing parameters for this simulation. Since Z-mai is an

integer value and dZ is 1.0 mm, all three sphere Z centroids plane depth slices will

be included in the focal stack and can be located exactly in Z.

The bottom-left two spheres in Figure 2-9 (which are the green and red spheres on

the right in both images in Figure 2-10), overlap in the refocused image. The centers

and radii of these circles are found by calculating the radius of curvature from three
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points on each circle's circumference. This can be done as long as the circles do not

completely overlap when their faces are close enough together in the depth direction.

Two circles that are far enough apart in Z such that their blur depth extents do not

overlap can be distinguished even if they completely overlap in X - Y planes.

To study the accuracy of sphere localization and radius measurement in 3D space,

the dimension error, dj, and average dimension error, ej, are defined as

N (2.22)

j=1

where V is the i dimension (X, Y, or Z coordinate or the radius, r) of the jth recon-

structed sphere, xi is the i dimension of the jth simulated sphere and N is the number

of spheres. Table 2.3 presents the error in the calculation of these quantities based

on the refocused image volume of the spheres. All coordinate measurements in each

dimension have an absolute error below 0.5 mm. The Z coordinates of the spheres

were measured exactly by determining the plane containing the largest diameter cir-

cle corresponding to a particular sphere, as mentioned above. As expected based on

the single sphere simulations, the percent error in radius measurement decreases with

increasing sphere radius. The maximum error in any of the radii measurements is less

than 4.5%, indicating relatively good agreement between the simulated and measured

scene properties. This simulation demonstrates the ability to locate spheres and mea-

sure their radii at positions other than the origin, even in the presence of occlusions.

Scharfman and Techet [59] have shown that similar results can be attained using a

generally more cost effective light field imaging setup (since a light source must only

be located behind, rather than surrounding, the scene) as long as the features can be

detected and binarized in the raw camera images.
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Figure 2-12: Single sphere error for both the square and circular, respectively, camera
arrays shown in Figure 2-11. For each measurement, a single sphere is located at the
origin of the simulated world with a radius in the range of 4 to 40 mm in increments

of 4 mm.

minated using the surround lighting shown in Figure 2-8 with a black sheet blocking

the light across from the cameras. The refocused Z depth slice containing the circle

of greatest diameter is found, indicating that the center of the sphere is located there.

Then the radius is measured using image analysis functions from MATLAB's Image

Processing Toolbox. No threshold is applied to the refocused images used for the radii

calculations. All of the spheres are found correctly found to be located precisely at

the origin in the Z dimension and very close to the origin in the X and Y dimensions.

Figure 2-12 presents the percent error in the calculation of the spheres' radii using

both the square and circular camera arrays. As expected, the error decreases with

increasing radius since differences in pixel measurement for the radius become smaller

relative to the actual radius value as the sphere radius increases. Due to the small

size of the 4 mm sphere, small errors in radius measurement have a larger impact on

the error. In all cases except for the 4 mm sphere, the circular array outperforms
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the square one. This should generally be the case because the relative orientation

of the cameras for the circular array results in a more natural blur pattern. In the

case of the square array, it is observed that the reconstructed sphere appears more

angular in the refocused Z depth slices due to the angles and orientations of the

cameras in this array. The slices of the sphere look more circular, as they should,

for the circular camera array configuration. All percent errors are below 3.5%, with

most being below 2%. All of the percent errors for the circular array measurements

other than the 4 mm sphere are below 1%. This indicates relatively good agreement

between the simulated and measured sphere radii.

2.4.3 Light Field Imaging SAFE Simulation

Light Field Imaging SAFE simulations are used to test the performance of the SAFE

method as a function of optical density. This is achieved by simulating opaque spheres

in a constant volume with a successively increasing occupied volume fraction. As

in the previously mentioned dark field simulation, sphere centroids and radii are

calculated by reconstructing the scene using the SAFE technique. Table 2.4 lists the

geometric parameters used in each of the six simulation trials. Spheres are simulated

such that their centroids and radii are of random values within the specified bounds.

In addition, a minimum inter-sphere distance of 0.5 mm is enforced.

X Bounds [-100,100
Y Bounds [-100,100]
Z Bounds [-100,100]
r Bounds [1.5,4.0]

Min Inter-sphere Distance 0.5

Table 2.4: LFI SAFE simulation input geometric parameters (measured in mm).

In the processing of these simulation data, calibration, image acquisition, and

raw image processing errors are eliminated. Therefore, the only error is due to post-

processing of the focal stack and found clusters. The camera calibration P matrices

are extracted directly from the Blender simulation (no calibration is performed using
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Zmin [mIm -110
Zmax [mm] 130
dZ [mm] 0.5

Refocusing Threshold 120
Cluster Voxel Count Threshold 10

Table 2.6: LFI SAFE simulation processing parameters for all six trials. The refocus-

ing threshold of 120 is selected from the range [0, 2551 to reduce the 3D reconstruction

error.

is no error in the feature detection process. After the features are thresholded, only

the boundaries are retained, as this simplifies cluster extraction. The overlapping

blur patterns are not as optically dense when only boundaries are kept in the raw

images.

The raw images from each camera are transformed based on the P matrices and

are then refocused using the additive approach (Eq. 2.2) with thresholding. Table 2.6

lists the parameters used during refocusing and in post-processing the focal stack. The

refocused Z range is within the overall depth of field. A dZ depth increment 1/3 of the

lower bound sphere radius is used. Figure 2-15 shows four slices of the resulting focal

stack at different Z depths. Spheres that are actually located at each respective depth

are shown in sharp focus, while the other spheres are seen as blur artifacts. While

progressing through the focal stack in the Z direction, the blur pattern from each of

the nine cameras can be observed converging as the sphere center is approached and

then diverging. The blur patterns also move radially outward from the Z axis with

increasing Z and inward with increasing Z. This 'is likely caused by the relatively

low camera focal length, f, of 35 mm of the cameras in this simulation. Figure 2-16

shows the effect of thresholding slices of the focal stack. All images shown are at

the same Z slice. As the threshold is increased, blur artifacts are removed, leaving

only the features that are located at this depth. For all of the six trials, a threshold

of 120 is used. The threshold is not increased beyond this value because that would

potentially lead to the elimination of correct spheres in the final reconstruction.

Figures 2-17 through 2-22 present the 3D scene reconstruction results for trials 1 to

6. At the top of each figure, the ground truth simulated spheres are plotted. The final
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reconstructed spheres are shown in the middle plot, and the bottom graph displays

the clusters of voxels extracted from the focal stack prior to final thresholding. The

final thresholding step is used to remove small clusters that represent noise due to blur

artifacts or breaks in the blur pattern near the Z borders of each voxel cluster. These

gaps would incorrectly lead to separate small blobs in the final set of clusters. The

final reconstructed spheres are observed to generally match the number and centroid

values of the simulated spheres. However, the sphere radii tend to be underestimated.

Figures 2-23 through 2-28 present the error in the centroid and radii values as

functions of each of these quantities, respectively, for each sphere in all six trials.

There is generally greater variance in d'z than for errors in the other dimensions.

This may be due to the elongation of objects in Z during refocusing. Greater baseline

spacing between array cameras would increase Z resolution. Refocusing using a finer

dZ increment is also likely to reduce error in the Z dimension. di is also smaller in

magnitude than the error for X, Y, or Z. The SAFE method as applied here tends

to under-estimate the radii of the simulated spheres, as indicated by the generally

negative values of dr in the last row of error plots in Figures 2-23-2-28. This may

be due to thresholding applied to the slices of the focal stack. However, applying a

lower threshold could lead to greater error in the final reconstruction.

Table 2.7 provides summary data for each of the trials. The low average errors in

X, Y, Z, and r (with a maximum of 1.567 for ez in trial 6) indicates good agreement

between the simulated and reconstructed scene. Average dimension error for X, Y,

Z, and r tends to increase with increasing simulated (ground truth) sphere occupied

volume fraction, #krue. The simulated and reconstructed number of spheres, Nt,,e

and Nec, respectively, agree exactly in trials 1-4. The percent error in the number

of detected spheres is 2.5% and 5% in trials 5 and 6, respectively. Error generally

increases with increasing Otrue because it becomes more difficult to distinguish indi-

vidual spheres. For instance, in Figure 2-22 two particles seen at the top-left of the

simulated spheres in the top plot appear as one larger particle in the middle plot.

These occurrences increase the average centroid and radius error.
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Figure 2-17: Trial 1 simulatioi of five spheres. (Top) Spheres plotted in simulation

volume bounds With ground truth centroids and radii. (Middle) Reconstructed scene

using the SAFE method. All five spheres have been reconstructed. (Bottom) Voxels

extracted froir focal stack prior to final thresholding based on cluster size.
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Figure 2-19: Trial 3 simulation of 20 spheres. (Top) Spheres plotted in simulation

volume bounds with ground truti centroids and radii. (Middle) 1econstructed scene

using the SAFE method. All 20 spheres have been reconstructed. (Bottom) Voxels

extracted from focal stack prior to final thresholding based on cluster size.
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Figurn 2-20: Trial 4 simulation of 40 spheres. (Top) Spheres plotted in simultion

volume bounds with ground truth ciitroids and radii. (Middle) Reconstructed scee,

using the SAFE method. All 40 spheres have been iecoiistriictt'd. (Bottom) Voxels

extracted from focal stack prior to final thresholding based on cluster size.
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Figure 2-21: Trial 5 simulation of 80 spheres. (Top) Spheres plotted in simulation
voluna b)olIds with ground truth cientroids ani radii. (fiddle) Reconstructed scene
using the SAFE 1ethod. 78 of the 80 s1)hcres have been reconstructed. (Bottom)

Voxels extracted from focal stack prior to final thresholding based on cluster siZe.
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Trial Otrue EX Ey Ez Er Er
Index Ntrue Nrec [% [mmj [mmi [mmi [mmi [%J

1 5 5 5.34e-3 0.445 0.493 1.126 0.167 8.577
2 10 10 1.59e-2 0.430 0.377 0.987 0.109 4.124
3 20 20 2.28e-2 0.444 0.490 0.970 0.111 4.800
4 40 40 4.82e-2 0.476 0.437 0.990 0.124 5.220
5 80 78 9.41e-2 0.607 0.581 1.531 0.185 7.794
6 160 152 0.203 0.863 0.817 1.567 0.230 9.495

Table 2.7: LFI SAFE simulation results. Ntrue and Nrec are the simulated and recon-
structed, respectively, number of spheres in each trial. #tue is the volume fraction of
the total simulation volume (see Table 2.4) occupied by the simulated spheres. Ex,
Ey, Ez, and c, are the average dimension error for the X, Y, and Z sphere centroid
coordinates and the sphere radius, r. The last column displays E, as a percent error
of the simulated sphere radii.

2.5 SAFE Bubble Experiments

Here SAFE LFI technique is applied to a soap bubble flow field generated using an

Ever Bubble Blaster produced by Imperial. Pulsed lighting is used with an array of

nine cameras recording at 30 fps (Figure 2-29), which is a high enough frame rate to

minimize streaks due to motion blur in this case. All cameras are Mantas produced

by Allied Vision. Each recorded image has a resolution of 1292 by 964 pixels, or

210.5 imn by 157 mm. Bubbles that are approximately spherical in shape are located

and measured in 3D using the SAFE method described in Algorithm 1. After 3D

centroids are found, velocities and other flow quantities can be calculated by tracking

the bubbles over time.

Figure 2-31 shows raw images of the calibration grid recorded by each of the nine

cameras used in the present experiments. The calibration target has seven horizontal

and five vertical internal grid points, respectively. Each grid square's side length is 5

mm. The layout of the images corresponds to the orientation of the array cameras

when looking in the -Z direction (into the camera lenses). Each lens has a focal length

of 35 mm and the F-stop is 4.

The top half of Figure 2-30 presents raw camera array images of a bubble flow

field at a particular time instant. Circles are detected in these images, and binary
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images are produced with black backgrounds and white thickened rings corresponding

to circle edges (bottom of Figure 2-30).

After finding the circles, new binary images are created with black backgrounds

and white thickened rings at the borders of the found circles. The circle borders are

thickened so that it is easier to detect the central Z plane of each sphere. (Rings

are used rather than filled circles because the latter may sometimes be too large and

merge in the resulting 3D volume, making them indistinguishable from each other.)

These images are then refocused using multiplicative SA refocusing with an exponent

of 1/9 at a depth interval dZ of 0.1 mm (two orders of magnitude below the average

bubble radii) within a depth range of 400 mm. Multiplicative refocusing is used here,

as in dark field imaging [61], because black pixIels in transformed images will cause

pixels to assume a value of zero where out-of-focus blur artifacts would otherwise

be found. This results in clean refocused image depth slices at the Z centers of the

spheres. From these refocused depth slices, the in-focus features can be detected at

each plane. Once the Z coordinate sphere centroids are found, the X and Y centroids

as well as radii can be extracted at the appropriate depth.

The 3D centroids and radii of each sphere are then detected in the refocused image

stack. The 3D plot at the bottom-right of Figure 2-4 presents another example of all

of the detected voxels with bounding boxes enclosing discrete blobs in 3D for another

particular time step. The 3D final centroids and radii are calculated as the mean

centroids and radii, respectively, of such clusters. Centroids are tracked over time

using MATLAB software developed by Blair and Dufresne [121.

By calculating and tracking centroids and radii over time, the final scene can be

reconstructed, as shown in Figure 2-32. In this Figure, the two spheres shown corre-

spond to two of the bubbles depicted in Figure 2-30. (Only two bubbles are shown

from this time step because they are not touching the image borders, were detectable

in multiple frames, and were separated by more than the minimum threshold distance

used to distinguish discrete bubbles.) Blue curves represent the trajectories of all of

the other spheres detected. These are spline fits to the estimated centroids. Red

arrows are velocity vectors. Gravity is acting downward (in the -Y direction). The
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position and Lagrangian velocity data match the observed physical behavior of these

bubbles, which are generally descending into the field of view, but have some motion

in the X and Z directions as well. Figure 2-33 displays a histogram of the mean

radii calculated over time for each of the unique 31 bubbles found. Consistent with

observations from the two-dimensional videos, the overall mean radius is 17.00 mm

with a standard deviation of 3.09 mm. Figure 2-34 presents a histogram of mean

speeds for each of the detected bubbles. The overall mean and standard deviation

are 0.30 and 0.10 m/s, respectively.

2.6 Conclusions

Spray flows are typically highly unsteady, three-dimensional, and often densely satu-

rated with features, such as droplets or bubbles, that impact other droplets, leading

to coalesce or breakup. This work shows the potential for imaging these complex fea-

tures with novel three-dimensional imaging methods derived from the combination

of light field imaging and synthetic aperture refocusing. Synthetic Aperture Feature

Extraction is a novel method for reconstructing 3D scenes with partial occlusions.

Multiple cameras arranged in an array may be used in a dark field or light field

imaging setup to capture light rays from many angles from a 3D scene. Raw camera

images are binarized using image processing techniques, such as circle or blob detec-

tion. After the cameras in the array are calibrated, the pre-processed raw images are

then transformed and refocused using a synthetic aperture refocusing method. The

resulting focal stack may then be thresholded in order to eliminate blur artifacts of

features that are located at depths other than the target depth. This simplifies the

task of extracting 3D voxel clusters. Finally, clusters with a number of voxels below

a threshold may be eliminated to remove noise.

Simulations were used to validate the SAFE technique and to assess the error in

sphere localization and radius measurement. Both dark and light field imaging setups

have been tested and shown to be effective. Both square and circular camera array

configurations with the same inscribed circle radius were tested in the reconstruction
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of spheres of varying radii at the world origin. Radius percent error measurements

were generally lower for the circular camera configuration, possibly due to the more

natural blur pattern produced by this arrangement during refocusing. Six light field

imaging simulations were performed with an increasing number of spheres in a fixed

volume. The spheres were generated at random locations and with random radii in

the range of 1.5 to 4.0 mm. Good agreement between simulation and reconstruction

is achieved, with maximum average errors in the X, Y, Z, and radius of 0.863,

0.817, 1.567, and 0.230 mm, respectively. The maximum average radius percent error

was 9.495%. Average error in sphere localization and radius measurement generally

increased with the occupied volume fraction. This is likely due to the difficulty in

distinguishing individual spheres in the presence of greater optical density in the scene.

At the highest occupied volume fractions investigated, the percentage of spheres that

were missing from the reconstruction increased from 0 to 2.5% and, finally, 5% of the

total number of spheres simulated in each trial. Additionally, experimental results

on a soap bubble flow in air using SAFE show that reconstructed centroids and radii

results agree with values measured in the individual raw camera videos.

The generality of this method allows it to be applied to other types of multiphase

flows as well. In Chapter 4, the SAFE technique is applied to the study of human

sneezes using an array of high speed cameras, as well as an extra camera to track the

head motion. These highly three-dimensional, unsteady, optically dense spray flows

involve the motion of high-speed, irregularly shaped droplet and ligament features

with varying sizes that deform, fragment, and sometimes coalesce over time. Chapter

3 demonstrates the variety in the nature of the types of flow features observed in

sneezes using cameras that record the scene from side and top views.
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Chapter 3

Visualization of sneeze ejecta: steps
of fluid fragmentation leading to
respiratory droplets

This chapter by B. E. Scharfman, A. H. Techet, J. W. M. Bush, and L. Bourouiba

has been submitted to the journal Experiments in Fluids.

3.1 Abstract

Coughs and sneezes feature turbulent, multiphase flows that may contain pathogen-

bearing droplets of mucosalivary fluid. As such, they can contribute in spreading nu-

merous infectious diseases, including influenza, SARS, and possibly Ebola. The range

of contamination of the droplets is largely determined by their size. Uncertainty in

the drop size distribution arising from violent expirations thus limit our mechanis-

tic understanding of disease transmission. We here report direct observation of the

physical mechanisms involved in droplet formation during sneezing. Specifically, we

use high-speed imaging to visualize the dynamics of fluid fragmentation arising at the

exit of the mouth. This is the first time that a rich variety of fragmentation phases

are identified in the context of sneeze ejecta. Sheets and bags are observed to break

into ligaments, which then separate into droplets in a sequence of events analogous to

those reported in industrial applications. Insight into the dynamics shaping the final

size distribution of droplets generated by sneezes and coughs is gained by analyzing
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Figure 3-1: Schematic of the atomization process of a liquid volume iII respoiise to

appijed aerodynamic drag with sanijple expi imental photographs recorded shortly
after the first appearance of sn1eze (jecpta. The initial liquid volume (A) is flattened

into a sheet (B), followed by hole formation (C) and subsequent destabilization into

ligaments and, finally, droplets (D). Scale bar is 1 cm.

these fragmentation phases.

3.2 Introduction

A better pinysical understanding of the processes governing pathogen transport could

[elp reduce tll spread of deadly influenza strains sch as HNI, 17N9, or Lbola

I17, 131. Infected patients cai produce virus-bearing droplets by siceztig, coughing,

or even breathing [e.g. 631. The size of such droplets spanis the mcrouieter and

millimeter scales, but no conse nsus on the dr(p size distribution can be found in the

literature. Observations ilica te that coughs and sneezes produce ej ecta that are well

described as a multiphase, turbulent cloud comprising buoyant, hot, moist air and

suspended droplets 11.4. 151. Mon tum dominates the cloud's iiit ial dynics, while

buoanvcy may take over at a later stige, d i(Idig on the amblient conditions. A

theoretical moldel describing the evolutton of tlhi cloud was developed by l3ourouiba

('1 al. 115 and vahidatcd against experiIents. The turbulient gas-plias dyinamllics

were shown to be critical iII enhancing the rnuige of the smaller suspended droplets by
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delaying their exit from the cloud. This model can be used to assess contamination

ranges indoors under various physical conditions of the environment and patient.

Inputs for this model include the volume fraction of liquid to gaseous phases and the

droplet size distribution.

The techniques for measuring expiratory droplet size distributions have included

microscopic enumeration on glass slides [211, optical counting [481, aerodynamic droplet

sizing 1351, interferometric Mie imaging [43J, scanning mobility droplet sizing [751, and

laser diffraction [76]. Despite these efforts, discrepancies persist between the reported

size spectra. The variability in the composition and physical properties of the ejected

salivary mucus is a major source of uncertainty for all estimations relying on calibrated

optical characteristics and evaporation rates.

Hydrodynamic instabilities of fluid films at or near the exit of the respiratory

tract play a critical role in setting the size distribution of the ejecta. Such fluid

fragmentation phenomena are also found in nature and many industrial applications

[71]. While the precise form of fluid fragmentation depends on the details of the

source conditions, it generally involves a cascade to smaller scales, from a fluid volume

to sheets, ligaments and, finally, droplets [23]. Here, we use high-speed imaging to

observe the ejecta resulting from sneezes and coughs directly at the exit of the mouth.

In 3.3 we discuss the possible physical mechanisms involved in the fluid fragmentation

accompanying such violent expirations. The experimental setup and the results of

our visualization of real human sneezes are presented in 3.4. In 3.5, we describe the

anatomy of sneeze ejecta in more detail, with a focus on the type of fragmentation

processes leading to droplets.

3.3 Physical picture and fluid fragmentation

The majority of the studies of drop size measurement [e.g. 76, 75, 431 focus on cough-

ing, talking, or respiration. Turner et al. [68] used single flash photographs to record

sneezes using a dark field imaging setup. Duguid [21] also studied sneezing; however,

the sneeze dynamics examined were presumably altered by the subjects' ingestion of
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Figure 3-3: Cough recorded with high speed imaging at 1000 fps and displayed at (a)
0.005 s (b.) 0.008 s (c) 0.015 s (d) 0.032 s and (c) 0. 15 s from onset.
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glycoprotein mucins or biopolymers they contain. The mucins are macromolecules,

such as MUC5B, MUC7, MUC4, etc, [201. MUC5B is the dominant biopolymer,

giving rise to relaxation times 2.24 ms < A < 76.2 ms [30, 36, 7]. However, major

discrepancies continue to persist in the values of relaxation time reported. When

filaments of mucosalivary fluid are stretched, the polymers initially do not play an

important role. They remain coiled and the solvent solution dominates the dynamics;

hence, the thinning is dominated by viscous effects. In the subsequent phase, when the

polymers become sufficiently stretched, they resist the surface tension-driven breakup

that would occur via the Rayleigh-Plateau instability in a Newtonian fluid. Instead,

filament stretching leads to the formation of previously reported beads-on-a-string

when a balance of inertial, capillary, viscous, and elastic forces is achieved [11]. Beads-

on-a-string are an indication of the influence of viscoelasticity, and play a role in

selecting final sizes of the droplets. The Deborah number De quantifies the effect of

viscoelasticity by prescribing the relative magnitude of the polymer relaxation time

A and timescale of fragmentation r, De = A/r. We observed typical mucosalivary

ligaments of diameter ranging from 0.409 to 0.952 mm. For such sizes, the capillary

time ranges from r = Vpd 3/o = 0.97 to 3.40 ms, leading to 0.65 < De < 78.73.

Other values reported in the literature on saliva include 0.004 < De = A/r 0.5

[111. This large variation in De values illustrate the major discrepancy in relaxation

times reported in the literature for mucosalivary fluid.

Fluid partial bubbles, also known as bags, are another means of fluid breakup

that appear in a variety of liquid-gas flows. Villermaux and Bossa [721 and Reyssat

et al. [531 provide a detailed analysis of the physics of the birth and death of bags.

Typically, a volume of liquid subjected to a net air flow in a particular direction

is deformed by differential aerodynamic pressure that tends to flatten the volume

into a sheet that expands as it is swept downstream (Fig. 3-1). The fluid is then

transformed by the aerodynamic pressure into a bag structure that expands and thins

until it becomes unstable and ruptures. The resulting holes expand at the Taylor-

Culick speed [66, 191. As the holes grow and the liquid shell destabilizes, ligaments

form perpendicular to the bag rim surface due to the Rayleigh-Taylor instability of the
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rim and are stretched 138, 561. These ligaments then eventually break into droplets

via Rayleigh-Plateau-type instabilities (see Fig. 3-1).

In this study, we use direct visualization of sneezes via high-speed imaging to

determine what modes of fragmentation are present at the exit of the mouth during

violent exhalation events. These observations provide insight into the fragmentation

dynamics that shape respiratory pathogen transport.

3.4 Experimental visualizations

3.4.1 Experimental setup

High-speed videos of sneezes and coughs were recorded using frame rates ranging

from 1000 to 8000 fps (Fig. 3-2). Two monochrome cameras and various lighting

configurations were used. First, the head of the subject was positioned in front of a

black felt backdrop in order to create a dark field effect [681. This approach allows

for the droplets to scatter the light toward the cameras (Figures 3-3 and 3-4), which

enhances their contrast. The light sources surrounded the observation area, but were

never directly oriented toward the cameras. This setup was found to be optimal for

the visualization of the far-field dynamics of sneezes, including sneeze cloud dynamics.

By contrast, droplets at close range could best be visualized by using backlighting

through a white diffuser. The fragmentation was recorded using one or two cameras

simultaneously. In the latter case, single cameras were positioned above and on the

side of the desired imaging area, respectively.

3.4.2 Coughs and sneezes

The set of images in Fig. 3-3 shows the evolution of cough ejecta from 0.005 to 0.15

s after initiation of the cough. The airflow expulsion lasted approximately 300 ms.

A typical sneeze cloud from our visualizations is displayed in Fig. 3-4. The use of

high-speed videography with at least 1000 fps was necessary in order to adequately

resolve the dynamics. The set of images in Fig. 3-4 shows the evolution of the

sneeze cloud from 7 ms to 0.34 s after the sneeze began. The airflow expulsion lasted
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approximately 200 ms. Using the flow speeds from our recordings in Figs. 3-3 and 3-4,

we can estimate the Reynolds number Re = Q/(dv), where d is the mouth diameter,

Q the flow rate, and v the viscosity of the multiphase cloud. We find Re to be roughly

10 and 4 x 104 for coughing and sneezing, respectively. The flow rate was determined

by tracking the volume exhaled by unit of time from a combination of imaging and

quantification of lung air volume capacity.

Our visualizations show that distinct cough droplets are already present at the

exit of the mouth (see Fig. 3-3c-d for example), while such is not clearly the case

for sneeze ejecta (Fig. 3-4). Fig. 3-4 shows a relatively dense sneeze cloud, with a

broader spectrum of droplet or fluid fragment sizes, as remains visible further away

from the source (Fig. 3-4f). The comparison of the two figures (Figs 3-3 and 3-4)

suggests caution when generalizing the features of coughs to sneezes as is often done

in the literature. As sneezes are the least well studied, we now focus on their ejecta.

3.5 Anatomy of sneeze ejecta

Figure 3-5 shows a sequence of close-up snapshots of sneeze ejecta recorded at 2000

fps. The duration of the sneeze is 150 ms. In addition to the expected droplet ejecta,

we observe ligaments of various sizes. Here, the largest ligaments are 3 cm in length

and are ejected at speeds of up to 35 m/s. The droplet sizes in this recording ranged

from 160 pm to one millimeter, with a maximum observed speed of 14 m/s. The

effects of viscoelasticity were also apparent in the ligaments, which exhibited the

beads-on-a-string topology.

In order to characterize further the breakup of fluid following ejection from the

mouth, we examine Fig. 3-6 in more detail. There, a dense field of sneeze ejecta is

imaged both from the top and side. The side and top views were recorded at 8000

and 2000 fps with synchronized start-times, respectively. The total duration of the

sneeze was roughly 134.5 ms with an estimated Reynolds number for the gas cloud

of ReG = 10'. We observed a large number of droplet and ligament fragments. The

longest ligaments were found to be at least as wide as the field of view, approximately
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Figure 3-6: Stages of sneeze ejecta imaged from (a) the side and (b) the top, respec-

tively. The first column features the initial sheet and bag bursting after 8 is. The

second column shows the ligament formation, elongation, and pearl formation at 21

is, and the third column depicts the final stage of fragmentation into droplets at 117

ins. The side view was recorded at 8000 fps, while the top view was recorded at 2000

fps. Scale bars are 1 cm.

12 cm. The continuous breakup of the ligaments into droplets was apparent. as were

other fluid fragmentation effects.

Th first cohuinin of Fig. 3-6 illustrates fluid sheet expansion, the bursting of a

bag-like fluid structure, and the transition from shects to ligaments (Sec 3.5.1). The

second column features the stretching of the residual ligaments and the associated

droplet formation (Sec 3.5.2). The third cohunn presents the final stage of the frag-

inentatioln process, the pillchI-(ff of tlh ligaments into droplets. These three phases

of fragmientation were observed syst(1natically in the dozens of recordings captured.

3.5.1 Sheet extension and bag burst

In sneezes, we observe the formation of multiple bags of mucosaliva (e.g. Figs 3-7-

3-9). The resolution of the raw images it Figs 3-7-3-9 has been increased using a
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Figure 3-7: An exaipIc of multiple sneeze-indlced expanding sheets after rupture.
[le image is shown at 22 ins after the sneeze began. Scale bar is 1 cam.

least-squares approximation for display purposes 114. Fig. 3-7 shows aim exanple

of Imldtilple expanding sheets after rupture. The white outlines show th bag dges,

which are retracting in the (directions indicated by the arrows. Residua ligamenits

fromi the piercing and retraction of the bags can be observed. In Fig. 3-8, a( exaiiiple

of a bag located just downstream of the lower lip is reported. There as th( liquid

exits t Ile imouth, the flmiid is flatte i 1ito a sheet aid then transformed into a bag.

Figurc 3-9 shows a bag thait is in the flattened sheet phase of its growth. This par-

ti(cular ihag is deflected downward and acquires little monentui in the downstreamn

direction and it falls below the ioNr lip. Liganments bouniiding tie sides of this sheet

radiate outward from it as the sheet expands and thins. Assuming a male lung capac-

ity of 1 5 L, we Liter a characterlstic gas exhalatioi speed U - 2.4 my's, corresponding
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to a gaseous Weber number WCG = PGU'd/J-~ 2.2, where PG = 0.9782 kg/m 3 is the

air density and d = 3 cm is the diameter of the mouth [501. For individual Newtonian

droplets, the critical WeG for transition to the bag regime is about 12 for Ohnesorge

number OhL = p/V/pdor < 0.1 [511. For a Newtonian liquid jet in crossflow, the

transition from column to bag breakup occurs at a gaseous WeG of 4 [54, 55, 56J.

3.5.2 Beads-on-a-string and merger

Figure 3-10 shows droplets, or beads, forming on the elongating ligaments of mucos-

alivary fluid ejected during the sneeze recording. The time sequence in Figure 3-10(b)

shows two consecutive mergers of adjacent beads on the same ligament shown in Fig-

ure 3-10(a). This ligament of mucosalivary fluid is being stretched by the background

air flow and has negligible viscous effects, since Oh ~ 0.005. The diameter of this lig-

ament is approximately 0.2 mm, while the mean measured ligament diameter during

the course of the sneeze is about 0.6 mm. In this low-viscosity regime, a Newtonian

fluid ligament would be expected to fragment via a Rayleigh-Plateau instability on

the capillary timescale rp = V/pd 3/a-, where d is the initial diameter of the liga-

ment. For example, the ligament observed in Fig. 3-10 would be expected to pinch

off in approximately 330 ps; however, we see that the breakup is still in progress after

more than 13 ms, owing to the retarding effects of viscoelasticity. That represent

the extension of the filament lifetime by a factor of 39 when compared to that of an

identical filament made of pure-water. With a Deborah number 0.65 < De < 78.73

for the ligaments detected, the occurrence of beads and merger is expected to change

the final drop size distribution relative to that expected for Newtonian fluids.

3.6 Discussion

Coughs and sneezes emit turbulent multiphase flows that can contain pathogen-

bearing droplets of mucosalivary fluid. Despite recent efforts, no consensus on the size

distributions of such droplets is reached in the literature. It is commonly assumed

that the droplets are formed within the airway system with the process of their for-
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mation being unreported. In this study, we report direct visualization of cough and

sneeze ejecta. We report that a rich set of fluid fragmentation processes are at play

prior to the formation of the final sneeze droplet size distribution. In particular,

sheet extension, puncture and retraction, lead to the formation of ligaments. Such

ligaments stretch and form beads-on-string leading to mergers selecting for the final

size of mucosalivary fluid residing in the air. These fragmentation mechanisms are

clearly affected by the viscoelasticity of the mucosalivary fluid, with a typical delay

in the breakup of the stretched ligaments formed. The droplets of relatively large size

are generated during the breakup of the bags and filaments. Their size can range from

a few hundreds of prm to 1.5 mm. However, there are also fluid fragments that exit

the mouth in the form of smaller droplets. These are presumably created within the

airway system and are typically smaller than those formed externally from ligament

and sheet breakup. Such drops are much smaller than the 100ttm detected herein. In

a sample sneeze, the background exhaled air velocity was estimated to be 0.78 0.52

m/s based on the velocity magnitude measurements of the 30 smallest droplets de-

tected during the course of a sneeze that produced more than 100,000 small droplets

over approximately 250 ms. A theoretical framework for understanding the effect of

viscoclasticity on the fragmentation leading to the final sneeze drop size distribution

is currently under development. Moreover, a more detailed analysis of the effect of

each fragmentation process identified herein on the droplet size distribution is being

investigated to further refine our assessment of pathogen transmission between hosts.
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Figi i -8: Developmnent of the lag ilstal)ility at the edge of the lip. The bag first
grows ito a 1111 ii )hble flhu ii deformis prior to fi falvy bursting. The siapshots Mr
shown at intervals of 0.5 ins. The bag was originally roughly spherical in skiape. This

se(lUefnCe Was recorded I at 8000 fps. Sca le 1l1 is 2 1in.
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Figile ,-9: The I)gJ siown )WI re (enclosed ill (he val) rigIi1t-'S froi tl' iilohdi near
tie lower lip. It is in ie lor i of a f1At teiid sHeet of hirizonta. extent of approxiiuatety

16 inin. This ilig o vmS iptured at 1() nis f1o t1le onset of a Sniweze. Seale hr iS 5
4l1H.
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Fiirc 3-10: Beads on a striig (a) Multi-scali iroplets or "pearls" formi oil st retching

IituhIgnints )wing to the intfiitnce of non1-N1wNtoixViian effecttts. This snapsIwft is tkeii t
iis a iter tht )set of tht snc 1ze a1d is Nicwed froXiX 01bov0. ()) Time sequec e showiing

x t 'k 1sttIut'iv1 ni1gr (1 1(1jcent pii1rls. his pa tir seqiletict' is t)lbseI'rvt'td on
the largest ligait shownl III (a), which has H Width of about 0.2 1n.
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Chapter 4

Three-Dimensional Imaging of Sneeze
Ejecta

4.1 Introduction

The full three-dimensional (3D) time resolved measurement of sneeze spray droplets

is necessary for understanding the potential disease transmission of a sneeze. Two-

dimensional (2D) high speed imaging of sneezes, as described in Chapter 3, offers

excellent insight into the fluid phenomena observed in sneezes, yet clearly illustrates

the 3D nature of a sneeze spray. The 3D reconstruction of the flow field is necessary

to understand the complete dynamics of these non-Newtonian, turbulent, unsteady

multiphase sprays. In this chapter, we employ a nine camera high-speed rectangular

light field imaging (LFI) array to image the mucosalivary fluid ejected during sneezing

by a healthy human male, about 15 cm downstream of the mouth. An additional

high-speed camera is used to track the sneezer's head motion and the ejecta that

are present at the mouth exit. Droplet size, position, and velocity distributions are

calculated over 3D space and time (3D+T) for the duration of the sneeze. In addition,

the motion of the sneezer's head is tracked in order to understand the impact on the

resulting spray downstream. As in Chapter 3, fluid bags, ligaments, and beads-on-a-

string phenomena are also observed in this 3D study.
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Trial Index DOF.ar FOVo,,,, FOVert,arr FOVhor,face FOVert,face
1 65.47 30.61 42.33 28.19 15.86
2 62.81 36.44 46.88 28.69 16.14
3 62.81 36.44 46.88 28.64 16.11
4 62.81 36.44 46.88 28.42 15.99
5 63.04 35.54 46.88 27.07 15.23
6 70.21 36.63 45.99 26.83 15.09
7 70.21 36.63 45.99 26.79 15.07
8 75.17 39.70 46.75 28.43 15.99
9 75.17 39.70 46.75 28.27 15.90

Table 4.1: The depth of field (DOF) is in the z direction, while the horizontal and
vertical field of view (FOV) are in the x and y directions, respectively. The subscripts
arr and face refer to the array and upstream face tracking camera, respectively. The
array camera values correspond to the extreme DOF and FOV calculated based on
calibration of the corner array cameras. These bounds are plotted for Trial 2 in Figure
4-4. All quantities are reported in cm.

4.2 Experiments

4.2.1 Setup

The Synthetic Aperture Feature Extraction (SAFE) light field 3D measurement ex-

perimental setup is similar to that described in Chapter 2. Nine high-speed cameras

are arranged in a rectangular grid pattern (see Figures 4-1, 4-2, and 4-5). A single

high-speed camera located upstream of the array records the head of the sneezer and

the ejection of fluid from the mouth from a side view. All of the array cameras are

Phantom Miro M310 cameras fitted with 50 mm lenses, and the additional camera

is a Phantom v341 with a 28 mm lens (see Figure 4-2). Videos are recorded by all

cameras with a frame rate of 3187 fps and resolution of 1280 by 720 pix at F-stop of

16. Three pulsed LED light banks, manufactured by Integrated Device Technology,

Inc., are synced with all of the cameras to provide back illumination of the scene

behind a white diffuser. A Berkeley Nucleonics Corporation pulse/delay generator

model 505 is used to sync the lights and cameras. Pulsed lighting is required to avoid

streaking due to the high speeds of the sneeze droplets. Multiple lights are used in

an attempt to uniformly illuminate the array cameras and to provide enough light,

given the relatively small lens apertures and high camera frame rates.
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Figure 4-2: Photograph of nine array caieras (left) and additional side

camera (right). All cameras are high-speed Phantom models nmanufactured

by Vision Research. Inc. Photo credit: Antonio Pulsone.
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FOVvert,face

Face
Centroid

FOVhor.face 2

XB p

44I FOV Overlap:

FOVhorarr / 2

Trial Index XA XB XC

1 5.06 12.29 27.60

2 6.28 12.99 31.21
3 7.71 11.44 32.66

4 13.13 20.08 38.30
5 9.47 17.94 35.71
6 8.79 17.11 35.46

8.56 16.86 35.18
8 10.06 16.36 36.21
9 11.56 21.35 44.20

Figure 1-3: 3) siieze experirieiits field of view (FOV) an(l sneeze ( xtent dimen-

suins for all trials (re)orte(d in cm). P0 I,, arr d1 FO e P . are the liorizotal

al(I vertical field of view, respectively, of the array cameras, while FOVawrtac, aiind

Fo ,/II(T ar th( ( orresponditig fields of view for the upstream face tracking cam-
era. FOtT valus an provided in Table 4.1. The 2D centroid of the face at the rclease

time (the last instant when liquid exits the mouth) is indiciated by a red( dot. v, is

the distaice from the mouth at the release time to the right cil( of FOormjuacv. B

is the (listance from the mouth to the center of FJQQ:h..,. .c is the distance from

the mouth to the downstream end of FOV ,irr The FOV of the array ca era and

the additional camera overlap iii these experiments.
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The sneezer sits perpendicular to the image plane of the of the additional side

camera and within its field of view. After sneezing is induced, the subject sneezes

into the field of view of the array cameras. As in Chapter 3, the head is not constrained

so as to simulate natural sneeze conditions. All sneezes are generated by one healthy

male test subject. A target is placed in front of the sneezer to help orient the test

subject so that the sneeze is directed straight ahead in the +x direction. Protective

glasses are worn to shield the sneezer's eyes from the bright LED lights. All nine

trials are performed at room temperature. Trials 1 through 4 take place during a

span of one day, and the remaining trials are recorded the following day.

The cameras are triggered with a BNC hardware trigger. The nine array cameras

are calibrated using a checkerboard calibration grid, as described in Chapter 2. As

discussed in Chapter 2 in 2.3.3, the extreme focal bounds in the x, y, and z dimen-

sions can be calculated based on camera calibration. The field of view (FOV) and

depth of field (DOF) for Trial 2 are illustrated in Figure 4-4. The focal bounds for

all trials are listed in Table 4.1. The intersection of the rays emanating from the four

corner cameras with the planes x = 0 and y = 0, respectively, are used to calculate

the focal extent in all three spatial dimensions. The DOF is important for refocusing

because processing depth slices outside of the DOF can lead to incorrect reconstruc-

tions and an unnecessary increase in computational costs. A yard stick positioned to

span the fields of view of the array cameras and the additional camera is recorded

simultaneously by all cameras in order to determine the relative position of the face

camera and the array. Figure 4-3 presents the overlapping FOV dimensions of the

upstream face tracking camera and the effective FOV of the nine array cameras. The

2D x - y face centroid at the release time (the last instant when liquid is observed

to exit the mouth) is indicated by a red dot, and the distances XA, XB, and xc are

measured from this point. FOV,,ar, and FOVt4 ertarr are the horizontal and vertical

field of view, respectively, of the array cameras, while FOVhar,face and FOV,,rt,face

are the corresponding fields of view for the upstream face tracking camera. xA is the

distance from the mouth to the right end of FOVorjace. XB is the distance from

the mouth to the center of FOVorarr. xC is the distance from the mouth to the
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Nine Camera Array

Figure 1-5: Montage of siieez l photographs recorded by each of the nine caiil( ras in

the array (nine images on right) and the additional upstream camtera (shown I on left).
The layout of the images in this figure indicates their relative locations in the canera
anray x when looking into the cameras. These images from Trial 2 wX(ere recordk(d 111.20
mns( ( after the start of the sneeze. The scale bar in the left-most itawge co 1res ponds
to the upstream camera calibration, while the scale bar in the top-eft array caincra

image corresponds to the array caneras calibration. Both scale bars are 2 cim. Note

here the field of view ov erlaR between the camera tracking the face and several of the
array cameras (see Figure 4-3).

downstream ('nd of FOI ho,, and is the total observable extent of the sneeze. Here,

the it(ar efil sieeze spray is analyzed, and the maxinuin valne of Xr0 is 11.20 cIn in

Trial 9. Bonrouiha ct al. 1151 image the sneeze elod up to 70 cm from the month.

4.2.2 Parameter regime

The flind properties of the mncosalivA, which are sunnarized in Table 4.2. are the

samni as those diescribcd in Chapter 3 section 3.3. The average exhalation gas speed,

Ut, is estinated as

Ul= "tq (4.1)
t, ( 1,2 /,4)1

wt(re V', is hiii1g (capa(city (assuittng a male hng capacity of 1.5 L as In Chapter

3), t, is the sneeze duration, and d))yia is the imouth dianeter at the release tite.

lie valtis of t. and d,,o, for ' each trial are found in Table 1.3. Mean iquid vlocitv

120



Parameter
Air density

Air dynamic viscosity
Exhalation gas speed

Liquid density
Liquid dynamic viscosity

Liquid droplet average speed
Surface tension
Mouth diameter

Average droplet diameter

Symbol

PG
PG

UG

PL

PL
UL

01
dmouth

d

Dimensionless Group Definition

WeG PGUGdmontho/
M PGUG/ PLUL2
Oh PI/ 2PLad

ReG PGUGdmouthIG
ReL PLULd/IPL

Table 4.2: The parameter regime explored in the present

sneezes.

Range
0.98 kg m-3

1.84E-5 Pa s
9.99 - 45.67 m s-'

1000 kg m- 3

1 mPa s
2.43 - 3.53 m s-

60 mN m--
1.32 - 2.26 cm
0.25 - 2.0 mm

Range
21.47 - 768.66
7.8E-3 - 0.35

2.9E-3 - 8.2E-3
7-0E3 - 5.48E4

608 - 7060

3D experimental study of

(UL) data and statistics are shown in Table 4.4. Average sneeze droplet diameter, d,

statistics are displayed in Figure 4-19.

Table 4.2 also shows the relevant dimensionless parameters for analysis of the

sneeze. The gaseous Weber number, WeG = pUGdmouth/a, is the ratio of inertial to

surface tension forces. M = PGUG/PLUL2 is the gas-to-liquid momentum flux ratio.

Oh = p Lad is the Ohnesorge number, which is the ratio of the viscous force

to the square root of inertial and surface forces. ReG = PGUGdrnouth/ [G and ReL =

PLULdILL are the Reynolds numbers for the gaseous and liquid phases, respectively,

which are ratios of inertial to viscous forces. Since Oh << 1, ReG > 1, and ReL >> 1,

viscous forces are negligible compared to inertial and surface tension forces. WeG >>

1 indicates that the inertia of gas exhaled from the mouth dominates surface tension,

leading to liquid deformation and atomization. According to Hopfinger's coaxial gas

stream liquid jet atomization regime map with dimensions of ReL, WeG, and M, the

parameter space in the present study would be within the shear breakup regime 1371.

However, the sneeze is a more complex flow because the entire volume of mucosaliva

liquid is exposed to gas exhalation, rather than gas simply flowing around the border
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of a liquid jet. Liquid also does not exit the mouth as a jet; rather, atomization

begins further upstream. Chapter 3 discusses the instabilities that are observed in a

sneeze. Bag instabilities are observed near the mouth as the liquid volume deforms

into a flattened sheet, which then atomizes further into ligaments with beads-on-

a-string (a non-Newtonian fluid phenomenon) and, ultimately, individual daughter

droplets. Although all of these instabilities are visible in the recorded videos in the

present study as well, only individual beads found on ligaments and free droplets

are ultimately reconstructed and tracked in 3D over time. The SAFE technique

employed here produces the most accurate results when imaging objects that are

close to spherical in shape, as discussed in Chapter 2 2.3.5.

4.2.3 Head Tracking

In the analysis of sprays, the nozzle geometry and motion, if any, can have a large

impact on the resulting downstream flow. Therefore, it is important to track the

motion of the head and diameter of the mouth during sneezing. The position of the

head relative to the array cameras can also affect the number and size of droplets

and other fluid features observed in the 3D reconstruction. The single high-speed

camera located upstream of the nine array cameras is used to track the motion of the

sneezer's head. The face appears as a silhouette due to the back-lighting setup (as

seen in Figures 4-5 and 4-6).

Figure 4-6 presents an example of face contour extraction at a single time instant.

The raw image from the upstream camera is first thresholded. The sharp contrast

between the almost completely black silhouette and the bright background allows the

sneeze spray to be removed with a low threshold relative to the maximum intensity

(in this example, the threshold is 2 out of a possible 255). Then edge detection is

performed using the Sobel method. Since the head faces right in all images, the right-

most contour is retained after edge detection. As can be seen in Figure 4-6d, keeping

only the right-most edge pixels eliminates the edge of the glare on the test subject's

protective glasses, which can be Seen in the prior processing steps. However, the

right-most contour may still contain gaps, which are then connected via horizontal
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lenslets (lenslet array) in a plenoptic camera [401. Figure 4-9 presents an example of

the application of LFI. After the complete image volume is recorded, different depth

slices can be extracted from the resulting focal stack. In each of these slices, only the

features that are actually located at that depth appear in focus, while everything else

appears blurred.

The starting point for volume reconstruction is the implementation of the synthetic

aperture algorithm to generate refocused images on planes throughout the volume.

Thereafter, the actual particle field must be extracted from the refocused images and

organized into a volume with quantifiable locations. First, mapping functions must

be established between the camera image planes and world coordinates

Ui = F(Xj; p'), (4.2)

where uj is the 2x1 vector of the Jh image point coordinates, [us, vj]T, Xj is the

3xl vector of the jth world point coordinates, [X, Yg, ZjT, pt is a set of parameters

defining the model of the ith camera, and F defines the form of the model. This

model allows each image from each of the N cameras in the array to be projected

onto k focal planes. IFPki denotes the image from camera i aligned on the kth focal

plane. The resulting, refocused SA image, ISAk, may be generated by averaging each

of these images over the number of cameras in the array

ISAk = N E IFPki, (4-3)

where ISAk is the image from camera i aligned on the kth focal plane [8]. Combining

images using this averaging technique is known as additive refocusing. A variant of the

additive SA algorithm that can enhance the signal-to-noise ratio for well calibrated

images is given by the multiplicative refocusing algorithm

ISAk = [(IFPki)n] (4.4)
i=1

where n is an exponent between 0 and 1. This allows for enhancement of the signal-to-

noise ratio without letting any camera with an occluded view of an object prevent that
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object from being refocused. This is because a small number raised to an exponent

between 0 and 1 is non-zero. For ordinary light field SA refocusing, it has been

determined that n in the range of 1 < n < works best.

4.3.2 Synthetic Aperture Feature Extraction

The SA output focal stack images can be filtered to physically locate features that

are small relative to the field of view. However, this task becomes more difficult

for features that are large relative to the field of view. Here, the Synthetic Aperture

Feature Extraction (SAFE) technique has been applied to measure 3D features. First,

raw images from each of the array cameras are preprocessed. Blobs are detected and

converted to white pixels, while the rest of the image is converted to black. These

binary images are then refocused. For blobs that can be approximated as spheres, 3D

centroids and radii can then be extracted after post-processing the focal image stack.

This process can be repeated over time while tracking particle motion. As a result,

3D spatial, size, and velocity data distributions can be calculated as functions of time

to better understand the flow dynamics and characteristics. The SAFE technique

has been verified using both simulations and experimentally using a flow of spherical

soap bubbles in air, as described in Chapter 2.

4.3.3 Raw Image Preprocessing

During the preprocessing step, the goal is to perform as many reliable droplet de-

tections as possible. To achieve this, the robust maximally stable extremal 'regions

(MSER) blob detection algorithm is used [41j. Figure 4-10 (reproduced from [47])

presents an overview of this method. Essentially, connected components are found in

an image as regions whose size remains relatively constant during threshold variation.

Detected features do not need to be spherical, which is advantageous in spray analy-

sis because most droplets are asymmetric in shape, even if their radii are small. The

target blob minimum and maximum areas can be specified as inputs to the algorithm.

Setting a minimum area allows pixels that constitute noise to be filtered, while an up-

per size bound eliminates undesirable larger features, such as ligaments or background
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additive refocusing could result in more erroneous detections than the multiplicative

approach, the proper thresholding can yield highly reliable particle localizations.

Figure 4-12 presents four depth slices from the focal stack obtained by refocusing

the binarized images in Figure 4-11. Additive refocusing is used with a threshold of

100 out of a maximum possible value of 255. Negative z depth values correspond to

points in between the reference plane at z=0 and the camera array, while +z depths

are behind the reference plane. The reference plane depth is set during calibration

and is arbitrary. Using the SAFE method, only features actually located at each

depth plane remain in the focal stack. Blur artifacts are eliminated. Refocusing is

performed in the z direction, without any rotation or translation.

4.3.5 3D Cluster Extraction

After refocusing, clusters must be extracted from the focal stack. Cluster size lower

and upper thresholds can be set to filter noise or processing artifacts (e.g. blur arti-

facts that have erroneously merged into a single, larger cluster). Figure 4-13 presents

the raw voxels from the focal stack; clockwise from the top: isometric, x - z, and

x- y views, respectively, are shown. The clusters are elongated and extend in different

directions due to the blur pattern from the cameras, as expected. The deformation

is a function of the focal length and distance of the particle from the z-axis. The

geometric centroids of these clusters are the estimated true centroids of the droplets.

Droplet radii are estimated from the x - y planar area of the depth slice at the z

centroid by assuming that this area corresponds to that of a circle. Figures 4-14

and 4-15 present the isometric and planar views, respectively, of the reconstructed

scene corresponding to the raw clusters shown in Figure 4-13. This cluster extrac-

tion process is then repeated for each frame. Droplets are then tracked in 3D+T

using MATLAB software developed by Blair and Dufresne 1121. Lagrangian velocities

and accelerations are calculated for each particle by differentiating polynomial fits to

centroids over time.
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Trial Index Nd Vt [mLI t, [msec] tR [msec] dmgy.oth [cm]
1 37163 7.769 239.410 128.961 1.32
2 85259 25.756 304.989 160.966 1.79
3 633 0.249 312.833 206.464 2.01
4 782 0.265 368.372 169.438 1.69
5 5143 1.928 336.680 178.224 1.65
6 216466 113.357 298.400 157.829 1.43
7 927 0.261 314.402 222.780 2.26
8 2175 1.205 384.060 131.158 1.55
9 1892 0.572 391.905 165.987 2.21

Table 4.3: Sneeze measurement results for each trial. Nd is the total number of unique
droplets detected throughout the duration of the sneeze, t,. The sneeze is considered
to begin the instant that liquid is first observed exiting the mouth and lasts until
most of the particles have moved beyond the field of view of the array cameras and
the only ones remaining are settling. Vit~ is the total volume of droplets detected. tR

is the release time, when the last bit of liquid is seen exiting the mouth. dmu1 th is the
diameter of the open mouth at tR.

4.4 Results and Discussion

4.4.1 3D Sneeze Spray Reconstruction

Figures 4-16 through 4-18 present sample raw images from the center array camera

as well as full 3D reconstructions of every droplet in the sneeze throughout the entire

sneeze duration (in some plots, droplets from only a fraction of the total number of

frames are displayed so that it is easier to see the overall structure of the spray).

Figures 4-30 through 4-38 display the sneeze cloud isometric views in greater detail,

and Figures 4-39 through 4-47 show x - y and x - z views of the same sneeze cloud.

In all of these figures, the overall mean velocity vector direction is indicated by a gray

arrow drawn at the geometric centroid of all droplets for the entire sneeze duration

(the length of the arrow is arbitrary.).

There is large variation in the number of unique droplets detected, Nd, per trial

(see Table 4.3). The total volume of liquid emitted, V1 4 t, is proportional to Nd. In

the nine trials in this study, Nd is generally inversely proportional to the average

distance of the head from the world origin, at which the array cameras are aimed

(see the table in Figure 4-3). This distance is not precisely controlled because the

136



300

200

100

100

z mm] -200

20 0

100

-100

z [mm) -200

300 100

50

-50 -

-100 0
Zimml -150 100 50 x [m]

I

506

,50

I
-00

300 100 xIm

.0.

50

0

50

100 3i

0

-50

-50

-50
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sneeze clouds for the corresponding trials.
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Figure 4-19: Overall mininum, nman. and minaximum initial droplet diaineter for each
trial. The blue vertical line segments indicate one standard deviation above and below

the mean. The smallest dianeters (both 0.247 nun) are observed in Trials 6 and 7.

Trial 6 featured droplets with the largest observed diameter of 1.999 nmi, but the

tipper diameter limit for all trials is close to 2 mm.

h(ad is not conlstralUitd il order to simulate natural sneeze conditions. Since these 3D

re(olistrlcti(n contain droplet tracks, they feature droplet motion from all stages of

the sneeze, inelicling droplets that settle, primarily falling downward slowly near the

end of the sneeze. Changes in head position, angle, and mean liquid ejection angle as

a function of tine also infHnence the appearance of the overall 3D reconstruction.

Despite the variation in N,, all of the trials feature an expanding droplet spray

cloud dile to entrainment, as is expected from turbulent jet theory 1591. The overlap of

normalized distributions of droplet location, size, and velocity comp1)onents presented

in the following sections also (eilonstrate tlie universalty of' the sneeze across different

trials.
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4.4.2 Droplet Sizes

Figure 4-19 presents the minimum, mean, standard deviation, and maximum droplet

diameters measured in each of the trials, based on the initial size of each measured

droplet. Diameters are calculated as the projected area diameter, defined as

d=_ (4A) 1/2  (45)
Jr

where A is the droplet's projected area 1241. Despite the wide variation in the number

of droplets across trials (Table 4.3) the average measured diameters agree. In Figure

4-21, histograms of mean initial droplet diameters are shown at the left, while prob-

ability density functions (pdfs) are plotted on the right. These are the diameters of

each droplet as measured in the first frame in which that droplet is detected during

its trajectory. Sneeze droplet diameter counts from Duguid [211 are also shown in

the plot on the left and are within the range of the present investigation's results.

Figure 4-20 shows the full droplet diameter histogram from Duguid [211 for a single

sneeze event. In Duguid's study, droplet diameters are measured from stain marks

found on celluloid slides exposed a few inches in front of the mouth. In the current

investigation, the droplet sizes that are measured are on the right tail of Duguid's

distribution. It would be possible to image and reconstruct the smaller droplets with

the current setup and the SAFE method by zooming in and refocusing the recorded

image volume with a finer dz increment. However, the setup used in the present

investigation features a larger field of view in order to reconstruct the sneeze over a

greater spatial extent. The pdfs across the nine trials tend to match, with the great-

est variance surrounding the peak normalized diameter. In Figure 4-22, all sorted

initial droplet diameters from each trial are shown in the left plot; the right graph

displays initial diameters divided by the mean initial diameter for each trial. Droplet

indices are also divided by the total number of droplets detected in each trial, Nd (see

Table 4.3). Normalized initial droplet diameters tend to match, except for the largest

droplets at the right end of the normalized plot.
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4.4.3 Droplet Locations

Figures 4-23 and 1-24 present probability density functions (pdf) of 3D droplet lo-

cations throughout the entire duration of the sneeze. Figure 4-23 shows the x - y

pdf averaged over the dimension. These pdfs are very similar and relatively sym-

mictric about the line y--O. The pdfs in the X - z dimension (averaged over y) are

presc1ted in Figure 4-24 demonstrate significant variation. This is likely partially

(11e to greiter variation in the angle of the sneezer's head about the vertical y axis

(Yaw). In Idditioii, based on the SAFE method simulations in Chapter 2, the error

in z coordinate reconstruction is generally greater than that in r and y. Error in

the z coordinate reconstruction would result in greater error in the z velocity conmipo-

neat. @4.4.4 presents similar 3D histograms for the velocity magnitude of the sneeze

throughout the entire duration, along with the overall mean velocity vector. Symme-

try is generally observed in Figure 4-24 about the axis of the mean velocity vector.

The maximum extent of the sneeze in the z direction is also generally greater than or

equal to that in y. As expected from turbulent free shear jet theory [521, the sneeze

cloud spreads due to entraiment in both the y and z. dinesi)ons as it progresses il

the dowinstrean direction. More droplets are also observed farther upstream.
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Trial Index UL,mean VL,mean WL,mean ||UL,mean||
1 1.21 -0.11 1.21 3.53
2 0.99 -0.12 0.40 3.09
3 1.37 -0.15 0.48 3.10
4 1.70 -0.03 0.37 2.79
5 1.41 0.02 0.26 2.85
6 1.17 -0.09 0.34 3.14
7 1.09 -0.06 0.07 2.43
8 1.51 -0.14 -0.72 3.08
9 1.64 -0.14 -0.07 3.28

Mean 1.34 -0.09 0.26 3.03
Standard Deviation 0.25 0.06 0.51 J 0.31

Table 4.4: Mean velocity components magnitudes and overall mean speed, reported
in units of m/s.

4.4.4 Droplet Velocities

Table 4.4 lists the components and total magnitude of the mean velocity vector for

the initial velocity of every unique droplet throughout the duration of the sneeze.

The histograms for each velocity component are shown on the left in Figures 4-25

through 4-27. tmear, Vmean, and Wmean are the x, y, and z mean velocity components,

respectively, for all droplets in the spray for the duration of the sneeze. I ULmean I
is the magnitude of the mean overall velocity vector. Since the sneeze in each trial

is aimed predominantly in the +x direction, Umean is positive and the distribution of

x velocities is skewed toward positive values. Negative x velocities are observed due

to recirculation within the sneeze cloud, as demonstrated by Bourouiba et al. [151.

rnean and Wmeanr are symmetric and have peaks near zero. The mean y velocity is

generally slightly negative due to the influence of gravity because the y axis is vertical.

The sign of wmean varies depending on the orientation of the head during sneezing.

The differing orientation of the head angle about the y axis could explain the greater

observed variance in the z velocity component.

The plots at the right in Figures 4-25 through 4-27 show the pdfs of each velocity

component. There is generally agreement in normalized velocity component values.

Again, the greater variation in z velocity component measurement could be due to

the angle of the head during sneezing or possibly error in the droplet z centroid
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Figure 4-28: Droplet vclocitx n itude over x -y bins averag d oxer the z dinension.

All droplets present at every time step are counted. The white arrow is drawn at the

cenutroid of all droplets and points in the direction of the mean x viocltx vector.

coordinate. As discussed in Clhapter 2 @2.4.3, the error in z locaiza-tion is fond to

be greater than that in X and y. This may be clue to the elongation of objects ill

during refocusing, as discussed iin 4.3.5.

Figures 1-28 and 4-29 present the 2D droplet velocity Ilmagnitude plots over J - y

and c - S bils, respectively. The white arrow in each plot is drawn at the geometric

ceutroid of all of the droplets detected during the duitra tion of the sneeze and points

in the direction of the mean velocity vector (see Table 4.4). Although lr t speeds

higher than 5 in/s are observed in the sneezes, this is the maximluii speed displayed

in these plots because nost of the detected droplets move slower than this speed.

While the - - y 2D loccation pdfs shown in Figure 4-23 are very similar and highly

symnmetric, significant variation is observed in the I - v(lcmity plots in Figure 4-

28. This is lk l( du1i pairt to the varying distance of thc head from the center of

the world coordiniates (F 1i e - hc significantly higher N in Trials 1, 2, and 6

t t8
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centroid of all droplets and points in the direction of the mean velocity vector.
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compared to the others (see Table 4.3) tends to create nearly uniform x - y average

velocity magnitude fields during the duration of the sneeze. In the other trials, the

expected expanding sneeze cloud shape in the +x direction due to entrainment is

observed. Similarly, the x - z average velocity magnitude fields during the duration

of the sneeze shown in Figure 4-29 are more nearly uniform for Trials 1, 2, and 6, but

not for the other trials. The velocity mangitude patterns observed in this figure are

similar to those seen in Figure 4-24 for the x - z droplet location pdfs.

4.5 Summary and conclusion

This work presents the first fully three-dimensional experimental investigation of near-

field sneeze ejecta close to the exit of the mouth. The novel Synthetic Aperture Fea-

ture Extraction (SAFE) method has been successfully applied to reconstruct sneeze

flows using an array of high-speed cameras. Droplets are resolved in 3D+T, leading

to full scene reconstruction with droplet positions, diameters, and velocities being

reported for each droplet over its lifetime. An additional camera that records the

motion of the head provides information regarding the head position relative to the

array camera field of view and the mouth opening diameter during the course of the

sneeze. While the number of detected droplets varies widely across trials, agreement

is found in the droplet size and velocity component probability density functions.

This is indicative of the universality of sneeze characteristics across trials.
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every time step are plotted (therefore droplets shown are not all unique). The gray
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Figure 4-38: Isometric view of 3D sneeze cloud in Trial 9. All droplets detected at

every time step are plotted (therefore droplets shown are not all unique). The gray

arrow points in the direction of the overall iean velocity vector of all droplets.
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Figure 4-40: (Top) a - y view of 3D sneeze cloud in Trial 2. (Bottom) x - z view of

3D sneeze cloud. The gray arrow points in the direction of the overall mean velocity

vector of all droplets.

161



440

40 , A-- *

S ~

0

-40 -20 0 20 40 60 80
x [mm]

-80 -60 -40 -20 0 20 40 60 80
x [mm]

0 0.1 0.2 0.3 0.4 0.5
r [mm]

Figure 4-1: (Top) .
3D siieeze (cd1011. The
Vector of all droplets.

0.6 0.7 0.8 0.9 1

- y view of 3D sneeze cloud in Trial 3. (Bottom) x - view of
gray arrow points in the direction of the overall mean velocity

162

40

20-

E

-20

-40

-60
-80 -60 100

40

20

0

-20

-40
E
E -60
N

-100

-120

-140

-160

100



40

20

-20

-40

-60
-80 -60 -40

200

150

100

50

0

-50

-100

-150

-200
-80 -60

-20 0 20
x [mm]

-40 -20

0 0.1 0.2 0.3

0
x [mm]

0.4 0.5
r [mm]

40 60 80 100

20 40 60 80 100

0.6 0.7 0.8 0.9 1
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Chapter 5

Summary and Conclusions

This thesis presents the analysis of several multiphase spray flows using advanced

high speed imaging methods. Synthetic Aperture Feature Extraction (SAFE) is a

new light-field imaging based method for identifying and quantifying flow features

in a multiphase flow. SAFE is detailed herein and applied to bubble and sneeze

flows. The use of high speed imaging combined with light field imaging allows for the

resolution of flow features in three-dimensions and time (3D+T).

The SAFE technique allows the measurement of flow feature position and ve-

locimetry in 3D+T, enabling a complete understanding of the flow dynamics. This

thesis presents the first application of SAFE to sneeze flows, yielding a more com-

plete description of the dynamics of sneeze droplets within a selected volumetric

region. This type of analysis can potentially lead to a reduction in airborne disease

transmission and improvements in ventilation system design. The insight gained into

viscoelastic sneeze flows and the discovery of new sneeze related fluid phenomena,

can also lead to a more thorough understanding of other flows that share similar

characteristics.

The generality and resolving capabilities of the SAFE method make it ideal for the

analysis of a wide variety of 3D scenes as long as features are visible and not completely

occluded. SAFE is independent of the phases of matter being imaged and the nature

of the scene, as well as the Reynolds number and other dimensionless parameter

regimes of the flow. As long as the cameras and lighting are sufficient to image the

flow without streaking or blur, the flow features of interest can be determined with
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adequate spatial and temporal resolution. SAFE only requires cameras to be located

on one side of the scene being imaged, making it ideal for problems where optical

access is limited. Also, since the cameras are clustered in an array in one main

location, the lighting setup can be simplified as well.

The SAFE method is compatible with existing and emerging light field imaging

hardware implementations that have been developed for use in both research and

commercial applications. The inclusion of light field imaging sensors in mobile devices

could enable new applications that rely on depth or size information or the ability

to refocus images and view scenes from different angles. The combination of the

Synthetic Aperture Feature Extraction method with the appropriate hardware can

enable better engineering designs, improved measurements of natural phenomena,

and validation of theory and numerical codes.

In this thesis, SAFE was applied to two distinct fluid problems: soap bubbles

flowing in air and sneeze flows. The flow of soap bubbles in air was investigated

experimentally as a proof of concept of the SAFE technique. Simulations using the

open source software package Blender 1181 were also used to validate this method.

Cameras, lights, and spherical objects in a scene were simulated in both dark field

and light field setups to test 3D scene reconstruction.

Sneeze ejecta emitted close to the mouth exit were studied using both 2D high-

speed imaging, as well as the 3D SAFE method. 2D videos of these viscoelastic

fluid flows were recorded simultaneously using both side and top view high-speed

cameras to investigate the dynamics of ejecta and the stages of atomization. Sheet, or

"bag" formation, ligament appearance and elongation, beads-on-a-string, and droplet

merger were observed during the lifetime of each sneeze recorded. The top and side

views demonstrated the highly 3D nature of sneezes. To capture the extent of sneezes

in 3D, an array of nine high-speed cameras (in addition to a separate side camera

to track the sneezer's head motion) was used to perform SAFE 3D reconstruction of

the flow over time. Droplet centroids, radii, velocities, accelerations, and other flow

characteristics were extracted over the course of the sneeze.

In summary, the main contributions of this thesis include:
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* Development of the Synthetic Aperture Feature Extraction (SAFE) method as

an extension of the SA refocusing technique. This method enables the recon-

struction of sphere-like blobs in 3D over time.

* Validation of the SAFE method via camera, scene, and light simulations with

both dark and light field setups. The impact of camera array configuration on

the percent error in reconstruction was also evaluated.

* Three-dimensional experimental analysis of flow of soap bubbles in air to vali-

date the SAFE method.

* Identification of previously unobserved dynamics and features of sneeze ejecta

near the exit of the mouth, including bags and beads-on-a-string.

o Quantitative analysis of near-field sneeze flow features. Droplets of mucosalivary

fluid were located in both 2D and 3D over time using high speed video and the

SAFE method. Centroids, radii, velocities, and other flow measurements were

calculated over time.

Moving forward there are several areas that still warrant further investigation with

the SAFE method:

* Further analysis of 3D sneeze ejecta in both the near and far field. Collecting

data from more sneezer test subjects would yield more statistically robust sneeze

ejecta data.

o Automation of the selection of appropriate pre-processing and clustering algo-

rithms and parameters to be used for SAFE when processing a particular data

set, possibly via machine learning.

o Application of the SAFE method to other types of multiphase flows that have

previously been difficult to measure in 3D+T, including optically dense fuel

sprays.

o Comparison of experimental SAFE results with 3D computational fluid dynam-

ics simulations for further validation.
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* Application of the SAFE method to three-phase flows consisting of liquid, solid,

and gaseous matter.

* Extension of the SAFE method to resolve shapes in 3D that are not well ap-

proximated by spheres.
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