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Abstract

Topological insulators are a category of phases in condensed matter with inverted
conduction and valence bands, which is protected by time reversal symmetry. As a
result, the bulk keeps insulating while the surface supports an exotic high-mobility
spin-polarized electronic states. Introducing magnetism into topological insulators
will break the surface time reversal symmetry and alter the spin texture at the surface,
and is an essential step to bring topological insulators towards the observation of new
quantum states and for device applications.

This thesis is a comprehensive study of magnetic interactions in topological in-
sulators, from both experimental and theoretical perspective. Generically, there are
two approaches to bring TI magnetic, the proximity effect and the conventional tran-
sitional metal ion doping. In the proximity effect, a layer of magnetic insulator is in
proximally contact with a topological insulator, which forms a heterostructure and
introduces magnetic exchange with the topological insulator states; while in the tran-
sitional metal ion doping, the magnetic dopants will induce magnetic order inside
topological insulators. The main content and contribution of this thesis are five-fold.
First and foremost, this thesis provides conclusive experimental evidence to demon-
strate a long-predicted new type of magnetism, the "Van Vleck ferromagnetism" in
magnetic topological insulator Vanadium doped Sb2Te3. Compared with the tradi-
tional RKKY magnetism in diluted magnetic semiconductors which needs undesired
free carriers to mediate the magnetism, such magnetism has an carrier-free origin and
solves the dark current issue for spintronics applications, such as quantum anoma-
lous Hall effect. Secondly, this thesis provides conclusive experimental evidence to
demonstrate the magnetic proximity effect at topological insulator / ferromagnetic
insulator interface, where magnetism is penetrated into the side of topological in-
sulator. The main obstacle for this study is the inter-diffusion of magnetic ions to
topological insulator, causing false positive signal. This is conquered through experi-
mental means which is capable to resolve the layer-dependent compositional contrast
as well as magnetization simultaneously. Thirdly, this thesis discusses a theoretical
proposal to show that how to resolve the particular electronic state of topological
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insulator participating in the proximity effect. The determination of the magnetized
electronic state of topological insulator turns out to be highly difficult for conventional
experiments. We utilize the indirect interlayer exchange coupling, i.e. the magnetic
coupling between two magnetic layers when a topological insulator is sandwiched in
between, to demonstrate the possibility to resolve electronic state in a direct manner.
The fourth point, this thesis also discusses a theoretical model to describe a plasmonic
device based on topological insulator / superconductor hybrid structure, which has
much low energy dissipation compared with metallic plasmon device and might be
used to detect Majorana Fermions, an yet-to-be-confirmed particle as building block
for quantum computation. Last but not least, combining the merits of high-Curie
temperature of magnetic doping and the uniformity of magnetic proximity effect,
we also report an enhanced proximity effect based on proximity induced coupling in
magnetically doped topological insulator hybrid heterostructure.

Thesis Supervisor: Ju Li
Title: Professor of Nuclear Science and Engineering
Professor of Materials Science and Engineering

Thesis Reader: Paola Cappellaro 
Title: Associate Professor of Nuclear Science and Engineering
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Chapter 1

Introduction

1.1 Topological Insulators

Topological insulators (TIs), literally speaking, are types of phases which carry certain

topological number ("topological"), together with the existence of an energy gap

("insulators"). Based on this literal definition, the Integer Quantum Hall Effect

(IQHE), which carries a TKNN topological number (or first Chern number) together

with a gap from Landau level [1, 2], or the Quantum Spin Hall (QSH) phase [3], or

in the usual sense Bi2Se3 family of 3D strong topological insulator [4], all fall into the

definition of topological insulators, but belong to different categories.

In this regards, a natural questions to ask is that "How many different types

of topological insulators are there in nature?" To answer this question, we need to

find a decent way to classify the different types of TIs. One widely-adopted way of

classification is based on the spatial dimension 𝑑 as well as three fundamental dis-

crete symmetries[5, 1]: the Time Reversal Symmetry (TRS), Particle-Hole Symmetry

(PHS) and Chiral Symmetry (CS). As a result, the different type of TIs are well

classified with distinct discrete symmetry properties. Moreover, it simultaneously

classifies the topological superconductors as well in addition to TIs. It tends out that

there are in total 10 classes of symmetries, which are listed in Table. 1.1 (reproduced

from [5, 1]).

In this table, there are three categories, the Wigner-Dyson (W-D, standard), the
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Category Class Description Symmetry d=1 d=2 d=3

W-D
A Unitary 0, 0, 0 0 Z 0
AI Orthogonal +1, 0, 0 0 0 0
AII Symplectic -1, 0, 0 0 Z2 Z2

Chiral
AIII C-unitary 0, 0, +1 Z 0 Z
BDI C-orthogonal +1,+1,+1 Z 0 0
CII C-symplectic -1,-1,+1 Z 0 Z2

BdG
D SC 0, +1, 0 Z2 Z 0
C Singlet SC 0, -1, 0 0 Z 0

DIII SC + TRS -1,+1,+1 Z2 Z2 Z
CI

Singlet
SC+TRS

+1,-1,+1 0 0 Z

Table 1.1: The 10 symmetry classes labeling the topological insulators and super-
conductors. The 3 numbers of symmetry correspond to Time Reversal Symmetry,
Particle-Hole Symmetry and Chiral Symmetry, respectively. 𝑑 is the spatial dimen-
sionality.

Chiral and the Bogoliubov-de Gennes (BdG). The 3 numbers in the "Symmetry"

column correspond to the TRS, PHS and CS, respectively. When TRS=0, it means no

time-reversal symmetry, while when TRS=+1, it corresponds to integer spin particles,

when TRS=-1, it corresponds to half-odd integer spin particles. Similar definition

holds for PHS, where PHS=0 means no particle-hole symmetry. A combination of

PHS and TRS gives the chiral symmetry, i.e. CS = PHS · TRS. Besides, this table is

indeed periodic to dimension with periodicity 8, i.e. dimension 𝑑 and 𝑑+ 8 share the

same symmetry category. For practical purpose, we only plot the spatial dimension

𝑑=1, 2 and 3.

As a few examples of the results from such classification, the IQHE belongs to

𝑑 = 2 class A, the QSH belongs to the 𝑑 = 2 class AII, while the topological insulator

corresponds to the 𝑑 = 3 class AII. In addition, the chiral p-wave superconductor

belongs to 𝑑 = 2 class D, the 𝑑 + 𝑖𝑑 superconductor belongs to the 𝑑 = 2 class C,

while the Helium-3 B phase belongs to the 𝑑 = 3 class DIII [1, 6, 7, 8].

The above discussion could be regarded as a definition of TI in the broad sense.

The TIs in the narrow sense only refer to class AII in 2D and 3D (in some situations

only referring to 3D in particular), which carries a Z2 topological invariant. This is so

since a large category of realistic materials in the rhombohedral Bi2Se3 family have
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Figure 1-1: Illustration of TI. Comparing with conventional insulator which has the
valence (green) and conduction (orange) bands, the bands in TI are inverted. These
two insulators carry different magnitude of topological invariant (torus vs sphere). At
the boundary, quantum phase transition occurs, where the gap is closed and a gapless
surface state emerges.

been proposed and experimentally discovered in recent years [4, 9, 10, 11, 12], contrary

with other categories of TIs with very few realization or only theoretical proposals

exist. Moreover, such category of TIs have extraordinary electronic properties. For

instance, it allows high-mobility Dirac surface electrons on its surface, enabling the

possibility for low-dissipation electronic and spintronic device applications [13, 14, 15,

16, 17, 11]. When hybridizing with superconductor structures, the proximity effect

might also lead to Majorana zero modes bound to the ends or defects, which could

be applied for error-tolerated quantum computation [18, 19, 20, 21, 22].

The classification of TI from the discrete symmetry perspective is very helpful for

us to clarify the similarities and differences of different topological phases as a broader

definition of TI. However, without observable signature, merely symmetry perspective

is not quite helpful to define a TI and demonstrate its striking properties. To gain a

visible picture that what a TI really means, we could follow two basic principles. On

the one hand, the conduction and valence bands need to be inverted. This can be

achieved when the mass of the quasiparticle switches sign, and is a prerequisite for
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the existence of gapless boundary states. On the other hand, it requires a symmetry

existing to project the boundary state, otherwise the boundary state will not be robust

to external perturbation, such as surface passivation. Based on these principles, the

desired TI we are interested in can be illustrated as 1-1.

In reality, in the most commonly met Bi2Se3 family TI, such band inversion is

achieved through strong spin-orbit coupling, while the protection of the surface state

is realized through Time Reversal Symmetry, which is also the feature coming from

the AII class with spatial dimension d=3. The corresponding topological number

is Z2 = 1 topological invariant. From now on, the term "Topological Insulator" in

this thesis only refers to the Bi2Se3 family TI, mainly composed of narrow bandgap

semiconductors Bi2Se3, Bi2Te3 and Sb2Te3, and the derivate and hybrid structure

based on these building blocks. This family of TI have a series of very promising

electronic properties, and also obeys the definition of TI when people usually refer

to.

1.2 Magnetic Proximity Effect and Diluted Magnetic

Insulators

The breaking of TRS in TI, which opens up a gap to the helical Dirac surface states

in a three-dimensional strong TI, has been shown to be of central importance for

both fundamental aspects [23, 24, 25, 26, 27, 28, 1, 29] and device applications [24,

28, 1, 30, 31, 15, 17] in TI studies. For instance the topological magnetoelectric

effect [1], which enables the possibility of electric-field controlled spin transistor [15,

32], requires an opening of surface band gap as a prerequisite to reach "off" state,

otherwise the gapless surface state would lead to a leakage current and very low on/off

ratio. Another promising example is the realization of quantum anomalous Hall effect

[33, 34, 35, 36], where gapped surface states are accompanied with backscattering-

protected dissipationless edge transport channels without external magnetic field.

This opens up the possibility for developing next generation low-dissipation spintronic
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Figure 1-2: Two ways to create magnetic TI: the magnetic proximity effect (a) and
transitional metal ion doping (b). In magnetic proximity effect (a), one magnetic
layer (in this case, EuS) is in proximity with the layer of TI (in this case, Bi2Te3 or
Sb2Te3), making TI undergo proximity exchange coupling. In magnetic doping (b),
the transitional metal ion (in this case, Cr or V) are doped into TI.

devices. Moreover, domain-wall Majorana bound states are predicted at the TI/FMI

interface where magnetization switches sign, which could be applied in error-tolerant

topological quantum computation [28, 1, 37]. All the examples above require a gap-

opening of the surface states of TI.

Briefly speaking, there are four common types of magnetism, as shown in Fig.

1-2. The first type deals with magnetic insulator, for instance the commonly met

magnetite Fe3O4 or EuS which is studied extensively in this thesis. The second type

is magnetic metal, such as Fe or Co. The third type of magnetism happens in diluted

magnetic semiconductor (DMS), where magnetic order emerges when the magnetic

ions are coupling through the free quasiparticles. The last mechanism is the Van Vleck

magnetism, where it is a purely quantum mechanical second-order perturbation effect.

In general, there are two approaches to break the TRS and open up the gap:

magnetic proximity effect [30, 34, 38, 39, 40, 41, 42, 43] and magnetic doping [33, 34,
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Figure 1-3: Two ways to create magnetic TI: the magnetic proximity effect (a) and
transitional metal ion doping (b). In magnetic proximity effect (a), one magnetic
layer (in this case, EuS) is in proximity with the layer of TI (in this case, Bi2Te3 or
Sb2Te3), making TI undergo proximity exchange coupling. In magnetic doping (b),
the transitional metal ion (in this case, Cr or V) are doped into TI.

24



Figure 1-4: Comparison between the proximity and the transitional metal ion doping
method; both are studied in this thesis.

35, 44] (Fig. 1-3). In magnetic proximity effect (Fig. 1-3(a)), a magnetic layer, usually

magnetic insulator (MI) is epitaxially grown on top of TI, making the TI experience

exchange coupling; while for the magnetic doping (Fig. 1-3(b)), transitional metal

ions are doped inside TI, which forms a magnetic order, meanwhile the TI becomes

a Diluted Magnetic Semiconductor (DMS). The former proximity effect is related to

the mechanism in first row in Fig. 1-2, while the latter magnetic doping, it is related

with the mechanism in the second row. The comparison between these two methods

is summarized in Fig. 1-4. From the point of view to bring the surface state of TI

magnetic, the two approaches are the same. However, ideally speaking, compared

with the doping method, the advantages of the latter include better controllability

of the electronic states, uniformly distributed band gap in space, and preservation of

the TI’s original crystalline structure, etc. Unfortunately, in practice, the magnetic

doping method, at least up to now shows better electronic performance [33, 45],

mainly thanks to the realization of Quantum Anomalous Hall Effect (QAHE). In any

sense, a comprehensive understanding of the interfacial magnetic structure between

TI and MI becomes essential for observing QAHE using proximity effect, and push

TI for device applications.
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1.3 Thesis Outline

This thesis is a comprehensive study of the novel experimental phenomena, theoretical

methodologies and device applications related with the magnetic TIs. In this thesis,

Chapter 2 will begin with an observation of magnetic proximity effect at topological

insulator/ferromagnetic(FMI) interface, using depth and element resolved Polarized

Neutron Reflectometry (PNR). After exclusion of interdiffusive magnetism, we are

able to provide direct evidence of the proximity effect at TI-magnetic heterostructure,

and demonstrate a series of interesting features. Most prominently, we observed a

temperature-independent proximity magnetism far above Curie temperature, which

is identified as a result of topological magnetoelectric effect. To further enhance such

proximity effect, we report the magnetic TI / FMI hybrid structure, where proximity

effect could be enhanced unprecedentedly strong. These observations answer a few

important questions that how to utilize proximity effect for low-dissipation, high-

speed spintronic devices at elevated temperature.

In Chapter 3, to further understand the interfacial magnetic structure involved in

the proximity effect, we theoretically investigate the interlayer exchange coupling of

two ferromagnetic insulators (FMIs) separated by a TI thin film, and demonstrate

that the particular electronic states of the TI contributing to the proximity effect

can be directly identified through the coupling behavior between two FMIs, together

with a tunability of the coupling constant. Such an FMI/TI/FMI structure not only

serves as a platform to clarify the magnetic structure of the FMI/TI interface, but also

provides insights in designing the magnetic storage devices with ultrafast response.

The complementary approach to proximity effect is the conventional transitional

metal ion doping. In traditional diluted magnetic semiconductors (DMS), the domi-

nant magnetic coupling mechanism is the Ruderman-Kittel-Kasuya-Yosida (RKKY)

interaction. However, such RKKY interaction is highly undesired for TI’s applica-

tions. A promising alternate coupling mechanism is van Vleck-type magnetism.

In Chapter 4, through state-of-art low temperature electron energy loss spec-

troscopy (EELS), we demonstrate that the long range ferromagnetic (FM) order in
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Vanadium (V)-doped TI has the nature of van Vleck-type magnetism. The positions

and the relative amplitudes of two core-level peaks (𝐿3 and 𝐿2) of the V EELS spec-

trum show unambiguous change when the sample is cooled from room temperature to

𝑇 = 10𝐾. Magnetotransport and comparison of the measured and simulated EELS

spectra confirm that these changes originate from onset of FM order. Crystal field

analysis indicates that in V-doped Sb2Te3, partially filled core states contribute to

the FM order. Since van Vleck magnetism is a result of summation effect of all states,

this magnetization of core level verifies the van Vleck-type FM in a direct manner.

This study paves the way to utilize transitional metal ion dopants for applications

such as quantum anomalous Hall effect and building blocks for TI-based integrated

electronics.

To demonstrate one possibility of TI for device application, in Chapter 5, we

theoretically investigate the surface plasmon polariton (SPP) at the interface between

a TI and a layered superconductor/magnetic insulator structure, within the random

phase approximation. The tunability of the SPP through electronic doping can be

enhanced when the magnetic permeability of the layered structure becomes higher.

When the interface is gapped by superconductivity or perpendicular magnetism, the

SPP dispersion is further distorted, accompanied by a shift of group velocity and

penetration depth. Such a shift of the SPP reaches a maximum when the magnitude

of the Fermi level approaches the gap value, and may lead to observable effects. The

tunable SPP at the interface between layered-superconductor and magnetic materials

in proximity to the TI surface may provide new insight in the detection of Majorana

fermions.
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Chapter 2

Magnetic Proximity Effect at

Topological Insulator/Ferromagnetic

Insulator Interface

2.1 Introduction

Magnetic proximity effect in topological insulator (TI) is an effect where the TI states

near the interface are magnetized through exchange coupling with magnetic layers

in close proximity [17, 40, 29, 27, 1, 28, 38]. It provides a controlled approach to

open up the bandgap of the Dirac surface states of TI uniformly, and leads to a

number of promising applications, including the quantum anomalous Hall effect [27,

28, 13, 36, 46, 35], electrically controlled spintronics devices with ultrafast response

[17, 40, 47, 14, 30, 48], and serves as a basis for error-tolerated topological quantum

computation at the domain wall [27, 1, 28]. Despite of the thriving theoretical studies

to discuss the properties of the proximity effect [40, 29, 27, 28, 25, 23], most of

the experimental evidences are yet to be straightforward. For instance, magneto-

optical Kerr effect (MOKE) [30] only measures the total Faraday angle without depth

resolution, hence proximity effect using MOKE has to be confirmed indirectly by

comparing with a control sample. While ARPES is powerful to study the surface
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electronic structure in TI [13], it is not applicable to study TI when FMI is epitaxially

grown the top, due to short-range escape depth ( 1nm) of photoelectrons [14]. In

short, conclusive experimental evidence demonstrating the existence of such magnetic

proximity effect is highly desired.

In this Chapter, we report the magnetic proximity effect near the interface between

TI Bi2Se3 and ferromagnetic insulator (FMI) EuS, using the depth and composition

resolved polarized neutron reflectometry (PNR). We find that the magnetization pen-

etrates through ∼1 quintuple layer (QL) into Bi2Se3, with the total magnetization

across this QL as large as 4𝜇𝐵 at 5K. The reason to choose Eu-based FMI not only lies

in the largest magnetic moment of Eu2+ ion (∼7.9𝜇𝐵/ion), but also due to Eu’s one of

the largest thermal neutron absorption cross section (4530 barn) in the periodic table

[49]. Thus, the absence of absorption feature in TI near the interface directly excludes

the possibility that the magnetization comes from magnetic Eu2+ ions interdiffused

into TI region. Furthermore, contrary to the traditional view that proximity effect

only exists below the Curie temperature of FMI, as shown in magnetically doped TI

[36, 44, 33], here when temperature is raised up to 50K, far above the Curie tem-

perature of EuS 𝑇𝑐=16.6K, the proximity magnetism still persists (∼1𝜇𝐵/QL), with

slightly shrunk penetration depth into TI. We show that this protection might be a

direct consequence of topological magnetoelectric effect [27, 28], where the interfacial

polarization and charge transfer leads to an effective magnetic field perpendicular to

the TI/FM interface.

In order to enhanced the proximity effect, i.e. proximity layer induced magnetism

in TI, in addition to the usual heterostructure (Fig. 1-3(a)),we propose a hybrid

heterostructure based on FMI / magnetically doped TI, as illustrated in Fig. 2-1(a)

which is an example composed of EuS/ V-doped Bi2Te3 heterostructure. In this struc-

ture, the easy axis of EuS and V-doped TI are in-plane and out-of-plane, respectively,

leading to a complex magnetic interaction of the Eu ions near the interface (Fig. 2-

1(b)). They are Heisenberg ferromagnetic or anti-ferromagnetic exchange coupling

with other Eu ions in the same lattice plane (yellow-colored spin), the superexchange

coupling with Eu ions in different planes mediated by S ions (green-colored spin), the
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Figure 2-1: (a)hybrid heterostructure EuS / V-doped Bi2Te3. The spins of magnetic
ions Eu (green) and V (grey) are labeled as red arrows. (b) In this structure, the
interaction is quite complicated, that the Eu ion (in red) may experience Heisenberg
interaction (yellow), super-exchange interaction (green), 𝑑 − 𝑓 hybridizing exchange
(blue), and interaction with the surface states of topological insulator.

interaction with surface states of TI and the 𝑑 − 𝑓 hybridizing exchange to the V-

dopants inside the TI. Such magnetic environment, especially the added interaction

from magnetic dopants, has been shown to have huge influence to the enhancement

of proximity magnetic coupling, even at small doping level. This could be under-

stood that despite of the low doping level, as long as it is in FM state, the whole

surface states of TI are magnetized with emergence of surface spin texture, which

could strongly interact with the interfacial Eu ions.
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2.2 Experimental Description of Polarized Neutron

Reflectometry

High-quality TI/FMI heterostructure samples and magnetic TI/FMI hybrid het-

erostructures are grown using molecular beam epitaxy under ∼10−10torr ultrahigh

vacuum, where thin film Bi2Se3 (0001) is grown on top of sapphire (0001) substrate,

with FMI EuS (111) layer grown in situ above TI film with electron beam source. A

capping layer of amorphous Al2O3 <10nm is deposited on the top for protection. In

order to study the size effect of TI and FMI, we measured three TI/FMI samples,

two of which have different thicknesses (7QL and 10QL) of Bi2Se3, but keeping EuS

fixed as 5nm, and a third sample with 20QL Bi2Se3 but only 2nm of EuS. We find

that neither the TI thickness nor the cooling history has observable effects to the

proximity effect, at least when TI layer is thick enough to avoid interlayer hybridiza-

tion. However, the proximity magnetism reduces when FMI layer becomes thinner.

This seems conflict with the fact that proximity effect only involves the topmost layer

of FMI [50, 51, 52, 53] thus thickness independent, but can be understood since the

magnetic structure itself near the interface could be thickness-dependent [54, 55]. In

addition, we measured another three magnetic TI/FMI samples, the 15 quintuple

layer magnetic TI V-doped Sb2Te3 and 15 quintuple layer TI pure Sb2Te3 + 5nm

EuS control sample, and one sample 15 quintuple layer magnetic TI V-doped Sb2Te3

+ EuS where the proximity exchange coupling becomes most prominent.

The PNR measurements were carried out at Spallation Neutron Source, Oak Ridge

National Laboratory (SNS, ORNL)[56] and Center of Neutron Researches in National

Institute of Standard Technology (CNR, NIST). Fig. 2-2(a) shows a schematic of

PNR experiment along with the sample configuration. Incident polarized neutrons

(spin+) are reflected by the FMI/TI layered structure, with both spin components

collected (Fig. 2-2(b), red and blue). An in-plane guiding field H=1T is always

exerted on the sample to aid the alignment in FM phase, but has negligible impact

to PNR signal when it is paramagnetic (see in Eq. 2.1). The fitting and refinement

of PNR is performed using GenX program [57], from which the depth-dependent in-
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Figure 2-2: The configuration of PNR (a) and typical measured spectra (b, c). In
(a), spin + neutrons with wavevector ki are reflected by the TI/FMI heterostructure,
and both spin + and spin- neutrons with wavevector kf are collected by position-
sensitive detector. The sensitivity of PNR fitting is illustrated in (b). The optimized
fitting with zero proximity effect leads to inconsistence between experimental data
(blue dot) and fitted curve (azure dashed line), indicating the robustness of the PNR
fitting (red and blue solid lines). In (c), spin + and spin- are plotted using same color
to emphasize the temperature dependence.
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plane magnetization can be resolved. The sensitivity of PNR to proximity effect is

shown in Fig. 2-2(b), that when forcibly setting proximity magnetism in TI to be

zero, the best-fitting results (azure and orange) cannot reach good agreement with

experimental data (see the gap ∼ 0.6nm−1). All samples are measured at 5K, 15K

and 50K (Fig. 2-2(c)). The reflectivity of spin+ and spin- components at 50K (red

curves in Fig. 2-2(c)) do not overlap completely, indicating the existence of magnetic

structure, before doing the PNR fitting.

2.3 Results and Discussions

2.3.1 Proximity Effect

The profiles of various neutron scattering length density (SLD) obtained from PNR

fitting, including nuclear SLD (NLSD), magnetic SLD (MSLD) and absorption SLD

(ASLD), are shown in Fig. 2-3 as a function of height above the substrate. The

substrate lies in the region below 0nm. NSLD denotes the compositional contrast,

where the NSLDs for each compound layer are correctly reproduced from PNR fitting

(sapphire substrate 5.7×10−4/nm2, Bi2Se3 2.83×10−4/nm2, EuS 1.88×10−4/nm2 and

amorphous Al2O3 ∼ 4 × 10−4/nm2, which further validates the fitting quality. The

MSLD (blue curves) are plotted at 5K, 15K and 50K, respectively, under zero field

cooling (ZFC). We see clearly that there is a penetration of magnetization into Bi2Se3.

However, unlike the EuS region where strong ALSD caused by Eu elements is always

accompanied, the magnetization into Bi2Se3 does not show any absorption (~9-10nm

in Fig. 2), indicating that such magnetism in Bi2Se3is not from ferromagnetic Eu

ions interdiffused into Bi2Se3, but from proximity effect.

What’s more, the history of cooling does not affect the proximity magnetism,

where field cooling (FC) at 1T (black curve) overlaps with the ZFC. This is also

reasonable since the proximity is an effect intrinsic to TI instead of extrinsic to FMI

cooling history. The survival of proximity effect in TI is accompanied by a persistence

of ferromagnetism of EuS at 50K. If the magnetization of EuS is solely from the
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external field, from Weiss molecular field theory, we could estimate the magnetization

of EuS ( in 𝜇B/ Eu2+ion) as [58, 59].

𝑀̃ = 𝑔𝐽𝐵𝐽(𝑥)

= 𝑔𝐽
[︀
2𝐽+1
2𝐽

coth
(︀
2𝐽+1
2𝐽

𝑥
)︀
− 1

2𝐽
coth

(︀
𝑥
2𝐽

)︀]︀ (2.1)

where for Eu2+ the Landé factor g=2 [60], total angular momentum J=7/2 [61],

𝐵𝐽(𝑥) is the Brillouin function with 𝑥 ≡ 𝑔𝐽𝜇𝐵(𝐻 + 𝛼𝑀)/𝑘𝐵𝑇 , wtih H is the external

field and 𝛼 is Weiss molecular field constant. For 𝑇 > 𝑇𝑐, we have 𝛼 = 0 by definition

of ferromagnetism, thus the magnetization caused by H=1T at 50K is 𝑀̃ ≃ 0.04𝑀𝑠,

only 4% of the saturated magnetization and much smaller than the ~10% experimental

observed magnetism.

2.3.2 The Presence of Proximity Effect at Elevated Tempera-

ture

To further understand such persistent magnetization and the interplay between prox-

imity magnetism in TI and ferromagnetism in FMI, we compare the magnetization in

each region as a function of temperature (Fig. 2-4). Fig. 2-4(a) is the total magneti-

zation penetrating through the TI layer (the integrated area of ∼9-10nm in Fig. 2-3),

normalized with the thickness of 1QL=0.96nm. The errorbar mainly comes from the

interfacial roughness of the fitting. We see that the sample with thinner (2nm) EuS

layer has weaker magnetization to TI compared with thicker (5nm) EuS layers, but

the proximity magnetism seems disappear at ∼75K through extrapolation to a convex

function. On the contrary, the averaged magnetic moment per Eu2+ ion in the main

region of FMI layer (∼12-15nm in Fig. 2-3) disappears at lower temperature ∼60K.

Therefore, the magnetization in main EuS region seems not correlated with proximity

magnetism of Bi2Se3. On the other hand, the first few layers of EuS near the interface

(∼10-12nm in Fig. 2-4) show reduced in-plane magnetic moments, allowing us to plot

the magnetization for only the topmost few EuS layers (Fig. 2-4(c)), and correlate

only this portion of magnetism in EuS to the proximity effect.
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Figure 2-3: Profile of neutron scattering length density (SLD) as a function of height
above the substrate. The red, blue and green areas correspond to Nuclear SLD
(NSLD), Magnetic SLD (MSLD) and 5 times of Absorption SLD (ASLD), respec-
tively. The magnetic proximity effect is revealed as the MSLD signal in TI side,
without ASLD caused by ferromagnetic Eu ions. Such proximity effect exists at 50K,
far above the 16.6 K Curie temperatures of EuS.

The ratio of total magnetization between topmost few layers of FMI and TI is

plotted in Fig. 2-4(d), which can be regarded an indication of exchange coupling

strength. This can be understood since 𝑀//(𝑇𝐼)/𝑀⊥(𝐸𝑢𝑆)is the true quantity to

represent the coupling strength, but PNR only measures the in-plane magnetic mo-

ments. By assuming that 𝑀⊥(𝐸𝑢𝑆) and 𝑀//(𝐸𝑢𝑆)are always complementary at each

fixed temperature, we could use the reciprocal 𝑀//(EuS)/𝑀//(TI) as a measure of

coupling strength of proximity effect.

Due to short-range nature of exchange coupling, we infer that only the topmost

EuS layers near the interface contribute to the proximity magnetism. This is corrob-
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Figure 2-4: (a) The total magnetization into TI. Extrapolation shows that the magne-
tization disappears completely at ∼75K, which is highlighted as star. (b) The average
magnetic moment per Eu ion in the FMI. (c) The total magnetization for topmost
EuS layers near the interface with reduced magnetization. (d) The magnetization
ratio between the EuS layers in proximity with the interface and the TI layers, in-
dicating that the thinner FMI layer (∼2nm) leads to a stronger proximity exchange
coupling.

orated by noticing that the 7QL and 10 QL samples have almost identical coupling

strengths, at all temperatures. This is physically reasonable, that the proximity

coupling strength, unlike magnetization, should be intrinsic and independent of tem-

perature. Actually, if the coupling between FMI and TI is written by a simplified

coupling Hamiltonian [62],
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𝐻int =
√︀
~𝛾/𝜋

∑︁
p,q

∑︁
𝛼,𝛽

𝑎̂+p𝛼𝑏̂q𝛽 (2.2)

where the 𝑎̂+p,𝛼 and 𝑏̂q,𝛽 creates and annihilates a state in TI and FMI, respectively,

the ratio of magnetization plotted in Fig. 2-4(d) performs a similar role as the coupling

constant 𝛾 in Eq. 2.2, which is expected to be T-independent.

What’s more, despite the weaker magnitude of induced proximity magnetism to

TI, the 2nm FMI sample has stronger coupling strength (red line, Fig. 2-4(d)). This

indicates that despite the proximity coupling is intrinsic to TI for one sample, it

should be dependent on the magnetic structure of FMI close to the interface, i.e.

coupling constant 𝛾 is sample dependent.

We now show that the topological magneto effect, where magnetic field and electric

field are coupled though an axion term [27, 24, 63], may provide a possible mechanism

for the protection of magnetism. At the polar interface of Bi2Se3/EuS, the electric

field caused by polarization can be written as 𝐸 = 𝑒𝑛0/𝜀0𝜀eff , where the surface

carrier density 𝑛0 is ∼ 1013/cm2 [64, 65] in n-doped Bi2Se3 sample, 𝜀eff is the effective

dielectric constant near the interface. The magnetoelectric effect can be described by

axion electrodynamics [63] as

𝑐0
⇀

𝐻 =
𝑐0

⇀

𝐵

𝜇
+ 𝛼

⇀

𝐸

𝜇0

(2.3)

Therefore, the internal magnetic field induced by electric field (assuming 𝜀𝑒𝑓𝑓 ∼

50) could be as huge as 10−3T. The Weiss molecular field constant can be calculated

as 𝜆 = 3𝑘B𝑇𝑐/𝜇0𝑁𝐽(𝐽 + 1)𝑔2𝜇2
B [59, 66], which gives 𝜆 = 4.8 for EuS. Hence, the

magnetoelectric coupling finally provides a strong out-of-plane internal magnetic field

𝜇0𝐻 ∼ 5×10−3T. Despite small magnitude compared with external in-plane magnetic

field, such out-of-plane magnetic field serves as the driving force to split the near-

surface bands and generate strong in-plane magnetic texture such as Rashba-split

states [67], and contribute to the PNR signal. In addition, this picture explains the

reason why the 2nm EuS sample shows a stronger coupling strength. The 𝜀𝑒𝑓𝑓 near

the interface is smaller for thinner FMI sample, resulting in a larger interfacial electric
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Figure 2-5: The profile of neutron SLDs for pure Bi/EuS control sample. There is
no sign of proximity magnetism, indicating that the topological surface state in TI
contributes to proximity. However, it is also possible that the effect is smeared by
the large interdiffusion of Eu ions, or simply a lack of free carriers in semiconducting
Bi films.

field hence stronger proximity coupling.

In order to study the origin of the proximity magnetism, that whether it is from

topological surface states in TI or other states near the interface, we measure a control

sample of 20nm pure Bi / 5nm EuS (Fig. 2-5). Rashba-split surface states are

expected in this sample due to strong spin-orbit coupling of Bi, but not topological

Dirac surface state. There is no signature of proximity effect, but it is probably caused

by the lack of free carriers, since Bi undergoes a semimetal-semiconductor transition

below a threshold thickness of ∼ 28nm [68]. What’s worse, due to the non-epitaxial

nature of the film growth, the Eu ions heavily interdiffused into Bi region, and the

possible formation of Eu3+ compounds which reduces the magnetization in EuS (blue

curves in Fig. 2-5), the result is not as convincing as the case of Bi2Se3 films.
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Figure 2-6: The polarized neutron reflectometry results of reflectivity for 15 nm
Sb2Te3 / 5nm EuS heterostructure, with and without magnetic doping of Vanadium
dopants. The measurement is performed at 5K, far below the Curie temperature of
EuS T𝑐 = 16.6K.

2.3.3 Enhancement of Proximity Effect In Hybrid Heterostruc-

tures

To further enhance the strength of proximity effect, we could utilize the magnetic

TI/ FMI hybrid heterostructure as illustrated in Fig. 2-1). The measurements are

performed using PNR at high (0.7T) and low (5mT) field, with the presence of V-

dopants or not. The fitting result is shown in Fig. 2-6. No matter at high field (green

and purple curves) or low field (blue and orange curves), the presence of Vanadium

dopants greatly changes the picture of magnetic structure, which can even be seen

from different reciprocal periodicities. Moreover, without V-doping, the reflectivity

curves are similar at low field (blue) and high field (green), indicating a saturation
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behavior of magnetization of EuS. On the contrary, the large difference of the low field

(orange) and high field (purple) curves with V-dopants indicates that the presence

of V-dopants will greatly change the magnetic structure, especially the saturation

behavior of EuS. This is indeed the case, as shown in the fitting result Fig. 2-7).

We see clearly that despite of the small V-doping level (0.1 in this case), the

magnetization of EuS near the interface is reduced dramatically. This is consistent

with the result from Fig. 2-6), where V-dopants will have huge influence to the

reflectivity curves even without the fitting. Meanwhile, the proximity effect, revealed

as a magnetization bump in the side of TI, is becoming more apparent. This is indeed

consistent with the fact the drop of interfacial in-plane Eu magnetization indicates

an increase of out-of-plane moment of Eu ions, which are responsible for proximity

effect and the in-plane spin texture in TI.

To verify that such variation of magnetic structure of EuS near the interface is

real, we performed an independent measurement of magnetic hysteresis loops using

Physical Property Measurement System (PPMS) (Fig. 2-8), at various reset field. We

see that although the coercivity is kept as constant (green squares), there is a bias field

developed (blue stars). This indicates some coupling between an anti-ferromagnetic

structure and a ferromagnetic structure. Since we know (see in Chapter 4) that

V-doped TI is always ferromagnetic, such phenomena indicates that there is some

possibility to develop antiferromagnetic structure of EuS near the interface with TI.

This antiferromagnetism reduces the magnetization, and is quite consistent with Fig.

2-7.

2.4 Chapter Conclusions

To summarize, we provide a depth-sensitive evidence to show the emergence of mag-

netic proximity effect in Bi2Se3/EuS heterostructures by PNR, where the proximity

coupling strength and penetration depth of magnetism into TI are extracted. The

large neutron absorption of Eu elements enables us to recognize such magnetism in

TI as proximity magnetism, instead of ferromagnetic Eu2+ ions. This provides a
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complementary approach to understand proximity effect in TI, in addition to mag-

netotransport or MOKE. Moreover, we observed a survival of the proximity effect

above the Curie temperature of EuS layer, which may be explained by topological

magnetoelectric effect. The magnetism emerges from interfacial polarization and is

temperature insensitive. This "topological-protected magnetism" opens up a new ap-

proach to preserve the proximity magnetism at elevated temperature, leading to wide

applications in TI-based next generation spintronic devices.
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Figure 2-7: The polarized neutron reflectometry fitting results of scattering length
density. NSLD, MSLD and ASLD denote Nuclear Scattering Length Density (com-
positional contrast), Magnetic Scattering Length Density (proportional to magneti-
zation) and Absorption Scattering Length Density (caused solely by Eu elements for
thermal neutron absorption), respectively.
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Figure 2-8: The magnetic hysteresis loop M(H) at various reset fields. Before each
measurement, a H=-1T negative saturating field is applied to avoid any mixture, then
a reset field with indicated magnitude is applied. The green squares and blue stars
indicates coercivity and bias field, respectively.
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Chapter 3

Interlayer Exchange Coupling of

Magnetic Insulator / Topological

Insulator / Magnetic Insulator

Trilayer As A Probe For Electronic

State Determination

3.1 Introduction to Interlayer Exchange Coupling

Despite the experimental proof in Chapter 2 about the existence of proximity ex-

change coupling, a complete determination of the magnetic structure between TI and

FMI turns out to be nontrivial. In other words, we need more information to de-

termine which particular electronic state could participate into this proximity effect.

The difficulties are at least two folds. On the one hand, the interaction between the

TI and FMI states is self-consistent in nature, where TI states can lead to complex

spin structure, such as magnetic precession in FMI [69], or other spin transfer torque

which modifies the spin texture neat the interface. On the other hand, the extrac-

tion of such interfacial information is also hindered by the insufficient experimental
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capabilities for a comprehensive understanding. For instance, despite the powerful

technique of spin-resolved ARPES to study surface electronic and magnetic structure

of doped TI [13], due to the small (∼ 1 nm) escape depth of the photoelectrons [14],

ARPES renders to be inapplicable to study interfacial magnetic structure where a

FMI layer is epitaxially grown on the top of TI. Magneto-optical Kerr effect (MOKE)

is another promising method, which could be used to determine both in-plane and

out-of-plane magnetization, and has been successfully applied in TI studies [30]. How-

ever, the resulting signal of rotated polarization is indeed an overall effect of total

magnetization projection, without sensitivity to individual layer. Due to the short-

range nature of exchange coupling [70, 51, 71, 72, 73, 74, 50], only the thin layer

of magnetic moments very close to the interface contributes to the proximity effect,

instead of the total measured magnetization as in MOKE. Actually, at the inter-

face of TI/FMI structure, strong spin-orbit coupling may tilt the interfacial magnetic

moment and result in a different magnetic structure near the interface [38, 75]. An-

other powerful characterization tool is polarized neutron reflectometry (PNR), which

has shown great advantages [54] thanks to both compositional and depth sensitivity,

but PNR only measures the in-plane magnetization component, without resolving

the electronic states of TI which participate in the proximity exchange coupling.

Therefore, a deeper understanding of TI/FMI proximity, which considers only the

near-interface FMI states, with distinguishability of particular TI states involved in

the exchange-coupling process, is clearly needed.

In this chapter, we calculate the interlayer coupling constant between two thin

layers of FMI, separated by a thin spacer layer of three-dimensional TI, within lin-

ear response theory [76] and indirect exchange interaction scheme, which is RKKY

type interaction[72, 50] when the system is conducting, and super-exchange inter-

action when the system is insulating. We take EuS/Bi2Se3/EuS as an example of

FMI/TI/FMI trilayer, due to large magnetic moment of Eu2+ ion. Since both inter-

layer magnetic coupling and magnetic proximity effect share the same physical origin

of exchange coupling between FMI and TI, the TI electronic states participating in the

proximity effect are naturally expected to be resolved through the interlayer coupling
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Figure 3-1: a) The atomic configuration of EuS/Bi2Se3/EuS trilayer, which is a viable
example for FMI/TI/FMI structure. The magnetic moment of Eu atoms are shown
as red arrows. The spin structure near the interface may be canted near the interface.
The interlayer coupling (orange dashed line) is achieved through the electronic states
of the TI spacer. b) the original 1st Brillouin zone and the simplified cylindrical
integration volume. c) The comparison betweens spin susceptibilities using eqs. 3.3
and 3.4, with 4-band Hamiltonian.
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process.

We use one atomic layer thickness of magnetic moment of FMI to describe the

short-range exchange coupling interaction, and apply model Hamiltonian of Bi2Se3

as [23, 77] as the prototype of TI. Despite the fact that density functional theory

calculation[40, 78] shows more complicated behavior, such as coexistence of normal

and topological surface state, the model Hamiltonian approach is still instructive

due to the insights of magnetic coupling it captures, the simplicity when varying the

system geometry with no need to build multiple supercells, and is especially useful for

non-epitaxial heterostructure where supercell could not be built. In this approach,

we show that a ferromagnetic-antiferromagnetic oscillatory coupling also exists when

varying the number of quintuple layer (QL) of TI, similar to the interlayer exchange

coupling results in Fe/Cr/Fe [72, 79]. Most importantly, we show distinct behaviors

of coupling between the massive Dirac TI state and the 𝑝𝑧 bands of Bi and Se, due to

the paramagnetic nature of Dirac surface state and large diamagnetism of Bi [80, 81]

orbitals. The sign difference and the tunability of coupling constant vs Fermi level

can be applied independently to identify the TI states contributing to the proximity

effect, due to the same origin of short-range magnetic exchange coupling process.

Our approach, when applied to various FMI/TI/FMI systems, can be used to better

understand the TI/FMI proximity effects, and thus for optimized designing of TI-

based spintronic devices.

3.2 Theoretical Description of Methodology

3.2.1 Interlayer Exchange Coupling Constant

The FMI/TI/FMI trilayer EuS/Bi2Se3/EuS is schematically represented in Fig. 3-

1a. For a given localized magnetic ion (Eu ion in green circle) of FMI close to

the interface, the interlayer magnetic coupling constant 𝐼12 is an overall effect of the

indirect exchange coupling of all the Eu ions (blue ellipse) on the other side of TI/FMI

interface, through the coupling of electronic states in TI (orange dashed lines). Due
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to the localized nature of Eu moments, we could apply the RKKY type of interlayer

coupling strength[72, 74, 50],

𝐼12 =− 𝐴2𝑆2𝑑
2𝑉 2

0 (2𝜋)3

∫︁
𝑑𝑞𝑧𝑑

2𝑞‖𝑒
𝑖𝑞𝑧𝑧𝜒(𝑞‖, 𝑞𝑧)

∑︁
𝑅‖∈𝐹2

𝑒𝑖𝑞‖·𝑅‖ (3.1)

where 𝐴 is the amplitude of the contact potential 𝐴
⇀

𝑆𝑖 ·
⇀

𝑠, with
⇀

𝑆𝑖 and ⇀

𝑠 are the

spins of FMI and TI, respectively, 𝑉0 is the atomic volume, 𝑆 is the spin of the FMI,

for Eu2+, 𝑆 = 7/2 at 0 K. For finite temperature 𝑇 , in a mean field framework we

can estimate 𝑆 as

𝑆(𝑇 ) = 𝑆(0)
(︀
1 − (𝑇/𝑇𝑐 )2

)︀
for EuS 𝑇𝑐 = 16.6 K. 𝑑 is the distance between adjacent atomic planes in its original

expression, in our present situation, due to layered structure of Bi2Se3, it is appro-

priate to take 𝑑 ∼ 0.96 nm which is the thickness of 1 QL, since 1 QL is the smallest

coarse-grained unit for electronic properties, even though 3 QL is the unit for periodic

crystalline structure; 𝑧 is the distance between two FMI layers, 𝑧 = (𝑁 + 1)𝑑, where

𝑁 is the number of QL; 𝑅 is the in-plane components of the coordinates of the Eu ions

to be summed up, and 𝜒(𝑞‖, 𝑞𝑧) is the 𝑞-dependent magnetic susceptibility of the TI

spacer. The TI states participating in the exchange coupling enter into the 𝜒(𝑞‖, 𝑞𝑧)

term, and are finally reflected in 𝐼12. This is the theoretical basis why we could study

TI/FMI proximity effect by studying interlayer coupling of FMI/TI/FMI.

In Eq. 3.1, the integration of 𝑞 should be performed within the 1st Brillouin zone

of Bi2Se3 (Fig. 3-1(b), blue polyhedron). However, if we define 𝑞 and 𝑘 periodically

in reciprocal lattice by using periodic zone scheme instead of folded zone scheme, we

could define a prismatic auxiliary zone and use the reciprocal unit cell with prismatic

shape. Since the in-plane area is hexagonal and close to a circle, we further define

a cylindrical integration zone which shares the same volume with the original 1st

Brillouin zone (Fig. 3-1(b), red cylinder), which effectively reduces the integration

dimension. Finally, the interlayer coupling constant can be simplified as
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𝐼12 =−1

2

(︂
𝐴

𝑉0

)︂2
𝑆2𝑑2

2𝜋𝑉0

+𝜋/𝑑∫︁
−𝜋/𝑑

𝑑𝑞𝑧𝜒(𝑞‖ = 0, 𝑞𝑧)𝑒
𝑖𝑞𝑧𝑧 (3.2)

Here we have used the fact that in the period zone scheme, the in-plane and

out-of-plane components are decoupled; for 𝑞‖ ̸= 0, we have

∑︁
𝑅‖∈𝐹2

𝑒𝑖𝑞‖·𝑅‖ = 0

.

3.2.2 𝑞-dependent Spin Susceptibility

In order to calculate the interlayer coupling constant 𝐼12 in Eq. 3.2, we need the

magnetic susceptibility. The spin magnetic susceptibility along direction 𝜇 (𝜇 =

𝑥, 𝑦, 𝑧) 𝜒𝜇𝜇,spin for a generic spinor state can be written using Kubo formula as [82]

𝜒𝜇𝜇,spin(q)=
𝜇2
B

4𝜋3

∑︁
𝑚,𝑜𝑐𝑐

𝑛,𝑒𝑚𝑝𝑡𝑦

∫︁
𝑑3k

𝑓0(𝐸𝑛,k) − 𝑓0(𝐸𝑚,k+q)

𝐸𝑚,k+q − 𝐸𝑛,k + 𝑖𝛿
|⟨𝑚,k + q |𝑆𝜇|𝑛,k⟩|2 (3.3)

where 𝐸𝑛,k denotes the eigenvalue at band number 𝑛 and wavevector k, with corre-

sponding eigenstate |𝑛,k⟩, 𝑆𝜇 (𝑆𝑧 = 𝐼 ⊗ 𝜎𝑧,𝑆𝑥 = 𝜏𝑧 ⊗ 𝜎𝑥 and 𝑆𝑦 = 𝜏𝑧 ⊗ 𝜎𝑦 ) is the

spin operator along direction 𝜇 and 𝜇B is the Bohr magneton. The integration over

k is over the cylindrical integration zone in Fig. 3-1(b).

When the spinor structure is absent, and within plane-wave approximation, Eq.

3.3 can be greatly simplified as [76, 83],

𝜒spin(q)=
𝜇2
B

4𝜋3

∑︁
𝑚,𝑜𝑐𝑐

𝑛,𝑒𝑚𝑝𝑡𝑦

∫︁
𝑓0(𝐸𝑛,k) − 𝑓0(𝐸𝑚,k−q)

𝐸𝑚,k−q − 𝐸𝑛,k + 𝑖𝛿
𝑑3k (3.4)
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Figure 3-2: The interlayer exchange coupling constant 𝐼12 as a function of temperature
and number of QL, with 4-band Hamiltonian (a) and Massive Dirac Hamiltonian
(b). The oscillating ferromagnetic (𝐼12 < 0) - antiferromagnetic (𝐼12 > 0) coupling
behavior are shown in both cases, but with a sign change.

where 𝑓0 is the Fermi-Dirac distribution function.

The comparison between Eq. 3.3 and Eq. 3.4 is shown in Fig. 3-1(c). The resulting

spin susceptibility (calculated using Eq. 3.3 and overlap of eigenstates of Hamilto-

nian Eq. 3.7, is ∼ 1/2 compared with the result using the simplified version Eq. 3.4.

This could be understood as a consequence of spin texture of bands, where electronic

transition amplitude for minority spin components is suppressed due to the lack of

population in ∼ 1/2 of the k space[47]. Actually, in order to calculate the exact mag-

nitude of susceptibility, density-functional perturbation theory method which requires

the input of realistic states and summation over all bands, is needed[84]. However,

since we are more interested in the role that TI state plays in proximity effect, in

addition the effective Hamiltonian approach we adopt involves only few bands, in

the following we use Eq. 3.4 instead of Eq. 3.3 to calculate the interlayer coupling

constant in Eq. 3.1, for computational simplicity but without loss of qualitative

illustration.
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3.2.3 Estimation of Orbital Magnetic Susceptibility

Besides the spin susceptibility which contributes to paramagnetism, due to diamag-

netic nature of bulk Bi2Se3, we include the diamagnetic orbital term as well. The

𝑞-dependent orbital susceptibility can be regarded as an overlap between eigenstates

and their curvatures [81, 83, 84]. In the 𝑞 → 0 limit, the susceptibility from spin

paramagnetism and orbital diamagnetism can be simplified as[76]

𝜒orb(𝑞 → 0) = −4

3

(︂
𝑚𝑒

𝑚*𝑔*

)︂2

𝜒spin(𝑞 → 0) (3.5)

where 𝑚* is the effective mass of electron, 𝐷(𝐸) is the density of state near energy

𝐸. In the case of Dirac surface state, 𝑔* ≃ 2𝑚𝑒

𝑚* is valid[85], hence we expect the

spin paramagnetism is dominant for surface states. This is consistent with the re-

cent experimental report about paramagnetic Dirac susceptibility in TI[86]. On the

contrary, for bulk parabolic-like bands, 𝑔* ≃ 2. [76] Due to the small effective mass

of Bi2Se3, we expect the orbital diamagnetism dominates the spin paramagnetism

in bulk Bi2Se3, which is also true based on experimental value [87]. Neglecting the

Van Vleck paramagnetism which is only significant at high temperature[76], the total

magnetic susceptibility at low temperature can be written as

𝜒(q) ≃ 𝜒orb(q) + 𝜒spin(q) (3.6)

3.2.4 4-band Model Hamiltonian of TI Bi2Se3

In order to calculate the magnetic susceptibility in Eq. 3.6, eigenvalues from a model

Hamiltonian are needed. Using a 4-band 𝑘 · 𝑝 theory, and a basis
⃒⃒
𝑝+1𝑧, ↑

⟩︀
,
⃒⃒
𝑝−2𝑧, ↑

⟩︀
,⃒⃒

𝑝+1𝑧, ↓
⟩︀
,
⃒⃒
𝑝−2𝑧, ↓

⟩︀
, the model Hamiltonian of a TI in Bi2Se3 family can be written as

[40, 77]

𝐻(𝑘) = 𝜀0(𝑘)𝐼4×4 + 𝑀(𝑘)𝐼 ⊗ 𝜎𝑧 + 𝐴1𝑘𝑧𝜎𝑧 ⊗ 𝜏𝑥

+𝐴2𝑘𝑥𝜎𝑥 ⊗ 𝜏𝑥 − 𝐴2𝑘𝑦𝜎𝑦 ⊗ 𝜏𝑥 (3.7)
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where 𝜀0(𝑘) = 𝐶+𝐷1𝑘
2
𝑧 +𝐷2(𝑘

2
𝑥+𝑘2

𝑦), 𝑘± = 𝑘𝑥±𝑖𝑘𝑦, 𝑀(𝑘) = 𝑀0−𝐵1𝑘
2
𝑧−𝐵2(𝑘

2
𝑥+

𝑘2
𝑦). For Bi2Se3 we have 𝐶 = −0.0068 eV, 𝐷1 = 0.013 eV · nm2, 𝐷2 = 0.196 eV · nm2,

𝑀0 = 0.28 eV, 𝐵1 = 0.10 eV · nm2, 𝐵2 = 0.566 eV · nm2, 𝐴1 = 0.22 eV · nm and

𝐴2 = 0.41 eV · nm. The doubly degenerate eigenvalues can be written as⎧⎪⎨⎪⎩𝐸(2−
𝑧,↑/↓,𝑘)=𝜀0(𝑘)+

√︁
𝑀2(𝑘)+𝐴2

1𝑘
2
𝑧 +𝐴2

2(𝑘
2
𝑥 + 𝑘2

𝑦)

𝐸(1+
𝑧,↑/↓,𝑘)=𝜀0(𝑘)−

√︁
𝑀2(𝑘)+𝐴2

1𝑘
2
𝑧 +𝐴2

2(𝑘
2
𝑥 + 𝑘2

𝑦)

(3.8)

where 1=Bi and 2=Se in this notation.

3.2.5 Effective Hamiltonian for Massive Dirac Surface States

Contrary to the 4-band model which describes the bulk highest valence and lowest

conduction states of Bi2Se3, the surface states are ideally only localized on the TI

surface. However, due to the band bending effect which allows surface-state confine-

ment near the interface, multiple surface states penetrate into the bulk [67], including

the Dirac surface states, M-shape valence states and Rashba-split conduction states.

The strong band bending effect in Bi2Se3 can result in a deep penetration of states

∼12 QL. Thus, for thin TI spacer, it is still important to consider the possibility that

the surface states participating in the interlayer magnetic coupling.

For the purpose of qualitative demonstration, we neglect the M-shape valence

states and Rashba-split conduction states, but only keep the Dirac states. The effec-

tive Hamiltonian for the Dirac states with gap opening can be written as[23]

𝐻2𝐷(𝑘) = 𝐷𝑘2𝐼 +

⎛⎝ℋ𝐷+𝑀 · 𝜎 𝑡𝐼

𝑡𝐼 −ℋ𝐷+𝑀 · 𝜎

⎞⎠ (3.9)

where ℋ𝐷 = ~𝑣𝐹 (𝜎𝑥𝑘𝑦−𝜎𝑦𝑘𝑥). For 4 QL Bi2Se3 and magnet MnSe, 𝑀 = 28.2 meV,

𝑡 = 17.6 meV, 𝐷 = 0.098 eV · nm2, 𝑣𝐹 = 2.66× 105 m/s. For simplicity we keep these

parameters fixed when varying the thickness of TI and the type of magnet. The

eigenvalues can be written as

53



𝐸(𝑘) = 𝐷𝑘2 ± (3.10)√︂
~2𝑣2𝐹𝑘2+𝑀2+𝑡2+2

√︁
𝑀2𝑡2+~2𝑣2𝐹 (𝑀𝑥𝑘𝑦−𝑀𝑦𝑘𝑥)2

In sum, the interlayer coupling constant 𝐼12 can be thus be calculated by substi-

tuting Eq. 3.6 back to Eq. 3.2. The eigenvalues in Eq. 3.10 and Eq. 3.8 can be used

to obtain the magnetic susceptibility based on Eq. 3.4. From the modeled Hamilto-

nian approach, since we are more interested in a qualitative behavior rather than a

quantitative magnitude, we regard Eq. 3.5 valid at finite 𝑞 values to incorporate the

orbital contribution.

3.3 Results and Discussions

The interlayer coupling constant 𝐼12 as a function of QL number and temperature

are shown in Fig. 3-2, using the bulk 4-band Hamiltonian (Eq. 3.7, Fig. 3-2(a)) and

Dirac Hamiltonian (Eq. 3.9, Fig. 3-2(b)). It is remarkable to see that at the same QL

number, a sign difference of 𝐼12 exists when the interlayer coupling are contributed

by the valence and conduction electrons or Massive Dirac electrons. This is not only

physically reasonable, due to the diamagnetic nature of bulk Bi2Se3 and paramagnetic

nature of the surface states, but also agrees with the recent experimental report

[45] which is able to extract paramagnetic Dirac susceptibility in the diamagnetic

background in TI.

The significance of the sign difference can hardly be overestimated. In device

application using TI/FMI proximity effect, it requires the exchange coupling of FMI

with the Dirac surface states to open up the surface band gap. However, the FMI

may also couple with other TI states simultaneously. Thus, the sign of 𝐼12 would

tell directly which TI states would dominate the proximity exchange coupling, and

provide guidelines to suppress the proximity effect with other TI states while keeping

the Dirac surface states dominant for future device design. Moreover, with the aid
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Figure 3-3: a-b) Interlayer coupling constant 𝐼12 at 𝑇 = 1 K, as a function of tempera-
ture and Fermi level, for the 4-band and Dirac Hamiltonian, respectively. Within the
bulk-band gap, 𝐼12 does not change for the 4-band Hamiltonian, while 𝐼12 is sensitive
to 𝐸𝐹 for the Dirac Hamiltonian. c) The coupling constant 𝐼12 as a function of quin-
tuple layer number (thickness) and Fermi level, showing the oscillating behavior for
all thicknesses. d) The comparison of interlayer coupling constant 𝐼12 between 4-band
Hamiltonian and Dirac Hamiltonian, at 5 QL and 1 K. We see that for the 4-band
Hamiltonian 𝐼12 remains constant while for Dirac Hamiltonian 𝐼12 keeps changing.
This fact can be used to identify the TI states participating in the proximity ef-
fect. We can also see that above the bulk band gap, the 4-band 𝐼12 starts to change
dramatically.

of external magnetic field, it is theoretically possible to resolve the relative weights

of coupling strength from TI Dirac state and other states, since they have different

responses to external magnetic field.

Besides the sign change, the dependence of Fermi level provides further evidence

to identify the TI states involved in the proximity effect (Figs. 3-3a and b). We see

that for the bulk 𝑝𝑧 bands (Fig. 3-3a), 𝐼12 is insensitive with Fermi level 𝐸𝐹 within

∼ 0.3 eV bulk band gap (Fig. 3-3d, blue square curve), whereas on the contrary,
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a sensitive change of 𝐼12 with 𝐸𝐹 (Fig. 3-3b and Fig. 3-3d, green circle curve) is

shown when coupled with the Dirac states. Therefore, by varying the Fermi level and

measuring the variation of 𝐼12, it is in principle possible to resolve the particular TI

states contributing to the exchange coupling, and determine the relative weights in

the proximity effect as well.

Due to the oscillating coupling behavior of nearby QL number, the thickness

fluctuation becomes one factor which makes the resulting 𝐼12 deviated from the ideal

case, and hinders further extraction to determine the weights in the proximity effect.

In the condition that the lateral correlation length is large enough (𝜉 > 𝑧), the

averaged effect coupling constant 𝐼12 can be written as averaging over the thickness

fluctuations [51]

𝐼12 =

∫︁
𝑑𝑧𝑃 (𝑧)𝐼(𝑧) (3.11)

where 𝑃 (𝑧) is the distribution function of spacer thickness. For simplicity we define

Gaussian distribution

𝑃 (𝑧) =
1√
2𝜋𝜎

exp

(︃
−(𝑧 − 𝑧)2

2𝜎2

)︃
(3.12)

where 𝜎 is the thickness variation. Since the Se-Bi-Se-Bi-Se atomic layers within

1 QL is the strong chemical bonding, while the bonding between QLs is weaker van

der Waals interaction, we still use 1 QL as the unit of thickness and discretizing 𝑧 ∝ 𝑑

with 𝑑 the thickness of 1 QL, without considering the possibility to break the chemical

bonds within 1 QL which leads to fractional thickness in the unit of 1 QL. However,

𝜎 can still be arbitrary as it denotes the relative weights for different thicknesses to

appear in the layered structure. As an illustration, the resulting change of 𝐼12 for

4-band Hamiltonian with different 𝜎 are shown in Fig. 3-4. When the thickness

fluctuation increases, the resulting averaged 𝐼12 drops dramatically. Thus, in order to

determine the particular TI states involved in the proximity exchange coupling as well

as their relative weights, high-quality samples with negligible thickness fluctuation are

desirable.
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Figure 3-4: The interlayer coupling constant 𝐼12 at various thickness fluctuation ,
𝜎 = 0.5 and 0.8 nm, using a 4-band Hamiltonian model at 𝐸𝐹 = 0 eV and 𝑇 = 1 K.
Stronger thickness fluctuation has a smoothing effect on the overall coupling constant,
and may hamper the manifestation of TI states participating in the proximity effect.

3.3.1 Magnetic Structure of EuS/Bi2Se3/EuS Trilayer System

To gain some experimentally insight that how the magnetic structure looks like of

such interlayer exchange coupled trilayer system, we measured the magnetic hysteresis

and magnetization of a trilayer structure composed of 5 quintuple layer of TI Bi2Se3,

sandwiched between 2 nm of FMI EuS, using Superconducting Quantum Interference

Device (SQUID) based Physical Property Measurement System (PPMS). The results

are illustrated in Fig. 3-5. The in-plane hysteresis are shown in Fig. 3-5(b),(d), while

the out-of-plane hysteresis are shown in in Fig. 3-5(a),(c). We see directly that since

it is much easier to saturate at in-plane direction (∼200Oe in-plane comparing with

∼2000Oe out-of-plane at 2K), the magnetic anisotropic easy axis is in the in-plane

direction. This means that the coupling between the two layers of EuS is unlikely
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Figure 3-5: The magnetic response of the 2nm EuS/ 5nm Bi2Se3/ 2nm EuS trilayer
system. (a,c) the full range and low-field magnetic hysteresis M(H) in the out-of-plane
direction. (b,d) the full range and low-field magnetic hysteresis M(H) in the in-plane
direction. (e) M(T), the magnetization as a function of temperature. Despite the
coupling between the two EuS layers, at least at low field 100Oe, the Curie temper-
ature stays at its nominal value T𝑐 ∼16.6K. (f)The differential magnetic response
𝜒 = 𝑑𝑀/𝑑𝐻 at various temperatures.
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to alter the easy axis. Fig. 3-5(e) is the magnetization M as a function of temper-

ature T, at low and high field, respectively. The nominal value Curie temperature

T𝑐 ∼16.6K does not change at low field H=100Oe, indicating that the interlayer ex-

change coupling is also unlikely to alter Curie temperature unless large guiding field

is exerted. What’s more, the differential response function 𝜒 = 𝑑𝑀/𝑑𝐻 demonstrates

the sensitivity of magnetization 𝑀 of the trilayer system in response to the external

magnetic field 𝐻.

Figure 3-6: Magnetization as a function of temperature, M(T), at various reset fields.

To further illustrate the magnetic structure and response in a trilayer system, we

measure the magnetization M(T) of a trilayer system EuS 5nm / 7QL Bi2Se3 / EuS

5nm, at various reset fields, as shown in Fig. 3-6. To eliminate the memory effect, an

intentional temperature increase with either +1T or -1T saturating field is applied to
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ensure the reproducibility of the results. After field-cooling down to the lowest tem-

perature 2K, a small reset field- either positive or negative- is applied accompanied

with the variation of temperature. In Fig. 3-6, a large negative saturating field is ex-

erted before each set of measurement, which roughly saturates both of the EuS layers.

Then when adding a positive reset field and gradually increasing the temperature, it

first jumps to a small positive magnitude, indicating an anti-ferromagnetic coupling

between the two EuS layers. When the magnetization reaches the peak value, the

two EuS layers start to align ferromagnetically.

3.4 Chapter Conclusions

We have provided a systematic approach to illustrate the feasibility that how inter-

layer exchange coupling in FMI/TI/FMI structure can help understand the TI/FMI

proximity effect, with the capability to identify the TI states involved in the proxim-

ity exchange. By changing the external magnetic field or Fermi level, the weights for

the exchange coupling between the FMI and desired TI Dirac states can be obtained.

Such information can hardly be obtained directly by the experimental probes such

as ARPES, MOKE, PNR or transport, since this approach circumvents the compli-

cations of the TI-FMI interaction, but infers the TI states from the simpler indirect

FMI-FMI coupling using TI states as medium. In this perspective, the interlayer cou-

pling between two FMIs in the FMI/spacer/FMI structure is not only an interesting

phenomenon by itself, but also can be regarded as a probe to study the properties of

the spacer.

Moreover, since the interlayer exchange coupling in magnetic multilayers, such

as Fe/Cr superlattice[88], has played a significant role in giant magnetoresistance

(GMR) [89, 90, 91], the present work also sheds light on the application of magnetic

data storage and magnetic field sensors. As shown in Fig. 3-3(d), the interlayer

exchange coupling constant could be tuned when coupling with Dirac states of TI.

This provides a method to achieve electrically controlled magnetic coupling, with

reversibility due to gating, and rapid response due to high-mobility, backscattering-
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protected Dirac electrons. The only prerequisite is that the exchange coupling with

massive Dirac states should overcome the bulk TI states. This may be realized in

thinner TI film where the bulk bands diminish whereas the surface bands dominate.

Therefore, further studies of interlayer exchange coupling in TI based magnetic layers

for GMR applications, are highly desired.
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Chapter 4

The Van Vleck Nature of Long-Range

Magnetic Order in V-Doped

Topological Insulator Sb2Te3

4.1 Introduction

The breaking of time-reversal symmetry (TRS) and opening of surface bandgap of

topological insulator (TI) is an essential step towards observing other quantum states

[28, 1, 92]. When the TI’s chiral Dirac surface state is gapped, a number of promis-

ing novel phenomena could be realized, including quantum anomalous Hall effect

(QAHE) [92, 27, 36, 93, 45, 33, 94, 95], where spontaneous magnetization and spin-

orbit coupling lead to a topologically nontrivial electronic structure, and topological

magneto-electric effect results through coupling between electric field and spin tex-

ture, which can potentially lead to low-power electrically-controlled spintronic devices

[96, 15, 24, 48, 47]. There are two generic approaches to break the TRS: by magnetic

proximity effect or by conventional transition metal (TM) doping [28, 38, 97, 98].

Doping TM impurities(i.e. V, Cr, Mn) into TI can induce a perpendicular fer-

romagnetic (FM) anisotropy, providing a straightforward method to open up the

bandgap of the TI’s chiral surface state and tune the corresponding transport prop-
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erties [45, 33, 99, 100, 101, 102, 103]. In diluted magnetic semiconductors (DMSs)

doped with TM atoms, the induced FM order in general originates from itinerant

charge carriers [104, 105], i.e. Ruderman-Kittel-Kasuya-Yosida (RKKY)-mediated

FM order. However, in magnetically doped TI, the itinerant carriers may destroy the

QAHE by providing additional conduction channels [46], resulting in a leakage cur-

rent [15, 106], which severely hinders magnetic TI for device applications. Therefore,

a carrier-free yet long range mechanism to induce FM order in magnetically doped

TI is highly desirable for progress towards device applications.

On the other hand, in magnetically doped TI, the first-principle calculations pre-

dicted that the insulating magnetic ground state can indeed be obtained by a proper

choice of TM dopants, through van Vleck-type ferromagnetism in the absence of

itinerant carriers [36]. Recently, Chang et al. [45, 33] has reported experimental ob-

servation of QAHE in magnetic TI Cr- and V-doped (Bi,Sb)2Te3, where the insulating

FM order [103] excludes the RKKY-type interaction and indicates the FM mechanism

to be of van Vleck-type as first-principle calculations predicted. In such a system,

the inverted band structure in TI leads to the large matrix element of valence band

[36, 103, 46], dramatically increasing the contribution to spin susceptibility. Since the

van Vleck-type susceptibility is directly related with 2𝑛𝑑 order energy perturbation

[76], one could understand the van Vleck-type mechanism qualitatively from 2𝑛𝑑 order

perturbation theory, as shown in Eq. 4.1

𝐸
(2)
0 =

∑︁
𝑛

′

⃒⃒⃒
⟨0|𝜇B(

⇀

𝐿 + 𝑔
⇀

𝑆) ·𝐻 |𝑛⟩
⃒⃒⃒2

𝐸0 − 𝐸𝑛

(4.1)

Here,
∑︀′ denotes the summation over all partially filled states. In this sense,

the matrix element
⃒⃒⃒
⟨0|𝜇B(

⇀

𝐿 + 𝑔
⇀

𝑆) ·𝐻 |𝑛⟩
⃒⃒⃒

when n becomes valence band is huge,

and contributes significantly to the spin susceptibility [36, 46]. On the other hand,

Eq. 4.1 also tells us that there are additional contributions from other partially filled

states, enabling us to adopt a more direct approach to experimentally prove the van

Vleck-type ferromagnetism without the carrier dependence, where electronic states

in addition to itinerant electrons will contribute to FM order.
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4.2 Experimental Description of Electron Energy Loss

Spectroscopy

In this Chapter, we report the magnetization of partially filled Vanadium (V) 2p3/2and

2p1/2(L3 and L2) core states, using low-temperature high-resolution Electron Energy

Loss Spectroscopy (EELS). The condition for partial filling of core states is achieved

when a high-energy incidence of electrons on a sample in a transmission electron

microscope (TEM) excites a core electron to unoccupied states leaving a core-hole

behind, giving to the energy-loss spectrum. Analyzing the fine structure of the energy-

loss spectrum provides not only the information on the unoccupied local density of

states, but also angular momentum, spin and chemical nature of the element. We

find that by comparing with room temperature (RT ) spectrum, the Te M4,5 edge at

T=10K shows no shift, while the V L3 and L2 peaks show a red shift as large as 0.6eV.

In addition, there is a clear drop of L3/L2 peak intensity ratio. EELS simulation with

FEFF 9 [107, 108, 109] shows that such a shift is a signature of onset of FM, which

is independently verified through magneto-transport results, which shows anomalous

Hall effect below the Curie temperature T𝐶 ∼70K.

High-quality V-doped Sb2Te3 films are grown by molecular beam epitaxy (MBE)

under a base vacuum ∼ 5×10−10 Torr, where thin film Sb2Te3 (111) was grown on

top of etched Si (111) substrates with V-dopants coevaporated from an electron beam

source during TI growth. Ultrathin cross sectional TI film samples are fabricated

through focused ion beam and post processing for high-resolution TEM studies. The

EELS measurements were carried out using the doubled aberration corrected JEM-

ARM200CF TEM, equipped with a cold field-emission gun and the state-of-the-art

duel energy-loss spectrometer (Quantum GIF). V-doped Sb2Te3samples still maintain

a very good layered structure (Fig.4-1(a)), due to the likely case that V dopants tend

to substitute Sb sites instead of creating interstitials [45]. The selected area electron

diffraction (SAD) pattern (Figs. 4-1b,c) along [0001] zone-axis direction also verifies

negligible influence of V-dopants to the crystal structure, in that the V-doped Sb2Te3

has almost identical lattice constant compared with that of pure Sb2Te3.
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Figure 4-1: (a) High-resolution image of the V-doped Sb2Te3 sample S3 grown on
etched Si substrate (bottom-left, brown region) viewed along [1̄1̄0] of Sb2-xV𝑥Te3.
Another capping layer (top-right, yellow region) is mainly composed of amorphous Te
protection layers. The upper left inset is a reflection high-energy electron diffraction
(RHEED) image showing the ultrahigh crystalline quality of the MBE-grown film. (b)
Diffractogram from(a). One set of spots as indicated by green arrows can be indexed
as (01̄1) pattern of Si, while the other set of spots indicated by red arrows can be
indexed as (1̄1̄0) pattern of a rhombohedral lattice with a=0.42 nm and c=3.03 nm
which is basically the same as Sb2Te3 lattice, indicating negligible influence of V-
dopants to the lattice. The [001] Sb2Te3 is slightly misaligned (∼ 3∘) with [111] Si
(c) Select-area electron diffraction pattern from the area containing both film and
substrate.
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Figure 4-2: EELS spectra of V L and Te M4,5 edges at RT (red curve) and 10 K (blue
curve) for sample S2, normalized with Te M4,5 edge intensity. The energy position of
Te M4,5edge is invariant as temperature (green line), while there is a clear redshift of
vanadium’s L3 and L2 positions (yellow lines) and a drop of L3/L2 ratio. The energy
scale has been accurately calibrated by simultaneously acquiring and aligning of the
zero-loss peak.

4.3 Results and Discussions

4.3.1 Low-Temperature Electron Energy Loss Spectroscopy

Fig. 4-2 shows the main result of this Chapter comparing with the EELS spectra in

the high-loss region at RT and low temperature T=10K. A simultaneous collection of

both low-loss and high-loss spectra allows for a high-accuracy positioning of zero-loss

peak thus accurate energy scale calibration. We see clearly that the M4,5 edge of the

Te element does not shift with temperature, while there are obvious peak position

shifts (>0.5eV) for both V L3 and L2 peaks, accompanied with a decrease in L3/L2

ratio.
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In order to verify the observed peak shift, we measured three samples of Sb2−xV𝑥Te3

with different V concentrations and thicknesses, namely sample S1: 20 quintuple layer

(QL) with x=0.08; S2: 20QL with x=0.16 and S3: 12 QL with x=0.08. The corre-

sponding mean V-V distances in all the samples are thus ≥ 10nm. Since EELS is a

spatially highly localized probe and there might be small non-uniformity of dopants,

we collected 8 spectra at both 10K and RT for each sample to reduce the measure-

ment uncertainty. Furthermore, we use two different algorithms to extract the peak

positions. The averaged V L3 and L2 peak positions and L3/L2 ratios for all the three

samples are plotted in Figs. 4-3 (b-d).

All three samples show the same trend that the L3 and L2peak positions at T=10K

(blue and green dots in Figs. 4-3b and c) undergo a redshift compared with RT (red

and purple dots). For L2 peaks, all three samples shift similar amounts ∼ 0.4eV,

while for L3 peak positions, the shift ranges from 0.3eV (samples S1 and S3) to 0.7eV

(sample S2). This indicates that at low temperature, certain mechanism which does

not change Te states alters the L3 and L2 core states of V. The higher concentration

of V tends to yield a stronger energy reduction of L3 peaks. In addition, the L3/L2

ratio drops from ∼ 1.4 to 1.1 (samples S2 and S3), indicating a possible change of

electronic structure or even a phase transition [110].

4.3.2 Spectrum Simulation and Comparison

To understand the possible origin of the peak position shift and peak intensity ratio

drop, we simulate the EELS spectrum with a non-magnetic V-doped TI nanosphere

using FEFF 9 (Fig. 4-3(a) inset). We take 1.0nm for full multiple scattering cutoff

radius and 0.5nm for self-consistent-field cutoff radius to ensure convergence, with

Hedin-Lundqvist self-energy and random phase approximation with core-hole correc-

tion. The resulting non-magnetic peak positions give E (L3) =515.1eV and E (L2)

=523.8eV, which are both higher than the magnitude at RT. The higher V energy

for a non-magnetic system is quite reasonable, since even at RT, there is already

partial magnetization due to the field in the sample areas from the objective lens of

the microscope. In other words, the redshift of V L3 and L2 peaks is consistent with
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𝜒 E 2C3 3C’2 I 2S6 3𝜎𝑑

Γ
(2)
𝑓𝑢𝑙𝑙 5 -1 +1 5 -1 +1

Table 4.1: Character table of irreducible representation for the full rotational group.
When crystal field is present, this becomes a reducible representation and the degen-
eracy is lifted.

a picture that non-magnetic system has even higher energy.

As shown in Fig. 4-3, the different amount of redshift for L3 and L2 edges is

consistent with a temperature-independent Te M4,5 position at ~615eV. Sample S2

with highest V concentration (x=0.16) shows the highest redshift, indicating that

such redshift has an origin related to strong V-V interaction. Moreover, since the L3

and L2 has similar order of peak positions (around 515eV and 521eV), but different l-s

spin coupling configuration, the different redshift amount between L3 and L2 peaks

further indicates that a spin-related process may play an important role in the V-V

interaction.

4.3.3 Additional Evidence for van Vleck Magnetism From A

Group Theoretical Perspective

Thus, the consistently observed trend at RT and T=10K of the energy redshift of

V’s L3 and L2 edge and the decrease of L3/L2 ratio from non-magnetic simulations

unambiguously indicates a change of electronic structure, while the very different

redshift behavior between L3 and L2 peak together with a concentration dependence

further indicating a magnetic origin from these core levels. Actually, this core-level

magnetism for V-dopants could also be understood through crystal field theory. For

an l=2 transition metal ion dopant (such as V), the character table of irreducible rep-

resentation for full rotational group is shown in Table 4.3.3. The conjugacy classes

are taken as the symmetry elements contained in TI’s D3𝑑 group. Under TI’s rhom-

bohedral D3𝑑 crystal field, this irreducible representation Γ
(2)
𝑓𝑢𝑙𝑙 becomes reducible,

resulting in the lift of degeneracy and crystal field splitting.
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Figure 4-3: (a) FEFF simulation of the high-loss EELS spectrum of V-doped Sb2Te3,
using a nanosphere (inset) with a scattering center in the middle. (b-d) Experimental
EELS peak positions and shifts. (b) The V-L2peak positions, showing similar trend of
redshift for all three samples. The two algorithms show consistent results (c) The V-L3

peak positions, where sample S2 with highest V-concentration shows highest redshift.
A horizontal yellow line marks the energy position from non-magnetic simulation,
which is slightly higher than the RT magnitudes. (d) The V’s L3/L2 peak intensity
ratio change. At T=10K, the ratio drops, which is also consistent with the simulation,
where for non-magnetic system the ratio is even higher.
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Figure 4-4: (a) Crystal field splitting in cubic crystal field. T2𝑔 levels allow the spin
alignment from all three 3d electrons of V (red arrows), leading to a possible FM
order. (b) Crystal field splitting under rhombohedral D3𝑑 crystal field. Since the
energy only splits into a 2-fold level and only 1 electron has unpaired spin it is too
weak to form a FM order.

From Table 1 and character table of D3𝑑 group [111], we calculate the decompo-

sition of the representation Γ
(2)
𝑓𝑢𝑙𝑙 in D3𝑑 group as:

Γ
(2)
𝑓𝑢𝑙𝑙 = 𝐴1𝑔 ⊕ 2𝐸𝑔 (4.2)

i.e. instead of splitting to a 2-fold E𝑔 and a 3-fold T2𝑔 level which is the case of

octahedral crystal field, an l=2 transition metal ion would split from a 5-fold level to

two 2-fold levels (E𝑔 and E’𝑔) and one non-degenerate level A1𝑔 (Fig. 4-4) under TI’s

rhombohedral crystal field.

Since V has electron configuration [Ar] 3d34s2, this crystal field effect tends out to

be important to explain why sole V’s 3d electron states may not be sufficient to form

FM order in TI. Unlike cubic crystal field where a 3-fold T2𝑔 state allows a parallel

spin configuration (Fig. 4-4(a)), the 2-fold E𝑔 level and Pauli’s exclusion principle

only lead to single unpaired electron under rhombohedral crystal field. This becomes

too weak to form a long range FM order by solely 3d valence states (Fig. 4-4(b)).

Therefore, the FM order in V-doped TI may be mediated from other V-states, such

as core states. This is fully consistent with our EELS results for L3 and L2 core states

at T=10K.
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Figure 4-5: (a) Longitudinal resistance R𝑥𝑥 as a function of temperature at zero-
field. (b) Magnetic-field dependent longitudinal resistance R𝑥𝑥 at various tempera-
ture, whose feature could be seen more clearly after normalization, as done in (d).
Above 70K, it shows weak anti-localization behavior, while below 70K, the butterfly
shape indicates the onset of FM order. (c) Magnetic-field dependent Hall resistance
R𝑥𝑦. The opening up of hysteresis loop below 70K is quite consistent with (a) and
(d), indicating an onset of FM order.

4.3.4 Direct Transport Result for Demonstration of Magnetic

Order

In order to further demonstrate that the V-doped Sb2Te3 system is indeed FM at

T=10K, we perform magnetotransport measurement for both longitudinal and trans-

verse directions. Temperature-dependent longitudinal DC resistivity at zero magnetic

field (Fig. 4-5(a)) shows a resistivity hump at about 70K, indicating the onset of FM

order since the spin-disorder scattering is reduced [112]. Fig. 4-5(b) is the longitu-
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dinal magnetoresistance 𝜌𝑥𝑥 at various temperatures. After normalizing to zero field

(Fig. 4-5(d)), it shows a typical weak anti-localization behavior and butterfly shape

above and below 70K, indicating a non-FM / FM transition. This transition is fur-

ther corroborated by Fig. 4-5(c), showing the hysteresis loop of the Hall resistance

𝜌𝑦𝑥. The loop is closed above 70K, which is -consistent with the 𝜌𝑥𝑥result. Hence we

conclude that the Curie temperature T𝑐to be ∼70K, far above the EELS measure-

ment temperature T=10K. This independently verifies the FM order of our V-doped

Sb2Te3 sample.

4.4 Chapter Conclusions

In conclusion, we have demonstrated the van Vleck nature of FM order in V-doped

TI Sb2Te3 using low-temperature high resolution EELS. An energy redshift is ob-

served in V’s L3 and L2 core states, which could be understood as a signature due

to the onset of FM order, while the FM order itself is shown independently through

magnetotransport measurement. The V-dopants’ core-level contribution to the ferro-

magnetism in TI is thus in sharp contrast to the RKKY-type ferromagnetism, where

only itinerant electrons contribute to the magnetic susceptibility regardless the core

level states, but consistent with the picture of van Vleck-type ferromagnetism, where

the susceptibility is a summation of contribution from all possible intermediate states.

In this sense, although we could not exclude the contribution of RKKY interaction

to the FM order from the band electrons, van Vleck mechanism, resulting from core

levels and playing significant role in FM order, is observed unambiguously. Such

a core-level contribution could also be understood from a crystal-field perspective,

where three 3d electrons under rhombohedral crystal field could neither lead to FM

order nor screen the contribution from the cores.
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Chapter 5

Tunable THz Surface Plasmon based

on Topological Insulator / Layered

Superconductor Hybrid Structure

5.1 Introduction to Surface Plasmon

Surface plasmon polariton (SPP) is the collective excitation of electrons at the in-

terface between conductor and dielectrics driven by electromagnetic (EM) waves

[113, 114]. Despite its wide applications in nanophotonics [115], near-field optics

and tip-enhanced Raman spectroscopy [116, 117], and biological sensors and anten-

nas [118, 119], SPP in general suffers from problem of huge non-radiative loss due to

the strong absorption of the metal [113, 114, 115, 116] accompanied with additional

radiative loss [120], which limits SPP’s lifetime and propagation length for further

application in integrated devices.

In order to solve the SPP loss problem, the low-loss plasmonics based on graphene

[121, 122, 123, 124, 125, 126, 127, 128, 129, 130, 131, 132, 133, 134, 135] and topological

insulators (TI) [136, 137, 138, 139, 140, 141, 142, 143] has attracted much recent

attention. In far infrared and THz range, the major loss mechanism in graphene

lies in the scattering between electrons and optical phonons [123]. A number of
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studies in graphene plasmonics have been conducted utilizing the properties of low

loss and tunability. Yan et al. [144] have reported enhanced plasmon resonance in

patterned graphene-insulator stack structure comparing with single-layered graphene,

while Ju et al. [124] demonstrated an enhanced tunability at THz range in micro-

ribbon graphene metamaterials. These efforts target at manipulation of photons and

miniaturization of optical devices, and could be further integrated and hybridized

toward further applications in detectors, modulators or other integrated devices.

On the other hand, in doped 3D TI, the electron-impurity scattering becomes dom-

inant due to weak electron-phonon coupling [140], with a further reduced backscat-

tering probability thanks to topological protected surface states [37, 1, 28]. However,

unlike the booming studies in graphene plasmonics, the plasmon hybrid devices in

TI have been seldom reported, even with comparable performance in THz range as

well as other promising features such as net spin polarization, i.e. "spin plasmon"

[136, 137, 138, 143] and spin-charge separation [142].

Therefore, in this chapter, we propose a plasmonic hybrid structure composed of

3D TI in close contact with layered superconductor. This structure provides a new

platform where SPP waves are supported. The tunability of the SPP propagation

can be achieved independently through either gate voltage or external magnetic field.

Since the Majorana bound states, which are non-Abelian anyons in superconductors

and have great significance in topological quantum computation[1, 149, 18, 20], are

predicted to exist at the boundary between 3D TI and superconductor, this plasmonic

structure may provide a new perspective in search of Majorana bound states.

5.2 Theory

5.2.1 Dispersion Relation of Anisotropic SPP Wave

Since the SPP wave is well localized at the interface, while the Dirac electrons only

exist on the surface of TI, we could apply anisotropic dielectric functions to model

the dielectric function of a 3D TI in order to capture both the dielectric function of

76



Figure 5-1: The schematic configuration of 3D TI-layered superconductor hybrid
structure. The 𝑧 < 0 region consists of alternating layers of superconductor and
insulator. The SPP wave propagates along the interface. A back gate is present to
tune the Fermi level of the interfacial electrons, which leads to a change of dielectric
functions and furthermore a change of SPP propagation properties.

surface 2D chiral Dirac electrons (Fig. 5-1, 𝑥𝑦 plane, 𝑧 = 0) and the bulk dielectric

constant (Fig. 5-1, 𝑧 > 0 region).

In order to describe wave propagation in the layered structure( Fig. 5-1 𝑧 <

0 region), we adopt the method proposed by Averkov et al [145] using anisotropic

dielectric function. This is valid when 𝜆𝑆𝑃 ≫ 𝐷 , where 𝜆𝑆𝑃 is the SPP wavelength,

and 𝐷 is the spatial periodicity of the layered structure. Since we are interested in

long wavelength THz range, the condition that 𝜆𝑆𝑃 ≫ 𝐷 is guaranteed to meet.

In this approach, the anisotropy leads to the existence of optical axis where EM

wave suffers no birefringence [146]. Thus the electric field and magnetic field at the

interface can be written as a superposition of ordinary wave and extraordinary wave:

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
E𝑗 =

(︁
E𝑜

𝑗𝑒
−𝜅𝑜

𝑗 |𝑧| + E𝑒
𝑗𝑒

−𝜅𝑒
𝑗 |𝑧|
)︁
𝑒𝑖(𝑞𝑥𝑥+𝑞𝑦𝑦−𝜔𝑡)

H𝑗 =
(︁
H𝑜

𝑗𝑒
−𝜅𝑜

𝑗 |𝑧| + H𝑒
𝑗𝑒

−𝜅𝑒
𝑗 |𝑧|
)︁
𝑒𝑖(𝑞𝑥𝑥+𝑞𝑦𝑦−𝜔𝑡)

(5.1)

where 𝑗 = 1, 2 denotes the TI and layered superconductor side, respectively. Based
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on our model, the TI dielectric function is defined as 𝜀1 = (𝜀2𝐷(𝑞, 𝜔), 𝜀2𝐷(𝑞, 𝜔), 𝜀𝑑)

with optical axis along 𝑧 direction, while the dielectric function of layered supercon-

ductor is defined as 𝜀2 = (𝜀𝑐(𝜔), 𝜀𝑎𝑏(𝜔), 𝜀𝑎𝑏(𝜔)), which is anisotropic along 𝑥 direction.

By noticing the different direction of optical axis in the upper TI region and

lower superconductor region, that for ordinary wave and extraordinary wave we have

𝐸𝑜
1𝑧 = 0, 𝐸𝑜

2𝑥 = 0, and 𝐻𝑒
1𝑧 = 0, 𝐻𝑒

2𝑥 = 0, respectively. These equalities are valid ap-

proximately, since when the gap is opened, The electromagnetic constitutive relation

is modified to incorporate the topological magnetoelectric effect [63],

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
D = 𝜖E− 𝜖0𝑐𝛼𝜃

𝜋
B

H = 1
𝜇
B + 𝛼𝜃

𝑐𝜇0𝜋
E

(5.2)

However, despite the 𝑂(𝛼) correction to the electromagnetic field by this axion

constitutive relation, it actually contributes only to an order of 𝑂(𝛼2) ∼ 10−4 cor-

rection to the plasmon energy[63]. Moreover, since we are interested in the relative

SPP energy shift upon gating or gapping other than the absolute magnitude of SPP

energy, the contribution from axion term will be canceled out when calculating the

energy difference, since the un-gated or gapless SPP energy already contains contri-

bution from the axion term [147]. Thus, compared with the huge energy shift(∼ 1%

originated from gapping or doping), in all following calculations, we could safely ne-

glect the axion term and set 𝛼 = 0. Within this approximation, the components of

the EM fields are shown in Appendix 1, with light speed in vacuum 𝑐 = 1 and 𝜇 is

the magnetic permeability of the layered superconductor material.

Substituting the EM field components back to Eq. 5.1, we obtain the localization

constants, i.e. inverse of penetration depth away from the interface.

78



⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

𝜅𝑜
1 =

√︁
𝑞2𝑥 + 𝑞2𝑦 − 𝜀2𝐷(𝑞, 𝜔)𝜔2

𝜅𝑒
1 =

√︂
𝜀2𝐷(𝑞, 𝜔)

(︁
𝑞2𝑥+𝑞2𝑦
𝜀𝑑

− 𝜔2
)︁

𝜅𝑜
2 =

√︁
𝑞2𝑥 + 𝑞2𝑦 − 𝜇𝜀𝑎𝑏(𝑞, 𝜔)𝜔2

𝜅𝑒
2 =

√︁
𝜀𝑐(𝑞,𝜔)
𝜀𝑎𝑏(𝑞,𝜔)

𝑞2𝑥 + 𝑞2𝑦 − 𝜇𝜀𝑐(𝑞, 𝜔)𝜔2

(5.3)

The dispersion relation of the resulting surface wave can be written in a determinant

form:

⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒

−𝑖𝜅𝑜
1

𝑖𝜔2𝜀1
𝜅𝑒
1

− 𝑞2𝑦−(𝜅𝑜
2)

2

𝑖𝜇𝜅𝑜
2

0

−𝑞2𝑦 𝑞2𝑥 0 −𝑞2𝑥 + 𝜇𝜔2𝜀𝑎𝑏

𝜅𝑜
1𝑞

2
𝑦

𝜔2𝑞2𝑥𝜀1
𝜅𝑒
1

𝑞2𝑥𝑞
2
𝑦

𝜇𝜅𝑜
2

𝜔2𝜀𝑎𝑏𝜅
𝑒
2

1 1 −1 −1

⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
⃒

= 0 (5.4)

In this paper, we only consider the wave propagating along x direction, neglecting

the oblique excitation. The dispersion relation can finally be simplified as

𝑞 = 𝜔

√︃
𝜀𝑑𝜀𝑎𝑏(𝜔) [𝜀𝑐(𝜔) − 𝜇𝜀2𝐷(𝑞, 𝜔)]

𝜀𝑐(𝜔)𝜀𝑎𝑏(𝜔) − 𝜀2𝐷(𝑞, 𝜔)𝜀𝑑
(5.5)

which is the main analytical result. In this expression, 𝜇 is the effective permeabil-

ity of the layered superconductor structure, q is the wavenumber along 𝑥 direction,

and can be a complex number. When both the upper and lower materials are isotropic,

i.e. 𝜀2𝐷 = 𝜀𝑑 = 𝜀1 and 𝜀𝑎𝑏 = 𝜀𝑐 = 𝜀2, it is further reduced to the well-known result

𝑞 = 𝜔
√︁

𝜀1𝜀2
𝜀1+𝜀2

.

5.2.2 Dielectric Function of Layered Superconductor

Define dimensionless frequency Ω = 𝜔/𝜔𝐽 , with 𝜔𝐽 the Josephson plasmon frequency

of the layered superconductor, the dielectric function of layered superconductor can
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be written as [145]:

𝜀𝑐(Ω) = 𝜀𝑠

(︂
1 − 1

Ω2

)︂
, 𝜀𝑎𝑏(Ω) = 𝜀𝑠

(︂
1 − 𝛾2

Ω2

)︂
(5.6)

where the imaginary parts are neglected. Throughout this article, we take the

value reported in [145] and set the interlayer dielectric constant 𝜀𝑠 = 16, current-

anisotropy parameter 𝛾 = 200 and 𝜔𝐽 = 4 meV.

5.2.3 Dielectric Function of Gapless Topological Insulator

The dielectric function of the chiral gapless topological insulator surface have been

reported in [136, 137, 139], where for the Hamiltonian for 2D helical Dirac electron

gas ℋ0:

ℋ0 = ~𝑣𝐹
∑︁
𝑘

Ψ+
𝑘

(︁
𝑧 × 𝑘⃗

)︁
· 𝜎⃗Ψ𝑘 (5.7)

the Lindhard Dielectric function 𝜀2𝐷(𝑞, 𝜔) can be written as

𝜀2𝐷(𝑞, 𝜔) = 1 − 𝑉2𝐷(𝑞)Π(𝑞, 𝜔) = 1 − 𝑒2

2𝜀0𝑞
Π(𝑞, 𝜔) (5.8)

with the polarization operator

Π(𝑞, 𝜔) =
𝑔

4𝜋2

∑︁
𝛾,𝛾′

∫︁
𝑑k

𝑛k,𝛾 − 𝑛k+q,𝛾′

~𝜔 + 𝐸k,𝛾 − 𝐸k+q,𝛾′ + 𝑖𝛿
| ⟨𝑓k,𝛾|𝑓k+q,𝛾′⟩ |2 (5.9)

In this expression, 𝑔 is the spin/valley degeneracy, for the chiral states we have

𝑔 = 1 due to spin-momentum locking, 𝑛k,𝛾 is Fermi occupation value at energy eigen-

value, 𝐸k,𝛾 = 𝛾~𝑣𝐹𝑘, with 𝛾 = 1 for conduction band and 𝛾 = −1 for valence band,

respectively. The spinor eigenstates |𝑓k,𝛾⟩ =
(︀
𝑒−𝑖𝜃k/2, 𝑖𝛾𝑒𝑖𝜃k/2

)︀
/
√

2, with 𝜃k defined

as tan 𝜃k = 𝑘𝑦/𝑘𝑥. We take the value of Fermi velocity 𝑣𝐹 = 6.2 × 105 m/s [4] in all

calculations.

RPA-Relaxation time (RT) approximation[148] can be applied to describe the
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SPP damping along the propagation direction, which leads to a finite propagation

length. Defining polarizability 𝜒(𝑞, 𝜔) ≡ 𝑒2

𝑞2
Π(𝑞, 𝜔), the renormalized polarizability,

taking the conservation of electron number into account, can then be written as

𝜒𝜏 (𝑞, 𝜔) =
(1 + 𝑖/𝜔𝜏)𝜒(𝑞, 𝜔 + 𝑖/𝜏)

1 + (𝑖/𝜔𝜏)𝜒(𝑞, 𝜔 + 𝑖/𝜏)𝜒(𝑞, 0)
(5.10)

where 𝜏 is the relaxation time, which is in general frequency-dependent, and

mainly originated from the electron-phonon coupling, scattering by superconductor

quasi-particles as well as impurities scattering. In this situation, 𝜏 can be calculated

using electron self-energy[123],

Σ(𝐸) = Σ𝑒−𝑝ℎ(𝐸) + Σ𝑠𝑐(𝐸) + Σ𝑖𝑚𝑝(𝐸) (5.11)

When the SPP frequency is higher than the gap of the superconductor or above

the optical frequency of the topological insulator, the self energy in Eq. 5.11 contains

prominent imaginary part, which leads to a drastic reduction of propagation length.

However, since we are interested in low frequency SPP (𝜔 < 𝜔𝐽 = 4𝑚𝑒𝑉 , shown

in Fig. 5-2),where only impurity scattering dominates, the relaxation time can be

directly written as 𝜏 = 𝜇~
√
𝑛𝜋/𝑒𝑣𝐹 , without the need of implementing Eq. 5.11.

Since 𝜏 ∼ 10−12𝑠 is a very large quantity, and moreover we are interested in the

frequency and the tunability of SPP, other than the exact propagation length, for

simplicity, we take 𝜏 = ∞ in all following calculations, using Eq. 5.9 instead of Eq.

5.10.

Eq. 5.9 can be calculated either analytically [122, 139]or numerically, thanks to

the identical expression of polarization operator within RPA for simple Dirac gas and

helical Dirac gas. In our approach, we choose 𝑇 = 10 K for numerical integration to

avoid discontinuity, and compare with analytical result with at least 6 digit agreement.

Then the numerical result for gapless TI is applied to solve for the dielectric function

of TI when surface state is gapped.
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5.2.4 Dielectric Function of Gapped Topological Insulator

Either the magnetic field perpendicular to the interface (𝑧 direction in Fig. 5-1)

or the superconductivity would open up a gap to the gapless Dirac cone, and lift

out the degeneracy at 𝑘 = 0, and further alter the dielectric function as well as SPP

dispersions. In order to take into account the effect of gaps, we adopt the Bogoliubov-

de Gennes Hamiltonian [37, 18], which can be regarded as a generalization of Eq. 5.7:

ℋ𝐵𝑑𝐺=
1

2

∑︁
k

Ψ+
k

⎛⎝𝑘𝑥𝜎𝑦−𝑘𝑦𝜎𝑥+𝑀𝜎𝑧−𝐸𝐹 𝑖|∆|𝜎𝑦

−𝑖|∆|𝜎𝑦 −𝑘𝑥𝜎𝑦−𝑘𝑦𝜎𝑥−𝑀𝜎𝑧−𝐸𝐹

⎞⎠Ψk (5.12)

where spinor Ψk =
(︀
𝑐k↑, 𝑐k↓, 𝑐

+
−k↑, 𝑐

+
−k↓
)︀
, 𝑀 and |∆| denote the magnetic gap and

superconductivity gap, respectively, 𝐸𝐹 is the chemical potential. Both Eq. 5.8 and

Eq. 5.9 still hold, but the eigenvalues and eigenvectors are changed. The eigenvalues

can now be written as

𝐸1 =

√︁
|∆|2+2 (|∆|2𝑀2+𝐸2

𝐹𝑀
2 +𝐸2

𝐹𝑘
2)

1/2
+𝑀2+𝑘2+𝐸2

𝐹

𝐸2 =

√︁
|∆|2−2 (|∆|2𝑀2+𝐸2

𝐹𝑀
2 +𝐸2

𝐹𝑘
2)

1/2
+𝑀2+𝑘2+𝐸2

𝐹

𝐸3 = −
√︁
|∆|2−2 (|∆|2𝑀2+𝐸2

𝐹𝑀
2 +𝐸2

𝐹𝑘
2)

1/2
+𝑀2+𝑘2+𝐸2

𝐹

𝐸4 = −
√︁
|∆|2+2 (|∆|2𝑀2+𝐸2

𝐹𝑀
2 +𝐸2

𝐹𝑘
2)

1/2
+𝑀2+𝑘2+𝐸2

𝐹

The corresponding unnormalized eigenvectors are shown in Appendix 2.

5.3 Results and Discussions

In order to conveniently express the dielectric functions for both TI and layered su-

perconductor, we define dimensionless wavenumber 𝑄 = 𝑣𝐹 𝑞𝑥/(𝑐𝜔𝐽), and all energies

are dimensionless and expressed in the unit of 𝜔𝐽 .

The SPP dispersion relations are obtained by solving Eq. 5.5. The typical disper-
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Figure 5-2: The dispersion relations (a-b) and gap-induced group velocity changes
(c-d) of SPP at various Fermi levels with respect to gap opening. The Fermi levels
are taken at 3 different values with 80 meV interval. In c), at 𝜇 = 1, even if the tuning
of Fermi level does not change much to the dispersion relation itself as shown in a),
it still shows a shift to SPP group velocity at high 𝑄 range.
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Figure 5-3: The percentage shift of SPP group velocity as a function of 𝑄 and 𝐸𝐹 ,
at 3 different gap values 𝑀 = 5 |∆| = 0.5 (a), 𝑀 = 10 |∆| = 1.0, (b) and 𝑀 = 15
|∆| = 1.5, (c). The change is negative for 𝐸𝐹 > 0 and positive for 𝐸𝐹 < 0, and reaches
maximum when the Fermi level is close to the gap values (d). Notice all gap values
are expressed in the unit of 𝜔𝐽 (𝜔𝐽 = 4 meV throughout calculation), for instance the
green solid line 𝑀 = 5 |∆| = 0.5 corresponds to 𝑀 = 20 meV |∆| = 2 meV.
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sion relations at various gate voltages, i.e. Fermi levels 𝐸𝐹 , are shown in Fig. 5-2 a

and b. We see an enhanced tunability, i.e. shift of dispersion relation when 𝐸𝐹 varies,

when the lower layer has increased effective magnetic permeability 𝜇. By defining the

SPP group velocity 𝑣𝑔 = 𝑑Ω/𝑑𝑄, we see an additional change of propagation proper-

ties induced by either 𝑀 or |∆| (Fig. 5-2 c and d) by plotting the percentage SPP

group velocity shift
∆𝑣𝑔
𝑣𝑔

=
𝑣𝑔(𝑔𝑎𝑝𝑝𝑒𝑑) − 𝑣𝑔(𝑔𝑎𝑝𝑙𝑒𝑠𝑠)

𝑣𝑔(𝑔𝑎𝑝𝑙𝑒𝑠𝑠)

Here both the magnetic gap 𝑀 and superconductivity gap |∆| are dimensionless in

the unit of Josephson plasmon frequency 𝜔𝐽 .

In order to further investigate the effect of gap to the SPP propagation, the relative

shift of group velocity ∆𝑣𝑔/𝑣𝑔 as a function of dimensionless wavenumber 𝑄 and Fermi

level 𝐸𝐹 are shown in Fig. 5-3, at different values of gap. It can be seen directly that

the shift is increased at larger gap value, and it increases as a function of Q. Most

importantly, the shift reaches peak value when the Fermi level approaches to the gap

value. This feature can be seen more clearly in a line plot with fixed 𝑄 value (Fig. 5-3

(d)).We also see that SPP group velocity 𝑣𝑔 does not shift when Fermi level 𝐸𝐹 = 0.

In contrary to the 𝑄 and 𝐸𝐹 dependent shift of group velocity caused by energy

gap, the localization constants show a qualitatively different behavior. The localiza-

tion constant in TI side 𝜅𝑜
1 is neither sensitive to 𝐸𝐹 nor to 𝑄 (Fig. 5-4(a)(c)(e)),

while in layered superconductor side, 𝜅𝑜
2 is tunable by 𝐸𝐹 but still 𝑄-independent.

The importance of the localization constant shift as 𝑄 can hardly be overestimated,

in that it indicates that the different propagation properties of SPP is almost fully

coming from the group velocity, other than the difference in SPP wavelength. The

fewer controllable variables would indefinitely make the experimental results easier to

explain.

The reason that the maximum 𝑣𝑔 shift occurs when the gap matches the Fermi level

can be understood in the light of electronic transition and available electron density

for plasmonic oscillation. Electrons in the conduction band are mostly extended

and dominate the surface plasmon excitation. When the Fermi level is lower than
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Figure 5-4: Relative shift of o-light component of localization constants for TI 𝜅𝑜
1

(figs a, c, e), and layered superconductor 𝜅𝑜
2 (figs b, d, f). The localization constants

for e-light 𝜅𝑒
1 and 𝜅𝑒

2 have different magnitudes but similar feature of 𝜅𝑜
1 and 𝜅𝑜

2,
respectively. We see that the shift is not sensitive to Fermi level 𝐸𝐹 of topological
insulators, but always reaches peak values when 𝐸𝐹 is near the value of gap. Unlike
the shift of group velocity, which is 𝑄 dependent, the localization constants are almost
independent 𝑄 value.
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the energy gap, charge carriers need additional energy to fulfill the transition to the

conduction band in order to contribute to the collective excitation. On the other hand,

since the SPP is excited by EM waves, when the Fermi level is higher than the energy

gap, the electronic transition by optical excitation is limited by occupied electrons.

The increasing forbidden transition leads to a reduced shift of dielectric function, and

moreover the 𝑣𝑔 shift is reduced accordingly. Thus, only when the Fermi level reaches

the value of energy gap are the number of available electrons participating in the

electronic transition and collective excitation maximized, and leads to a shift of SPP

frequency and group velocity.

5.4 Chapter Conclusions

We provide a generic theoretical framework to study the surface plasmon polariton

(SPP) at the interface between topological insulator (TI) and layered superconduc-

tors. The SPP in this hybrid structure may be widely applied to study novel optical

and transport phenomena at the interface, through the tunability of SPP propaga-

tion by gating or gapping the surface states of the TI. It can also be generalized to a

larger category of materials in proximity to TI surface. For instance, Wei et al. [38]

have shown that when the ferromagnetic insulator EuS is on the top of topological

insulator Bi2Se3, it induces significant magnetic moment in Bi2Se3 thin films and in-

duces breaking of T-reversal symmetry. The SPP in such Ferromagnetic- TI hybrid

structure can also be studied within this approach.

Furthermore, Majorana zero mode is predicted to exist [28, 18, 149] as a domain

wall state at the interface between TI and ferromagnetic-superconductor boundaries.

Therefore, at the TI-layered superconductor interface, propagating SPP may interact

with the Majorana domain wall state, and leads to the shift of the SPP propaga-

tion properties, including group velocity, reflectivity and transmissivity, etc. In this

regards, the change of optical properties of SPP can be considered a semi-classical

manifestation of the existence of Majorana fermions, which is a pure quantum phe-

nomenon with non-Abelian statistics. The existence of the zero mode level may

87



contribute to electronic transition, and leads to a further change of dielectric func-

tions. Unlike transport measurements, which involve only a single Majorana fermion

domain wall state, this hybrid structure can be regarded as the interaction between

SPP and a series of domain wall states, coming from each domain wall state along

the interface. In a nutshell, the SPP on the TI surface may provide insights to the

detection of Majorana Fermions as a conceptually novel platform.
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