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Abstract

The comprehensive analysis was performed to study turbulent transport in Alcator C-Mod plasmas in this thesis. A new Correlation Electron Cyclotron Emission (CECE) diagnostic was designed and installed as a part of this thesis work. Using this diagnostic, we measured local $T_e$ fluctuations in $r/a > 0.75$ in C-Mod for the first time. This thesis work provided new information about the Ohmic confinement transition, from the linear to the saturated confinement regime with the increase in average density. It was found that $T_e$ fluctuations near the edge ($r/a \sim 0.85$) tend to decrease across the Ohmic confinement transition. Although the Ohmic confinement transition has been considered predominantly as a result of the linear turbulence mode transition, we found no changes in the dominant turbulence mode across this transition via gyrokinetic analysis using the code, GYRO. The GYRO simulations performed near the edge reproduce experimental ion heat flux and $T_e$ fluctuations, but electron heat flux was under-predicted. Considering that both ion heat flux and the $T_e$ fluctuations mainly come from ion scale turbulence, the under-prediction of electron heat flux suggests the importance of electron scale turbulence. Intrinsic rotation reversals in C-Mod plasmas were studied in this thesis. Similar changes in electron temperature fluctuations, the reduction of $T_e$ fluctuations near the edge, were observed across RF rotation reversals and Ohmic rotation reversals. The gyrokinetic and self-similarity analyses also showed similarities between rotation reversals in Ohmic and RF heated discharges. These observations suggest that the physics of Ohmic confinement transition and the rotation reversal can be applied to the physics of rotation reversal in RF heated discharges. This thesis also found the reduction of $T_e$ fluctuations inside pedestal region with the transition from low to high energy confinement regime, which indicates the changes in core turbulence are correlated with the global energy confinement.
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4-1 Time series data during CECE measurement time for LOC (shot:1120626023, red solid line) and SOC (shot:1120626028, blue dotted line) plasma. (a) Plasma current [MA], (b) central chord line averaged density [$10^{20}\text{m}^{-3}$], (c) electron density [$10^{20}\text{m}^{-3}$] at CECE measurement position ($r/a\sim 0.85$), (d) electron temperature [keV] at CECE measurement position ($r/a\sim 0.85$), (e) electron temperature [keV at plasma center, (f) central toroidal velocity [km/s].

4-2 (a) Coherence ($\gamma$) of two CECE signals in the LOC plasma (shot:1120626023), horizontal dotted line indicates the statistical limit of coherence (b) Coherence ($\gamma$) of two CECE signals in the SOC plasma (shot:1120626028) (c) the cross phase spectrum of two CECE signals in the LOC plasma (d) the cross phase spectrum of two CECE signals in the SOC plasma.

4-3 (a) Cross correlation coefficient ($C_{xy}$) depending on lag time [$\mu$s] of two CECE signals in LOC plasma (shot:1120626023) (b) $C_{xy}$ depending on lag time of two CECE signals in SOC plasma (shot:1120626028).

4-4 Normalized frequency/wavenumber spectra ($S(kR,f)/n_e$) of PCI measurements (a) in LOC (shot:1120626023) and (b) in SOC (shot:1120626028) plasmas.

4-5 Time averaged relative $T_e$ fluctuation levels with $n_e,avg/n_{crit}$ at $r/a=0.83$-0.87 in the C-Mod Ohmic discharges. (a) The relative fluctuation level without considering density fluctuations (only black points) (b) The relative fluctuation levels with considering density fluctuations. Red/blue points are minimum/maximum values of the relative electron temperature fluctuation level when the relative density fluctuation level is 2%. $n_{crit}$ is the critical density for toroidal rotation reversal in the core region, defined as $n_{crit} = 2.8I_p/B^{0.6}$ with $n_{crit}$ in $10^{20}\text{m}^{-3}$, on axis toroidal magnetic field, B, in T and $I_p$ in MA, and. The toroidal rotation reversal in the core region is indicative of the transition from the LOC/SOC according to [129].
Relative line-integrated $n_e$ fluctuation levels with $n_{e,\text{avg}}/n_{\text{crit}}$ in the C-Mod Ohmic discharges. $n_{\text{crit}}$ is the critical density for toroidal rotation reversal in the core region, defined as $n_{\text{crit}} = 2.8I_p/B^{0.6}$ with $n_{\text{crit}}$ in $10^{20} \text{m}^{-3}$, $B$, in T and $I_p$ in MA, and. The toroidal rotation reversal in the core region is indicative of the transition from the LOC/SOC according to [129]. In order to observe $n_e$ fluctuations in the core region, low frequency signals are filtered (a) $f>0\text{kHz}$ (b) $f>50\text{kHz}$ (c) $f>100\text{kHz}$ (d) $f>200\text{kHz}$. 

Profiles relevant to turbulence and CECE measurements in the LOC/SOC discharges (red : LOC discharge, blue : SOC discharge). The solid line shows the experimental value and the dotted line indicates the uncertainty. The vertical green line shows the CECE measurement position.

Heat diffusivity and flux for LOC/SOC plasmas (red : LOC discharge, blue : SOC discharge) (a) Electron heat diffusivity ($\chi_e \text{[m}^2/\text{s}]$) (b) Ion heat diffusivity ($\chi_i \text{[m}^2/\text{s}]$) (c) Electron heat flux ($Q_e \text{[MW/m}^2]$), (d) Ion heat flux ($Q_i \text{[MW/m}^2]$). The solid line shows the experimental value and the dotted line indicates the uncertainty.

Linear stability analysis of (a) the LOC discharge and (b) SOC discharge. The left figures show the real frequency of the most unstable mode and the right figures show the growth rate of the unstable mode. The positive real frequency indicates the mode propagating in the electron diamagnetic direction, and negative real frequency indicates the opposite case. The unit of both real frequency and growth rate is $c_s/a$ with $c_s = \sqrt{\mathcal{T}_e/m_i}$ and minor radius, a. ($c_s/a = 1.17 \times 10^6 /\text{s} \text{ (LOC) and } 9.75 \times 10^5 /\text{s} \text{ (SOC)}$)

Contour of growth rate of most unstable mode with the change of $a/L_{T_e}$ and $a/L_{T_i}$ in the $k\rho_s$ range [0.1-0.7] in (a) the LOC discharge and (b) the SOC discharge. The uncertainties of $a/L_{T_e}$ and $a/L_{T_i}$ were set to 20%. 
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4-11 Comparison of simulated heat fluxes with the experimental heat flux obtained from power balance in the LOC/SOC discharges at r/a=0.6 (shot: 1120626023 (LOC), 1120626028 (SOC)) (a) Ion heat flux, $Q_i [MW/m^2]$ (b) Electron heat flux, $Q_e [MW/m^2]$. Vertical dash line indicates the rotation reversal density, obtained from the average electron density of rotation reversal discharge (shot 1120626028) on the same run day with the LOC/SOC discharges.

4-12 Power spectrum of simulated potential fluctuations on the midplane from the local nonlinear simulations at r/a=0.6 for (a) the LOC discharge (shot: 1120626023) and (b) the SOC discharge (shot: 1120626028) with experimental input values. The simulated potential fluctuations are averaged radially. This figure was made by modifying GYRO analysis tool, “vugyro”.

4-13 Sensitivity of ion and electron heat fluxes to input parameters for the LOC and SOC discharges (a) Ion heat flux ($Q_i$) in the LOC (b) $Q_i$ in the SOC (c) Electron heat flux ($Q_e$) in the LOC (d) $Q_e$ in the SOC.

4-14 Linear stability analysis of (a) the LOC discharge and (b) SOC discharge. The left figures show the real frequency of most unstable mode and right figures show the growth rate of the unstable mode. The positive real frequency indicates the mode propagating in the electron diamagnetic direction, and negative real frequency indicates the opposite case. The units of both real frequency and growth rate is $c_s/a$ ($c_s/a = 6.50 \times 10^5$ /s (LOC), 5.90 $\times 10^5$ /s (SOC)).

4-15 Contour of growth rate of most unstable mode with the change of $a/L_T$ and $a/L_T$ in the $k_p \rho_s$ range [0.1-0.3] in (a) the LOC discharge and (b) the SOC discharge, in the $k_p \rho_s$ range [0.1-0.7] in (c) the LOC discharge and (d) the SOC discharge.

4-16 Linear stability analysis using eigenvalue solver with experimental values for (a) the LOC discharge (shot 1120626023) and (b) the SOC discharge. Color codes are used in this figure as follows. Green : Most unstable mode from initial value solver. Red : Most unstable electron mode, Blue : Most unstable ion mode, Purple : Sub-dominant ion modes, Orange : Sub-dominant electron modes.
4-17 Comparison of simulated heat fluxes from the base and $Q_i$ matched runs with the experimental heat fluxes from power balance analysis. (a) Ion heat flux, $Q_i[MW/m^2]$ in the LOC plasma (b) Electron heat flux, $Q_e[MW/m^2]$ in the LOC plasma (c) $Q_i[MW/m^2]$ in the SOC plasma (d) $Q_e[MW/m^2]$ in the SOC plasma ............................................. 221

4-18 Comparison of simulated heat fluxes with the experimental heat fluxes obtained from power balance in the LOC/SOC discharges at the CECE measurement position ($r/a\sim0.85$) (shot : 1120626023 (LOC), 1120626028 (SOC)) (a) Ion heat flux, $Q_i[MW/m^2]$ (b) Electron heat flux, $Q_e[MW/m^2]$. Vertical dash line indicates the rotation reversal density, obtained from the average electron density of rotation reversal discharge (shot 1120626028) on the same run day with the LOC/SOC discharges ............................................. 222

4-19 Comparison of synthetic $T_e$ fluctuations with the measurements in the LOC and SOC plasmas (a) relative $T_e$ fluctuation level in both the LOC/SOC plasmas (b) cross power spectrum in the LOC (c) cross power spectrum in the SOC. The dotted lines in (b) and (c) indicates the error in the synthetic spectrum. ............................................. 224

4-20 Linear stability analysis using eigenvalue solver with the input parameters used in the $Q_i$ matched simulations for (a) the LOC discharge (shot 1120626023) and (b) the SOC discharge. Color codes are used in this figure as follows. Green : Most unstable mode from initial value solver. Red : Most unstable electron mode, Blue : Most unstable ion mode, Purple : Sub-dominant ion modes, Orange : Sub-dominant electron modes ............................................. 225

4-21 Power spectrum of simulated potential fluctuations on the midplane from $Q_i$ matched simulations at the CECE measurement position for (a) the LOC discharge (shot:1120626023) and (b) the SOC discharge (shot: 1120626028) with experimental input values. The simulated potential fluctuations are averaged radially. ............................................. 226
4-22 Comparison of highest and lowest value of simulated ion heat flux and synthetic electron temperature fluctuation level obtained from the sensitivity analysis for the LOC/SOC discharges at the CECE measurement position \((r/a\sim0.85)\) (shot : 1120626023 (LOC), 1120626028 (SOC)) with the experiments. (a) Ion heat flux, \(Q_i\) [MW/m²] (b) Electron temperature fluctuation level [%]. Vertical dashed line indicates the rotation reversal density, obtained from the average electron density of rotation reversal discharge (shot 1120626028) on the same run day with the LOC and SOC discharges.

4-23 Fractional changes in the simulated ion heat flux and synthetic electron temperature fluctuation level with input parameter changes at the CECE measurement position \((r/a\sim0.85)\) for the LOC and SOC discharges (shot : 1120626023 (LOC), 1120626028 (SOC)). (a) Ion heat flux, \(Q_i\), in the LOC discharge (b) \(Q_i\) in the SOC discharge (c) Synthetic \(T_e\) fluctuation level in the LOC discharge (d) Synthetic \(T_e\) fluctuation level in the SOC discharge. \(a/L_n\) was fixed in the SOC discharge, then the fractional change due to \(a/L_n\) was represented as zero in the SOC discharge.

4-24 (a) Comparison of the highest and lowest values of simulated electron heat flux obtained from the sensitivity analysis for the LOC/SOC discharges at the CECE measurement position \((r/a\sim0.85)\) (shot : 1120626023 (LOC), 1120626028 (SOC)) with the experiments. Fractional changes in the simulated electron heat flux with input parameter changes in the same sensitivity analysis for (b) the LOC discharge and (c) the SOC discharge. \(a/L_n\) was fixed in the SOC discharge, and the fractional change due to \(a/L_n\) was represented as zero in the SOC discharge.

4-25 Total \(E_r\) value with the contribution of each components (Toroidal velocity, \(V_{tor}\), poloidal velocity, \(V_{pol}\) and pressure gradient) estimated from TRANSP in (a) the LOC discharge and (b) the SOC discharge.

4-26 Comparison of the synthetic \(T_e\) fluctuation spectrum with the measured spectrum when the \(E_r\) value estimated from TRANSP (\(\sim-1kV/m\)) was used for (a) the LOC discharge and (b) the SOC discharge. The synthetic spectral with \(E_r\sim9kV/m\) for (c) the LOC discharge and (d) the SOC discharge are also compared with the measurements.
4-27 Comparison of the synthetic $T_e$ fluctuation spectrum with the measured spectrum with $E_r \sim 9$ kV/m for the SOC discharge with different ORD_RBF value. (a) ORD_RBF=3.0 (b) ORD_RBF=5.0. .......................... 241

4-28 Linear stability analysis of electron scale turbulence (ETG) for the $Q_i$ matched cases in the LOC/SOC discharges with changes in $a/LT_e$ by its uncertainty. (a) Real frequency, $\omega_r \ [c_s/a]$ and Growth rate, $\gamma \ [c_s/a]$ in the LOC discharge (b) $\omega_r \ [c_s/a]$ and $\gamma \ [c_s/a]$ in the SOC discharge. .......................... 243

4-29 Plasma parameters with time for two Ohmic discharges with different average electron density, and different confinement regimes. Red : LOC, blue : SOC. The shaded region is the stationary period used in profile analysis. .................. 246

4-30 $T_e$ profiles in two Ohmic discharges (red : LOC, blue : SOC) with the fitting lines (solid line : exponential fitting line for the core profile, dashed line : linear fitting line for the edge profile) (a) $T_e$ Profiles with the fitting lines in linear scale (b) The $T_e$ profiles normalized by $T_e(0.8)$ with the exponential fitting line, which is also normalized, in log scale (c) $T_e$ profile with the fitting line with fixed $\lambda_{T_e} (=3.34)$ in log scale. (d) Edge $T_e$ profiles with the fitting lines. .......................... 247

4-31 $n_e$ profiles in two Ohmic discharges (red : LOC, blue : SOC) with the fitting lines (solid line : exponential fitting line for the core profile, dashed line : linear fitting line for the edge profile) (a) $n_e$ Profiles with the fitting lines in linear scale (b) The $n_e$ profiles normalized by $n_e(0.8)$ with the fitting line, which is also normalized, in log scale (c) $n_e$ profile with the fitting line with fixed $\lambda_{n_e} (=0.84)$ in log scale. (d) Edge $n_e$ profiles with the fitting lines. .... 249

4-32 Plasma parameters with time for three Ohmic discharges with different average electron density, and different confinement regimes. Red : LOC, green : Intermediate, blue : SOC. The shaded region is the stationary period used in profile analysis. .......................... 252
4-33 Core $T_e$ and $n_e$ profiles of three Ohmic discharges (red: LOC, green: Intermediate, blue: SOC) with the exponential fitting line for the core profile (solid line). (a) $T_e$ profiles with the fitting lines in linear scale (b) The $T_e$ profiles normalized by $T_e(0.8)$ with the fitting line, which is also normalized, in log scale (c) $T_e$ profile with the fitting line with fixed $\lambda_{T_e}(=3.34)$ in log scale. (d) $T_e$ profiles with the fitting lines in linear scale (e) The $n_e$ profiles normalized by $n_e(0.8)$ with the fitting line, which is also normalized, in log scale (f) $n_e$ profile with the fitting line with fixed $\lambda_{T_e}(=0.87)$ in log scale.

4-34 Edge $T_e$ and $n_e$ profiles of three Ohmic discharges (red: LOC, green: Intermediate, blue: SOC) with the exponential fitting lines (solid line: exponential fitting line for the core profile, dashed line: linear fitting line for the edge profile) (a) Edge $T_e$ profile in the LOC regime, (b) Edge $T_e$ profile in the “intermediate” regime, (c) Edge $T_e$ profile in the SOC regime, (d) Edge $n_e$ profile in the LOC regime, (e) Edge $n_e$ profile in the “intermediate” regime, (f) Edge $n_e$ profile in the SOC regime.

5-1 Toroidal rotation frequency profile of a pair of discharges with different average densities (Red: lower density discharge, blue: higher density discharge). (a) Two RF heated discharges (shot: 1120706018 (t: 0.8-1.3 sec, blue), 1120706019 (t: 0.8-1.3 sec, red)) (b) Two Ohmic discharges (shot: 1120626023 (t: 0.9-1.4 sec, red), 1120626028 (t: 0.9-1.4 sec, blue)).

5-2 Time series data during CECE measurement time for two RF discharges (shot:1120706018 (blue) and shot:1120706019 (red)). (a) Plasma current [MA], (b) central chord line averaged density [$10^{20} m^{-3}$], (c) electron density [$10^{20} m^{-3}$] at CECE measurement position ($r/a\sim 0.85$), (d) electron temperature [keV] at CECE measurement position ($r/a\sim 0.85$), (e) electron temperature [keV] at plasma center, (f) central toroidal velocity [km/s].
5-3 (a) Coherence ($\gamma$) of two CECE signals in a RF discharge (shot:1120706019) which rotates in the co-current direction, horizontal dotted line indicates the statistical limit of coherence (b) Coherence ($\gamma$) of two CECE signals in another RF heated discharge (shot:1120706018) which rotates in the counter-current direction (c) the cross phase spectrum of two CECE signals in the discharge rotating in the co-current direction (d) the cross phase spectrum of two CECE signals in the discharge rotating in the counter-current direction.

5-4 (a) Toroidal rotation frequency profile in two different time ranges (red : t:0.75-1.0s, blue : t:1.15-1.4s) in a rotation reversal discharge (shot:1120626027) (b) electron density [$10^{20}$ m$^{-3}$] at CECE measurement position ($r/a$~0.85), (c) electron temperature [keV] at CECE measurement position ($r/a$~0.85). The shaded area indicates the time range used for (a) and CECE signal analysis.

5-5 (a) Coherence ($\gamma$) of two CECE signals in the co-current rotation phase in one C-Mod discharge (shot:1120626027, t:0.75-1.0s). Horizontal dotted line indicates the statistical limit of coherence (b) Coherence ($\gamma$) of two CECE signals in the counter-current rotation phase (shot:1120626027, t:1.15-1.4s) in the same discharge (c) the cross phase spectrum of two CECE signals in the co-current rotation phase (d) the cross phase spectrum of two CECE signals in the counter-current rotation phase.

5-6 $T_e$ near the magnetic axis measured by the ECE diagnostic for (a) two Ohmic discharges analyzed in section 4.5 (first set of Ohmic discharges in section 4.5) (b) the second set of Ohmic discharges in section 4.5 (c) A pair of RF heated discharges which rotate in opposite directions due to different density levels, analyzed in section 5.1.1. (d) Co-current phase (before rotation reversal) in the rotation reversal discharge analyzed in section 5.1.2. (e) Reversal phase (during rotation reversal) and (f) Counter-current phase (after rotation reversal) in the same discharge.

5-7 Toroidal rotation frequency profile of a pair of discharges with different average densities (red : lower density discharge (shot 1120221011, t:0.9-1.2s), blue : higher density discharge (shot 1120221011, t:0.9-1.2s)). Adapted from A. E. White et al, 2013, *Physics of Plasmas*, 20, 056106, copyright 2014 American Institute of Physics.
Profiles and their gradient scale lengths in the two RF heated discharges rotating in opposite directions due to different levels of average density (red dotted line: the lower density discharge rotating in the co-current direction (shot 1120221012, t:0.9-1.2s), blue: the higher density discharge rotating in the counter-current direction (shot 1120221011, t:0.9-1.2s)). Adapted from A. E. White et al, 2013, Physics of Plasmas, 20, 056106, copyright 2014 American Institute of Physics.

Experimental heat flux estimated from power balance analysis for the RF heated discharges rotating in opposite directions. (red: lower density discharge rotating in the co-current direction (shot 1120221012), blue: higher density discharge rotating in the counter-current direction (shot 1120221011))
(a) Electron heat flux ($Q_e [MW/m^2]$), (b) Ion heat flux ($Q_i [MW/m^2]$).

Linear stability analysis results of the two RF heated discharge rotating in opposite directions (red: lower density discharge rotating in the co-current direction (shot 1120221012), blue: higher density discharge rotating in the counter-current direction (shot 1120221011)) at (a) r/a=0.45, (b) r/a=0.60, (c) r/a=0.75, (d) r/a=0.8. A positive real frequency indicates a mode propagating in the electron diamagnetic direction, and a negative real frequency indicates the opposite case. Adapted from A. E. White et al, 2013, Physics of Plasmas, 20, 056106, copyright 2014 American Institute of Physics.

Contours of the growth rate of the most unstable mode with changes in a/L_T_e and a/L_T_i at r/a=0.6 in (a) the discharge rotating in the co-current direction and (b) the discharge rotating in the counter-current direction. At r/a=0.8 (c) the discharge rotating in the co-current direction and (d) the discharge rotating in the counter-current direction. The + mark indicates the experimental values. Adapted from A. E. White et al, 2013, Physics of Plasmas, 20, 056106, copyright 2014 American Institute of Physics.
5-12 Comparison of the simulated heat fluxes from local non-linear runs at \( r/a = 0.7 \) and 0.8 with the experimental heat fluxes of two RF heated discharge rotating in opposite directions. (a) Ion heat flux \( (Q_i) \) [MW/m\(^2\)] (b) electron heat flux \( (Q_e) \) [MW/m\(^2\)] for the lower density discharge rotating in the co-current direction, and (c) ion heat flux \( (Q_i) \) [MW/m\(^2\)] (d) electron heat flux \( (Q_e) \) [MW/m\(^2\)] for the higher density discharge rotating in the counter-current direction. The circles in the figure indicate the simulated heat flux values, and experimental heat flux with its uncertainty is shown as the black dashed line with the shaded area. Adapted from A. E. White et al, 2013, *Physics of Plasmas, 20*, 056106, copyright 2014 American Institute of Physics.

5-13 Power spectra of simulated potential fluctuations on the midplane from the local non-linear simulations at \( r/a = 0.8 \) for (a) the lower density discharge rotating in the co-current direction (shot: 1120221012) and (b) the higher density discharge rotating in the counter-current direction (shot: 1120221011). This figure was made from the GYRO analysis tool, “vugyro”.

5-14 Comparison of the simulated heat fluxes from global nonlinear runs in \( 0.4 < r/a < 0.6 \) with the experimental heat fluxes of two RF heated discharges rotating in opposite directions. (a) Ion heat flux \( (Q_i) \) [MW/m\(^2\)] (b) electron heat flux \( (Q_e) \) [MW/m\(^2\)] for the lower density discharge rotating in the co-current direction, and (c) ion heat flux \( (Q_i) \) [MW/m\(^2\)] (d) electron heat flux \( (Q_e) \) [MW/m\(^2\)] for the higher density discharge rotating in the counter-current direction. The thick solid lines in the figure indicate the simulated heat flux values, and experimental heat flux with its uncertainty is shown as the black dashed line with the shaded area. Adapted from A. E. White et al, 2013, *Physics of Plasmas, 20*, 056106, copyright 2014 American Institute of Physics.
5-15 Profiles in the two RF heated discharges (red: the lower density discharge rotating in the co-current direction (shot 1120221012), blue: the higher density discharge rotating in the counter-current direction (shot 1120221011)) with the fitting lines (solid line: exponential fitting line for the core profile, dashed line: linear fitting line for the edge profile). (a) $T_e$ profiles with the fitting lines in linear scale (b) $n_e$ profiles with the fitting lines in linear scale (c) $T_e$ profile with the fitting line with fixed $\lambda_{T_e}(=3.36)$ in log scale (d) $n_e$ profile with the fitting line with fixed $\lambda_{n_e}(=1.00)$ in log scale (e) Edge $T_e$ profiles with the fitting lines (e) Edge $n_e$ profiles with the fitting lines.

5-16 Profiles in the two RF heated discharges (red: the lower density discharge rotating in the co-current direction (shot 1120706019), blue: the higher density discharge rotating in the counter-current direction (shot 1120706018)) with the fitting lines (solid line: exponential fitting line for the core profile, dashed line: linear fitting line for the edge profile). (a) $T_e$ profiles with the fitting lines in linear scale (b) $n_e$ profiles with the fitting lines in linear scale (c) $T_e$ profile with the fitting line with fixed $\lambda_{T_e}(=3.36)$ in log scale (d) $n_e$ profile with the fitting line with fixed $\lambda_{n_e}(=1.00)$ in log scale (e) Edge $T_e$ profiles with the fitting lines (e) Edge $n_e$ profiles with the fitting lines.

5-17 $T_e$ and $n_e$ profiles with different toroidal phases (red: co-current (before rotation reversal), green: reversal (during rotation reversal), blue: counter-current (after rotation reversal)) in the rotation reversal discharge in the second set of Ohmic discharges with the fitting lines (solid line: exponential fitting line for the core profile, dashed line: linear fitting line for the edge profile) (a) $T_e$ profiles with the exponential fitting line (b) $n_e$ profiles with the exponential fitting line (c) Edge $T_e$ profiles with fitting lines (d) Edge $n_e$ profiles with fitting lines.

5-18 Changes in $T_e$ fluctuations across rotation reversals in Ohmic and RF heated plasmas. Toroidal rotation profile with the change of electron density in (a) Ohmic plasmas, (b) RF heated L-mode plasmas. Coherence spectra of $T_e$ fluctuations in (c) the low density Ohmic plasma (LOC plasma), (d) the low density RF heated L-mode plasma, (e) the high density Ohmic plasma (SOC plasma), (f) the high density RF heated L-mode plasma.
6-1 (a) and (b): Edge fluctuations measured by reflectometry in an L-mode discharge (shot 1120917024) and an I-mode discharge, respectively. In the same manner, (c) and (d): RF heating power [MW] for the L-mode and the I-mode, (e) and (f): $T_e$ [keV] near the edge ($r/a \sim 0.94$) in the L-mode and the I-mode, (g) and (h): central chord line averaged density [$10^{20} m^{-3}$] in the L-mode and the I-mode, (i) and (j): $T_e$ [keV] on the magnetic axis in the L-mode and the I-mode. The CECE analysis was performed in the shaded regions.

6-2 (a) Coherence ($\gamma$) of two CECE signals in an RF heated L-mode discharge (shot:1120917024). Horizontal dotted line indicates the statistical limit of coherence (b) Coherence ($\gamma$) of two CECE signals in an RF heated I-mode discharge (shot:1120917027) (c) the cross phase spectrum of two CECE signals in the L-mode discharge (d) the cross phase spectrum of two CECE signals in the I-mode discharge.

6-3 The change in $T_e$ fluctuation profile between L-mode and I-mode discharges. The profile was obtained from the series of discharges with the scan of toroidal magnetic field (Adopted from M. Greenwald et al, Nucl. Fus. 53 104004 (2013)).

6-4 (a) Edge fluctuations of an L/I transition discharge (shot 1120917029) measured by reflectometry (b) RF heating power [MW] (c) $T_e$ [keV] near the edge ($r/a \sim 0.98$). (d) Edge fluctuations of an L-mode discharge (shot 1120917031), which has two different RF power phases, measured by reflectometry (e) RF heating power [MW] (f) $T_e$ [keV] near the edge ($r/a \sim 0.98$). Red shaded area indicates lower RF power phase. Blue shaded area indicates higher RF power phase. Both discharges are in the L-mode phase. The discharge shown in (a)-(c) is in the I-mode phase, while the discharge in (d)-(f) is in the L-mode phase.

6-5 (a) Coherence ($\gamma$) of two CECE signals in the L-mode phase of one RF heated discharge (shot:1120917029). Horizontal dotted line indicates the statistical limit of coherence (b) Coherence ($\gamma$) of two CECE signals in the I-mode phase in the same discharge (c) the cross phase spectrum of two CECE signals in the L-mode phase (d) the cross phase spectrum of two CECE signals in the I-mode phase.
6-6 (a) Coherence ($\gamma$) of two CECE signals in the lower RF power L-mode phase of one RF heated discharge (shot:1120917031). Horizontal dotted line indicates the statistical limit of coherence (b) Coherence ($\gamma$) of two CECE signals in the higher RF power L-mode phase in the same discharge (c) the cross phase spectrum of two CECE signals in the lower RF power phase (d) the cross phase spectrum of two CECE signals in the higher RF power phase.  

6-7 (a) The change in $T_e$ fluctuations in the L/I transition discharge (shot 1120917029, t:0.6-0.8s (L-mode phase, $P_{ICRF}=2.0\text{MW}$) and t:1.15-1.35s (I-mode phase, $P_{ICRF}=2.7\text{MW}$)) (b) The change in $T_e$ fluctuations in the L-mode discharge with RF power changes (shot 1120917031, t:0.6-0.8s ($P_{ICRF}=2.1\text{MW}$) and t:1.15-1.35s ($P_{ICRF}=2.8\text{MW}$)).

6-8 (a) Edge fluctuations of an L/I transition discharge (shot 1101209029) measured by reflectometry (b) RF heating power [MW] (c) $T_e$ [keV] near the edge ($r/a\sim 0.99$).

6-9 Profiles and their gradient scale lengths of two time slices at each confinement regime in one C-Mod discharge (shot 1101209029, t=0.836s for L-mode and t=0.938s for I-mode), Red : L-mode phase, Blue : I-mode phase. Adopted from A. E. White et al, 2014, Physics of Plasmas, submitted.

6-10 Heat diffusivity and flux for L- and I-mode phases in one C-Mod discharge (shot 1101209029) (red : L-mode phase (t=0.836s), blue : I-mode phase (t=0.938s)) (a) Electron heat diffusivity ($\chi_e [m^2/s]$) (b) Ion heat diffusivity ($\chi_i [m^2/s]$) (c) Electron heat flux ($Q_e [MW/m^2]$), (d) Ion heat flux ($Q_i [MW/m^2]$). A diffusivity, $\chi$ is defined as $\chi = Q/n\partial T/\partial r$.

6-11 Linear stability analysis of (a) the L-mode phase and (b) I-mode phase at $r/a=0.6$ in one C-Mod discharge (shot 1101209029, t=0.836 (L-mode phase), t=0.938 (I-mode phase)). The left figures show the real frequency of the most unstable mode and the right figures show the growth rate of the unstable mode. The negative real frequency indicates the mode propagating in the ion diamagnetic direction. The shaded area indicates the experimental value of the $E \times B$ shearing rate, $\gamma_{E \times B}$, with 40% uncertainty.
6-12 Linear stability analysis of (a) the L-mode phase and (b) I-mode phase at 
\( r/a = 0.8 \) in one C-Mod discharge (shot 1101209029 \( t = 0.836 \) (L-mode phase), 
\( t = 0.938 \) (I-mode phase)). The left figures show the real frequency of the most 
unstable mode and the right figures show the growth rate of the unstable 
mode. The negative real frequency indicates the mode propagating in the ion 
diamagnetic direction. The shaded area indicates the experimental value of 
\( E \times B \) shearing rate, \( \gamma_{E \times B} \), with 40% uncertainty.

6-13 Contour of the growth rate of the most unstable mode with changes in 
\( a/L_{Te} \) and \( a/L_{Ti} \) in the \( k_{\parallel} \rho_{s} \) range [0.1-0.75] in (a) the L-mode phase (shot 
1101209029, \( t = 0.836s \)) at \( r/a = 0.6 \) and (b) the I-mode phase (shot 1101209029, 
\( t = 0.938s \)) at \( r/a = 0.6 \) (c) the L-mode phase at \( r/a = 0.8 \) (d) the I-mode phase 
at \( r/a = 0.8 \). The + mark indicates the experimental values, and the extended 
+ sign by dotted line indicates the uncertainty.

6-14 (a) Edge fluctuations of an L/I/H transition discharge measured by reflectometry 
(b) RF heating power (c) \( T_e \) on the magnetic axis (d) \( T_e \) near the edge (\( \rho \sim 0.9 \)). The shaded regions indicate the different confinement phases 
used in the analysis (Blue : L-mode, Green : I-mode, Red : H-mode).

6-15 \( T_e \) profiles in L/I/H-modes (blue : L-mode, green : I-mode, red : H-mode) 
with the fitting lines (solid line : exponential fitting line for the core profile, 
dashed line : linear fitting line for the edge profile). (a) \( T_e \) profiles with 
the exponential fitting line in linear scale (b) The normalized \( T_e \) profiles by 
\( T_e(0.8) \) with the exponential fitting line in log scale (c) Edge \( T_e \) profiles with 
the fitting lines (d) \( n_e \) profiles with the fitting lines in linear scale (e) The 
normalized \( n_e \) profiles by \( n_e(0.8) \) with the exponential fitting line in log scale 
(f) Edge \( n_e \) profiles with the fitting lines.

A-1 Block diagram of the set-up for the pre-alignment.

A-2 The setup for the alignment of the laser pointer will be used to align in-vessel 
mirrors in the canister.

A-3 Procedures 3-4 in the in-vessel mirror alignment in the laboratory.

A-4 Procedures 2-3 in the alignment of the laser pointers in the rack.

A-5 The diagram for the canister alignment set-up.
A-6 (a) The diagram describing the canister alignment (b) The result of the alignment, laser beams hitting the inner wall target, after the alignment is done in 2012.

A-7 The measurement list to record the position of the canister after the alignment is finished.

B-1 Auto power spectra of CECE Ch1 in (a) shot 1120221012 and (b) shot 1120224010. The red line indicates the auto power spectrum when the plasma is fully developed (t:0.8-0.85sec), and the blue line indicates the spectrum before the plasma is fully developed.

B-2 Auto power spectra of CECE Ch2 in (a) shot 1120221012 and (b) shot 1120224010. The red line indicates the auto power spectrum when the plasma is fully developed (t:0.8-0.85sec), and the blue line indicates the spectrum before the plasma is fully developed. The number of points in each sub data set is 1024.

B-3 Coherence (γ) spectra of CECE signals in one C-Mod discharge (shot 1120726006, t : 0.8-1.2s) (a) CECE Ch1 and 2 w/o notch filter (b) CECE Ch3 and 4 w/o notch filter (c) CECE Ch1 and 2 w/ notch filter (d) CECE Ch3 and 4 w/ notch filter. The number of points in each ensemble is 4096 to resolve the coherent peaks more evidently.

B-4 Coherence (γ) of two CECE signals (a) between Ch1 and Ch2 (Shot : 1120615029, time : 0.7-1.1 sec) (b) between Ch3 and Ch4 (Shot : 1120726015, time : 0.8-1.2 sec).

B-5 Relative $T_e$ fluctuation levels with $n_{e,avg}/n_{crit}$ at r/a=0.83-0.87 in the C-Mod Ohmic discharges including the discharges which have low frequency noise (blue points). For the signals contaminated by low frequency noise, high pass filtering ($f > 10kHz$) was applied, while a high pass filter was not applied to black points, which are from the discharges without this noise. $n_{crit}$ is the critical density for toroidal rotation reversal in the core region, defined as $n_{crit} = 2.8I_p/B^{0.6}$ with $n_{crit}$ in $10^{20}m^{-3}$, on axis toroidal magnetic field, B, in T and $I_p$ in MA. The toroidal rotation reversal in the core region is indicative of the transition from the LOC to SOC according to [129]
B-6  (a) Coherence (b) cross phase spectrum (c) cross correlation curve of two
CECE signals in one C-Mod discharge (shot 1120720016, t:0.8-1.4 sec) with
IF bandwidth, $B_{IF}=200$MHz and video bandwidth, $B_{vid}=1$MHz. ........ 364
B-7  Cross correlation curve of two signals used in Fig. B-6 with a different video
bandwidth, $B_{vid}$. (a) $B_{vid}=1$MHz (b) $B_{vid}=0.5$MHz (c) $B_{vid}=0.3$MHz. .... 365
D-1  The response curve of a square law detector (8472B by Agilent), which is
taken in [9]. .................................................. 372
D-2  The estimated response curve of the square law detector (8472B by Agilent)
in each channel. .............................................. 373
D-3  The estimation of loss in RF section (front end) before 1st amplifier. .... 374
F-1  The $n_e$ and $T_e$ profiles fitted by fiTS for one C-Mod discharge (shot 1120626023,
t:0.9-1.4s). The red line indicates the fitted profiles at each time slice in the
stationary time period, and the blue line indicates the time-averaged profile. 389
F-2  The measured neutron rate for shot 1120626023 and shot 1120626028. .... 390
F-3  The comparison of measured neutron rate with the calculated neutron rate
from the given dilution fraction and the offset of the HIREX $T_i$ data for (a)
shot 1120626023 and (b) shot 1120626028. The comparison of HIREX $T_i$ data
with the given offset with CXRS data for (c) shot 1120626023 and (d) shot
1120626028. .................................................. 392
F-4  Example of the fitting using the randomly picked data from the measured data
points within the error at t:0.9s for shot 1120626023 and 1120626028. Black
triangle points show the raw data points and points for fitting constraints
with the error bar. The blue squares indicate the randomly selected data
points from the black triangle points. Random data picked 100 times. Red
line indicates the fitting line using 5th order B-spline fitting. .............. 394
F-5  Fitting results based on the data at each time slice during the stationary
period (0.9-1.4s) for shot 1120626023 and 1120626028. With the given offset
(0.135keV), the profile was determined as the average profile among the fitted
profiles from each time slice. The dotted lines indicate the error of the profiles.
The solid line is the mean value of the profiles. ......................... 396
F-6  The results of the fitted toroidal velocity \( V_t \) profile with raw data measured by HIREX (red) and CXRS (blue) for one C-Mod discharge (shot 1120626023, \( t:0.9-1.4s \)) with different orders of B-spline fitting. (a) 4\(^{th}\) order (b) 5\(^{th}\) order (c) 6\(^{th}\) order. The green lines represent the fitted \( V_t \) profiles at each time slice. 399

F-7  The fitted toroidal velocity \( V_t \) profiles with the raw data measured by HIREX (red) and CXRS (blue) for (a) the LOC discharge (shot 1120626023, \( t:0.9-1.4s \)) and (b) the SOC discharge (shot 1120626028, \( t:0.9-1.4s \)). The solid black line indicates the \( V_t \) profile obtained as a result of profile analysis, and the dotted black line shows the uncertainty of the \( V_t \) profile. 400

F-8  \( Z_{\text{ave}} \) refers to the \( Z_{\text{eff}} \) value measured from bremsstrahlung radiation, and \( Z_{\text{neo}} \) refers to the \( Z_{\text{eff}} \) value calculated from neoclassical conductivity (a) The comparison of \( Z_{\text{ave}} \) with \( Z_{\text{neo}} \) in H-mode plasmas in C-Mod. They are well matched within 20\% (b) The difference of \( Z_{\text{ave}} \) with \( Z_{\text{neo}} \) in Ohmic plasmas. The difference between two values grows with lower density, and it was known that low plasma current increase the discrepancy in low density Ohmic plasmas in C-Mod. 401

F-9  (a) The resistivity value from three different models are compared. TRANSP indicates the TRANSP default model [71]. NCLASS indicates the resistivity value from NCLASS code. Sauter indicates Sauter’s model. The resistivity value is for shot 1120626023, \( Z_{\text{eff}}=2.52 \) and only Ar is used for impurity with the fraction consistent with \( Z_{\text{eff}} \) (b) The comparison of resistivity from models calculated from TRANSP with the one from Sauter’s formula with the approximated trapped fraction \( (\epsilon^{0.5}) \). Neo indicates the resistivity with the approximated trapped fraction. 402
The power of each term [MW/m$^3$] in the (a) ion and (b) electron power balance equations in the LOC discharge (shot: 1120626023, t: 0.9-1.4s), and the power of each term [MW/m$^3$] in the (c) ion and (d) electron power balance equations in the SOC discharge (shot: 1120626028, t: 0.9-1.4s).

Energy gain has a positive sign and loss is presented by a negative sign. In the ion power balance figures ((a) and (c)), black: the power transferred from electrons to ions by collisions, $q_{ie}$, purple: the rate of change of ion energy, blue: ion conduction power loss, orange: ion convective power loss, green: ion compressional power, red: power loss due to charge exchange. In the electron power balance figures ((b) and (d)), black: Ohmic heating power, purple: the rate of change of electron energy, blue: electron conduction power loss, red: electron convective power loss, light blue: power loss due to radiation, green: $q_{ie}$, yellow: electron compression power, red: power loss due to ionization.

Results from the first trial for the SOC plasma (1120626028). Radial domain size, $L_x$ is ~ 51.0$\rho_s$, poloidal domain size, $L_y$ is ~ 68.0$\rho_s$ and the highest $k_y\rho_s$ is ~ 1.0. (a) Ion heat flux, $Q_i$, depending on simulation time, $Q_i(t)$ (b) Time-averaged $Q_i$ spectrum on $k_y\rho_s$, $Q_i(k_y)$ spectrum (averaging time: 500-789 [a/c]) (c) Electron heat flux, $Q_e(t)$ plot (d) Time-averaged $Q_e(k_y)$ spectrum (averaging time: 500-789 [a/c]).

Time-averaged $Q_i(k_y)$ spectrum with the increase in box size for the SOC plasma (shot 1120626028) (a) $L_x$: 137.0$\rho_s$, $L_y$: 137.0$\rho_s$, $k_y\rho_s < 1.7$ averaging time: 400-790 [a/c] (b) $L_x$: 186.0$\rho_s$, $L_y$: 172.0$\rho_s$, $k_y\rho_s < 1.7$ averaging time: 500-832 [a/c] (c) $L_x$: 200.0$\rho_s$, $L_y$: 229.0$\rho_s$, $k_y\rho_s < 1.5$ averaging time: 850-1236 [a/c] (d) $L_x$: 200.0$\rho_s$, $L_y$: 274.0$\rho_s$, $k_y\rho_s < 1.6$ averaging time: 750-1306 [a/c].

Time-averaged $Q_i(k_y)$ spectrum with the increase in box size for an LOC plasma (shot 1120626023) (a) $L_x$: 130.0$\rho_s$, $L_y$: 107.0$\rho_s$, $k_y\rho_s < 1.7$ averaging time: 450-890 [a/c] (b) $L_x$: 171.0$\rho_s$, $L_y$: 184.0$\rho_s$, $k_y\rho_s < 1.6$ averaging time: 600-1250 [a/c].
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I-4 (a) Time-averaged $Q_i(k_y)$ spectrum with changes in the maximum (b) Time-averaged $Q_e(k_y)$ spectrum (c) Synthetic $T_e$ fluctuation measurements for the GYRO runs used in Table I.3.

I-5 Time-averaged $Q_i(k_y)$ spectrum with the change in $E \times B$ shearing rate, $\gamma_{E \times B}$, within the uncertainty in the LOC plasma (shot 1120626023) with $L_x : 171.0 \rho_s$, $L_y : 184.0 \rho_s$, $k_y \rho_s < 1.6$ (a) $\gamma_{E \times B} = 0.002 [cs/a]$ (b) $\gamma_{E \times B} = 0.017 [cs/a]$ (c) $\gamma_{E \times B} = 0.032 [cs/a]$

I-6 Time-averaged $Q_i(k_y)$ spectrum with the change in $E \times B$ shearing rate, $\gamma_{E \times B}$, within the uncertainty in the SOC plasma (shot 1120626028) with $L_x : 200.0 \rho_s$, $L_y : 274.0 \rho_s$, $k_y \rho_s < 1.6$ (a) $\gamma_{E \times B} = 0.0015 [cs/a]$ (b) $\gamma_{E \times B} = 0.023 [cs/a]$

I-7 Time-averaged $Q_i(k_y)$ spectrum with the order of radial base function for an SOC plasma (shot 1120626028). The heat flux is normalized by the gyro-Bohm flux, $Q_{gb} \sim 1.32 \times 10^{-3} MW/m^2$. (a) $L_x : 123.4 \rho_s$, $L_y : 137.1 \rho_s$, $k_y \rho_s < 1.1$ averaging time : 450-1000 [a/c,] with periodic boundary conditions and 5th order radial basis function (b) $L_x : 123.4 \rho_s$, $L_y : 137.1 \rho_s$, $k_y \rho_s < 1.7$ averaging time : 500-990 [a/c,] with periodic boundary conditions and 5th order radial basis function (c) $L_x : 137.0 \rho_s$, $L_y : 137.0 \rho_s$, $k_y \rho_s < 1.7$ averaging time : 400-790 [a/c,] with non-periodic boundary conditions and 3rd order radial basis function.

I-8 Time-averaged $Q_i(k_y)$ spectrum with the order of radial base function for LOC plasma (shot 1120626023). The heat flux is normalized by gyro-Bohm flux, $Q_{gb} \sim 1.30 \times 10^{-3} MW/m^2$. (a) $L_x : 104.6 \rho_s$, $L_y : 128.5 \rho_s$, $k_y \rho_s < 1.1$ averaging time : 330-700 [a/c,] with periodic boundary condition and 5th order radial basis function (b) $L_x : 130.0 \rho_s$, $L_y : 107.0 \rho_s$, $k_y \rho_s < 1.7$ averaging time : 450-890 [a/c,] with periodic boundary condition and 3rd order radial basis function.

I-9 $T_e$ fluctuation auto power spectrum from the well resolved simulations. The black line shows the power spectrum without consideration of the resolution of CECE and the red line shows the synthetic auto power spectrum. (a) LOC ($L_x : 171.0 \rho_s$, $L_y : 184.0 \rho_s$, $k_y \rho_s < 1.6$) (b) SOC ($L_x : 200.0 \rho_s$, $L_y : 274.0 \rho_s$, $k_y \rho_s < 1.6$).
I-10 Results of the LOC plasma with a high shearing rate, \( (\gamma_{EB} = 0.032[c_s/a]) \) and smaller domain size compared to the resolved simulation. (radial domain size, \( L_x \) is \( \sim 130.0 \rho_s \), poloidal domain size, \( L_y \) is \( \sim 107.0 \rho_s \) and the highest \( k_y \rho_s \) is \( \sim 1.7 \) (a) \( Q_i(t) \) (b) \( Q_i(k_y) \) spectrum (averaging time : 550-918 [a/c_s]) (c) \( Q_e(t) \) (d) \( Q_e(k_y) \) spectrum (averaging time : 550-918 [a/c_s]).

I-11 Results of the SOC plasma with a high shearing rate and a high \( a/L_n \) within their uncertainties \( (\gamma_{EB} = 0.023[c_s/a], a/L_n=1.87) \) and a smaller domain size compared to the resolved simulation. (radial domain size, \( L_x \) is \( \sim 130.9 \rho_s \), poloidal domain size, \( L_y \) is \( \sim 114.3 \rho_s \) and the highest \( k_y \rho_s \) is \( \sim 1.7 \) (a) \( Q_i(t) \) (b) \( Q_i(k_y) \) spectrum (averaging time : 650-1070 [a/c_s]) (c) \( Q_e(t) \) (d) \( Q_e(k_y) \) spectrum (averaging time : 650-1070 [a/c_s]).

I-12 The value of the H-function used in the collision frequency in GYRO with the normalized electron density, \( \epsilon_e \).
(a) The comparison of the modified $T_i$ profile for the $Q_i$ matched simulation with the experimental $T_i$ profile in the LOC discharge used in section 4.2-4.2. (b) The fractional changes in the modified $a/LT_i$ in the $Q_i$ matched simulation compared to the experimental $a/LT_i$ in the LOC discharge. (c) The comparison of the modified $T_i$ profile for the $Q_i$ matched simulation with the experimental $T_i$ profile in the SOC discharge used in section 4.2-4.2. (b) The fractional changes in the modified $a/LT_i$ in the $Q_i$ matched simulation compared to the experimental $a/LT_i$ in the SOC discharge.

The comparison of the simulated ion heat flux (black) in the simulations with the $T_i$ profile in Fig. J-5 with the experimental level (red) in the (a) LOC and (b) SOC discharges used in section 4.2-4.2. The comparison of the simulated electron heat flux (black) in the simulations with the $T_i$ profile in Fig. J-5 with the experimental level (red) in the (c) LOC and (d) SOC discharge used section 4.2-4.2. The dotted lines indicate the uncertainty, estimated from the standard deviation of the time averaging. The vertical dotted line indicates the boundary between the real simulation domain and the buffer region.

The comparison of the synthetic $T_e$ fluctuations in local (blue) and global (red) $Q_i$ matched simulations in the (a) LOC and (b) SOC discharges used in section 4.2-4.4. The measured $T_e$ fluctuations (black) are also plotted.

The fractional changes in $a/LT_i$ in the runs used in this section from the $Q_i$ matched simulations. (a) The run for the LOC discharge (b) the run for the SOC discharge. The black shaded area indicates the CECE relevant region, and the red shaded area indicates the region where $a/LT_i$ is increased by about 20%.
The comparison of ion heat flux between the $Q_i$ matched simulation (black) and the run with the 20% increase of $a/L_T$ in $r/a < 0.75$ from the $T_i$ profile used in the $Q_i$ matched run for (a) the LOC discharge and (b) the SOC discharge. The comparison of electron heat flux between the same local and global simulations in (c) the LOC case and (d) the SOC case. The comparison of synthetic $T_e$ fluctuations between the same local and global simulations in (e) the LOC case and (f) the SOC case. The dotted line indicates the uncertainty, which is the standard deviation of the time averaging, and the vertical dotted line indicates the boundary between the real simulation domain and the buffer region.
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3.1 Comparison of the measured noise level, ratio of the standard deviation of the signal to its mean value, with the expected thermal noise level given Eq. 3.9 in one C-Mod discharge (shot 1120502021, t: 1.0-1.3sec).

4.1 Input experimental values for GYRO runs for LOC (shot 1120626023) and SOC (shot 1120626028) at r/a=0.6 and CECE measurement position (\textasciitilde 0.85). The values are time averaged over 0.5s (0.9-1.4s). The definition of parameters are as follows. $\rho_\ast = \rho_s/a$ with sound gyroradius of main ion, $\rho_s$ and minor radius, $a$. $\nu_{ei}$ is the electron-ion collision frequency, $\omega_0$ is the ExB toroidal rotation frequency, $\gamma_{E\times B}$ is the ExB shearing rate, and $\gamma_P$ is a rotation shearing rate. $q$ is the safety factor, and $s$ is the magnetic shear defined as $s = r/q|dq/dr|$.

4.2 The non-linear simulation results, which are electron/ion heat fluxes and fluctuations, for the LOC and SOC plasmas with experimental profiles without modification. Heat fluxes are averaged in space and time. Fluctuations are the values on the midplane, and averaged radially and time. The uncertainty comes from the standard deviation in time averaging.

4.3 The simulation results of the base and $Q_i$ matched cases for the LOC/SOC discharges at the CECE measurement position. Heat fluxes are averaged in space and time. Fluctuations are the values on the midplane, and are averaged radially and in time. The uncertainties of midplane fluctuations and heat fluxes come from the standard deviation in time averaging.

4.4 Discharge conditions of the two sets of Ohmic discharges (1\textsuperscript{st} set : LOC and SOC, 2\textsuperscript{nd} set : LOC, Intermediate and SOC). Discharge conditions shown in this table are magnetic configuration (whether Lower Single Null (LSN), Upper Single Null (USN), double null configuration), magnetic field on the axis, $B_t(0)$ in Tesla, plasma current, $I_p$, in MA, average electron density, $n_{e,avg}$, in $10^{20}m^{-3}$, elongation, $\kappa$, upper triangularity, $\delta_u$, and lower triangularity, $\delta_l$. All shaping parameters ($\kappa, \delta_u \text{ and } \delta_l$) are the values estimated at the separatrix.
4.5 Parameters calculated from fitting with different Ohmic confinement regimes in the two sets of Ohmic discharges (1st set: LOC and SOC, 2nd set: LOC, Intermediate and SOC). $\lambda_{Te}$ is an exponential fitting parameter for the core $T_e$ profile, and $\mu_{Te}$ is the slope of the linear fitting line applied to the edge $T_e$ profile. $T_{e,edge}$ indicates the $T_e$ value at $\rho = 1.0$ from the linear fitting line applied to the edge $T_e$ profile. $\rho_{ped,Te}$ is the radial location which has the minimum difference between the exponential and linear fitting line. The same definitions are applied to $\lambda_{n_e}, \mu_{n_e}, n_{e,edge}$ and $\rho_{ped,ne}$ for $n_e$ profiles.

5.1 Parameters calculated from fitting and the average electron density ($\bar{n}_e$) in the two sets of RF heated discharges which rotate in opposite directions due to different average density levels (1st set: shot 1120221012,011 t:0.9-1.2s, 2nd set: shot 1120706019,018 t:0.8-1.3s). $\lambda_{Te}$ is an exponential fitting parameter for the core $T_e$ profile, and $\mu_{Te}$ is the slope of the linear fitting line applied to the edge $T_e$ profile. $T_{e,edge}$ indicates the $T_e$ value at $\rho = 1.0$ from the linear fitting line applied to the edge $T_e$ profile. $\rho_{ped,Te}$ is the radial location which has the minimum difference between the exponential and linear fitting line. The same definitions are applied to $\lambda_{n_e}, \mu_{n_e}, n_{e,edge}$ and $\rho_{ped,ne}$ for $n_e$ profiles.

5.2 Parameters calculated from fitting with different rotation phases in the rotation reversal discharge analyzed in section 5.1.2 ((shot 1120626027, co-current phase (t:0.75-0.85s), reversal phase (t:1.0-1.1s), counter-current phase (t:1.15-1.25s)). $\lambda_{Te}$ is an exponential fitting parameter for the core $T_e$ profile, and $\mu_{Te}$ is the slope of the linear fitting line applied to the edge $T_e$ profile. $T_{e,edge}$ indicates the $T_e$ value at $\rho = 1.0$ from the linear fitting line applied to the edge $T_e$ profile. $\rho_{ped,Te}$ is the radial location which has the minimum difference between the exponential and linear fitting lines. The same definitions are applied to $\lambda_{n_e}, \mu_{n_e}, n_{e,edge}$ and $\rho_{ped,ne}$ for $n_e$ profiles. The values in the parenthesis in the $\mu_{n_e}$ and $n_{e,edge}$ rows in the co-current column are the values obtained when the $n_{e,edge}$ value is fixed to $0.53\times10^{20} m^{-3}$. 284
6.1 Discharge conditions of the three confinement phases (L-mode, I-mode and H-mode) in one RF heated discharge. Discharge conditions shown in this table are magnetic configuration (whether Lower Single Null (LSN) or Upper Single Null (USN) or double null configuration), magnetic field on the axis, \( B_t(0) \) in Tesla, plasma current, \( I_p \), in MA, average electron density, \( n_{e,avg} \), in \( 10^{20} \, m^{-3} \), elongation, \( \kappa \), upper triangularity, \( \delta_u \), and lower triangularity, \( \delta_l \). All shaping parameters (\( \kappa, \delta_u \) and \( \delta_l \)) are the values estimated at the separatrix.

6.2 Parameters calculated from fitting with the different confinement phases (L/I/H-modes) in one discharge. \( \lambda_{T_e} \) is an exponential fitting parameter for the core \( T_e \) profile, and \( \mu_{T_e} \) is the slope of the linear fitting line applied to the edge \( T_e \) profile. \( T_{e,\text{edge}} \) indicates the \( T_e \) value at \( \rho = 1.0 \) from the linear fitting line applied to the edge \( T_e \) profile. \( \rho_{\text{ped},T_e} \) is the radial location which has the minimum difference between the exponential and linear fitting line. The same definitions are applied to \( \lambda_{n_e}, \mu_{n_e}, n_{e,\text{edge}} \) and \( \rho_{\text{ped},n_e} \) for \( n_e \) profiles.

B.1 The list of discharges and CECE channels in which we observed the low frequency noise in Ohmic discharges, which are blue points in Fig. B-5.

C.1 The system temperature estimated from Y-factor method from the test results in section 2.4.1.

D.1 The gain of amplitude of the video amplifier in each channel. Input signal (sine wave with \( f = 1 \, \text{MHz} \)) is generated by a function generator (33210A by Agilent).

D.2 The estimated amplitude of output signal after the square law detector.

D.3 The estimated values of loss, output amplitude and the calibration factor of CECE channels. The loss from the plasma to the 1st amplifier is estimated as 15dB.
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Chapter 1

Introduction

Nuclear fusion has been considered as an attractive possible energy source for over 50 years. However, more research is required in both physics and engineering before a commercial power plant based on fusion reactions can be built. Anomalous transport in fusion plasmas is one of the main problems on the path to fusion, and must be solved in order to realize a fusion power plant. In this thesis, the turbulent heat transport in Alcator C-Mod Tokamak plasmas was studied via new turbulence measurements, transport analysis, and gyrokinetic simulations.

This chapter will be used to define the terms related to turbulent transport research in Tokamaks and to introduce the research topics covered in this thesis.

1.1 Nuclear Fusion

In this section, we will first introduce nuclear fusion as an energy source including its advantages over other energy sources and the requirements for obtaining fusion in the laboratory. After the basic explanation about nuclear fusion, the fusion experiment facility, the Alcator C-Mod Tokamak, will be introduced.

1.1.1 Nuclear fusion as an energy source

Nuclear fusion is a term used to indicate the kind of nuclear reaction in which two light nuclei are combined to produce heavier nuclei. In nuclear reactions (either fission or fusion), energy is produced due to mass deficit. While nuclear fission obtains its energy through the
separation of a heavy nucleus, which is heavier than iron, nuclear fusion attains its energy from the merging of two light nuclei, which are lighter than iron. For energy production, the following nuclear fusion reactions are of interest because of their high fusion reaction rates in the relatively low temperature range which is used in laboratory fusion experiments (~10-30keV).

\[
D + D \rightarrow He^3 + n + 3.27MeV
\]
\[
D + D \rightarrow T + p + 4.03MeV
\]
\[
D + T \rightarrow \alpha + n + 17.6MeV
\]  

where \(D\) is a deuterium nucleus \((1\,H^2)\), \(T\) is a tritium nucleus \((1\,H^3)\), \(p\) indicates a proton or a hydrogen nucleus \((1\,H^1)\), and \(n\) is a neutron \((0\,n^1)\). \(He^3\) and \(\alpha\) indicate the helium nuclei, which are \(2\,He^3\) and \(2\,He^4\), respectively. The energy in units of MeV in Eq. 1.1 is the energy produced by each fusion reaction.

Nuclear fusion power using the reactions in Eq. 1.1 is a promising energy source for the following reasons. First, we will obtain tremendous energy from the reactions in Eq. 1.1, from small amounts of fuel. The energy produced by 0.14 tonnes of deuterium via fusion reaction is equivalent to \(10^6\) tonnes of oil [53]. Second, the fuel resources for fusion energy are almost unlimited. Deuterium can be easily obtained from sea water [53]. Although tritium is a radioactive nucleus with a half-life of about 12 years, we can obtain it from lithium isotopes \((Li^6, Li^7)\) in the following reactions.

\[
Li^6 + n \rightarrow T + He^4 + 4.8MeV
\]
\[
Li^7 + n \rightarrow T + He^4 + n - 2.3MeV
\]  

Since the quantity of lithium isotopes are also sufficient to fuel fusion [53], we could breed as much tritium as we need once the relevant engineering issues are resolved. Third, fusion energy is clean compared to fossil fuels and nuclear fission. Unlike fossil fuels, there will be no pollution and greenhouse gases from fusion energy. Radioactive waste will be produced when the structural materials in a fusion power plant are activated by high energy neutrons generated in fusion reactions. However, this waste has a relatively short half-life, requiring
relatively short storage time (≤100yrs) [53] compared to the radioactive waste from nuclear fission power, which must be stored for up to 300-400yrs. Fourth, Fusion energy is safe compared to fission energy. Fission energy uses a chain reaction. That is, one nuclear fission reaction induces another nuclear fission reaction. This chain reaction makes that the large amounts of fuel that are stored in the core of fission reactors may be dangerous in the event of an uncontrollable accident. Fusion energy does not use chain reactions the way fission energy does. The fuel is fed into the chamber from the outside in a fusion power plant. Thus, severe accidents like the accident in Fukushima cannot occur in a fusion power plant.

1.1.2 Fusion ignition condition

In order to realize a commercial fusion power plant, a positive energy balance must first be achieved via a sufficient number of fusion reactions to compensate for any power loss. In a fusion reaction, the Coulomb repulsive force exists between the two nuclei that have positive charges. These nuclei must have energy sufficient to overcome this Coulomb barrier for a fusion reaction. Thus, heating to high temperatures is required to produce fusion energy. Even with a high temperature, the fusion reaction is not a dominant reaction when two fuel nuclei (D or T) interact. They are usually scattered, since the cross section of Coulomb scattering is more than an order of magnitude larger than the cross section of a fusion reaction [171]. Thus, simple beam-beam fusion or beam-target fusion will not work. Instead, it is required to confine a sufficient number of fuel particles with high enough temperature for sufficiently long time. This fusion scheme is called thermonuclear fusion. The required temperature in thermonuclear fusion using the reactions in Eq. 1.1 is around 10keV. At this temperature, all fuel particles will be ionized. Consequently, the fusion reactions will occur when fuel is in the plasma state. The confinement of a sufficient number of plasma ions for a long time will ensure enough fusion reactions to generate energy and heat the plasma, maintaining fusion temperatures. In other words, the plasma will be self-heated by the energy produced by fusion reactions through this confinement. Fusion ignition refers to this state.

The most promising approach to achieve ignition is magnetic confinement. The fundamental fact that charged particles will follow a helical trajectory in a background magnetic field is used in magnetic confinement. In other words, the charged particles are confined
by the magnetic field in the direction perpendicular to the field. The ignition condition can be quantified as a function of plasma density, \( n \) [\( m^{-3} \)], temperature, \( T \) [keV], and the confinement time, \( \tau_E \) [sec]. For a D-T plasma, which has the same amount of deuterium and tritium as plasma ions \( n_D = n_T = n_e/2 = n/2 \), with deuterium density, \( n_D \), tritium density, \( n_T \), and electron density, \( n_e \), and confined by magnetic fields, the ignition condition is given by [97],

\[
n \tau_E > \frac{12}{<\sigma v>} \frac{T}{E_\alpha}
\]

(1.3)

where \(<\sigma v>\) is the rate coefficient for the D-T reaction [\( m^3/s \)], \( T \) is the thermal temperature of the plasma, and \( E_\alpha \) is the energy of the alpha particle produced by the D-T reaction (\( \sim 3.5 \text{MeV} \)).

It is noteworthy that the D-D reactions in Eq. 1.1 also occur in D-T plasmas. However, their reaction rates are much smaller than the D-T reaction in the relevant temperature range (10-20keV), so only the D-T reaction is considered in Eq. 1.3. The neutron produced by the same fusion reaction will not be confined by the magnetic field. Thus, under magnetic confinement, only the alpha particle produced by the D-T reaction will heat the plasma. The reaction rate coefficient, \(<\sigma v>\) for the D-T reaction in \( T=10-20\text{keV} \) is given by [171],

\[
<\sigma v> = 1.1 \times 10^{-24} T^2 m^3 s^{-1}
\]

(1.4)

where \( T \) is in keV.

Applying Eq. 1.4 to Eq. 1.3 with \( E_\alpha=3.5 \text{MeV} \), the ignition condition is obtained as a product of density, temperature and energy confinement time, as follows.

\[
n T \tau_E > 3 \times 10^{21} m^{-3} \text{keVs}
\]

(1.5)

Although remarkable progress has been made so far, as shown in Fig. 1-1, experiments have not yet achieved the ignition condition. Since the pressure of the plasma in a reactor, \( p(=2nT) \), is determined by the desired power and engineering constraints related to the allowable wall loading power [53], energy confinement time, \( \tau_E \), is the parameter we should improve to satisfy the ignition condition. Plasma particles will move along the magnetic field, and by confined well perpendicular to the magnetic field. However, these particles
Figure 1-1: Progress in fusion in terms of triple product of ion density, ion temperature, and energy confinement time, as explained in Eq. 1.5. This figure is adapted from the EUROfusion website (https://www.euro-fusion.org).

deviate from their trajectories along the magnetic field due to various mechanisms, such as collisions, drift motions and turbulent eddies, which cause transport across the magnetic field. In order to increase the $\tau_E$ value in the plasmas, we must minimize this cross field heat transport. This is the main motivation of transport research in fusion plasmas, including this thesis. More details about the transport in fusion plasmas will be discussed in section 1.2.

1.1.3 Alcator C-Mod Tokamak

The most promising fusion reactor concept based on the magnetic confinement of a plasma is the Tokamak. The Tokamak is a toroidal device which has both toroidal and poloidal magnetic fields to confine the plasma. The geometry of the magnetic field in a Tokamak is shown in Fig. 1-2. The dominant magnetic field used for the confinement is the toroidal magnetic field, which is applied by external coils. The poloidal magnetic field is required to get a balance between the plasma pressure and magnetic pressure in the toroidal geometry (or, to get an equilibrium). The poloidal magnetic field in the Tokamak is generated by a current in the plasma flowing in the toroidal direction. This plasma current is induced by the central solenoid (or the inner poloidal field coils in Fig. 1-2). Helical field lines are thus generated in the Tokamak, and a high temperature plasma will be confined by this helical
Figure 1-2: Magnetic field coils and the magnetic field lines produced by these coils in Tokamak. This figure is adapted from the EUROfusion website (https://www.eurofusion.org).

Alcator C-Mod is a Tokamak located at the Plasma Science and Fusion Center (PSFC), at MIT. Although C-Mod is a compact device with major radius, R=0.67-0.68m, and minor radius, a=0.22m, its high toroidal magnetic field (nominal 5.4T, but max. 8T on axis) makes this Tokamak unique. Since fusion power is proportional to $\beta^2 B^4$, where $\beta$ is the ratio of plasma pressure to magnetic field pressure ($\beta = \frac{p_\text{e}+p_\text{i}}{B^2/2\mu_0}$, with electron pressure, $p_\text{e} (= 2n_\text{e}T_\text{e})$, and ion pressure, $p_\text{i} (= 2n_\text{i}T_\text{i})$), fusion experiments with high magnetic field are desirable. This high magnetic field also relieves the operational limit on density and plasma current due to instabilities, which allows C-Mod to have high plasma current (nominal 0.6-1.0MA, max. 2MA) and high density (max. $5\times10^{20}m^{-3}$) compared to other Tokamaks in the world. The heating schemes used in C-Mod plasmas include Ohmic heating and ion cyclotron resonance heating (ICRH). Unlike other Tokamaks, neutral beam heating is not used on C-Mod for heating. C-Mod does not have any external momentum sources. In addition, C-Mod is a diverted Tokamak, which can be operated in either upper/lower single null or double null configurations. Table 1.1 shows the operational parameters of the Alcator C-Mod Tokamak.

All of the data studied in this thesis are obtained from the Alcator C-Mod Tokamak. The extensive diagnostic suite in C-Mod allows us to comprehensively investigate the trans-
Major radius [m] 0.67-0.68
Minor radius [m] 0.22
Toroidal magnetic field [T] 3-8
Plasma current [MA] 0.4-2.0
Line averaged density [$m^{-3}$] 0.2-5.0
Ion Cyclotron Resonance Heating [MW] Max. 5.5
Plasma duration [s] 2.0

Table 1.1: Alcator C-Mod operational parameters

port behavior in C-Mod plasmas. A Thomson scattering diagnostic [84, 14] provides the electron density and temperature profiles, and Electron Cyclotron Emission (ECE) diagnostics [14, 115] also measure the electron temperature profile. High resolution imaging x-ray spectroscopy (HiRex) [87, 122] is used to measure the core profiles of toroidal velocity and ion temperature. Edge profiles of toroidal velocity and ion temperature are measured by charge exchange spectroscopy (CXRS) [103]. The robust profile measurements by these diagnostics in C-Mod allow for detailed transport research through profile analysis, power balance transport analysis, and gyrokinetic analysis, which will be explained in section 3.3 and 3.4. Since small-scale micro-turbulence induced by drift wave instabilities leads to anomalous transport in fusion plasmas, turbulence (fluctuation) measurements are required for transport research. In C-Mod, various fluctuation diagnostics have been installed. Line averaged electron density fluctuations are measured by Phase Contrast Imaging (PCI) diagnostic [98, 121]. Local density fluctuations can be measured by reflectometry [46], but the signal is not calibrated. We used reflectometry to measure the edge density fluctuations. It is possible to measure large amplitude ($> 2\%$) electron temperature fluctuations in the core region using the ECE diagnostic. However, one must apply the correlation technique to the signal measured by the ECE radiometer to measure the electron temperature fluctuations relevant to turbulent transport. In the past, attempts were made to measure core electron temperature fluctuations in C-Mod, but it was difficult to measure the $T_e$ fluctuations above the noise level [168]. One of main works in this thesis is to explore the core electron temperature fluctuations in C-Mod via a newly developed ECE diagnostic, which is optimized for the correlation technique. Details about this diagnostic will be explained in Chapter 2, and the measurement results are studied in Chapter 4-6.
1.2 Anomalous transport in fusion plasmas

The heat transport levels in fusion plasmas are much higher than those expected from collisional transport considering the toroidal magnetic field topology, such as trapped particles in Tokamaks, i.e., neoclassical transport theory. This anomalous transport is one of the important problems hindering fusion energy development and must be understood to realize a fusion power plant. It has been widely accepted that turbulence in the plasma, induced by drift wave instabilities, is responsible for this anomalous transport in fusion plasmas. The plasma turbulence and the induced transport have been studied extensively, but predictive models are still elusive, and more work is needed. The reader can find a review of relevant works in [74, 40, 159, 55]. In this section, we will briefly introduce electrostatic turbulent transport, and the relevant drift instabilities. Electromagnetic turbulence will not be relevant in this study due to the low $\beta$ value in C-Mod plasmas ($\beta \lesssim 1\%$) studied in this thesis. However, it is noteworthy that electromagnetic turbulence will be important in fusion plasma in the future, with $\beta$ value of a few percent or more.

1.2.1 Turbulent electrostatic particle and heat transport

We first introduce the simple relation between the cross-field (radial) transport and turbulent fluctuations in the electrostatic limit. When magnetic field fluctuations are ignored, fluctuating $E \times B$ drifts induce turbulent particle and heat fluxes across the magnetic field. With electric field fluctuations, $\vec{E} \simeq \nabla \tilde{\phi}$, the radial velocity due to the fluctuating $E \times B$ drift, $\tilde{v}_r$ is,

$$\tilde{v}_r \simeq \frac{\nabla \tilde{\phi} \times \vec{B}_t}{B^2} \simeq \frac{\tilde{E}_\theta}{B} \quad (1.6)$$

where $B_t$ is the equilibrium magnetic field in the toroidal direction, the dominant magnetic field in Tokamak plasmas. The contribution from the cross product of toroidal electric field and poloidal magnetic field is ignored in here because $k_\parallel << k_\perp$ in the drift waves we are interested in this study.

The time-averaged particle flux due to the electrostatic turbulence, $\tilde{\Gamma}$ will be the product of the density fluctuations and the fluctuating radial velocity as follows:

$$\tilde{\Gamma}_j = \langle \tilde{n}_j \tilde{v}_r \rangle = \langle \frac{\tilde{n}_j \tilde{E}_\theta}{B} \rangle \quad (1.7)$$
where \(<\cdot\>\) indicates a time average or ensemble average, and \(j\) denotes the species of particle (main ion, electron or impurity).

In the same manner, the time averaged heat flux due to the electrostatic turbulence, \(\bar{Q}\), is given as the products of energy fluctuations and fluctuating radial velocity.

\[
\bar{Q}_j = \langle \tilde{E}_j \tilde{v}_r \rangle \tag{1.8}
\]

Energy fluctuations, \(\tilde{E}_j\), is defined as,

\[
\tilde{E}_j = \frac{3}{2} \tilde{p}_j \simeq \frac{3}{2} [\bar{n}_j T_j + \bar{T}_j n_j] \tag{1.9}
\]

where \(n\) and \(T\) are equilibrium density and temperature.

We then obtain the turbulent heat flux as a function of three fluctuating quantities: density fluctuations, temperature fluctuations and potential fluctuations (or poloidal electric field fluctuations).

\[
\bar{Q}_j \simeq \frac{3}{2} \langle [\bar{n}_j T_j + \bar{T}_j n_j] \tilde{v}_r \rangle \\
= \frac{3}{2} [\frac{\langle \tilde{n}_j \tilde{E}_\theta \rangle}{B} T_j + \frac{\langle \tilde{T}_j \tilde{E}_\theta \rangle}{B} n_j] \tag{1.10}
\]

\[
= \frac{3}{2} [\bar{\Gamma}_j T_j + \frac{\langle \tilde{T}_j \tilde{E}_\theta \rangle}{B} n_j]
\]

It is noteworthy that fluctuation quantities in Eq. 1.7-1.10 are fluctuations at each position, although position dependency is neglected in the equations. In other words, these fluctuations are local fluctuations. It follows that the turbulent particle and heat fluxes are also defined at each location. We notice that turbulent particle flux is a function of density fluctuations, potential fluctuations and the phase between them, and that turbulent heat flux is a function of density fluctuations, temperature fluctuations, potential fluctuations, the phase between density and potential fluctuations, and the phase between temperature and potential fluctuations from Eq. 1.7 and 1.10. Thus, one must measure these fluctuations and phase relations in the experiment and calculate the unmeasured quantities via simulations to understand the turbulent transport. In this thesis, we use, for the first time in C-Mod, local \(T_e\) fluctuations measured with CECE to study turbulent transport, as will be explained in Chapter 2. Other local fluctuating quantities and turbulent heat flux values in
the core can be obtained from gyrokinetic simulations, which will be explained in section 3.4.

1.2.2 Drift wave instabilities

In this section, drift wave instabilities, responsible for the turbulent fluctuations in the last section, will be briefly explained. We first introduce what the drift wave is and how the drift wave is converted to the instabilities. Three important drift wave instabilities will then be introduced, which are ion temperature gradient (ITG) modes, trapped electron modes (TEMs), and electron temperature gradient (ETG) modes.

Drift wave

The simplest form of a drift wave is a pure oscillatory wave propagating with the electron diamagnetic velocity along the diamagnetic drift direction, perpendicular to both the background magnetic field and pressure gradient. With the 1-D slab geometry shown in Fig 1-3, the dispersion relation of this wave is given by,

$$\frac{\omega}{k_y} = v_{*,e}$$  \hspace{1cm} (1.11)

where \( y \) is the direction of diamagnetic drift direction when the density gradient is along \( x \) direction and the background \( B \) field is applied in \( z \) direction. \( v_{*,e} \) is an electron diamagnetic velocity, which defined as,

$$v_{*,e} = -\frac{1}{n} \frac{\partial n}{\partial x} \frac{T_e}{eB}$$ \hspace{1cm} (1.12)

where \( T_e \) is in the energy unit such as eV.

The derivation of Eq. 1.11 can be found in [170, 32, 74], but it is worth noting the assumptions used in this derivation. First, electron inertia terms are neglected \( (m_e \rightarrow 0) \). Second, only weak perturbations of density and potential, within a few percent of the equilibrium quantities so that a first-order Taylor series approximation is enough, were considered with the density gradient. Any other gradients and perturbations, such as from temperature, were not considered. Third, any dissipation of energy \( (e.g., \) by collisions) is not included. Fourth, the propagating velocity of this wave along the magnetic field is much smaller than the electron thermal velocity. The simple physical picture of this wave is shown
Figure 1-3: A plasma drift wave in a slab geometry. This figure is adapted from F. F. Chen, 1984, *Introduction to Plasma Physics and Controlled Fusion.*
in Fig. 1-3. There is an initial ion density perturbation varying sinusoidally along y direction with the background density gradient in the x direction and the background magnetic field in the z direction. The density imbalance due to the initial perturbation induces a potential, and an electric field in the y direction. This electric field results in $E \times B$ drift in the x direction. This drift and density gradient make this perturbation propagate along the y direction. The small electron inertia and the thermal motion of electrons, which are faster than the phase velocity of the wave parallel to the external magnetic field, yields the Boltzmann relation of the electron [170, 74].

$$\frac{\bar{n}_e}{n} = \exp \frac{e \phi}{T_e} - 1 \approx \frac{e \phi}{T_e}$$

(1.13)

The approximation in the equation is valid when the potential perturbation is weak $(e \phi << T_E)$.

Eq. 1.13 shows that electron density perturbations are in phase with the potential perturbations. In other words, electrons respond rapidly to a potential perturbation to keep the Boltzmann relation, or to compensate the ion perturbation. It is noteworthy that the density perturbation is 90° out of phase with the electric field perturbation. There will thus be no cross-field flux due to these perturbations. This can be easily seen from Eq. 1.7. As shown in Appendix G, no electron temperature fluctuations will be induced when electrons are in the Boltzmann relation. It is then noticeable from Eq. 1.10 that there is no energy flux generated by this wave. As implied by Eq. 1.11, these perturbations are just oscillating. Since there is no energy loss due to the fast electron response, this response is adiabatic.

However, if there is a dissipation of parallel electron motion by some mechanism such as collisions or wave-particle interactions, there will be time (or phase) delay between perturbation of electron density and potential, inducing cross field flux. In other words, the electron response becomes non-adiabatic. One simple model used to show this non-adiabatic response is i-δ model (Terry-Horton model) [157]. In this model, the Boltzmann relation is modified in the following way,

$$\frac{\bar{n}_e}{n} = \frac{e \phi}{T_e} (1 - i \delta)$$

(1.14)

Consequently, the modified dispersion relation due to the phase shift in Eq. 1.14 is given by [170],
The approximation is satisfied when \( \delta \ll 1 \).

An instability will occur when \( \delta > 0 \) since the amplitude of the wave is proportional to \( \exp(-i\omega t) \). We must note that a non-adiabatic electron response is not a necessary condition to make the drift wave unstable. Even with an adiabatic electron response, the drift wave can be generated by other mechanisms, such as ion dynamics which induce a phase shift of ion density perturbations with respect to potential perturbations. The typical example of this type of drift wave instability is the Ion Temperature Gradient (ITG) modes, which will be introduced in the next section.

**Ion Temperature Gradient (ITG) modes**

The ion temperature gradient (ITG) modes refer to the drift wave instabilities driven by ion temperature gradient or \( \eta \), defined as \( \eta = |\nabla \ln T_i|/|\nabla \ln n_i| \). The ITG modes have been thought to be responsible for the anomalous ion transport in magnetic fusion plasmas with low \( \beta \), and an extensive study of this mode was performed in the past ([40, 74] and references therein). There are several different ITG modes, depending on the geometry, collisionality, magnetic shearing and so on. A summary of different ITG modes can be found in Table A1 in [40] and Table 3 in [75]. We will note the common features of ITG modes.

The spatial scale of the ITG modes are ion scale \( (k_y \rho_s \sim 0.1 - 1.0) \), where \( \rho_s \) is the sound gyroradius of the main ion, defined as \( \rho_s = c_s/\Omega_{ci} \) with \( c_s = \sqrt{T_e/m_i} \) and \( \Omega_{ci} = eB/m_ic \). There is a stability threshold (critical ITG or \( \eta \) value) in the ITG modes. This property can be linked to the stiffness and self-similarity argument, introduced in section 1.3. The diffusivity of the ITG modes are also proportional to \( \eta \). Thus, the important mode characteristics are determined by the \( \eta \) value. In this reason, the ITG modes are also called as \( \eta \) modes. However, when the density profile is flat \( (\eta \rightarrow 0) \), the modes are characterized by the ITG value [40]. It is noteworthy that the diffusivity of the ITG modes follows the gyro-Bohm scaling \( (\chi_gB = \rho_s^2 c_s/L_n \sim \rho_s^2 c_s/L_n \) with the density gradient length, \( 1/L_n = -\partial \ln n \). The Gyro-Bohm scaling of the ITG mode can be derived by simply assuming the characteristic length of the ITG mode is about the ion (or sound) gyroradius and the characteristic time is \( 1/\omega_{e,i} \) with ion diamagnetic frequency, \( \omega_{e,i} \). As mentioned in
the last section, a non-adiabatic electron response is not necessary for ITG modes. However, non-adiabatic electrons increase the growth rate of the ITG mode [136] and even generate another type of instability, the so-called hybrid trapped electron ITG mode [13]. It is also noteworthy that the ITG modes with adiabatic electrons do not cause any electron transport. In the more realistic picture with non-adiabatic electrons, the ITG modes are also linked to the electron transport.

Two types of ITG modes are thought to be important. They are the slab ITG mode and toroidal ITG mode [40, 74]. The slab ITG, or slab \( \eta_i \) mode is generated by the interaction between the drift wave driven by ion temperature gradient and the ion acoustic wave. The phase shift is caused by the effect of parallel compression from the ion acoustic wave on the ion density response. When a toroidal geometry is considered, another ITG mode is found. A toroidal ITG mode is caused by the magnetic curvature drift coupled with a drift wave due to the ion temperature gradient.

**Trapped Electron Mode (TEM)**

Trapped electron modes (TEMs) refer to the drift wave instabilities driven by the non-adiabatic electron response due to trapped electrons. We must note that the non-adiabatic electron response will mainly come from trapped electrons since the thermal velocity of passing electrons is much higher than the parallel phase velocity of the drift wave. In a Tokamak, trapped particles occur due to the \( 1/R \) dependence of the toroidal magnetic field and helical field lines, and most of them will stay in the bad (or unfavorable) curvature region. TEMs are driven by electron pressure gradients (or electron density gradients [8] or electron temperature gradients [93]). A threshold condition for stability (or the critical gradient of \( n_e \) and \( T_e \)) exists in TEM as well [8, 50, 70]. TEM can be classified by either the driving gradient (\( \nabla T_e/\nabla n_e \)) or the destabilizing mechanism (collisionless/dissipative), but the common features of TEMs are as follows. The TEM induces ion scale turbulence like the ITG modes, but these modes are responsible for electron heat transport rather than ion heat transport. The growth rate of TEMs increases with the increase of the inverse aspect ratio, \( \epsilon \). This is because the fraction of trapped electrons is proportional to \( \epsilon^{0.5} \). For the same reason, the growth rate of TEMs tends to decrease with increased collision frequency due to collisional de-trapping of the trapped electrons. However, we should note that the dependency of the dissipative TEM on the collision is more complicated. As will
be explained in the next paragraph, dissipation through collisions destabilizes this mode. Thus, the growth rate of this mode initially increases with higher collision frequency, but after a certain point, the growth rate will be reduced as collisionality increases due to the de-trapping of the trapped electrons [92].

Depending on the destabilizing mechanism, there are two types of TEM [92, 93]. One is collisionless TEM and the other is dissipative TEM. The collisionless TEM will occur when the effective collision frequency for the trapped electrons, \( \nu_{\text{eff}} = \nu_e/\epsilon \) with electron collision frequency, \( \nu_e \), is smaller than the bounce frequency of the trapped electrons, \( \omega_{b,e} = \epsilon^{1/2} v_e q R \)

This mode is driven by wave-particle interactions between the magnetic drift of the trapped electrons and the parallel velocity of the drift wave [159]. We must note that this collisionless mode is due to the curvature of the magnetic field (bad curvature), and is localized in the bad-curvature region. The dissipative TEM occurs when \( \nu_{\text{eff}} \) is comparable to \( \omega_{b,e} \). This mode is due to Coulomb collisions between trapped and passing electrons. These collisions will limit the mobility of electrons along the field line. This dissipative mode is also localized in the trapped region, mainly bad curvature region, but the reason for localization is different than that for the collisionless mode. The dissipative mode is localized in the trapped region due to the large population of the trapped electrons in bad curvature region, while the collisionless mode is localized due to the sign of curvature of the magnetic field.

**Electron Temperature Gradient (ETG) modes**

Electron temperature gradient (ETG) modes may be considered as the electron version of ITG modes. By switching the roles of ions and electrons, we can study the ETG modes from the known ITG results when non-adiabatic effects and electromagnetic effects are excluded. ETG modes also have the slab and toroidal modes depending on the geometry [170], and a threshold condition for the stability (a critical \( \eta_e = |\nabla \ln T_e|/|\nabla \ln n_e| \) or ETG value) also exists [89]. The growth rates are also proportional to \( \eta_e \) (or ETG value). However, electron scale turbulence is generated by the ETG modes \( k_y \rho_e \sim 0.1 - 1.0 \) with the electron gyroradius, \( \rho_e \). The spatial scale of ETG modes \( (k_y \rho_s \gg 1) \) makes the ion dynamics almost adiabatic. It follows that ETG modes contribute mainly to electron transport and little to ion transport. Electromagnetic effects can be important to electron scale turbulence such as ETG, because the collisionless skip depth, \( \delta_s = c/\omega_{p,e} \) with plasma frequency, \( \omega_{p,e} \), can be comparable to the spatial scale of electron turbulence \( (\sim \rho_e) \) [89]. When \( \rho_e \) is smaller than
the Debye length, $\lambda_{De}$, the Debye shielding effect can stabilize the ETG mode. The Debye shielding effect will be important near the edge of plasma where the density is low [89, 86].

The diffusivity of the ETG mode can be estimated from its characteristic spatial scale, $\rho_e$, and its characteristic time, $1/\omega^*, e$. We can then obtain that $\chi_{ETG} \sim \rho_e^2 v_{te}/L_n \sim (m_e/m_i)^{0.5} \chi_{ITG}$. This simple estimate indicates that the transport induced by the ETG modes is much less than the transport due to the ITG modes. However, previous studies have shown that the contribution of the ETG modes can be significant through radially elongated vortices (streamers) [90, 47] and through the interaction with ion scale turbulence [77]. However, the contribution of the ETG modes to transport is still an open question, and this area is being studied actively.

1.2.3 The gyrokinetic model

In the previous section, the drift wave instabilities and three important modes, ITG, TEM, and ETG, are introduced. Turbulent transport in the fusion plasmas will occur via not only the drift wave instabilities but also their non-linear interactions. Thus, instead of studying each instability, we need a "first principles" physical model which can describe the realistic nonlinear physics of the turbulent transport. The gyrokinetic model is widely used in the fusion community to study turbulent transport [55]. The derivation of the gyrokinetic model is beyond the scope of this thesis, but the origin of this model will be briefly introduced in this section. The readers can find the detailed derivation of various versions of the gyrokinetic model in [30, 54, 66, 150, 24, 55, 7] and references therein.

The kinetic approach, which uses a particle distribution function in six dimensional phase space (3 in physical space and 3 in velocity space), $f(\vec{r}, \vec{v}, t)$, is appropriate to describe plasma dynamics because of the large number of particles in the plasma. In fusion plasmas, where the kinetic energy of particles is higher than their potential energy, particles are weakly coupled. Consequently, binary collision events are important, and the correlations of multiple particles ($\geq 3$) will be ignorable. The Boltzmann equation is appropriate in this condition (where binary collisions are dominant), as given by,

$$\frac{Df_s}{Dt} = \frac{\partial f_s}{\partial t} + \vec{\nu} \cdot \nabla f_s + \vec{a} \cdot \nabla_v f_s = C(f_s, f_s')$$  \hspace{1cm} (1.16)

where, $C(f_s, f_s')$ is a collision operator for the binary collisions.
In fusion plasmas, small angle Coulomb scattering is a dominant collisional process, and the series of small angle Coulomb scatterings between two particles can be modeled by the Fokker-Planck collision operator. The Fokker-Plank equation is obtained by replacing the collision operator in Eq. 1.16 with the Fokker-Planck collision operator. The Fokker-Planck equation for fusion plasmas is thus given by,

$$\frac{Df_s}{Dt} = \frac{\partial f_s}{\partial t} + \bar{v} \cdot \nabla f_s + \bar{a} \cdot \nabla_v f_s = \Sigma_{s's'} C_{ss'}(f_s, f_{s'})$$  \hspace{1cm} (1.17)$$

with Fokker-Planck collision operator, $C_{ss'}(f_s, f_{s'})$.

The exact form of the Fokker-Planck collision operator and its derivation can be found in [69]. The Fokker-Plank equation coupled with Maxwell’s equations are used to study plasma dynamics.

The physical events such as transport and ideal MHD (Magnetohydrodynamics) type instabilities occur in a wide range of temporal and spatial scales in fusion plasmas, as shown in Fig. 1-4. We notice that the temporal scale of micro-turbulence (or drift wave type instabilities) is much longer than the cyclotron motion of the electrons and ions.
gyrokinetic model is a tool to treat physical events which occur on a time scale much slower than the gyromotion of the particles, such as turbulence induced by drift wave instabilities. Since many gyro motions will be completed within a time scale of the turbulent fluctuations, these motions will not be well coupled (or not relevant) with these fluctuations. These gyro motions are eliminated through the transform of the particle orbit coordinate to gyro-center coordinate in the gyrokinetic model. This transform reduces the six dimensional phase space to five dimensional phase space, which saves significant computing time to solve the equation. The reduced Fokker-Planck equation is then given by [55],

\[
\frac{D\tilde{f}_s}{Dt} = \frac{\partial \tilde{f}_s}{\partial t} + \frac{d\tilde{R}}{dt} \cdot \frac{\partial \tilde{f}_s}{\partial \tilde{R}} + \frac{d\tilde{u}}{dt} \frac{\partial \tilde{f}_s}{\partial \tilde{u}} = \langle \Sigma_{s's'} C_{s's'}(f_s, f_{s'}) \rangle
\]  

(1.18)

where \( \tilde{f}_s \) is a distribution on gyro-center coordinates, \( \tilde{R} \) is the gyrocenter position vector, \( \tilde{u} \) is the gyrocenter velocity, and \( \langle \Sigma_{s's'} C_{s's'}(f_s, f_{s'}) \rangle \) is the gyro-averaged Fokker-Planck collision operator.

It is noteworthy that the gyrokinetic model also separates the spatial scales, and that gyroaveraging is applied after the spatial scales are separated. Although the fast time scale (\( \sim \Omega_s \)) is removed in the reduced Fokker-Planck equation through gyro-averaging, the distribution function in this equation still cover a wide range of spatial scales from the ion gyroradius to machine size (\( \sim a \)). In order to separate the spatial scales, the distribution function is separated into two parts, a long wavelength (ensemble averaged) part \( f_{sW}^{lw} \) and a fluctuating (turbulence) part \( f_{sW}^{tb} \), as follows:

\[
f_s = f_{sW}^{lw} + f_{sW}^{tb}
\]  

(1.19)

The spatial scale of the long wavelength part is around the gradient scale length of the density or temperature profiles, and the fluctuating part has a spatial scale comparable to the gyroradius of a particle. In this ordering, the basic assumption is that the gradient scale length of the profiles (L) are much longer than the gyroradius (\( \rho \)). In other words, the dimensionless parameter, \( \rho* = \rho/a \sim \rho/L << 1 \) in the gyrokinetic model. The gyrokinetic ordering, which is the basic assumption in the gyrokinetic model is given by,

\[
\frac{\omega}{\Omega_s} \sim \frac{k_\parallel}{k_\perp} \sim \frac{v_E}{v_{th,s}} \sim \rho* << 1
\]  

(1.20)
with the characteristic frequency of turbulence, $\omega$, and the wave number of turbulence in the parallel and perpendicular to the background magnetic field, $k_\parallel$ and $k_\perp$.

Using the same ordering, the electric field and magnetic field, which will be used in the third term of the left hand side of the Fokker-Planck equation, are also separated in spatial scale. We can then separate the Fokker-Planck equation into two spatial scales, long wavelength and turbulence scales.

In order to solve the each equation order by order, both the long wavelength and fluctuating parts of the distribution function ($f$), electric field ($E$) and magnetic field ($B$) are expanded in $\rho^*$. For example, the long wavelength and fluctuating part of $f$ will be expanded in the following way.

$$f_{l,w} = f_{s,0} + f_{s,1} + f_{s,2} + \cdots$$

$$f_{t,b} = f_{s,1}^t + f_{s,2}^t + \cdots$$

(1.21)

The zeroth order of the long wavelength part will be the equilibrium distribution ($f_{s,0} \sim f_{M,s}$, with the maxwellian distribution, $f_{M,s}$), and then $f_{s,1}^{l,w} \sim \rho \ast f_{M,s}$, $f_{s,2}^{l,w} \sim \rho^2 f_{M,s}$, $f_{s,1}^{t,b} \sim \rho \ast f_{M,s}$, and $f_{s,2}^{t,b} \sim \rho^2 f_{M,s}$. A similar expansion can be applied to the electric field and the magnetic field.

The information about the equilibrium is obtained from the lowest order and/or the zeroth order of gyro-averaged equation for the long wavelength part. The first order gyro-averaged equation for the long wavelength part is called the drift-kinetic equation. A gyro-phase independent part of $f_{s,1}^{l,w}$ can be determined from this equation. The first order gyro-averaged equation for the fluctuating part is called the gyrokientic equation. We can obtain information about $f_{s,1}^{t,b}$ from this equation. A detailed explanation of the gyrokinetic model can be found in [55, 150, 3] and references therein.

The gyrokinetic equation which includes electromagnetic turbulence and large mean flow, $V_\alpha$, on the same order of the thermal velocity, $V_{ts}$, is given by [150],
\[
\begin{align*}
\frac{\partial}{\partial t} + (\vec{V}_o + v'_B + \vec{v}_{ds} - \frac{c}{B} \nabla \psi_{s,1}^{th}(\vec{R}) \times \vec{b}) \cdot \nabla]h_{s,1}^{th}(\vec{R}) - \langle \Sigma_{s'} C_{s's'}(f_s, f_{s'}) \rangle \\
= \frac{c}{B} \nabla \psi_{s,1}^{th}(\vec{R}) \times \vec{b} \cdot \{ \nabla + \left[ \frac{e_s}{T_s} \frac{\partial < \phi_{bw}^{lw} >}{\partial \Psi} + \frac{m_s^2 (R^2 \nabla \xi} + \frac{I}{B} v'_1 \frac{\partial \nabla \xi}{\partial \Psi} \nabla \Psi \right] f_{s,0}^{lw} \} \\
+ \frac{e_s}{T_s} \left[ (\frac{\partial}{\partial t} + V_o \cdot \nabla) \psi_{s,1}^{th}(\vec{R}) \right] f_{s,0}^{lw} 
\end{align*}
\]

where \(h_{s,1}^{th}(\vec{R})\) is the non-adiabatic part of the first order fluctuation distribution, defined as, \(h_{s,1}^{th}(\vec{R}) = f_{s,1}^{th}(\vec{r}) + \frac{e}{T_s} (\phi_1^{th} - \frac{1}{c} \vec{V}_o \cdot \vec{A}_1^{th}(\vec{r})) f_{s,0}^{lw}\) with particle position, \(\vec{r}(= \vec{R} + \vec{r}_s)\). \(v'_B\) is the parallel velocity in the moving frame, \(v'_B = v - v_o\). \(V_{ds}\) is the first order guiding center drift velocity of the long wavelength part. \(\psi_{s,1}^{th}(\vec{R})\) is given as \(\psi_{s,1}^{th}(\vec{R}) = < \phi_1^{th}(\vec{r}) - \frac{1}{c} \vec{v} \cdot \vec{A}_1^{th}(\vec{r}) >\), with the first order fluctuating vector potential, \(A_1^{th}\). \(\psi_{s,1}^{th}(\vec{R})\) is the poloidal flux, and \(I\) is the covariant toroidal component of the magnetic field, \(I = RB_t\) with major radius, \(R\). Here, \(\vec{R}\) is the position vector of the guiding center, while the scalar quantity, \(R\), denotes major radius. \(V^\xi\) represents the toroidal angular velocity, defined as, \(V^\xi = -c \frac{\partial \phi_{bw}^{lw}}{\partial \Psi}\), with the lowest order long wavelength electrostatic potential, \(\phi_{bw}^{lw}\). \(\Phi_{bw}^{lw}\) denotes the first order long wavelength electrostatic potential. \(f_{s,0}^{lw}\) is the lowest order long wavelength distribution, which is a Maxwellian distribution.

In Eq. 1.22, the first term on the left hand side indicates the changes in the first order non-adiabatic fluctuating distribution \((h_{s,1}^{th}(\vec{R}))\) with time. The second and third terms indicate the changes in \(h_{s,1}^{th}(\vec{R})\) due to the plasma flow, and parallel motion along the magnetic field, respectively. The fourth term indicates the changes in \(h_{s,1}^{th}(\vec{R})\) due to drift motions including \(\nabla B\) drift, curvature drift, Coriolis drift, and the equilibrium (lowest order) \(E \times B\) drift. It is noteworthy that the mean plasma flow affects \(h_{s,1}^{th}(\vec{R})\) through the Coriolis drift, and the \(E \times B\) shearing effect [26] is included in the equilibrium \(E \times B\) drift. The nonlinear interaction between turbulent \(E \times B\) drift with \(h_{s,1}^{th}(\vec{R})\) is considered via the fifth term. The last term on the left hand side is a collision term. Since the Fokker-Plank collision operator is used in the gyrokinetic equation, small angle Coulomb scattering events between particles are included with this term. The first term on the right hand side represents the effect of turbulent motion. With some algebra, it can be shown that this term is a function of density and temperature scale lengths of the equilibrium profiles [3], which destabilize the linear turbulence modes introduced in section 1.2.2. This term is therefore responsible for destabilizing turbulence modes with higher gradient scale lengths. Last, the effects of
fluctuating electrostatic potential are included via the second term on the right hand side.

It is noteworthy that we can obtain realistic turbulent transport, which is saturated and self-regulated via non-linear interactions among unstable modes, through this gyrokinetic equation. We must note that the gyrokinetic model can vary depending on the purpose of the study or the assumptions used in the study. For example, if we want to ignore the electromagnetic effects, it can be done by neglecting the fluctuating magnetic field in the gyrokinetic equation. We will also have different results if we assume an adiabatic electron response or study the electron response from the drift kinetic equation or the gyrokinetic equation. Thus, we should clarify what type of the gyrokinetic model, such as a particle treatment (adiabatic, drift/gyrokinetic) and physics included in the model, is used when we perform gyrokinetic analysis.

Although the gyrokinetic model is an approximate kinetic approach, solving the equations in this model is quite challenging due to both numerical issues and the required computing time. The gyrokinetic simulation, which will be introduced in section 3.4, is a numerical tool which can solve the set of equations in the gyrokinetic model. A review of gyrokinetic simulation itself can be found in [55]. In this thesis, the gyrokinetic simulation code GYRO is used to analyze the turbulent transport. This code (GYRO) will be introduced in section 3.4.

1.3 Research topics in this thesis

This section will introduce the research topics and define the terms used frequently in this thesis.

1.3.1 Ohmic confinement transition

One of the oldest unsolved problems in Tokamak transport research is the change of confinement regime in Ohmic plasmas. It has been observed in several Tokamaks spanning a wide range of parameters that energy confinement time increases linearly with the average electron density, before saturating above a critical density value [116, 21, 57, 19, 163, 125, 51, 98, 129, 128, 131]. These confinement regimes are referred to as the Linear and Saturated Ohmic Confinement (LOC and SOC) regimes, respectively. An example from Alcator C-Mod is shown in Figure 1-5. One hypothesis that has long been considered is that a
change in the dominant type of turbulence, from TEM in the LOC to ITG in the SOC, is related to the change of confinement regime [163, 125, 11].

Numerous investigations of the LOC to SOC transitions have been performed on Tokamaks around the world. In Alcator C, it was observed that the propagation of the density fluctuations measured by CO2 laser scattering and correlation techniques changed from the electron to the ion diamagnetic direction across the LOC/SOC transition [165]. In ASDEX-U, it was found that density profiles in the LOC regime were flattened when Electron Cyclotron Heating (ECH) is applied, consistent with quasi-linear predictions in TEM dominated plasmas [11]. In FTU, power balance analysis indicates that electron heat dif-

Figure 1-5: An example of the Ohmic confinement transition in Alcator C-Mod discharges ($B_t = 5.2T, I_p = 0.81 MA$). The vertical axis is the energy confinement time [ms] and the horizontal axis is the line averaged electron density [$10^{20} m^{-3}$]. The energy confinement time saturates as density increases above shaded transition region. The solid green line fits to the data in the LOC regime, and the purple dash-dot line is the ITER 89P L-mode scaling. The figure is adapted from J. E. Rice et al, 2012, *Physics of Plasmas*, 19, 056106, copyright 2014 American Institute of Physics.
fusivity decreases and ion heat diffusivity increases as density increases in Ohmic plasmas, implying a change of turbulence from TEM to ITG as density increases [51]. In DIII-D, using coherent Thomson scattering, it was observed that there is a sudden increase in line integrated density fluctuations in the low frequency range near the boundary between LOC and SOC. Linear gyrokinetic simulation with adiabatic electrons suggests the observed turbulence in the SOC regime is consistent with ITG modes [125]. Using a similar scattering system, ion mode turbulence in the SOC regime was also observed in TEXT, and found to be also consistent with ITG modes [25]. However, in Tore-Supra, a decrease in the relative density fluctuation level was observed as density increases in Ohmic plasmas. Power balance analysis of these plasmas found that the electron heat diffusivity was reduced as density increases without a significant change in ion heat transport, opposing the hypothesis that the Ohmic confinement regime is linked to a change in ITG/TEM dominance [57]. In Alcator C-Mod, using Phase Contrast Imaging (PCI) [98, 121] ion mode turbulence was observed in the SOC regime, and through gyrokinetic simulations, it was concluded that ITG modes are dominant in the SOC regime in the past. However, in the LOC regime, electron and ion heat diffusivities from experimental profiles were not consistent with the values from nonlinear gyrokinetic simulations [99].

Despite extensive previous work, the cause of the different Ohmic confinement regimes is still not well understood, and experiments aimed at correlating the change in Ohmic confinement regime with changes in measured turbulence have been restricted to line integrated density fluctuations. Local measurements of the turbulence, along with measurements of different fluctuating quantities (e.g. temperature), can help to test the hypothesis that the Ohmic confinement transition is related to changes in the dominant turbulent mode.

1.3.2 Validation study of gyrokinetic simulations

Validation is defined as, “a physical process which attempts to ascertain the extent to which the model used by a code correctly represents reality within some domain of applicability, to some specified level of accuracy” [61]. As implied from its definition, validation is one of the processes performed to test a conceptual model and a code (or computational model) used to implement the conceptual model. Other processes in this testing procedure are qualification and verification [61]. In order to understand a certain phenomenon, we need experiments
to quantify this phenomenon and a model, which can show the essential aspects of this phenomenon, to understand this phenomenon and interpret the measurements. To use a certain model, we first need to determine whether or not the existing model is applicable for the phenomenon of interest. This activity is called as “Qualification.” The computational model (code) will be built based on the qualified model. The activity to test whether or not the code implements the conceptual model correctly refers to “verification.” Once the code is verified, we should then validate this model. That is, we must see whether the conceptual model has enough physics to describe the essential part of the phenomenon in which we are interested. If the validation activity is done successfully, we will then have a proper model, which can describe a certain phenomenon that we want to study, and the simulation based on this model can be used to predict the changes in this phenomenon inside or outside the validated domain with the estimated error obtained from the validation process. Figure 1-6 shows these processes. As mentioned in [61], these processes can be cyclic with improvements in both experiments and models until the model is validated. Details on the standard procedure of verification and validation activities can be found in [61, 156].

Figure 1-6: The verification and validation procedure of the model and the relations between models and experiments. This figure is adapted from M. Greenwald, 2010, Nuclear Fusion, 17, 058101, copyright 2014 AIP Publishing.
The validation procedure explained in the last paragraph can be applied in fusion transport research. In section 1.2, anomalous transport in fusion plasmas is introduced. Although it is believed that drift wave instabilities are the main reason for this anomalous transport, it is difficult to tell whether or not the transport in fusion plasmas is sufficiently understood to predict the performance of future device unless we have a prediction tool based on first principle of fusion plasma transport. This prediction tool will be essential in the design of a fusion power reactor in the future. The gyrokinetic model introduced in section 1.2.3 has been thought to have enough physics to describe turbulent transport. Thus, the gyrokinetic model is a conceptual model for the turbulent transport in fusion plasmas. As explained in section 1.2.3, this model already considered the spatio-temporal scales of turbulent transport, implying that this model is quantified. The gyrokinetic simulation will be the computational model for the gyrokinetic model. The verification activity of the gyrokinetic simulations was performed successfully by cross-comparing different gyrokinetic simulation codes [45, 28, 29, 109].

However, the validation study of gyrokinetic simulations is quite challenging. In DIII-D, the electron and ion heat fluxes and fluctuations simulated by the gyrokinetic simulation codes, GYRO [28] and GEM [33], are much smaller than the experimental levels in the region where normalized radius, $\rho \gtrsim 0.7$, in NBI heated L-mode discharges, while these quantities are matched with the experimental levels within the uncertainties in $\rho \lesssim 0.7$ [73, 72, 126]. The under-prediction of heat fluxes and turbulent fluctuations outside the $\rho \sim 0.7$ region by the gyrokinetic simulations is called “shortfall.” In C-Mod, a validation study using GYRO was performed in Ohmic and RF heated L-mode discharges inside $r/a < 0.8$. In the Ohmic discharges, GYRO simulations including only ion scale electrostatic turbulence over-predict the ion heat diffusivity and under-predict the electron heat diffusivity in the linear Ohmic confinement (LOC) regime. Nonetheless, the line-integrated electron density fluctuations measured by Phase Contrast Imaging (PCI) agreed with the synthetic fluctuations. The synthetic fluctuations are the post-processed quantities obtained from the simulation to consider to the experimental condition. The discrepancy in the core heat transport is still being investigated. In RF heated L-mode discharges, it was found that the GYRO simulations including only ion scale electrostatic turbulence can reproduce the experimental levels of electron and ion heat fluxes in $r/a < 0.8$ when TEM activity is significant. However, the electron flux is under-predicted in the GYRO simulations when
the TEM activity is small [78]. From these results, we notice that there is no “shortfall” in C-Mod. In this thesis, validation study of GYRO including electrostatic ion scale turbulence will be performed for C-Mod Ohmic discharges near the edge (r/a~0.85) by comparing the simulated heat fluxes and the synthetic $T_e$ fluctuations with the measurements.

1.3.3 Intrinsic toroidal rotation in Tokamak plasmas

Plasma rotation is important in plasma stability and transport. A high rotation can be used to suppress the resistive wall mode (RWM) [183], one of the large scale MHD instabilities that should be avoided for plasma operation. It is also known that a moderate rotation shear ($E \times B$ shear) can reduce turbulent transport levels [26]. External momentum input using neutral beam injection causes plasma rotation in most existing Tokamak experiments. The plasma also rotates toroidally without any external momentum inputs, a phenomenon called intrinsic toroidal rotation. Intrinsic rotation has been observed in several Tokamak experiments ([133] and references therein). It is expected that the intrinsic toroidal rotation will provide a significant amount of toroidal momentum in future generations of Tokamaks, which can be used to suppress RWM. Since it will be hard to provide the external momentum in large scale high performance Tokamaks in the future due to their high density levels, intrinsic rotation is a very important research topic.

Changes in intrinsic rotation are also correlated with changes in plasma transport, such as the transition from low to high confinement regime [134, 133, 132], the Ohmic confinement transition [129], and stiffness [101]. High confinement regime and stiffness will be introduced in the following section. As mentioned in section 1.1.3, there is no external momentum input in Alcator C-Mod Tokamak. Thus, all observed rotation in C-Mod is self-generated by the plasma. The origin of this self-generated flow is still unknown, and study its origin is not in the scope of this thesis. Nevertheless, we will investigate more deeply the correlation between changes in the intrinsic rotation and transport relevant quantities in this thesis.

1.3.4 Self-similarity analysis and profile stiffness

Understanding transport phenomena and improved confinement of energy in fusion plasmas is important for the development of fusion energy. The shape and height of density and temperature profiles indicate the quality of confinement and transport in the plasmas. We
must therefore investigate the change in the shape and height of profiles, if any, with different discharge conditions. In this context, the so-called "stiffness" property has been studied, along with the related critical gradient model ([56, 105] and references therein).

As pointed out in [56], the definition of "stiffness" is ambiguous. It sometimes refers to the resistance of the change in profile shape with external heating [56, 105, 142], while the degree of stiffness (or even stiffness itself) is defined as the ratio of diffusivity (or heat flux) to the difference between the temperature gradient scale length and its critical gradient scale length [56, 39, 38], or the change of diffusivity of heat pulses compared to the value from power balance in power modulation experiments [139, 100]. In other words, stiffness refers to a global change in some cases, while it refers to a local change in other cases. Following critical gradient arguments, if the gradients of a profile are near the critical gradient value in the region where a profile keeps its shape, then the profile in this region will be stiff and keep its gradient scale length even with a change in input heating power. In this case, the stiffness used for a local change will be connected to a global change. However, the similar shape of profiles with different discharge conditions is not a necessary condition for this assumption, but it is a sufficient condition. It is also noteworthy that the property of keeping the shape of profiles with changes in experimental conditions is also referred to with several different terms such as self-similarity [63, 62], profile consistency [41], profile resilience [137, 138] and profile stiffness [56, 142, 105]. In order to prevent any confusion arising from different terms, "self-similarity" will be used to refer to "the similar shape of core profiles with different discharge conditions" in this thesis and using the term "stiffness" will be avoided. We quantify the self-similarity of \( n_e \) and \( T_e \) profiles and explore the correlation between the changes in the shape of profiles and the transport phenomena in which we are interested, such as the Ohmic confinement transition, core rotation reversal, and the transition from low to high confinement regime.

1.3.5 I-mode and H-mode: high confinement regimes

It was found in the 1980's that the energy confinement time can be improved almost a factor of two by increasing the external heating power above a certain threshold value in the ASDEX Tokamak [162]. This improved confinement regime is called the high confinement regime (H-mode) and the regime before confinement is improved is called the low confinement regime.
regime (L-mode). After H-mode was discovered in ASDEX, H-mode was obtained universally in most fusion experiments using toroidal plasmas including C-Mod ([161] and reference therein). The threshold power for H-mode depends on several discharge conditions such as wall condition, density, and equilibrium configuration [161, 147]. For example, in single null plasmas, the magnetic configuration which has ion $\nabla B$ drift motion toward the active X-point has lower threshold power than the opposite magnetic configuration with ion $\nabla B$ drift away from the X-point, with the former configuration known as a “favorable” configuration [147, 180]. H-mode reduces not only energy transport, but also transport of particles, including impurities, and momentum, simultaneously [161].

The most evident change in H-mode plasmas compared to L-mode plasmas is the formation of a pedestal in the edge radial pressure profiles. In Fig. 1-7, the change in the electron density and temperature profiles in H-mode compared to L-mode is shown, which is the high edge gradient in the H-mode profiles. This steep-gradient region is called the pedestal. In H-mode, both density and temperature profiles have a pedestal structure, which indicates that H-mode is a high particle confinement regime as well as a high energy confinement regime. The self-generated poloidal flow (zonal flow) is thought to be responsible for the pedestal formation and the L/H transition [91]. It is noteworthy that the increase in external heating is not the only way to access H-mode. H-mode can be achieved in Ohmic heated discharges as well by applying high Ohmic power with low density and magnetic field [114, 148] or by applying external electric field [155]. Although H-mode has been considered as the operating regime for a future fusion reactor, there are several problems that should be solved or improved. These problems include high particle confinement, which is unnecessary and undesirable, and the edge localized mode (ELM), the burst of heat and particles at the edge of the plasma due to MHD instability, and an unfavorable scaling of energy confinement time with external heating power [180]. These issues motivated the search for an alternative high confinement regime.

In C-Mod, a new high confinement regime, which is favorable for future devices, has been found. This regime is called I-mode. I-mode is a steady state high energy confinement regime with H-mode energy confinement and L-mode particle confinement [180]. As shown in Fig. 1-7, I-mode has a pedestal in the temperature profile, not in the density profile. I-mode has desirable characteristics as an operating regime in ITER and future devices. For fusion energy production, high energy confinement is required, but high particle con-
Figure 1-7: Examples of the edge (a) electron temperature and (b) electron density profiles with different confinement regimes: L-mode, I-mode and H-mode. This figure is adapted from D. G. Whyte et al, 2010, *Nuclear Fusion*, 50, 105005, copyright 2014 IOP Publishing.
finement is undesirable in high performance plasmas (burning plasmas) due to helium ash accumulation[180]. I-mode has only a thermal transport barrier, without a particle transport barrier. Large ELMs are also naturally suppressed in the I-mode plasmas, which makes I-mode a good candidate for burning plasmas in the future. I-mode also has little degradation of energy confinement with input heating power, while H-mode has a relatively strong degradation in energy confinement with input heating power ($\tau_E \propto P_{in}^{-0.7}$) [180].

Here, however, we are interested in studying the natural separation of energy and particle transport in I-mode from a basic physics perspective, and the correlation between turbulence and the confinement transition. Although the most evident change in the transition from low to high confinement regimes is observed in the edge region (edge pedestal), previous studies show a correlation between core turbulence and the transition from low to high confinement regimes [146, 173]. This thesis will investigate the correlation between the changes in turbulence and confinement regime. We will compare the changes in local $T_e$ fluctuations, simulated turbulence, and the self-similarity property across the transition from L-mode to I-mode and L-mode to H-mode.

1.4 Summary of physics results in the thesis

This thesis studies anomalous heat transport in the Alcator C-Mod Tokamak through new $T_e$ fluctuation measurements, profile analysis including self-similarity analysis, experimental power balance transport analysis, and linear and nonlinear gyrokinetic analysis. To be specific, we investigate the physics of important topics in fusion transport research, such as the Ohmic confinement transition, intrinsic rotation reversal, and the transition from low to high confinement regimes, via these four analysis methods.

We will first introduce a new Correlation Electron Cyclotron Emission (CECE) diagnostic in C-Mod built for this thesis, which can measure small amplitude ($\sim 1\%$) $T_e$ fluctuations in the core region. The CECE diagnostic was designed and built in C-Mod to study turbulent transport behavior in C-Mod plasmas [154, 79]. This thesis will show core $T_e$ fluctuation measurements ($0.7<r/a<0.96$) in C-Mod, and the correlation of these measurements with the transport phenomena studied in this thesis. This thesis presents the first core $T_e$ fluctuation measurements in C-Mod, and can prove the existence of measurable core $T_e$ fluctuations in C-Mod plasmas, which was an open question after a past trial showing
no $T_e$ fluctuations above the background noise level [168]. The correlation of $T_e$ fluctuations with macroscopic transport phenomena also suggests that the measured $T_e$ fluctuations are induced by drift wave instabilities, thought to be responsible for anomalous transport behavior in fusion plasmas. It is also noteworthy that the self-similarity property of radial pressure profiles in C-Mod was quantified by adopting the analysis technique applied in the TCV Tokamak [142]. Although profile self-similarity was observed in C-Mod plasmas in the past [63], this study provides the first quantitative information about profile self-similarity in C-Mod plasmas [151].

As explained in section 1.3.1, the Ohmic confinement transition (LOC/SOC transition) remains an old mystery in fusion transport research. The predominant hypothesis for this transition is that the dominant turbulence mode change from TEM to ITG is responsible for the Ohmic confinement transition. We found that $T_e$ fluctuations near the edge region ($r/a \sim 0.85$) tend to decrease across the LOC/SOC transition in C-Mod plasmas [153], which is the first local $T_e$ fluctuation measurements in LOC and SOC plasmas, and superficially indicates changes in TEM activity across the LOC/SOC transition. Self-similarity analysis shows the core radial pressure profiles keep a similar shape across the LOC/SOC transition, but that the edge profile shape changes are correlated with the transition [142, 151]. However, both linear and non-linear gyrokinetic analysis show no dominant mode change across the LOC/SOC transition, inconsistent with this hypothesis. All these results indicate that the hypothesis about the LOC/SOC transition should be revised. First, the results from $T_e$ fluctuation measurements and self-similarity analysis indicate that the changes in the edge region are related to the Ohmic confinement transition. Instead of the crude statement about the dominant mode change across the transition, we should investigate which radial region is responsible for the LOC/SOC transition. Gyrokinetic analysis results suggest no simple linear mode transition across the transition. A more realistic picture including non-linear interaction of turbulence modes should be considered to understand the LOC/SOC transition physics.

The validation study of the gyrokinetic model that considers electrostatic ion-scale turbulence (using GYRO) was performed near the edge region ($r/a \sim 0.85$) in the C-Mod Ohmic discharges. Previous validation work at C-Mod was performed only in $r/a \leq 0.8$ region [99, 78]. This study is therefore the first attempt to validate the gyrokinetic model outside of the $r/a=0.8$ region at C-Mod. We found that GYRO can reproduce the experimental ion
heat flux and the measured $T_e$ fluctuations and their spectral shapes within the uncertainty of input parameters. However, the simulated electron heat flux was underestimated compared to the experimental level. Matching $T_e$ fluctuations which come from the ion scale turbulence with the underestimation of electron heat flux, which will come from both ion and electron scale turbulence, suggests that the contribution of electron scale turbulence (ETG) is a strong candidate for this disagreement. However, further study is required in the future. The validation study results also imply that electron scale turbulence may be important in C-Mod Ohmic discharges and the LOC/SOC transition, which is not considered in the traditional hypothesis for the LOC/SOC transition.

As mentioned in section 1.3.3, intrinsic rotation reversals are correlated with the LOC/SOC transition, which may suggest a correlation between the changes in $T_e$ fluctuations at $r/a \sim 0.85$ and the intrinsic rotation reversal in the core region. A reduction of $T_e$ fluctuations near the edge ($r/a \sim 0.85$) was found between two RF heated discharges rotating in opposite directions with different average density levels ($\sim 50\%$ difference) [175, 152]. However, no changes outside the uncertainty in $T_e$ fluctuations were found in the rotation reversal discharge, in which rotation reversal occurs with smaller changes in the average electron density ($< 5\%$). A similar trend is also observed in the self-similarity analysis. This analysis shows changes in edge profile shape between two RF heated discharges with rotation reversals due to large difference in the average density ($\sim 50\%$), while no significant changes across rotation reversal were found in the rotation reversal discharge where rotation is reversed with smaller changes in the average density ($< 5\%$) [151]. Gyrokinetic analysis results also indicate no linear mode transition (ITG/TEM transition) across the rotation reversal [175]. From these results, we first notice that $T_e$ fluctuations are not directly correlated with the rotation reversal. $T_e$ fluctuations will be linked to the changes in the density level or the gradient scale length values associated with different density levels. We also obtained a similar trend in the RF heated discharges which have different density levels from $T_e$ fluctuation measurements, gyrokinetic analysis and self-similarity analysis. This may indicate that the same physics, which is responsible for the LOC/SOC transition and rotation reversals in Ohmic plasmas, can be applied to the RF heated discharges.

We also investigate the changes associated with the transition from low to high confinement regimes such as I-mode and H-mode. It is found that $T_e$ fluctuations are reduced across the transition from L-mode to I-mode [173]. We show that this reduction is correlated
with the confinement regime, not the changes in the external heating power used to induce the L/I transition [152]. These measurement results are consistent with the previous study in the DIII-D Tokamak [146]. However, the estimated $E \times B$ shearing rate is similar across the L/I transition, and we found no significant changes in the dominant turbulence mode obtained from linear stability analysis across the L/I transition. Nonlinear gyrokinetic analysis suggests changes in $E \times B$ shear and stiffness across the L-mode to I-mode transition [172].

Self-similarity analysis shows that the changes in the edge radial pressure profiles associated with the pedestal are correlated with the improvement in energy/particle confinement. It is also found that the pedestal region can be fit by a linear fit as well as the modified tanh fit [65], usually applied to the pedestal region. This new finding can be used to improve the pedestal modeling in the future. For the core profiles, we notice that the shape of the core electron temperature profiles remains similar across L/I/H transition, but the core density profile tends to be flatter in H-mode as compared to L- and I-modes. We also observe that the self-similar region, where a similar profile shape is maintained and the exponential fit is valid, is extended in $T_e$ profiles in the high energy confinement regime (I- and H-modes) [151]. Thus, we identify the changes that are correlated with the transition from low to high confinement regime, the reduction of $T_e$ fluctuations and changes in profile self-similarity in this study. In the future, we must investigate the relations among the changes in turbulence ($T_e$ fluctuations), profile self-similarity, and the low to high confinement transition.

1.5 Thesis outline

There are seven chapters and eleven appendices in this thesis.

Chapter 1 gives background information about fusion transport research. The terms that will be used in this thesis are also defined in this chapter. A summary of physics results in this study and outline are provided in this chapter as well.

Chapter 2 explains the Correlation Electron Cyclotron Emission (CECE) diagnostic in C-Mod. A brief introduction of the ECE and CECE diagnostics is first provided. We then explain the CECE diagnostic in C-Mod from its design process to the specification in the hardware. The laboratory test performed for the CECE diagnostic is also described in this chapter.
Chapter 3 introduces the analysis methods used in this study. Four related analysis methods are applied. They are CECE signal analysis, profile analysis, experimental transport analysis, and gyrokinetic analysis. Each analysis method is described in a sub-section of this chapter.

Chapter 4 presents the results for the Ohmic confinement transition. This chapter will provide new information about the changes in $T_e$ fluctuations near the edge across the Ohmic confinement transition, and will prove that the old picture of the Ohmic confinement transition is not valid and thus should be revised.

Chapter 5 studies the correlation between turbulent transport and core rotation reversal. We will show similarities between the analysis results found in the Ohmic discharges with the rotation reversals in Chapter 4 and the findings from RF heated discharges that rotate in opposite directions. The results in this chapter suggest that Ohmic confinement transition physics is not limited to the Ohmic discharges, and can be expanded into RF heated discharges as well.

Chapter 6 studies the changes in turbulence across the low to high confinement regime transition. We will show the correlation of $T_e$ fluctuations and the shape of radial pressure profiles with the confinement regime.

Chapter 7 contains the summary and conclusions of this thesis and future work.

Appendix A describes the procedure for the in-vessel mirror alignment for the CECE diagnostic.

Appendix B explains the noise issues in the CECE measurements.

Appendix C introduces the Y-factor method used to estimate the system temperature of the CECE receiver.

Appendix D explains how the calibration factor of the CECE diagnostic is estimated in the laboratory.

Appendix E shows the derivation of the $T_e$ fluctuation levels from the CECE measurements.

Appendix F describes the details of the profile analysis performed to prepare GYRO input profiles for C-Mod Ohmic discharges.

Appendix G shows the importance of non-adiabatic electron response in $T_e$ fluctuations.

Appendix H describes error analysis for experimental heat flux values obtained from TRANSP.
Appendix I describes the details of analyses performed to obtain a GYRO base run for C-Mod Ohmic discharges and error analysis for synthetic $T_e$ fluctuation levels, rotation relevant parameters (rotation frequency, $E \times B$ shearing rate), and collision frequency used in GYRO.

Appendix J shows the global gyrokinetic simulation results for C-Mod Ohmic discharges near the edge.

Appendix K provides a list of C-Mod discharges and a list of analysis codes used in this thesis.
Chapter 2

Correlation Electron Cyclotron Emission (CECE) diagnostic in Alcator C-Mod

In order to measure turbulent $T_e$ fluctuations, a new Correlation Electron Cyclotron Emission (CECE) diagnostic was designed and constructed in C-Mod as a part of this thesis work. This chapter will introduce a CECE diagnostic and describe the CECE diagnostic in C-Mod. We first need to understand Electron Cyclotron Emission (ECE) diagnostics is to understand CECE diagnostic. As will be explained in section ??, ECE diagnostics have been commonly used to measure electron temperature ($T_e$) in fusion plasmas. It is natural to consider using an ECE diagnostic to measure electron temperature fluctuations and to study the turbulent transport in fusion plasmas, discussed in section 1.2. However, an ECE diagnostic is limited in its ability to measure small amplitude ($\sim 1\%$) electron temperature fluctuations, and a cross correlation technique is required to resolve electron temperature fluctuations from ECE signals. The CECE diagnostic is an ECE radiometer which is modified for electron temperature fluctuation measurements through the cross correlation technique. In Alcator C-Mod, the CECE diagnostic was designed and installed in the 2012 campaign. In this chapter, we first briefly review the principle of ECE and its limitations as a fluctuation diagnostic. More details about ECE diagnostic can be found in [15, 18, 85]. Then, Correlation ECE (CECE) will be introduced, and details of the CECE diagnostic in C-Mod will be explained.


2.1 Principle of CECE

2.1.1 ECE diagnostic

A ECE diagnostic uses Electron Cyclotron (EC) radiation emitted due to the gyromotion of an electron in fusion plasmas using the magnetic confinement. If the relativistic effect is ignored, electrons in an external magnetic field will rotate along the magnetic field with the cyclotron frequency, \( \omega_{ce} \), defined as,

\[
\omega_{ce} = \frac{eB}{m_e}
\]  

where \( e \) is the elementary charge, \( B \) is the total magnetic field, and \( m_e \) is the mass of the electron. In addition, the cyclic cyclotron frequency, \( f_{ce} \), is \( \omega_{ce}/2\pi \).

The electromagnetic radiation emitted by the rotating charged particles along the magnetic field is called the cyclotron radiation. For electrons, it is electron cyclotron (EC) radiation. The frequencies of the EC radiation are \( \omega_{ce} \) and its harmonics, \( n\omega_{ce} \) with harmonic number, \( n \). Thus, the electrons in a plasma with an external magnetic field, such as tokamak plasmas, emit EC radiation. If the emission layer of the cyclotron radiation (or the cyclotron resonance layer) is optically thick for this radiation, this radiation will be absorbed by the emission layer. In other words, an optically thick emission (or resonance) layer will act like a black body, and this absorbed radiation and the particles will be in the local thermal equilibrium. Thus, the intensity of the radiation emitted in this layer with the same frequency as the absorbed cyclotron radiation is determined by the local particle temperature. The intensity of the emitted radiation is given as the intensity of the black body radiation with frequency, \( f \), \( B(f) \), is given by[119, 15],

\[
B(f) = \frac{f^2}{c^2} \frac{h f}{e^{hf/kT} - 1} \approx \frac{f^2 T}{c^2} \left[ \frac{W}{m^2/\text{sr}/\text{Hz}} \right]
\]  

where \( c \) is the speed of light, \( h \) is Planck’s constant, and \( T \) is the temperature of the medium in terms of energy units such as joules [J] or electron volts [eV]. The approximation used in \( B(f) \approx \frac{f^2 T}{c^2} \) is called the Rayleigh-Jeans approximation, which is valid when \( hf << kT \). This approximation is valid in most fusion plasmas since \( hf \lesssim 1 \text{meV} \), while \( T > 1 \text{eV} \) in most fusion plasmas.

It is noteworthy that the intensity of the black body radiation is proportional to the
temperature in Eq. 2.2. This indicates that once the plasma is optically thick for the EC radiation, we can measure the temperature of medium, the perpendicular temperature of electrons for the EC radiation, by measuring the intensity of the EC radiation. This measurement is useful in magnetic confined plasmas in which the toroidal magnetic field is dominant such as tokamak. This is because the toroidal magnetic field is well defined with the major radius, R, as follows.

$$B_t(R) = \frac{B_o R_o}{R}$$  \hspace{1cm} (2.3)

where, $B_o$ is the magnetic field on axis, R=$R_o$.

Since the frequency of EC radiation is defined as the magnitude of the magnetic field as given by Eq. 2.1, the emission position of the EC radiation with a certain frequency, $f$, is well defined in terms of major radius, R, in tokamak plasmas.

In order to use EC radiation for the diagnostic (ECE), we first need to determine whether or not the plasma is optically thick for the EC radiation with frequency, $f$. In the tenuous plasma limit, we can derive the equation for the intensity of the EC radiation with its frequency, $f_o$, and the well defined emission position, $s_o$. Using Kirchoff’s law and the radiation transport equation in the slab geometry, the intensity of the EC radiation, $I$, can be derived as given by [85],

$$I(f_o) = \frac{f_o^2 T_e(s_o)}{c^2} (1 - e^{-\tau})$$  \hspace{1cm} (2.4)

where optical depth, $\tau(s)$, is defined as,

$$\tau = \int_s^R \alpha \ ds$$  \hspace{1cm} (2.5)

with absorption coefficient $[m^{-1}]$, $\alpha$, defined as $\frac{1}{f \ ds}$, and path of the radiation in the slab geometry, s.

As shown in Eq. 2.4, optical depth, $\tau$, is the parameter used to determine whether or not the plasma is optically thick. Only if $\tau$ is enough to approximate $1 - e^{-\tau} \approx 1$, we can obtain the temperature from the measured intensity of EC radiation. Thus, higher $\tau$ values are desirable, and $\tau > 2$ is a sufficient condition, and $\tau > 1$ is a somewhat marginal condition, that we can use EC radiation for electron temperature measurements [15, 166]. It is noteworthy that electron temperature fluctuation measurements require higher $\tau$ value than the temperature measurements. This is because $\tau$ is the function of electron density and
Figure 2-1: Example of electron cyclotron frequency in the tokamak plasma. The emission layer of the EC radiation with a certain $f_{ce}$ is well defined with major radius, $R$.

...temperature, and the fluctuations in the electron density can contribute to the fluctuations in the measured intensity of the EC radiation in Eq. 2.4. More details will be discussed in section 3.1. Assuming a Maxwellian distribution in the electron velocity perpendicular to magnetic field, we can calculate the values of optical depth, $\tau$, and absorption coefficient, $\alpha$, for EC radiations with different harmonics ($n=1,2,3...$) and polarizations (ordinary mode, O-mode (polarization parallel to the external magnetic field) and extraordinary mode, X-mode (polarization parallel to the external magnetic field)). The formulas for these parameters can be found in [18, 85]. In tokamak plasmas, fundamental O- and X-modes and second harmonic X-modes are usually optically thick in most regions except for the edge region. However, due to the accessibility of EC radiation from the measurement position, fundamental O-mode or second harmonic X-mode is commonly used for the ECE diagnostic.

The ECE diagnostic is one of the most useful diagnostics in fusion plasma experiments. This is because we can measure the electron temperature profile from the well defined emission layer of EC radiation as shown in Fig. 2-1. In addition, ECE is a passive diagnostic, which means that we do nothing actively to the plasma to know the plasma status. All we need to do is to detect the EC radiation emitted from the plasma. However, ECE has two limitations as a diagnostic. First, ECE can measure electron temperature only if the plasma...
is in thermal equilibrium or has a Maxwellian distribution. Thus, if the plasma has non-thermal electrons due to external RF wave launching (lower hybrid or EC wave) or other reasons, it is difficult to measure the correct electron temperature from ECE. Second, it is hard to measure the turbulent electron temperature fluctuations from the ECE diagnostic. As will be explained in the next section, the heterodyne radiometer is the appropriate ECE measurement technique for fluctuation measurements (Details about each ECE measurement techniques is out of the scope, and review about various ECE measurements techniques can be found in [80]). However, the ECE radiometer has a limitation in the turbulent electron fluctuation measurements because of thermal noise in the ECE signal. It is known that the expected thermal noise level (> 1%) in the signal measured by the ECE radiometers is higher than the real electron temperature fluctuation level (~ 1% in the core region). Thus, we cannot resolve electron temperature fluctuations directly from the ECE radiometer. In the next section, the limitation of the ECE radiometer as a fluctuation diagnostic will be further discussed.

2.1.2 Correlation ECE

Radiometer

A heterodyne radiometer is used for the CECE diagnostic in C-Mod. Thus, it is required to introduce a heterodyne radiometer first to describe the CECE diagnostic in C-Mod. A radiometer is an instrument that measures the power of radiation in a well-defined frequency range. The ECE diagnostic detects the power of the EC radiation in a certain frequency range to measure the electron tempeature in a certain region in space. Thus, a radiometer is the proper survey instrument for the ECE diagnostic, and the heterodyne radiometer is widely used for the ECE diagnostic because of its good spectral and temporal resolutions [80]. The main components of the heterodyne radiometer are shown in Fig. 2-2. First, the radiation emitted from a certain object will be received by the antenna. In the heterodyne detector, the EC radiation from the plasma, which is a millimeter wave, is down-shifted to intermediate frequency (IF) signals (f < 20GHz) by a mixer and a local oscillator. The frequency range of the measured EC radiation is determined from the band pass filter with bandwidth, B\text{IF}. In other words, the radiation outside the frequency range we want to detect will be filtered out. The power of the radiation measured by the single-mode antenna
in the radiometer, $\bar{P}$ [W], with IF bandwidth $B_{IF}=B$ is given by [111, 44, 36]

$$\bar{P} = TB$$  \hspace{1cm} (2.6)

where $T$ is the temperature of the medium in units of energy. For the ECE radiometer, $T$ will be the electron temperature, $T_e$, if the plasma is optically thick. Thus, the detected power by radiometer is independent of the frequency, $f$. One may think that this contradicts Eq. 2.2, which shows that the blackbody intensity is proportional to $f^2$. The average effective cross section of the antenna is proportional to $1/f^2$ as shown in [94]. Since the detected power is proportional to the product of the intensity of the radiation and the cross section of the antenna, the frequency dependency will be cancelled out, then the detected power will be independent of the frequency as shown in Eq. 2.6.

Then, the power of this radiation is measured by a square-law detector whose output voltage is proportional to the square of the amplitude of the input signal, that is, the power of the input signal. The output of the square-law detector is smoothed by an integrator. This process can be also considered as low pass filtering. In the ECE radiometer, the video amplifier with its bandwidth, $B_{vid}$, is used to smooth the signal as an integrator as well as to amplify the signal. Then, the voltage of the smoothed signal will be measured and stored by the data acquisition system. More details about radiometers and the heterodyne detection can be found in [15] and [67].
The sensitivity of the ECE radiometer

The limitation of the ECE radiometer as a fluctuation diagnostic comes from its sensitivity limit. The sensitivity limit of the ECE radiometer, that is, the lowest temperature that the ECE radiometer can measure, is determined by the background noise level from the system noise temperature and the thermal (or statistical) noise level. In most fusion experiments, the background noise temperature ($\lesssim 10$eV) is not a barrier to the electron temperature ($\geq 100$eV) measurements. The root mean square (RMS) fluctuation level of thermal noise is determined by the radiometer formula, which is given by [15, 166],

$$\frac{\tilde{T}_{RMS}}{T} = \sqrt{\frac{2B_{vid}}{B_{IF}}}$$  \hspace{1cm} (2.7)

The thermal noise level given by Eq. 2.7 is less than 10% in most experiments, and the sensitivity of the ECE radiometer will be sufficient to measure the electron temperature. However, this thermal noise level limits the fluctuation measurements by the ECE radiometer since the thermal noise level given by Eq. 2.7 in the typical ECE radiometer exceeds the small amplitude turbulent fluctuation level ($\sim 1\%$). For example, the thermal noise level of the ECE heterodyne radiometer in Alcator C-Mod (FRCECE) is about 4% with $B_{IF}=1.5$GHz and $B_{vid}=1$MHz[31]. Thus, it is not possible to measure the turbulent fluctuations directly from a single ECE channel in the typical ECE measurements. We may increase the sensitivity by decreasing $B_{vid}$ or increasing $B_{IF}$. However, decreasing $B_{vid}$ will be limited by the required temporal resolution and increasing $B_{IF}$ will be limited by the required radial resolution for the fluctuation measurements. More details will be mentioned in Section 2.2

Cross correlation technique to resolve $T_e$ fluctuations

In order to measure electron temperature fluctuations in the presence of thermal noise, we use a Correlation ECE (CECE). CECE is a diagnostic technique used to extract small amplitude electron temperature fluctuations through standard cross-correlation analysis methods by removing incoherent thermal noise in the ECE radiometer. Let us suppose that the fluctuating parts of two ECE signals ($\tilde{T}_{e,1,2}$) have the incoherent thermal noise ($N_{1,2}$) and
common turbulent temperature fluctuations ($T_e$).

\[ T_{e,1} = N_1 + T_e \]  \hspace{1cm} (2.8)

\[ T_{e,2} = N_2 + T_e \]  \hspace{1cm} (2.9)

Then, cross-correlating two signals will be done as follows.

\[ R_{1,2} = \langle T_{e,1} T_{e,2} \rangle = \langle N_1 N_2 \rangle + \langle N_1 T_e \rangle + \langle N_2 T_e \rangle + \langle T_e^2 \rangle \]  \hspace{1cm} (2.10)

Assuming that the thermal noise for each signal is not correlated and the physical electron temperature fluctuations are not correlated to this thermal noise, then averaging the cross-correlating for enough time will give \( \langle N_1 N_2 \rangle \approx \langle N_1 T_e \rangle \approx \langle N_2 T_e \rangle \approx 0 \), and only physical electron temperature fluctuations will remain.

\[ R_{1,2} \approx \langle T_e^2 \rangle \]  \hspace{1cm} (2.11)

Consequently, the sensitivity of the fluctuation measurement through cross correlation analysis is given as follows,

\[ \frac{T_{RMS}}{T} \geq \sqrt{\frac{1}{N^{1/2}} \frac{2B_{vid}}{B_{IF}}} \]  \hspace{1cm} (2.12)

where \( N \) is the number of independent samples used in the correlation, given by \( N=2B_{vid}\Delta t \), and \( \Delta t \) is the time used to correlate two signals. When \( \Delta t \) is 0.5 sec with \( B_{IF}=1.5\text{GHz} \) and \( B_{vid}=1\text{MHz} \), the sensitivity level from Eq. 2.12 is about 0.1\%. Then the sensitivity is enough to measure the small amplitude (\( \sim 1\% \)) turbulent fluctuations.

**Required conditions for \( T_e \) fluctuation measurements through correlation analysis**

From Eq. 2.8-2.11, we find three conditions required to resolve electron temperature fluctuations through the cross correlation technique. First, there should not be any coherent noise whose level is comparable to the electron temperature fluctuations. In Eq. 2.8-2.11, no coherent noise was assumed. Since the coherent noise cannot be removed by cross-correlating two signals, it should be minimized and be negligible compared to the real electron temperature fluctuations. Second, two signals should have common or coherent physical fluctuations.
This requirement can be fulfilled by adjusting emission volumes of two signals separately within the correlation length of turbulence in both the radial and poloidal directions.

The third requirement is the uncorrelated thermal noise. There are two popular ways to obtain the uncorrelated thermal noise in two ECE signals. The first method is called "spatial decorrelation." [140] In this method, two radiometers are used, and they detect the radiations from almost the same emission volume, but through different sightlines with the separation angle larger than the given decorrelation angle, to obtain the incoherent thermal noise. Then, thermal noise will be eliminated and temperature fluctuation will remain through cross-correlation analysis of two signals. Another method is called “spectral decorrelation.” [37] In this method, only one radiometer is used, and two channels measure EC radiation from two separate frequency ranges which correspond to different emission volumes, but two volumes that overlap in physical space due to the line broadening of the EC radiation. The main broadening mechanisms are relativistic effect and Doppler effect. Although the broadening of the EC radiation will be explained in section 2.2.2, it is noteworthy that the emission volume of EC radiation will be broadened when we measure a certain frequency range of the radiation due to this broadening. If we measure a radiation emitted from a certain spatial region, then we will observe the spectral broadening. Since we measure a certain frequency of the EC radiation using radiometer, there will be a spatial broadening of the measured radiation, then it is possible to measure two EC signals with disjoint frequency band, but with partially overlapped emission volume. line broadening Since thermal noise from disjoint frequency ranges are uncorrelated, signals from these two ECE channels will have incoherent thermal noise and coherent electron temperature fluctuations from the overlapped emission volume (or the emission volume separated within a radial correlation length of the turbulence). Thus, the result obtained through this scheme after cross-correlation analysis of two signals is the same as the result obtained through the spatial decorrelation scheme. The spatial decorrelation scheme has better radial resolution than the single sightline method, and is able to measure poloidal correlation length of the temperature fluctuations[167]. However, this method has poorer poloidal resolution than the spectral decorrelation scheme, and is hard to implement since two radiometers are required and the accurate alignment of the two sightlines is critical.
Figure 2-3: Electron cyclotron frequencies with resonance and cutoff frequencies for EC emission in (a) an Ohmic discharge (shot: 1120626023, t:0.9-1.4s) and (b) H-mode discharge (shot: 1120824006, t:0.9-0.92s). $f_{ce,n}$ is the nth harmonic of the electron cyclotron frequency. In the figure, fundamental to third harmonic are presented. $f_p$ is a plasma frequency, $f_{UH}$ is an upper hybrid resonance frequency, $f_{R,L}$ are right/left hand cutoff frequencies, respectively.
2.2 Design of CECE in C-Mod

This section will explain how the CECE diagnostic in C-Mod was designed. In the design process for the CECE diagnostic in C-Mod, we need to consider several constraints from the characteristics of turbulence and the fundamental physics of EC radiation, which will be introduced in the following subsections.

2.2.1 Accessibility

We first consider the constraint from the physics of EC radiation, which is the accessibility of EC radiation. It is evident that we can measure EC radiation which can propagate from the inside of plasma to the receiver outside the plasma. This constraint will be applied generally to the ECE diagnostics as well as the CECE diagnostics. The cutoff frequency of the O-mode polarized radiation is the plasma frequency, $f_p$. That is, the O-mode radiation can propagate only when $f > f_p$. The cutoff regions for the X-mode radiation with frequency, $f$, are $f_{UH} < f < f_R$ and $f < f_L$, where $f_{UH}$ is upper hybrid resonance frequency, and $f_{L,R}$ are the left/right-hand cutoff frequencies. These frequencies are given as follows.

$$f_p = \sqrt{\frac{n_e e^2}{m_e \varepsilon_0}} \quad (2.13)$$

where $\varepsilon_0$ is a vacuum permittivity.

$$f_{UH} = \sqrt{f_{ce}^2 + f_p^2} \quad (2.14)$$

$$f_{R,L} = f_{ce} [\pm 1 + \sqrt{1 + 4f_p^2/f_{ce}^2}]^{1/2} \quad (2.15)$$

As shown in Eq. 2.13-2.15, cutoff frequencies depend on $f_p$ and $f_{ce}$. $f_p$ and $f_{ce}$ are the functions of density and total magnetic field, respectively. Thus, these two factors will determine the accessibility of the EC radiation. It is noteworthy that the cutoff frequencies are proportional to density (or $f_p$). Thus, high density will limit the ECE measurements. Figure 2-3(a) and (b) show the harmonics ($n=1,2,3$) of EC frequency with the cutoff and resonance frequencies in the low-field side in the Ohmic(shot : 1120626023) and H-mode (shot : 1120824006) discharges, respectively. In Fig. 2-3(a), we can see that the fundamental X-mode is not accessible since there is a cutoff region where $f_{UH} < f_{ce} < f_R$ along the
beam path to outside the plasma. Thus, among optically thick EC emissions mentioned in Section 2.1.1, which are fundamental O- and X-modes and second harmonic X-mode, fundamental X-mode is not appropriate for the ECE diagnostic due to the limited accessibility. We also note that $2f_{ce}$ is higher than $f_R$ in Fig. 2-3(a), which is typical in most ECE measurements in fusion experiments. Thus, the cutoff frequency for the second harmonic X-mode will be $f_R$ in the ECE measurements. The cutoff densities of fundamental O-mode and second harmonic X-mode can be calculated from $f_{ce} = f_p$ and $2f_{ce} = f_R$, respectively. The cutoff density for the fundamental O-mode is $n_{cutoff, O_1} = f_{ce} m_e e^2 / e$, and the cutoff density for the second harmonic X-mode is $n_{cutoff, X_2} = 2f_{ce} m_e e^2 / e^2$. Thus, second harmonic X-mode has two times higher cutoff density. For this reason, between fundamental O-mode and second harmonic X-mode, second harmonic X-mode has a wider density range for the ECE measurements. Figure. 2-3(b) is the relevant example. In the H-mode discharge which has high density, you can see that the fundamental O-mode is not accessible in $r/a>0.4$, while the second harmonic X-mode is still accessible in the whole radial region. Because of better accessibility, second harmonic X-mode is widely used in the ECE measurements in present fusion experiments, and the CECE diagnostic in Alcator C-Mod will also detect the second harmonic X-mode in the low-field side.

2.2.2 Resolution of the ECE diagnostic

The CECE diagnostic should have enough temporal and spatial resolution to measure turbulent electron temperature fluctuations. Temporal resolution of the ECE radiometer is determined by the video bandwidth, $B_{vid}$, and we can measure the fluctuations whose frequency, $f$, is $0 < f < B_{vid}$. Thus, $B_{vid}$ should be sufficiently higher than the typical frequency of the turbulent fluctuations.

The finite sample volume of the measurements limits the fluctuation measurements. This is because the fluctuations whose wavelength (or correlation length) is shorter than the dimension of the sample volume in each direction (poloidal, radial and toroidal) will be averaged out [23]. The spatial resolution for the turbulence measurements with the dimension of the sample volume in a certain direction, $d$, is given by[166],

\begin{equation}
    k \lesssim \frac{2\pi}{d}
\end{equation}

100
where \(k\) is the wavenumber of the turbulence sensitive to the measurements.

Thus, each dimension of the emission volume should be shorter than the correlation length of the turbulent fluctuations in each direction. The poloidal and toroidal spatial resolutions of the ECE diagnostic are determined by the optical system, including the antenna and lens or other focusing components and collimating components. The beam pattern determined by the optical system defines the dimension of emission volume in the poloidal and toroidal directions, and the determined poloidal and toroidal dimensions of the emission volume limit the poloidal and toroidal resolutions for turbulence measurements.

Radial resolution of the ECE diagnostic is determined by the spectral broadening of EC radiation, reabsorption and IF bandwidth, \(B_{IF}\). It is known that relativistic and Doppler broadenings are the main mechanisms for the spectral broadening of EC radiation and other broadening mechanisms such as natural broadening and collision broadening are negligible in fusion plasmas [85]. The relativistic broadening comes from the decrease of the frequency of EC emission due to the relativistic mass increase with the total velocity of each particle, and Doppler broadening is due to the change of the detected frequency by Doppler effect. These effects can be observed in the equation for EC frequency with the consideration of relativistic mass increase and the emission angle (detection angle) to the magnetic field, \(\theta\), as follows.

\[
\omega_{ce} = \frac{eB(1 - \beta)^{1/2}}{m_e(1 - \beta\| \cos \theta)}
\]  

where \(\beta = v/c, \beta\| = v\|/c, c\) is the speed of light, \(v\) is the velocity of the electron, \(v\|\) is the velocity of the electron parallel to the magnetic field.

As shown in Eq. 2.17, the relativistic broadening with mass increase by \((1 - \beta)^{-1/2}\) decreases \(f_{ce}(= \omega_{ce}/2\pi)\) by \((1 - \beta)^{1/2}\), and Doppler broadening decreases or increases \(f_{ce}\) by \((1 - \beta\| \cos \theta)\). We also notice that the Doppler broadening effect can be minimized by detecting EC radiation with emission angle, \(\theta \approx 90^\circ\) although relativistic mass increase cannot be avoided. Within the emission layer of the EC radiation with \(f_{ce}\) determined by these broadening mechanism, this EC radiation will be absorbed and re-emitted at the black body level if the emission layer is optically thick [158]. This reabsorption effect will increase the radial resolution limited by the radial broadening. Last, the ECE diagnostic will measure EC radiation with the finite frequency range, \(B_{IF}\), not one specific frequency value, \(f_{ce}\). Thus, larger \(B_{IF}\) will increase the radial dimension of the emission volume, though
it will improve the sensitivity of the radiometer for fluctuation measurements as shown in Eq. 2.7. In order to calculate the radial width of EC emission layer, these effects should be considered, and the detailed calculation will be shown in section 2.3.3.

2.2.3 Design constraints due to the characteristics of turbulence

The design of the CECE diagnostic in C-Mod was also constrained by the characteristics of the turbulence simulated by a gyrokinetic simulation (GYRO). In the past, attempts to measure electron temperature fluctuations in Alcator C-Mod using the ECE heterodyne radiometer (FRCECE) [31] did not resolve broadband fluctuations above the sensitivity limit [168]. Three possible explanations for this null result were given in [168]. First, there are no turbulent electron temperature fluctuations, above the sensitivity limit, in Alcator C-Mod plasmas. Second, large spot size (~4cm) in the measurements do not give enough poloidal resolution to measure the electron temperature fluctuations. Third, off-axis view (below the midplane) might affect the measurements. Nonlinear gyrokinetic simulations using the GYRO code [28] were used to reexamine these explanations [176]. GYRO is a code used to find the perturbed distribution function, \( \delta f \), by solving the non-linear gyrokinetic equation. Characteristics of turbulence in the plasmas can be studied through GYRO simulation. More details about GYRO will be given in Chapter 3. The gyrokinetic simulation (GYRO) results in [176] show that turbulent electron temperature fluctuations should exist in Alcator C-Mod plasmas and that variation of electron temperature fluctuation levels with the different poloidal angles is small, which suggests that the first and third explanations are not valid.

These simulation results first suggest the decorrelation scheme used for the CECE diagnostic in C-Mod. It was shown by these simulations that the large beam diameter as used in past measurements [168] results in filtering out of most turbulent fluctuations. Thus, a small beam diameter will be the first constraint obtained from the gyrokinetic simulations. Figure 6 in [176] shows that beam diameter should be equal to or smaller than about 1cm to measure core electron temperature fluctuations. As discussed in section 2.1.2, the spectral decorrelation scheme is more appropriate than the spatial decorrelation scheme when high poloidal resolution is required. Thus, the spectral decorrelation scheme is more proper for
the CECE diagnostic in C-Mod. Besides, due to the spatial constraints, it is hard to find the space for two radiometers, which are required for spatial decorrelation scheme, in Alcator C-Mod. Thus, we will use the spectral decorrelation scheme for the CECE diagnostic in C-Mod.

Second, the gyrokinetic simulations predict that the radial correlation length of the turbulence is less than 1cm (0.4-0.8cm) at $\rho \sim 0.5$, where $\rho$ is normalized square root of toroidal flux. This gives a constraint in the IF (Intermediate Frequency) bandwidth and on the spacing of neighboring IF filters. As mentioned in section 2.1.2, in order to obtain electron temperature fluctuations through correlation technique (single sightline correlation method), two channels should be separated in frequency space, but they should have the coherent temperature fluctuations. For these conditions, the two channel separation should be smaller than the radial correlation length. For the second harmonic EC radiation, 0.4 cm radial distance corresponds to about 1GHz separation in the frequency space. At least two channels should be totally separate within 1GHz, and it will limit the IF bandwidth, $B_{IF} \leq 250$MHz with the consideration of the margin from the fact that the bandwidth of the filter is usually 3dB bandwidth.

Third, the receiver should be able to measure high frequency fluctuations, which can extend to about 0.3 MHz in the core of C-Mod plasmas, due to the effects of ExB flow that Doppler shift the measured laboratory-frame fluctuation power spectrum. This sets the lower limit on the video bandwidth, $B_{vid} \geq 0.5 \sim 1.0$MHz. Last, the sensitivity of CECE diagnostic, given by Eq. 2.12, should be less than 0.5%, since fluctuations are predicted to be between 0.5-2.0% in the core region. With $B_{IF}=100$MHz and $B_{vid}=1$MHz, we need 0.32 sec averaging time to obtain 0.5% sensitivity level given by Eq. 2.12. However, as mentioned in [140], we need to note that a lower sensitivity level than the fluctuation level that we are trying to measure is required to resolve the fluctuations clearly. Thus, increasing the averaging time, reducing the video bandwidth or increasing the IF filter bandwidth will be required to reduce the sensitivity level and measure 0.5% fluctuation level in the experiments. The design constraints obtained from gyrokinetic simulations are summerized in table 2.1.

It is noteworthy that the design constraints obtained in this section is different then requirements for a profile radiometer. For the profile radiometer, we do not have to consider the thermal noise level, since the important value in the measurements using the profile radiometer will be a DC level, not its fluctuations. In the same reason, we also do not have
the lower limit for the video bandwidth. The dimensions of the emission volume should be
determined from the correlation length of the turbulence in the CECE design. In contrast,
the profile radiometer does not have a serious constraint for the size of the emission volume.
For the radial dimension, we may want to find the optimum IF bandwidth \((B_{IF})\) due to the
tradeoff between the sensitivity limit and the radial resolution in the CECE design. In the
profile measurements, we do not have to use the small value of \(B_{IF}\) much smaller than the
radial broadening width of the EC radiation. Depending on the radial broadening width
and the number of points in the profile, \(B_{IF}\) will be determined in the profile radiometer.
In the poloidal direction, we may want to have a flat beam pattern over the plasma for the
profile measurements. In the CECE design, higher poloidal resolution will be required for
the region which has smaller correlation length than the other regions.

<table>
<thead>
<tr>
<th>Findings from the gyrokinetic simulation</th>
<th>Design constraint</th>
</tr>
</thead>
<tbody>
<tr>
<td>Large spot size filters (T_e) fluctuations</td>
<td>New optical system should be designed for small spot size((~1\mathrm{cm})</td>
</tr>
<tr>
<td>Radial correlation length is less than 1cm</td>
<td>(B_{IF} \leq 250\mathrm{MHz})</td>
</tr>
<tr>
<td>The frequency of fluctuations is up to 300kHz</td>
<td>(B_{uid} \geq 0.5\mathrm{MHz})</td>
</tr>
<tr>
<td>(0.5 \leq \frac{T_e}{\bar{T}_e}(%))</td>
<td>Sensitivity level of CECE should be lower than 0.5%</td>
</tr>
</tbody>
</table>

Table 2.1: Design constraints for CECE diagnostic in Alcator C-Mod given from
gyrokinetic simulation (GYRO)[176].

## 2.3 Overview of CECE system

Following the constraints in section 2.2.3, a CECE diagnostic for C-Mod was designed and
built. This section will describe the details of the CECE diagnostic in C-Mod. This CECE
diagnostic consists of two parts. The first part is the optical system, which determines
the CECE beam pattern in the plasmas and collects the emission. The second part of
the diagnostic is the receiver. Each part will be described first in this section. We will
also estimate the radial broadening width of the CECE diagnostic in this section. This
estimation is required to develop a synthetic diagnostic for the CECE diagnostic in C-Mod.
A synthetic diagnostic is a computational model used to consider experimental conditions in the simulated quantities to compare simulation results with measurements. A synthetic diagnostic for the CECE diagnostic in C-Mod will be introduced in section 3.4.4, and the comparison of a synthetic $T_e$ fluctuations with the CECE measurements will be performed in Chapter 4.
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**Figure 2-4**: CECE diagnostic with C-Mod plasma (shot 1120221014, t=1.0 sec). The 1/e beam width along the line of sight is shown as blue curve.

### 2.3.1 Optical system for the CECE diagnostic

We will first describe the optical system for the CECE diagnostic in C-Mod. The CECE radiometer collects 2nd harmonic X-mode electron cyclotron emission (230-248GHz), viewing the plasma from the low field side approximately 7 cm above the midplane in the region, $\rho \sim 0.8$, where $\rho$ is normalized square root of toroidal flux. Due to the limited space in
C-Mod, the upper port in A-port is used for the new CECE diagnostic in C-Mod. The antenna pattern from the initial optical design overlaid on a contour plot of flux surfaces for a typical C-Mod plasma with the CECE optical system is shown in Fig. 2-4. The optical system (drawn to scale) consists of two in-vessel stainless steel mirrors (flat and off-axis parabola mirror), and outside the vessel an aspherical HDPE (High Density Polyethylene) collimating lens and corrugated, high gain scalar horn antenna (230-270GHz). In this system, the antenna beam pattern is determined by the in-vessel parabolic mirror. The flat mirror is used to change the direction of beam path, and the ex-vessel HDPE lens focuses the beam onto the antenna.

**Design of the optical system**

As shown as Table 2.1, small beam size is required for the $Te$ fluctuation measurements in C-Mod. In order to design the optical system with small beam diameter, Gaussian beam calculations were used. The beam radius of a Gaussian beam, $w$, which is 1/e electric field radius, is given by \[58\]

$$w = w_o \left[ 1 + \left( \frac{\lambda z}{\pi w_o^2} \right)^2 \right]^{0.5}$$  \ (2.18)

where, $w_o$ is the beam waist radius, $\lambda$ is the wavelength of the beam, and $z$ is the distance from the focal position of the beam, where $w = w_o$.

Since the flat mirror does not contribute to the beam pattern and the parabolic mirror is used as the focusing lens, we can consider this optical system as a 1D system with the antenna and two lenses. Although the beam is emitted from the plasma, we can also think of the EC radiation as starting from the antenna to the plasma from the general law of reciprocity\[119\]. Thus, we can consider the Gaussian beam with the beam waist, $w_o$, propagating from the antenna. The beam will be collimated by an ex-vessel lens by setting the distance between the antenna and the ex-vessel lens to the same as the focal length of the lens. Then, the collimated beam will be focused in the plasma by the in-vessel lens (parabolic mirror). In the 1-D system, the parabolic mirror can be considered as the lens whose focal length is the effective focal length (EFL) of the parabolic mirror. EFL is defined as the distance from the center of the surface of the off-axis parabolic mirror to the focal point. In order to calculate the transformed Gaussian beam by the lens, the thin lens approximation is used as shown in Eq. 3.31a and 3.31b in \[58\]. In addition, a z-cut crystal quartz window was used at
Figure 2-5: Gaussian beam calculation for optical system design. (a) The calculation of Gaussian beam propagation in the designed optical system. (b) The change of focal point depending on the different collimating lenses.

The initial beam waist is 0.12 cm in the CECE optical system, and this value was determined by the scalar horn antenna (SFH-04-R0390), manufactured by Millitech. With the given initial beam waist, the parabolic mirror and the focal length of the collimating lens were adjusted to obtain the small beam diameter (~1 cm) in the plasma. The initial design result with EFL of parabolic mirror=23.4 cm and focal length of ex-vessel lens=10.0 cm is shown in Fig. 2-5(a). The final beam diameter is about 2w=1.3 cm at \( \rho = 0.2 \) (2w = 1.5 cm at \( \rho = 0.5 \)), where w is the 1/e electric field radius. In the calculation, it was also found that we can change the focal point of the Gaussian beam by changing the collimating lens. Depending on the focal length of the collimating lens, beam spreading on the parabolic mir-
ror can be varied. When the beam size on the parabolic mirror is increased, the focal point moves radially deeper into the plasma. Thus, we can adjust the focusing point by changing the ex-vessel lens without changing the in-vessel components. One possible configuration is shown in Fig. 2-5(b). By changing the focal length of collimating lens from 10cm to 7.6cm, the focal point moves 3.2cm further into the plasma.

Installation of the optical system

Figure 2-6: (a) In-vessel optical system for CECE diagnostic in C-Mod (b) front-end components for selecting 2\textsuperscript{nd} harmonic EC emission (232-248 GHz)
Following the initial design parameters, the parabolic and flat mirrors and their housings were fabricated and installed in the vessel as shown in Fig. 2-6(a). It is noteworthy that the width of the in-vessel mirrors was set to 8.6cm, which is more than 4 times larger than the estimated beam diameter at the mirror, to prevent the loss of beam power due to the small area of the mirrors. In the installation of mirrors, laser pointers are used to align the mirrors since the housing for the mirrors can be tilted toroidally and radially. The position of mirrors and housing was aligned by iterating the position of the housing until the beams from four laser points hit the co-centric inner wall target located at the expected position of the beams when the mirrors are correctly installed. This alignment process was performed every time the optical system was upgraded by replacing the parabolic mirror. More details about the alignment process will be explained in appendix A. As shown in Fig. 2-6(b), the ex-vessel lens and antenna were installed in front of the diagnostic port with the RF section of the CECE receiver, which will be discussed in section 2.3.2. Fig. 2-6(b) also shows that the distance from the collimating lens to the antenna with RF section components can be adjusted to modify the antenna beam pattern by replacing the ex-vessel collimating lens as discussed in the last paragraph.

**Upgrades in the optical system**

With the initial optics, which set the poloidal resolution of CECE to \( k_\theta \leq 4.8 cm^{-1} \), no electron temperature fluctuations were measured. This may indicate that the initial beam pattern was not enough to resolve the fluctuations in Alcator C-Mod. A new parabolic mirror was designed with smaller beam width (< 1cm) near the focal point. The upgraded system was also optimized for the measurements near the edge (\( \rho \sim 0.8 \)) since the fluctuation level is larger at outer radii, as shown by the previous experiments in other devices[37, 178]. Fig. 2-7 shows the upgraded beam pattern with the initial beam pattern. With the upgraded optics (EFL of parabolic mirror=14.5cm, focal length of collimating lens=7.5cm), the EC radiation beam was focused near \( \rho \sim 0.8 \) with the beam diameter, \( d \sim 0.6 \)cm. The poloidal resolution of CECE is improved as \( k_\theta \leq 9.8 cm^{-1} \) (\( k_\theta \rho_s \leq 0.3 \)), where \( \rho_s \) is the sound gyroradius, which is defined by \( \rho_s = c_s/\Omega_{ci} \), where \( c_s = \sqrt{T_e/m_i} \) and \( \Omega_{ci} = eB/m_ic \). With the improved poloidal resolution, the electron temperature fluctuations near the edge (\( \rho \sim 0.8 \)) were resolved. By replacing the collimating lens with a shorter focal length, \( f=5 \)cm, we expand the measurement region to \( \rho \sim 0.7 \) region. This indicates that high poloidal resolution with
small beam diameter is critical in the electron temperature fluctuation measurements in Alcator C-Mod.

2.3.2 CECE receiver

This section will describe the details of the CECE receiver. As shown in Fig. 2-8, the CECE receiver consists of an RF and an IF section. The RF section accepts high frequency signals (230-248 GHz) and downshifts these signals to the intermediate frequency (IF) range (2-18 GHz). The components in the RF section include a band pass filter, a local oscillator (LO), an active multiplier chain, a sub-harmonic mixer and a first amplifier for IF frequency signals.
Figure 2-8: The block diagram of CECE receiver
After the scalar horn antenna, the input RF frequency range is chosen to be 232-248GHz by a band pass filter (FIB-04-01000 by Millitech), then these signals are down-shifted by the sub-harmonic mixer (second harmonic operation, MSH-04-250 by Millitech). The other signal (f=15.625GHz) for the mixer is generated by an LO (TGM1610AC by TelGaAs Inc.). The active multiplier chain (AMC-08 by Millitech) multiplies the frequency of the signal 8 times. Thus, the frequency of the other signal in the mixer is 125GHz. The frequency of the output signal through the second harmonic operation in the sub-harmonic mixer, which is mixing the 232-248GHz signal from plasma with the 250GHz (125×2 GHz) signal from LO and the multiplier chain, will be 2-18GHz. Last, the output signal is amplified 33dB by the first low noise amplifier for IF signals (ABL1800-11-3330 by Wenteq Microwave Corp.).

In order to prevent any negative effects on the electronics due to the stray magnetic field, RF components were shielded by mu-metal (thin nickel foil, thickness~0.01 inch). The RF components with the RF box is shown in Fig. 2-9(a).

The signal is then transmitted to the relatively low frequency components (IF section) through a 6.1m low loss SMA cable (SCF651410-300, loss rate : 0.45dB/FT at 10GHz, manufactured by Fairview Microwave). The IF section consists of two boxes. At the initial operation, only one IF box which consisted of 4 channels with fixed frequency IF filters was in the IF section. Later, the IF section was ungraded by adding another IF box with another 4 channels including 2 tunable frequency channels [79]. The signal is divided in each IF section by a power divider (MP0218-2 by Fairview Microwave). In each IF box, the signal is attenuated by the attenuator (SA18E-XX, XX : attenuation level [dB], (ex) SA18E-03 indicates 3db attenuator.) before being amplified 39dB by a second low noise amplifier (AFS5-02001800-24-10P-5 by MITEQ). The attenuation can be varied, but usually 10-16dB attenuation was used for the first box and no attenuation was applied to the second box.

In each box, the signal is split into four channels by power divider, and in each channel the signal is filtered by IF band pass filter (MP0218-4 by Fairview Microwave). As mentioned above, all four of the filters have the fixed center frequency whose range is 4-14GHz and 3dB bandwidth $B_{IF}=200MHz$ (6CF7-XXXX/YYYY-S, XXXX : center frequency [MHz], YYY : 3dB bandwidth, by Lorch Microwave. (ex) 6CF7-8500/200-S for the filter whose center frequency is 8.5GHz and 200MHz bandwidth.) in the first IF box. In the second IF box, two of them are the same kind of filters used in the first IF box and the other two filters are
Yttrium Iron Garnet (YIG) bandpass filters (MLFP-1629PA by Micro Lambda Wireless). The YIG filters are shielded by a magnetic housing made of quarter inch, low-nickel stainless steel to avoid the effect from stray magnetic field \[89\]. The center frequencies of these filters are remotely tunable between 6-18GHz by external voltage (0-10V) with a 3dB bandwidth, \( B_{1f} = 200\text{MHz} \). It is worth noting that IF bandwidth, \( B_{1f} \), was conservatively selected as 100MHz in order to ensure that the two filters can measure emission in disjoint frequency bands within a radial correlation length (<1cm) of the turbulence. However, it was hard to resolve the electron temperature fluctuations clearly with 100MHz filters in the experiments. This may indicate that the sensitivity level of the CECE radiometer was not enough. Once 100MHz filters were replaced by 200MHz filters, the fluctuations were resolved more clearly, and 200MHz filters were used in most measurements from the discharge 1120626023. (That is, for the shot number higher than 1120626023, 200MHz filters were used. Before this discharge, both 100MHz and 200MHz filters were used to test them.)

Inner DC blocks (SD 3244) were added before and after IF filtering to prevent the noise due to ground loops. The power of these signals is measured by a square-law detector (Schottky diode detector, 8472B by Agilent). The output of this detector has negative polarity. The pairs of the detectors whose responses with the input power are matched are used for each of the two CECE channels, which will be used in the correlation analysis. We note that the responses of all channels are adjusted to be similar as will be shown in section 2.4.1. The load resistor was added after the square law detector to extend the square law region (from \( \sim -18 \text{ dBm} \) to \( \sim -10 \text{ dBm} \) from the data sheet\[9\]) where the output voltage signal of the detector is proportional to the square of the amplitude of the input signal, i.e., power of the input signal. Since the amplification in the IF section is limited by the input power range of square law region in the detector, adding the load resister is desirable in most measurements. Extending the square law region of the detector will broaden the range of the temperature, including its fluctuations which can be measured by the CECE diagnostic with fixed amplification. If the signal amplitude from the highest temperature plasma is still far below the saturated region of the square law detector, then we can amplify the signal more to improve signal to noise ratio.

The output signal from the detector is passively high pass filtered at around 10kHz before amplification by a video amplifier to remove the direct current (DC) signal which is proportional to electron temperature. This high pass filtering allows us to amplify fluctuation
signals to obtain higher signal to noise ratio. In other words, eliminating the DC signal by high pass filtering allows us to use the full dynamic range of the video amplifier and digitizer for the fluctuation measurements. With the DC signal, the amplification will be limited by the dynamic range of video amplifier (16V$_{pp}$) and the voltage range of digitizer (|V| ≤ 10V). As will be shown in section 2.4, the passive high pass filters were added after we checked CECE radiometer functioned as an ECE radiometer.

The high pass filtered signal is amplified by a video amplifier (351A-2-4.7-NI, by Analog Modules, INC.) with video bandwidth, $B_{vid}$=6.5MHz and the varied voltage ratio gain, $G$=100-1000. $B_{vid}$=6.5MHz is too large to obtain enough sensitivity to measure the small amplitude fluctuations (0.5-1.0%). Digital low pass filtering was used to decrease $B_{vid}$ in post processing, improving the sensitivity of the CECE radiometer. In the measurements, $B_{vid}$ is usually set to 0.5-1MHz. Last, the amplified signal in each channel which is proportional to the power of the EC radiation, i.e., electron temperature for the optically thick plasmas, is transmitted to the digitizer (ACQ216CPCI-16-50 by D-Taq) by BNC cables. The 50 ohm termination is added at the output of the video amplifier to eliminate the noise due to the impedance mismatching with the digitizer whose input impedance is high (5k ohm). The details about noise due to the impedance mismatching with the digitizer is discussed in Appendix B. The sampling rate of digitizer can be chosen between 6 and 10Ms/s. We observed the electron temperature fluctuations with both 6 and 10 Ms/s, and most fluctuation measurements were performed with 6Ms/s. Figure 2-9(b) shows the first IF box in the laboratory.
2.3.3 Estimation of radial broadening width of CECE

The radial broadening width of the CECE diagnostic was estimated with the consideration of Doppler and relativistic broadening, as described in this section. Doppler and relativistic broadening are the main broadening mechanisms of the EC radiation as mentioned in section 2.2.2. The Doppler broadening effect can be ignored when the observation angle is close to 90 degree from the magnetic field. In this case, including most ECE measurements in fusion experiments, the radial broadening is determined mainly by relativistic broadening. However, toroidal beam spreading on the surface of the in-vessel mirror makes the Doppler broadening effect comparable to the relativistic effect in Correlation ECE (CECE) measurements in C-Mod. Assuming that the plasma is tenuous, which means the refractive index of the plasma, $N_p$, is equal to 1, the radiation intensity of a certain frequency, $f$, at a certain point, $s_2$, $I(f, s_2)$ is given by [18],

$$I(f, s_2) \sim \int_{s_2}^{s_2} \alpha(f, s)B(f, s)\exp(-\tau(f, s)) \, ds$$

(2.19)

where $\alpha$ is the absorption coefficient, $\tau$ is the optical depth, and $B(f, s)$ is the black body radiation intensity. The definitions of each variable are given as follows [85].

$$\alpha(f, s) = \frac{\pi e^2 n_e m^{2m-1}}{2c m_e \epsilon_o (m - 1)!} \left( \frac{T_e}{2m_e c^2} \right)^{m-1} (\sin \theta)^{2(m-1)} (1 + \cos^2 \theta) \frac{\phi(f, \theta)}{2\pi}$$

(2.20)

with harmonic of cyclotron radiation, $m$, observation angle from magnetic field, $\theta$, shape function of the radiation with frequency, $f$, $\phi(f, \theta)$.

When the plasma is optically thick, radiation intensity, $I(f, s_2)$, can be approximated as $I(f, s_2) \approx \alpha(f, s_2)B(f, s_2)\exp(-\tau(f, s_2))$, and this approximated form will be used to calculate the radiation intensity at each position. For this calculation, the shape function, $\phi(f, \theta)$ should be calculated, which is defined as,

$$\phi(f, \theta) = \frac{j_m(f, \theta)}{j_m(\theta)}$$

(2.21)

where, $j_m(\theta)$ is a total emissivity for a single harmonic, $m$, and $j_m(f, \theta)$ is a emissivity of a certain frequency, $f$, for a single harmonic, $m$. Thus, $\int \phi(f, \theta) \, df = 1$.

Assuming a Maxwellian distribution, $j_m(\theta)$ and $j_m(f, \theta)$ are given as follows [85].
\[ j_m(\theta) = \frac{e^2 \omega_m^2 n_e m^{2(m-1)}}{8\pi\varepsilon_0 c (m - 1)!} (\sin \theta)^{2(m-1)}(1 + \cos^2 \theta) \left( \frac{T_e}{2m_e c^2} \right)^m \]  

(2.22)

\[ j_m(f, \theta) = \frac{e^2 \omega_m^2 m^{2(m-1)}}{4\pi\varepsilon_0 c (m - 1)!^2} (\sin \theta)^{2(m-1)}(1 + \cos^2 \theta) \times \]

\[ c^3 \int \int \delta\{1 - \beta_\parallel \cos \theta\} \omega - m \omega_c f_M(\beta_\perp, \beta_\parallel) \left( \frac{\beta_\parallel}{2} \right)^{2m} 2\pi \beta_\perp d\beta_\perp d\beta_\parallel \]  

(2.23)

where \( \beta = \frac{\omega_c}{c} \), \( \omega_c \) is the electron cyclotron frequency, \( \omega_c = \frac{Q}{\gamma} \) with \( \Omega = \frac{eB}{m_e} \) and \( \gamma = (1 - \beta^2)^{-1/2} \). Also, \( \omega_m = m\Omega, \omega = 2\pi v \) and \( f_M \) is the Maxwellian distribution.

As indicated in Eq. 2.23, it is hard to obtain analytic expression for \( j_m(f, \theta) \) (and \( \phi(f, \theta) \)) due to the integral in \( j_m(f, \theta) \) unless \( \theta = \frac{\pi}{2} \). However, we may be able to calculate Eq. 2.23 numerically for any \( \theta \) value. For numerical integration, we first change variables \((\beta_\perp, \beta_\parallel)\) as follows.

\[ (\beta_\perp, \beta_\parallel) \rightarrow (\beta, \psi) \text{ with } \beta_\parallel = \beta \cos \psi, \beta_\perp = \beta \sin \psi \]

(2.24)

\[ \beta_\perp : [0, 1], \beta_\parallel : [-1, 1] \rightarrow \beta : [0, 1], \psi : [0, \pi] \]

Then, Eq. 2.23 will be,

\[ j_m(f, \theta) = \frac{e^2 \omega_m^2 m^{2(m-1)}}{4\pi\varepsilon_0 c (m - 1)!^2} (\sin \theta)^{2(m-1)}(1 + \cos^2 \theta) \times \]

\[ c^3 \int \int \delta\{1 - \beta \cos \psi \cos \theta\} \omega - m \omega_c f_M(\beta, \psi) \left( \frac{\beta \sin \psi}{2} \right)^{2m} 2\pi \beta^2 \sin \psi d\beta d\psi \]  

(2.25)

Let \( g(\beta) = (1 - \beta \cos \psi \cos \theta) \omega - m(1 - \beta^2)^{1/2}\Omega \), and \( \theta \) is considered as the give value. Then, using the property of the delta function, i.e., \( \delta(g(\beta)) = \frac{1}{|g'(\beta_0)|} \delta(\beta - \beta_0) \) with \( g(\beta_o) = 0 \) and \( g'(\beta) = \frac{dg}{d\beta} \), the integrand in Eq. 2.25 can be written as Eq. 2.26.

\[ j_m(f, \theta) = \frac{e^2 \omega_m^2 m^{2(m-1)}}{4\pi\varepsilon_0 c (m - 1)!^2} (\sin \theta)^{2(m-1)}(1 + \cos^2 \theta) \times \]

\[ c^3 \int \left( \frac{1}{|g'(\beta_o(\theta, \psi))|} \right) f_M(\beta_o(\theta, \psi), \psi) \left( \frac{\beta_o(\theta, \psi) \sin \psi}{2} \right)^{2m} 2\pi \beta_o(\theta, \psi)^2 \sin \psi d\psi \]  

(2.26)

where \( |g'(\beta)| = | - \cos \psi \cos \theta \omega + \beta(1 - \beta^2)^{-1/2} \omega_m| \), and \( \beta_o(\theta, \psi) \) value is as follows.
Figure 2-10: The radiation shape function of 242GHz beam when $T_e(0)=2$keV, $n_e(0) = 10^{20} m^{-3}$, observation angle, $\theta = 90^\circ$, black : numerical calculation from Eq. 2.28, red : the result from analysis expression for the relativistic broadening, Eq. 2.29

\[
\beta_o(\theta, \psi) = \frac{\omega^2 \cos \psi \cos \theta \pm \sqrt{\omega^4 \cos^2 \psi \cos^2 \theta - (\omega^2 - \omega_m^2)(\omega^2 \cos^2 \psi \cos^2 \theta + \omega_m^2)}}{\omega^2 \cos^2 \psi \cos^2 \theta + \omega_m^2}. \quad (2.27)
\]

Thus, at each $\psi$ value, we can calculate $\beta_o(\theta, \psi)$ values and the integrand value in Eq. 2.26 for each $\beta_o(\theta, \psi)$ value. Then, by summing whole integrand values, the $j_m(f, \theta)$ value is easily obtained. It is possible that $\beta_o$ value in Eq. 2.27 is complex or this value is not between 0 and 1 even when it is real. These cases should be excluded in the calculation because they are not physically possible solutions. From Eq. 2.21, 2.22 and 2.26, the shape function, $\phi(f, \theta)$ can be obtained from the following equation.

\[
\phi(f, \theta) = \frac{2\pi}{m} c^3 \left(\frac{2m_e c^2}{e}\right)^m \int \left[\frac{f_M(\beta_o(\theta, \psi))}{n_e}\right] \frac{1}{g}(\beta_o(\theta, \psi)) \left(\frac{\beta_o(\theta, \psi)}{2}\right)^{2m} \sin \psi \, d\psi \quad (2.28)
\]
In order to check whether the result of the shape function, $\phi$, from numerical integration is correct or not, the results from Eq. 2.28 were compared with the analytic expressions in the extreme cases, in which either relativistic or Doppler broadening is dominant. When relativistic broadening is dominant ($\theta = \pi/2$), the shape function, $\phi$ is given by as follows [85].

$$
\phi(f, \pi/2) = \frac{\pi^{1/2}\omega T_e}{(m\Omega)^{m+\frac{3}{2}}} \left( \frac{2m_e}{2m+1} \right) \left( 1 - \left( \frac{1}{m\Omega} \right)^2 \right)^{m+\frac{1}{2}} \exp \left( -\frac{m_e c^2}{2T_e} \left( 1 - \left( \frac{1}{m\Omega} \right)^2 \right) \right)
$$  \hspace{1cm} (2.29)

When Doppler broadening is dominant ($\cos \theta \gg \beta, 1 - \beta^2 \approx 1$), the shape function, $\phi$ is given as below [85].

$$
\phi(f, \theta) = \left( \frac{m_e c^2}{2\pi T_e} \right)^{\frac{1}{2}} \frac{1}{f_m \cos \theta} \exp \left( -\frac{m_e c^2}{2T_e} \left( \frac{f - f_m}{f_m \cos \theta} \right)^2 \right)
$$  \hspace{1cm} (2.30)

First, we compared the result from Eq. 2.28 with Eq. 2.29. Electron density, $n_e$, and tem-
Figure 2-12: (a) Description of toroidal deviation angle, $\alpha$. Positions a and b indicate the edge of the region where the half of the beam is deposited on the mirror’s surface. The positions a and b are calculated as $0.67w$, where w is the beam radius from Gaussian beam calculation. (b) The observation angle, $\theta$, with the major radius along the CECE beam path.

Temperature, $T_e$, profiles are assumed as $f(r) = f(0)(1 - (r/a)^2)$, $T_e(0)=2\text{keV}$, $n_e(0)=10^{20} \text{m}^{-3}$. Only toroidal B field was considered in this comparison. Then, $B(r) = B_0R_0/(R_0 + r)$, and $B_0$ was set to 5.4T. Last, the observation angle, $\theta$, was set to $\pi/2$, and $f$ was set to 242GHz, which is usually used in the CECE measurements. As shown in Fig. 2-10, the result obtained numerically from Eq. 2.28 is exactly same as the result from analytic expression from Eq. 2.29. To compare the result from Eq. 2.28 with Eq. 2.30, we set $T_e(0)=0.1\text{keV}$, $n_e(0)=10^{19} \text{m}^{-3}$, and $\theta=\frac{\pi}{18} (= 10^\circ)$ with $B_0=5.4\text{T}$ and $f=242\text{GHz}$ to satisfy $\cos \theta > \beta$. Figure 2-11 shows that the calculated shape function from Eq. 2.28 agrees perfectly with the analytic expression from Eq. 2.30. These comparisons show that the numerical calculation for the shape function is correct.
Figure 2-13: (a) Emissivity curves of 11 frequencies in 241-243GHz range for the shot 1120626023, t:0.9-1.4s.  (b) The emissivity curve of the channel whose center frequency is 242GHz with 200MHz bandwidth, this curve is obtained by summing emissivity curves of 11 frequencies shown in (a).  (c) Accumulated emissivity curve of the channels used in (b).  Vertical dot lines in (b) and (c) show the position where accumulated emissivity is 2.5% and 97.5%, respectively.
Before applying Eq. 2.28 to the CECE measurements, the observation angle should be decided. In the CECE measurements, the in-vessel parabolic mirror is used for beam focusing, and after the parabolic mirror, the beam is collimated. If the toroidal deviation angle is set to the angle between the line from the beam’s center at a certain position in the plasma to the mirror’s center and the line from beam's center to mirror’s edge, the angle might be too large compared to the real measurements. This is because the beam will have a Gaussian distribution in both poloidal and toroidal directions, and the whole surface of the mirror will not be used in the measurements. One way to estimate the proper toroidal deviation angle will be as the angle between the line from the beam’s center in the plasma at a certain position to the mirror’s center and the line from the beam’s center to the edge on the toroidal direction of the region where 50% of beam power is in, as shown fig. 2-12(a). In fig. 2-12(a), positions a and b are the edge on the toroidal direction where the half of beam’s power is deposited, and this point can be calculated as \( \sim 0.67w \), where \( w \) is beam’s radius on the mirror’s surface. Then, the observation angle, \( \theta = \pi/2 - \alpha \), where \( \alpha \) is the toroidal deviation angle shown in Fig. 2-12(a). Fig. 2-12(b) shows the observation angle with the major radius. It is worth noting that CECE measurements are not on the midplane, and the major radius in Fig 2-12(b) is the major radius along the beam path, not the major radius on the midplane.

Using the estimated observation angle in Fig. 2-12(b), the intensity of radiation measured by CECE was calculated. Each CECE channel measures EC radiation in a certain frequency range, determined by the bandwidth of the filter in the IF section (\( \sim 200 \text{MHz} \)). To consider this, the radiation intensities of 11 frequencies in the measured frequency range were calculated and summed, with the summed emissivity representing the emissivity of one CECE channel. As an example, the emissivity curves of 11 frequencies in the measured frequency range (241-243GHz) for one C-Mod discharge (shot 1120626023) and the summed emissivity curve are shown in Fig. 2-13(a) and (b). In this calculation, time-averaged \( n_e \) and \( T_e \) profiles during stationary period (\( t:0.9-1.4 \text{s} \)) were used. Fig. 2-13(c) shows the accumulated intensity of the CECE channel used in Fig. 2-13(b). All intensity values in Fig. 2-13 are normalized by its maximum value.

The radial broadening width of EC radiation measured in one CECE channel was calculated as the radial distance between the radii where the accumulated intensity is 2.5% and 97.5%, comparable to \( 1/e^2 \) diameter from the Gaussian beam calculation. Since the
Figure 2-14: (a) Emissivity curves of 2 channels whose center frequencies are 241.5GHz and 242GHz, respectively, with 200MHz bandwidth for the shot 1120626023, t:0.9-1.4s. (b) Accumulated emissivity curve of these two channels. Vertical dot lines in (b) and (c) shows the position where accumulated emissivity of 241.5/242GHz channel is 97.5/2.5%, respectively.

<table>
<thead>
<tr>
<th>Radial width [cm] (both relativistic &amp; Doppler from Eq. 2.28)</th>
<th>Radial width [cm] (only relativistic broadening from Eq. 2.29)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CECE CH1 (241-243GHz)</td>
<td>1.22</td>
</tr>
<tr>
<td>CECE CH2 (240.5-242.5GHz)</td>
<td>1.20</td>
</tr>
<tr>
<td>CECE measurements</td>
<td>1.39</td>
</tr>
</tbody>
</table>

Table 2.2: Radial broadening width of CECE ch1 (241-243GHz) and ch2 (240.5-242.5GHz) in shot 1120626023, t:0.9-1.4sec.
cross-correlation technique is required in the CECE measurements, two channels are used in these measurements. As an example, in the same discharge used in Fig. 2-13 and 2-14 (shot 1120626023), two channels whose center frequencies are 241.5GHz and 242GHz, respectively, are used for the CECE measurements. $B_{IF}=200\text{MHz}$ for both channels, and they are about 0.2cm apart. The emissivity curves of these two channels in the shot 1120626023, t:0.9-1.4s are shown in Fig. 2-14(a). Then, the radial resolution of the CECE measurements can be calculated as the difference between radii where the accumulated intensity of the inner channel is 97.5% and the accumulated intensity of the outer channel is 2.5%, as shown in Fig. 2-14(b). Table 2.2 shows the radial broadening width of the two CECE channels used in the 1120626023, and the radial broadening width of the CECE measurements when these two channels are used. We can also see the radial broadening width when only relativistic broadening was considered. As you can see, the small deviation of observation angle from $\pi/2$ increases the radial broadening width almost 2 times compared to the case when observation angle is exactly $\pi/2$. Last, the radial wave number range for the CECE measurements in this example will be $k_r < 2\pi/d \simeq 4.5\text{cm}^{-1}$ with $d=1.39\text{cm}$. It is noteworthy that radial broadening width is a function of electron density and temperature. Thus, the width will vary with plasma conditions.

2.4 Tests for CECE diagnostic

Before attempting to measure electron temperature fluctuations, we performed tests to see whether or not the CECE diagnostic works as a fluctuation diagnostic. The performed tests indicate that we can measure turbulent $T_e$ fluctuations using this diagnostic, as shown in this section. It is first required to confirm that the CECE diagnostic is working as an ECE radiometer and that thermal noise will be decorrelated through the cross-correlation analysis since these conditions are necessary for the electron temperature fluctuation measurements. Several tests should be performed to confirm this. First, we need to check whether the receiver of the CECE diagnostic is working or not. The tests using the noise source in the laboratory was performed to verify the performance of the receiver. Second, if the receiver is working properly, the whole diagnostic system should be tested to verify the ability to measure the electron temperature as an ECE radiometer through the calibration of the CECE signal. We also need to verify the spectral decorrelation scheme with various filters.
with different center frequencies. Last, it is possible that the crosstalk within the channels in the digitizer, i.e., interference between channels in the digitizer, results in coherent electronic noise between the CECE channels. Thus, the channels vulnerable to crosstalk or the pairs of channels interfering with each other should be found in a crosstalk test, and they should be avoided in the measurements. These tests were performed at the initial stage of the CECE diagnostic before the CECE receiver was upgraded to the 8ch receiver, so 4 channels with fixed frequency filters ($B_{IF}$=100MHz) were used for the tests in section 2.4.1-2.4.3. The tests in this section were performed without plasmas except for the calibration discussed in section 2.4.2. The plasmas used in the calibration test are the discharges performed on the run day 1120210, 1120214, 1120216 and 1120217.

### 2.4.1 IF section test in the laboratory

We first test the response of the IF section in the receiver using a noise source (346B by HP) whose noise temperature is about 0.86eV at 8GHz (from the given Excess Noise Ratio (ENR) = 15.26 at 8GHz). From Eq. 2.6, the power of the noise source at 8GHz is about 78.5dBm with $B_{IF}$=100MHz. This noise source is connected to the first amplifier instead of the antenna module including the mixer shown in Fig. 2-2. The IF filters used in each channel in this test are as follows: center frequency, $f_c$ (GHz) : 8.0 (Ch1), 8.08 (Ch2), 8.5 (Ch3), 8.05 (Ch4), the center frequency of the detected second harmonic EC radiation, $f_{ce,2}$ [GHz] = 250-$f_c$. The block diagram of the test setup is shown in Fig. 2-15. It is noteworthy that the high pass filter discussed in section 2.3.2 was not added in this test setup since we measured the mean value of output voltage to check the response of the IF section using the oscilloscope (TDS 2004B by Techtronics) in this test. To be specific, the response of the receiver with the noise source in this test refers to the change of the voltage signal in each channel by turning on/off the noise source using the oscilloscope.

We first check the response of each channel with the noise source, and then adjust the response of each channel to be similar by changing the gain of the video amplifier in each channel. The response of each channel after the adjustment is shown in Table 2.3. It is shown that the responses of the four channels are similar to within 10%. We also note that $V_{off}$ is not zero, $\sim$80mV. In this test, $V_{off}$ is the mean amplitude when the amplifiers including both video and IF amplifiers for 2-18GHz are on. From the $V_{off}$ values, we can
estimate the system noise temperature mentioned in section 2.1.2 using Y-factor method as shown in appendix C. The estimated noise temperature of the IF section in this test is less than 1eV. The estimated value can be varied with different responses by adding the attenuator, but the estimated values were at most 10eV in the various set-ups with different combinations of attenuator and amplifiers.

However, checking only the response of the receiver may not be sufficient to say that the receiver is working. Another critical part that should be checked is the linear response of the square-law detector. This test can be performed by adding an attenuator between two amplifiers in the set-up for the response test shown in Fig. 2-15. In this test, we used 3, 6 and 10dB attenuators. The changes in response of each channel, which are the voltage difference of each channel with different attenuations, are shown in Fig. 2-16. We can see that the response curves with different attenuators are linear for all 4 channels and that they are similar, which confirms the performance of the square-law detector.

Since the C-Mod experiments are usually performed for 8 hours (from 9:00 am to 5:00 pm) on normal runday, we need to check that the response of the receiver is stable with
Table 2.3: The response of CECE channels with the noise source. $V_{off}$ [mV] is the mean amplitude of each channel when the amplifiers including both amplifiers for 2-18GHz and video amplifiers are on, but the noise source is off. $V_{on}$ [mV] is the mean amplitude of each channel when both amplifiers and the noise source are on. When both the amplifiers and the noise source are off, the mean amplitude was zero for all four channels. $\Delta V$ [mV] is the absolute value of the difference between $V_{on}$ and $V_{off}$, $|V_{on} - V_{off}|$. The mean amplitude level in this test is the mean value from 128 samples measured by the oscilloscope.

<table>
<thead>
<tr>
<th></th>
<th>Ch1</th>
<th>Ch2</th>
<th>Ch3</th>
<th>Ch4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{off}$ [mV]</td>
<td>-82</td>
<td>-81</td>
<td>-85</td>
<td>-84</td>
</tr>
<tr>
<td>$V_{on}$ [mV]</td>
<td>-1120</td>
<td>-1040</td>
<td>-1080</td>
<td>-1000</td>
</tr>
<tr>
<td>$\Delta V$ [mV]</td>
<td>1038</td>
<td>959</td>
<td>995</td>
<td>916</td>
</tr>
</tbody>
</table>

Figure 2-16: Detector response, $\Delta V$ [mV], defined in Fig. 2-15, with the various attenuations. In the figure, the horizontal axis is the amplification since the reference case is the test set-up without the attenuator. Then, the attenuator (3, 6 and 10dB) was used in each case. Thus, the amplification is -3, -6 and -10dB. Since the horizontal axis in Fig. 2-16 is in dB, the vertical axis is in log scale to observe the linear response.
operation time. If it is unstable, the main cause is likely to be insufficient cooling for the amplifiers. Although a heat sink is attached to the amplifier to prevent over-heating of the amplifier, it is possible that the heat sink used in the laboratory test is not enough for the amplifiers in real measurements for long operation times. If this is the case, the performance of the amplifier will keep degrading with time. Then, we will not obtain a meaningful signal, and we will need to find a more efficient cooling method for the amplifiers. In the laboratory, we checked the response of the IF section with noise source during 5 hours. Figure 2-17 shows the change of response with the operation time compared to the initial response. We can see that the response degrades for approximately the first thirty minutes, but after thirty minutes, the response is saturated around 75-80% level of the initial response in all four channels. This test result indicates the performance of the IF section will be stable once the CECE receiver is turned on about 30 minutes before the C-Mod experiment is started.

![Figure 2-17: The ratio of detector response, $\Delta V$ [mV], defined in Fig. 2-15, to the initial $\Delta V$ [mV] (t=0) with the operation time (from 0 to 300 minutes)](image)

So far, this section has verified the performance of the IF section of the receiver, including the response with input power, linear output response with changes in input, and stable
response with operation time. It is noteworthy that the performance of the high pass filter was not verified in these tests. The passive high pass filter was initially designed with cutoff frequency, $f_{cutoff} = 100$Hz with a 1M ohm resistor and a 1.5nF capacitor [112]. The response of the high pass filter with frequency was checked using a function generator (33210A by Agilent). As shown in Fig. 4-8 in [112], the response curve of high pass filters used in the measurements are almost identical, and the response of one of them is shown in Fig. 2-18(a). We can see that the cutoff frequency is near 100Hz as designed.

![Figure 2-18: The relative response curve of a high pass filter used in the IF section. Vertical axis indicates the relative response normalized to the maximum value of outputs with frequency. (a) The relative response curve of the high pass filter only (b) The comparison of the relative response curves between the case using the high pass filter only (black line with the square points) and the case using the high pass filter connected to the video amplifiers (red line with the circle points).](image)

However, the high pass filter is added before the video amplifier to use the given dynamic range of the video amplifier. Thus, the actual response of high pass filtering should be checked from the high pass filter connected with the video amplifier. To be specific, the output of video amplifier whose input is connected to the high pass filter should be measured for the actual response. The red line in Fig. 2-18(b) shows the response curve from the high pass filter connected with the video amplifier. It is shown that the cutoff frequency increases significantly from $\sim 100$Hz to $\sim 10$kHz. The impedance coupling with the video amplifier, whose input impedance is 4.7k ohm, may result in the increase of cutoff frequency of filtering. Although fluctuation measurements in this study, which are usually spread higher than 10kHz due to the Doppler effect, were not limited by the high pass filtering shown as the red
curve in Fig. 2-18(b), it should be improved in the future to study relatively low frequency fluctuations ($f < 10kHz$).

### 2.4.2 Calibration of CECE

In section 2.4.1, the IF section of the receiver was tested. The integrated system including the IF and RF section and the optical system should be tested to confirm that the CECE diagnostic is working properly as an ECE radiometer for electron temperature measurements before turbulence measurements are attempted. This verification was obtained through the calibration of CECE signals using other ECE diagnostics in Alcator C-Mod. In this section, the data from CECE in C-Mod was cross-calibrated to the independent profile ECE radiometer diagnostic in C-Mod (FRCECE), which has 32 channels [31].

The IF filters used in the calibration test are identical to the filters used in the test in section 2.4.1 (center frequency, $f_c$ (GHz) : 8.0 (Ch1), 8.08 (Ch2), 8.5 (Ch3), 8.05 (Ch4), the center frequency of the detected second harmonic EC radiation, $f_{ce,2}$ [GHz] = 250-$f_c$). For the calibration, C-Mod discharges from four run days (1120210, 1120214, 1120216, 1120217) were used for Ch2-4. The digitizer for O-mode reflectometry [46] (sampling rate: 2Ms/s) was used in this calibration. At that time, the digitizer for the CECE diagnostic was still being tested and not used for the CECE signals. Three run days all, except for 1120216, were used for the calibration of Ch1 because Ch1 was not connected to reflectometry’s digitizer on run day 1120216 to test the digitizer for the CECE diagnostic. In the calibration, the amplitudes of the signals in the CECE diagnostic were compared with the amplitude of Ch4 in FRCECE ($f_c$=241.5GHz, $B_{IF}$=1.5GHz). From the spectral range of the detected radiation in Ch4 in the FRCECE diagnostic ($f$:240.75-242.25 GHz), which includes the spectral range of all four channels in the CECE ($f$:241.45GHz-242.05GHz), we think the measured temperature should be the same. In each run day, we obtained the amplitude of all CECE channels and FRCECE ch4 at $t$=1.0 sec. Figure 2-19 shows that the amplitude of the CECE signal is linearly proportional to the amplitude of FRCECE Ch4 in all CECE channels (Ch1-4). From the linear fitting line, we obtained a calibration factor, mainly the slope of the linear fitting line with a small offset. Although most data points in Fig. 2-19 are $T_e <1$keV measured by FRCECE Ch4, Fig. 2-19(b)-(d) shows that the point near 4keV is still near the linear fitting line for the calibration, indicating the calibration is valid up to 4keV for Ch2-4.
Figure 2-19: Amplitude of FRCECE Ch4 (detected frequency of EC radiation, $f$, : 240.75-242.25GHz) with the amplitude of CECE channels (a) Ch1 ($f$ : 241.5-242.5GHz) (b) Ch2 ($f$ : 241.42-242.42GHz) (c) Ch3 ($f$ : 241.0-242.0GHz) (d) Ch4 ($f$ : 241.45-242.45GHz). The red solid line in each figure is the calibration curve obtained by the linear fit.

Considering the similar response of Ch1, the calibration will be also valid up to $T_e \sim 4$keV in Ch1 as well. As shown in Fig. 2-19, the calibration factor of 2-3keV/V for each channel was obtained. This value are close to the independently estimated calibration factors obtained in laboratory tests in Appendix D.

The cross-calibrated CECE data were compared to other temperature measurements (Grating Polychromator (GPC)[115] and Thomson Scattering[84] diagnostics). Figure 2-20 shows the comparison of the cross-calibrated temperature measured by CECE channels (Ch1-4) with other diagnostics for one C-Mod discharge (shot : 1120221014). For a clear comparison, all CECE signals are digitally low pass filtered up to 10kHz. As shown in Fig. 2-20, the electron temperature of CECE diagnostic agrees well with the other temperature
diagnostics in C-Mod within the uncertainties, which verifies the CECE diagnostic is working properly as an ECE radiometer.

### 2.4.3 Decorrelation test

The spectral decorrelation can be verified in the laboratory from the test using the noise source. We first use four CECE channels with the following IF filters: center frequency, $f_c$ (GHz): 8.0 (Ch1), 8.05 (Ch2), 8.08 (Ch3), 8.15 (Ch4) with $B_{IF}=100$MHz. In this test, we will compare the correlation curve (cross correlation coefficient, $C_{xy}$ with lag time) for the three different pairs of channels as shown in Fig. 2-21. It is shown that the measured frequency bands in the first pair (8.0GHz and 8.05GHz or Ch1 and Ch2) and the second pair (8.0GHz and 8.08GHz or Ch1 and Ch3) are partially overlapped. Thus, the thermal noise...
will be partially coherent in these two pairs. In the third pair (8.0GHz and 8.15GHz or Ch1 and Ch4), the two channels are separate in the frequency space. Thus, the thermal noise in the two channels in the third pair will be incoherent, and it will be possible to eliminate them through cross correlation analysis.

As expected, the $C_{xy}(0)$ value decreases as the overlapped frequency band is reduced, and is near zero when the two channels are separate in the frequency space as shown in Fig. 2-22(a). We also notice that the width of the correlation curve does not change. The width of the correlation curve indicates the correlation time of the noise. In this test, the correlation time of the coherent thermal noise is determined by the video bandwidth, $B_{vid}$, which is the same among the pairs used in this test.

In order to see the change of $C_{xy}(0)$ with the changes in the separation of filters in the frequency space more deeply, we added other pairs of filters with different separations in terms of the difference in the center frequencies between two filters, $\Delta f$ such as $\Delta f=0.03$, 0.08, 0.1, 0.35, 0.42 and 0.5 GHz. The result is shown in Fig. 2-22(b). It is shown that $C_{xy}(0)$ decreases with an increase of $\Delta f$, and $C_{xy}(0)$ reaches around the statistical limit when $\Delta f > 100MHz$, which is the 3dB bandwidth of the filters used in this test. The results in Fig. 2-22 indicate that thermal noise in EC emission signal from CECE receiver can be
Figure 2-22: (a) Cross correlation coefficient, $C_{xy}$ from CECE channels with noise source. Channel 01-04 have different IF filters (8-8.15GHz, BW=100MHz) (b) Absolute value of cross correlation coefficient at lag time=0 for different IF filter separations with statistical level. The uncertainty of $C_{xy}(0)$ given in [17] was used as the statistical limit.
removed by using spectral decorrelation techniques.

2.4.4 Crosstalk test

A crosstalk test was performed to identify any pairs of channels that we should be cautious to apply the correlation technique to due to the interference between them. The test procedure is as follows. A sine wave with a specific frequency, \( f_{in} \), generated by a Function generator (33210A by Agilent), is connected to only one channel in the digitizer, and other channels are not connected to any devices. Then, the amplitude of the signal in the connected channel at \( f = f_c \) is compared with the amplitude of other channels. From the ratio of the magnitude of the un-connected channel to the magnitude of the connected channel at \( f = f_{in} \), we determine the interference from the connected channel to the unconnected channel. The magnitude of each channel at \( f = f_{in} \) was calculated from the ensemble-averaged FFT with the number of data points in one FFT, \( nfft = 16384 \) and the number of time slice used in the averaging =124. The criteria for the weak interference set in this test was set to the amplitude ratio larger than 0.01%, the criteria for the strong interference is 0.025%. When the electron temperature fluctuation level is about 0.5%, the weak interference (0.01-0.025%) will affect more than 2% in the fluctuation measurements, and strong interference (>0.025%) will affect more than 5%. The peak to peak voltage of input signal was set to 1\( V_{pp} \) and, 10kHz and 500kHz were used as the input frequencies in the test. Table 2.4 and 2.5 show the vulnerable channels to crosstalk from each input channel when \( f_{in} = 10kHz \) and 500kHz, respectively.

From Table 2.4 and 2.5, we first notice that crosstalk is frequency dependent. It gets stronger as the frequency increases, which indicates capacitive coupling between channels as expected. From the gyrokinetic simulations in section 2.2.3, the frequency of interest in most experiments will be up to near 500kHz. Thus, 500kHz will be proper as the input frequency, \( f_{in} \) to determine the crosstalk and bad channels from this test. Table 2.5 shows Ch8 interfered with several channels (Ch4, 7, 10, 12, 13, 14), Thus, we may need to avoid using Ch8 in the measurements. We also note that Ch1 and Ch7 are cross-talked. Thus, these two channels should not be used at the same time. The channels which are not interfered with or interfered with less than the criteria when Ch7 and 8 are not used are Ch1, 2, 3, 4, 5, 6, 11, 12, 15, 16. In the measurements, we used these 10 channels for the
Table 2.4: The vulnerable channels to crosstalk (the channels whose output signals are affected by the output of the input channel connected to the function generator) at $f_{in}=10$kHz. For the interference channel, the ratio of amplitude of the interference channel with the input channel at $f = f_{in}$ was shown in parenthesis.
<table>
<thead>
<tr>
<th>Input channel</th>
<th>The vulnerable channels to crosstalk</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$1^{st}$ trial</td>
</tr>
<tr>
<td>1</td>
<td>7 (0.025%)</td>
</tr>
<tr>
<td>2</td>
<td>none</td>
</tr>
<tr>
<td>3</td>
<td>9 (0.019%)</td>
</tr>
<tr>
<td>4</td>
<td>8 (0.015%)</td>
</tr>
<tr>
<td></td>
<td>13 (0.015%)</td>
</tr>
<tr>
<td>5</td>
<td>10 (0.015%)</td>
</tr>
<tr>
<td>6</td>
<td>14 (0.017%)</td>
</tr>
<tr>
<td>7</td>
<td>1 (0.026%)</td>
</tr>
<tr>
<td></td>
<td>8 (0.01%)</td>
</tr>
<tr>
<td>8</td>
<td>2 (0.011%)</td>
</tr>
<tr>
<td>9</td>
<td>3 (0.022%)</td>
</tr>
<tr>
<td>10</td>
<td>5 (0.019%)</td>
</tr>
<tr>
<td></td>
<td>8 (0.013%)</td>
</tr>
<tr>
<td>11</td>
<td>none</td>
</tr>
<tr>
<td>12</td>
<td>8 (0.018%)</td>
</tr>
<tr>
<td>13</td>
<td>4 (0.019%)</td>
</tr>
<tr>
<td></td>
<td>8 (0.013%)</td>
</tr>
<tr>
<td>14</td>
<td>6 (0.016%)</td>
</tr>
<tr>
<td></td>
<td>8 (0.013%)</td>
</tr>
<tr>
<td>15</td>
<td>none</td>
</tr>
<tr>
<td>16</td>
<td>none</td>
</tr>
</tbody>
</table>

Table 2.5: The vulnerable channels to crosstalk (the channel whose output signals are affected by the output of the input channel connected to the function generator) at $f_{in}=500$kHz. For the interference channel, the ratio of amplitude of the interference channel with the input channel at $f = f_{in}$ was shown in parenthesis. The strong interference case is shown as bold.
8 ch CECE diagnostic with 2 channels to store the voltage signal used to control the YIG filters remotely.

2.5 Summary

In this chapter, we discussed the CECE diagnostic in C-Mod. An ECE diagnostic is a useful diagnostic for electron temperature measurements because of the well-defined emission position of the EC radiation and its passiveness in the measurements. However, the sensitivity level of the ECE radiometer mainly due to the intrinsic thermal noise is not enough to measure the small amplitude electron temperature fluctuations induced by turbulence. Cross correlation analysis of two ECE channels can be used to resolve the electron temperature fluctuations by eliminating incoherent thermal noise in these two channels. The ECE radiometer which is optimized for the cross correlation technique used to resolve the electron temperature fluctuations is the Correlation ECE diagnostic. In the past, the cross correlation technique was applied to resolve the temperature fluctuations in the ECE radiometer in C-Mod, but no fluctuations above the statistical limit were resolved [168]. Gyrokinetic analysis using GYRO suggested the poloidal resolution was not enough to resolve the fluctuations in C-Mod.

A new CECE diagnostic was designed and built based on the constraints obtained from the gyrokinetic simulations. This diagnostic has two main parts, the optical system and the receiver. The optical system detects the second harmonic X-mode EC radiation on the low-field side because of the accessibility. In order to achieve the high poloidal resolution, the optical system was designed to have the beam diameter close to or less than 1cm. The optical system was also designed to modify the beam pattern by changing the ex-vessel module with the same in-vessel optics. Because of the required high poloidal resolution and spatial constraints, the spectral decorrelation scheme was used. The sensitivity level given in Eq. 2.12 should be as low as possible, but decreasing the sensitivity level by increasing the IF bandwidth, $B_{IF}$, or decreasing the video bandwidth, $B_{vid}$, is limited by the required resolution and condition for the turbulence measurements. From gyrokinetic analysis results, these parameters were limited as $B_{IF} \leq 250$MHz and $B_{vid} \geq 0.5$MHz for the turbulence measurements.

Before attempting the turbulence measurements, we verified the performance of the
receiver and the spectral decorrelation scheme from a laboratory test. We also checked the
crosstalk in the digitizer and found proper pairs of channels we can used for the CECE
diagnostic. After the diagnostic was installed, the CECE signals were cross-calibrated by
the ECE radiometer [31]. Through the calibration, we confirmed that the CECE diagnostic
is working as an ECE radiometer for electron temperature measurements.

After we confirmed that this diagnostic works properly as an ECE radiometer, we up-
graded the system for turbulence measurements. The optical system is optimized for mea-
surements near the edge region ($\rho \sim 0.8$), and a high pass filter was added to remove the
DC signal and use the full dynamic range of the video amplifier and digitizer. In order to
obtain the low sensitivity level, $B_{IF}$ was set to 200MHz and $B_{vid}$ was set to 0.5MHz in
most measurements. After upgrades, the poloidal resolution of the CECE diagnostic was
$k_\theta \leq 9.8 cm^{-1}$ and the sensitivity level was about 0.3% with the averaging time, $\Delta t=0.5$
sec. As a result, the electron temperature fluctuations near the edge ($\rho \sim 0.8$) were resolved
in Alcator C-Mod plasmas. The optical system was modified to extend the measurement
region deeper into the core. It was successful, but the measurement region was limited to
$\rho > 0.7$. Nevertheless, this result, extending the measurement region with the modified
optics, indicates that the high poloidal resolution is critical in the electron temperature fluc-
tuation measurements in Alcator C-Mod as predicted by the gyrokinetic simulation. In the
following sections, it will be discussed how the measured fluctuations are analyzed (Chapter
3) and the physics results obtained from the measurements (Chapter 4-6).
Chapter 3

Transport analysis method

This chapter introduces the transport analysis methods used in this study. They are the turbulence measurements mainly by CECE (section 3.1), profile analysis (section 3.2), experimental transport analysis (section 3.3) and gyrokinetic analysis (section 3.4). Each method will be explained in a section of this chapter. However, we need to note that these four approaches are connected, not independent of one another.

The first approach is to observe microscopic changes in turbulence, mainly electron temperature fluctuations measured by the CECE introduced in Chapter 2. As explained in Chapter 1, turbulence is a strong candidate for anomalous transport, and studying the changes in turbulence with different discharge conditions will elucidate the physics related to anomalous transport. The analysis used to study changes in electron temperature fluctuations using CECE is discussed in section 3.1.

The second approach we used is to study changes of macroscopic profiles such as temperature, density and rotation. The change of profiles are the result of confinement and transport in the plasma. External heating and particle flux will also affect the profiles. At the same time, as shown in Chapter 1, the characteristics of profiles such as the gradient scale length and collision frequency affect turbulence and transport. In order to study how the profiles affect the turbulence, we first need to analyze the profiles and to estimate the parameters relevant to turbulence such as gradient scale length, the ratio of electron and ion temperatures and collision frequency. Using the results from this analysis, we may predict the characteristics of turbulence in the plasma. However, this prediction will not be accurate since various parameters can affect the turbulent transport. More sophisticated prediction
can be performed by using gyrokinetic simulations with experimental profiles as input, which is the fourth approach which will be discussed in section 3.4. The gyrokinetic simulation code, GYRO [28] was used in this study. As preparation for the simulation, profile analysis, including fitting the profile and the estimation of the uncertainty, should be performed on the experimental data. The profile analysis for this purpose is explained in section 3.2.1. We also performed the self-similarity analysis by applying the method used in TCV [142] to see how the turbulence affects the profiles. This analysis method is explained in section 3.2.2.

Characteristics of transport such as heat flux and diffusivity can be obtained from power balance analysis using the experimental profiles and the measured quantities required for the power balance analysis, such as total heating power, plasma current and so on. Power balance analysis was performed by using the code TRANSP [4]. TRANSP is an experimental transport code which solves not only power and particle balance equations, but also the quantities or profiles which are not measured feasibly in the experiments such as RF and Ohmic heating profiles. The profile analyzed in section 3.2.1 is also used as the input profile for TRANSP. It is noteworthy that TRANSP is also used to prepare the GYRO input profiles that are not directly measured in the experiment, such as the ExB velocity and the ExB shearing rate. The experimental transport analysis using TRANSP including the preparation of GYRO input profiles is explained in section 3.3.

Lastly, section 3.4 will describe gyrokinetic simulations using the GYRO code, including the code itself and the simulation set-up used in this study. Gyrokinetic simulations including GYRO are sophisticated prediction tools for the transport induced by turbulence. Thus, we can use it as an interpretation tool for the observed or analyzed fluctuations or transport behavior in the experiments. However, the validation studies for these gyrokinetic simulations are still in progress as mentioned in Chapter 1. Thus, we need to not only study the characteristics of turbulence given by GYRO but also validate the results from GYRO by comparing them with the measured fluctuations explained in section 3.1 and the experimental transport parameters explained in section 3.3. For the comparison of the electron temperature fluctuations between the simulation and the measurements, the post processing is required to consider the experimental conditions related to the measurements [22, 73]. The model used in the post processing is called the synthetic diagnostic. The synthetic CECE diagnostic used for the comparison of the CECE measurements with the GYRO results is
explained in section 3.4.4.

3.1 CECE signal analysis

3.1.1 \(T_e\) fluctuation level calculation

This subsection will explain how \(T_e\) fluctuation level is calculated from the CECE measurements in this study. We can calculate the electron temperature fluctuation level from either the correlation coefficient, \(C_{xy}\), as performed in [141], or the cross power spectrum, \(G_{xy}(f)\), as performed in [37].

The cross correlation coefficient \((C_{xy})\) is defined as [17],

\[
C_{xy}(\tau) = \frac{R_{xy}(\tau)}{\sqrt{R_{xx}(0)R_{yy}(0)}} \quad (3.1)
\]

where \(\tau\) is the lag time, \(R_{xx}(0)\) and \(R_{yy}(0)\) are the auto correlation functions of each signal when lag time, \(\tau\), is equal to 0, and \(R_{xy}(\tau)\) is a cross correlation function of the two signals, and are written as follows [17].

\[
R_{xx}(\tau) = \frac{1}{T} \int_0^T x(t)x(t+\tau)dt \quad (3.2)
\]

\[
R_{yy}(\tau) = \frac{1}{T} \int_0^T y(t)y(t+\tau)dt \quad (3.3)
\]

\[
R_{xy}(\tau) = \frac{1}{T} \int_0^T x(t)y(t+\tau)dt \quad (3.4)
\]

If two CECE signals have coherent temperature fluctuations and incoherent thermal (random) noise, \(R_{xy}(0)\) will be proportional to the amplitude of time-averaged electron temperature fluctuations, and we can obtain the relative temperature fluctuation level \((\tilde{T}_e/T_e)\) from the \(C_{xy}(0)\) value (see Appendix E).

We can also observe electron temperature fluctuations using the cross spectral density function \((G_{xy}(f))\) or the coherence \((\gamma_{xy}(f))\) spectrum. The coherence \((\gamma_{xy})\) is defined as [17],

\[
\gamma_{xy}(f) = \sqrt{\frac{|G_{xy}(f)|^2}{G_{xx}(f)G_{yy}(f)}} \quad (3.5)
\]
Figure 3-1: Normalized emissivity curves of 2 channels whose center frequencies are 241.5GHz and 242GHz, respectively, with 200MHz bandwidth for one C-Mod discharge (shot 1120626023, t:0.9-1.4s). The purple horizontal line above the emissivity curve indicates the typical radial correlation length of turbulence, \( l_r \), estimated in Chapter 2 via gyrokinetic simulations (GYRO).

where the \( G_{xx}(f) \) and \( G_{yy}(f) \) are auto spectral density functions for signals \( x(t) \) and \( y(t) \), and \( G_{xy}(f) \) is a cross spectral density function of the two signals.

The meaningful turbulence features will be coherent, and will be larger than the statistical limit of coherence, which is taken to be the standard deviation of the coherence [17]. We can determine the amplitude of the coherent fluctuations by integrating the cross spectral density function \( G_{xy}(f) \) in the frequency range where we observe fluctuations above the statistical limit. Since parasitic noise can also lead to coherent fluctuations above the statistical limit, we need another tool to determine whether or not the coherent fluctuations are real turbulent fluctuations. The cross phase angle \( \theta_{xy} \) can be a tool for this. The cross phase angle \( \theta_{xy} \) is defined as [17],

\[
\theta_{xy}(f) = \tan^{-1} \frac{Q_{xy}(f)}{C_{xy}(f)} \quad (3.6)
\]

where \( G_{xy}(f) = C_{xy}(f) - jQ_{xy}(f) \).

In the CECE measurements in C-Mod, two channels are usually separated by 0.3-0.5GHz, which corresponds to 0.1-0.2cm, but the radial linewidth of the EC emission is about 1cm as
estimated in section 2.3.3. As shown in Fig. 3-1, this implies that the emission volumes of the
two channels are significantly overlapped in physical space. Since the emission volumes of the
two CECE signals used for cross-correlation in C-Mod are mostly overlapped, real turbulent
fluctuations from the two signals are likely to be in phase and will not have a random phase
relation. In contrast, parasitic noise from two signals does not necessarily have a fixed
phase relation. That is, the cross phase between parasitic noise from two signals will vary
randomly. Figure 3-2 shows an example. We can see the evident broadband fluctuations in
$f \leq 170$ kHz in Fig. 3-2(a), but small peaks are also observed in $f > 200$ kHz. However, we can
see the evident difference in cross phase spectrum in $f \leq 170$ kHz and the other region. The
cross phase in $f > 200$ kHz varies randomly, which indicates the peaks in this region result from
the coherent noise between the two signals, not from the coherent turbulent fluctuations in
the plasma.

Thus, we can distinguish the real physical fluctuations from noise with more confidence
by using both the coherence and cross phase spectrum. Once the frequency range is decided,
then the temperature fluctuation, $\tilde{T}_e$, is,

$$\tilde{T}_e^2 = c_x c_y \int_{f_1}^{f_2} G_{xy}(f) df$$

(3.7)

where $C_x$ and $C_y$ are calibration factors for the two CECE signals, $x(t)$ and $y(t)$.

The $T_e$ value will be proportional to the mean value of the signal. That is, $T_e = c_x \bar{x} \approx
C_y \bar{y}$, where $\bar{x}$ indicates the mean value of the signal, $x(t)$. The second equality comes from
the assumption that the electron temperatures from the two signals are almost same. As
mentioned earlier in this section, the emission volumes of the two channels used in the CECE
measurements separate radially much less than the radial broadening width of the measured
EC emission. Thus, the two channels have almost same electron temperature. Then, the
relative fluctuation level will be,

$$\frac{\tilde{T}_e}{T_e} = \sqrt{\frac{\int_{f_1}^{f_2} G_{xy}(f) df}{\bar{x} \bar{y}}}$$

(3.8)

It is noteworthy that the calibration factors, $c_x$ and $c_y$, are cancelled out. Thus, we do not
need to calibrate the CECE diagnostic for fluctuation measurements. In most measurements,
CECE signals are high pass filtered as mentioned in section 2.3.2. Thus, it is not possible to
Figure 3-2: (a) Coherence ($\gamma$) and (b) cross phase spectrum of two CECE signals in one C-Mod discharge (shot:1120626023, t:0.9-1.4sec). Horizontal dotted line in (a) indicates the statistical limit of coherence, and the shaded area indicates the frequency range for the real turbulent electron temperature fluctuations.
measure the mean value of the signal directly. Instead, the radiometer formula (Eq. 2.7) can be used to estimate the mean value of the signal. The radiometer formula can be rewritten as follows.

\[
\frac{T_{RMS}}{T} = \frac{s.d.[x]}{\bar{x}} = \sqrt{\frac{2B_{RMS}}{B_{IF}}}
\]  

(3.9)

where s.d.[x] is the standard deviation of x(t), which is the RMS deviation from the mean value.

We can then estimate the mean value of the signal from its standard deviation if thermal (random) noise is dominant in the signal. Then, using Parseval’s theorem [85], we can easily derive the relative electron temperature fluctuation level given as Eq. 3.10.

\[
\frac{T_e}{T_e} = \sqrt{\frac{2B_{RMS}}{B_{IF}}} \int_{f_1}^{f_2} |G_{xy}(f)| df
\]

(3.10)

where \([f_1, f_2]\) is the frequency range for cross spectral density integration, and \(X_T(f)\) and \(Y_T(f)\) are the Fourier transformed quantities during time length, \(T\). The derivation of Eq. 3.10 is given in Appendix E.

In this study, we calculate the relative electron temperature fluctuation level from the coherence and the cross phase spectrum rather than from the cross correlation coefficient. This is because we can minimize the effect of the noise in the calculation of electron temperature fluctuations from coherence and cross phase spectrum by excluding them in the integration, while it is hard to exclude the effect of parasitic noise when the fluctuation level is calculated from \(C_{xy}(0)\) as shown in Appendix B. However, we need to note that it is hard to resolve the turbulent fluctuations from noise in the cross power (or coherence) spectrum when the fluctuations are spread out in a wide frequency range with small amplitude, as discussed in [141]. There is also a subtlety in determining the frequency range of the turbulent fluctuations. The frequency range of the turbulent fluctuations is defined in this study as the region where the coherence values are larger than their uncertainty and the absolute value of the cross phase is smaller than \(\pi/2\) without random fluctuations in the cross phase spectrum. However, the criteria for phase, smaller than \(\pi/2\), is conservatively correct for the coherent fluctuations. A more rigorous approach should be used in the future.

Two error sources are considered to estimate the uncertainty of the fluctuation level
calculation, the random error from CECE radiometer's signal and the uncertainty of the IF bandwidth. The random error comes from the uncertainty of each point in $G_{xy}$, calculated from the given formula in [17]. In order to evaluate the uncertainty of the integrated value based on the uncertainty of each point, we first generated 100 $G_{xy}$ spectra from the measured $G_{xy}$ spectrum by varying points in $G_{xy}$ randomly, but weighted by the uncertainty given in [17]. The fluctuation level of each randomly generated profile was then calculated, and the standard deviation of these fluctuation levels was considered to be the random error. The uncertainty of the IF bandwidth is set to 20%. The total error is calculated from error propagation of the two errors.

3.1.2 Caveats in CECE signal analysis

The contribution of density fluctuations

As briefly mentioned in section 2.1.1, density fluctuations can contribute to the measured fluctuations of the intensity of EC radiation. It is known that fluctuation signals in the CECE diagnostic can be contaminated by density fluctuations when the optical depth, $\tau$, is low ($\tau < 2$) for the second harmonic X-mode case, like in the CECE measurements in this study [124]. In order to avoid this density fluctuation effect, CECE signals whose optical depth, $\tau < 2$ at their cold resonance positions are excluded in this study. The contribution of density fluctuations to the fluctuations in CECE signals can be estimated from the equations given by [124],

$$\frac{\langle I_1 I_2^* \rangle}{I^2} = (1 + A)^2 \frac{\tilde{T}_e^2}{T_e^2} + A^2 \frac{\tilde{n}_e^2}{n_e^2} + 2A(1 + A) \frac{Re \langle \tilde{T}_e \tilde{n}_e \rangle}{T_e n_e}$$

where $A = \frac{\tau \exp(-\tau)}{1 - \exp(-\tau)} \frac{1 - \chi}{1 - \chi \exp(-\tau)}$, $I_{1,2}$ is the intensity of each CECE signal used in the correlation technique, and $\chi$ is the wall reflectivity with a typical value of $\sim 0.8$ for a metal wall facility like C-Mod.

From Eq. 3.11, it is required to know the relative density fluctuation level and phase between density and temperature fluctuations to estimate the contribution of density fluctuations to the measured radiation intensity fluctuations. When density fluctuations and temperature fluctuations are in phase or out of phase, the contribution of density fluctuations is maximum. In other words, the range of electron temperature fluctuations with a
Figure 3-3: The upper and lower range of $T_e$ fluctuations with the optical depth values when the measured fluctuation level of radiation’s intensity is 1% and $n_e$ fluctuation level is 2%. The horizontal dashed line indicates 10% boundary of the measured fluctuations, i.e., 0.9% and 1.1%.
given density fluctuation level will be as follows.

\[
\frac{1}{1 + A} \left[ \bar{T} - A \bar{n}_e \right] \leq \frac{T_e^2}{\bar{T}_e} \leq \frac{1}{1 + A} \left[ \bar{T} + A \bar{n}_e \right]
\]  

(3.12)

Figure 3-3 shows the upper and lower range of electron temperature fluctuations when the measured fluctuation level of the radiation’s intensity is 1% and the electron density fluctuation level is 2%. The horizontal dashed lines indicate the 10% boundary of the measured fluctuation level. We can see that the contribution of density fluctuations is less than 10% when \( \tau \geq 3 \), and will be less than 20% when \( \tau \geq 2 \). Thus, \( \tau \geq 3 \) may be sufficient to approximate the fluctuations of the measured intensity as due to the temperature fluctuations, but \( \tau \geq 2 \) is somewhat marginal in the case shown in Fig. 3-3. It is noteworthy that the density fluctuation effect will be larger when the temperature fluctuation level is smaller or the density fluctuation level is larger. Although we do not measure the local density fluctuation level, it has been observed that the density fluctuation levels are comparable to the temperature fluctuation levels in tokamak plasmas [179]. We used this information to estimate the maximum contribution of density fluctuations. Since the maximum electron temperature fluctuation level observed in the 2012 C-Mod campaign was less than 2.0%, it is reasonable to assume the density fluctuation level is 2% to estimate the contributions of density fluctuations to the CECE measurements. The contribution of density fluctuations to the measured fluctuations should be considered in the signals from the \( \tau = 2 - 3 \) region, such as the measurements in Ohmic plasmas in Chapter 4.

**Spectral analysis set-up**

The standard spectral analysis technique described in [17] was used in the CECE signal analysis. In order to reduce the random error in auto and cross power spectral density functions \( G_{xx} \) and \( G_{xy} \), ensemble averaging is required, and it is desirable to use more sub-data sets in the averaging to reduce the random error. Thus, increasing total time length or decreasing the time length of each sub data set (or the number of points in each sub data set) will be helpful to reduce the random error. Increasing the total time length is limited by the steady time period of each discharge. In most C-Mod plasmas, it is less than 0.6 sec. If we decrease the time length of each sub data set, then the spectral resolution of the analysis will be worse since \( \Delta f = 1/\Delta t_{ens} \), where \( \Delta t_{ens} \) is the time length of one sub data.
set. Thus, decreasing the time length of each sub data set will be limited by the required spectral resolution. In the measurements, the spectral width of the measured broadband fluctuations was around 50-200kHz. Thus, a spectral resolution $\Delta f$ of less than 10kHz will be desirable. In the measurements, $\Delta f$ was set at around 6kHz ($\Delta t_{ens} \sim 0.2$ ms when the sampling rate is 6Ms/s) because most fluctuations in the coherence spectrum were resolved more clearly when $\Delta f \sim 6kHz$ rather than $\sim 3kHz$ as shown Fig. 3-4. It is hard to resolve the broadband fluctuations in Fig. 3-4(a), where $\Delta f \sim 3kHz$, while the broadband fluctuations (70-170kHz) can be resolved as shown in Fig. 3-4(b), where $\Delta f \sim 6kHz$ and the number of sub data sets used in the averaging is two times higher than (a), though the fluctuations are weak. This difference is mainly due to the lower coherence level of random or thermal noise achieved by increasing number of sub data sets used in the averaging. It is noteworthy that the structure around 300kHz in Fig. 3-4(b) is not considered to be the coherent fluctuations from the cross phase spectrum, not shown here, but which will be shown in Chapter 4.

As mentioned in section 2.3.2, a low pass filter (Butterworth filter with order, $n=5$ [27] was applied in the analysis to improve the sensitivity level given as Eq. 2.12. Using the low pass filter, we checked whether or not Eq. 3.9 is valid in these measurements in one C-Mod discharge (shot 1120502021, t=1.0-1.3 sec). We compared the ratio of standard deviation of the CECE signal to its mean value with the expected thermal noise level given by Eq. 3.9 as we varied the cutoff frequency of the low pass filter. In this discharge, the IF bandwidth was, $B_{IF}=200MHz$ for Ch1 and 2, and $B_{IF}=100MHz$ for Ch3 and 4. Without low pass filtering in post processing, $B_{vid}$ is determined by the sampling rate of the digitizer (=10Ms/s), since the Nyquist frequency (5MHz) is smaller than the bandwidth of video amplifier (=6.5MHz). As shown in Table 3.1, the measured values are matched within 10% with the expected values from Eq. 3.9. This indicates two things. First, thermal noise is dominant in the CECE signals. Thus, we can estimate the mean value of the CECE signal from its variance or the sum of its Fourier transformed quantity (from Parseval's theorem). Second, the low pass filter used in this signal analysis works appropriately. In the spectral analysis for CECE signals, we also applied the notch filter and high pass filter to remove the parasitic noise when they are required as shown in Appendix B.
Figure 3-4: Coherence($\gamma$) spectrum of two CECE signals in one C-Mod discharge (shot:1120626028, t:0.9-1.4sec) with different time lengths of one sub data set. (a) The time length of one sub data set, $\Delta t_{ens} \sim 1$ms, spectral resolution, $\Delta f \sim 3$kHz and the number points in one sub data set, $n_{ens}=2048$ (b) $\Delta t_{ens} \sim 2$ms, $\Delta f \sim 6$kHz and $n_{ens}=1024$
### Table 3.1: Comparison of the measured noise level, ratio of the standard deviation of the signal to its mean value, with the expected thermal noise level given Eq. 3.9 in one C-Mod discharge (shot 1120502021, t: 1.0-1.3sec)

<table>
<thead>
<tr>
<th>Channel (B_{IF})</th>
<th>B_{vid}</th>
<th>The measured noise level</th>
<th>The expected noise level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ch 1 (200MHz)</td>
<td>5MHz</td>
<td>0.22</td>
<td>0.22</td>
</tr>
<tr>
<td></td>
<td>1MHz</td>
<td>0.096</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>0.5MHz</td>
<td>0.070</td>
<td>0.071</td>
</tr>
<tr>
<td>Ch 2 (200MHz)</td>
<td>5MHz</td>
<td>0.21</td>
<td>0.22</td>
</tr>
<tr>
<td></td>
<td>1MHz</td>
<td>0.092</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>0.5MHz</td>
<td>0.067</td>
<td>0.071</td>
</tr>
<tr>
<td>Ch 3 (100MHz)</td>
<td>5MHz</td>
<td>0.30</td>
<td>0.32</td>
</tr>
<tr>
<td></td>
<td>1MHz</td>
<td>0.13</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>0.5MHz</td>
<td>0.094</td>
<td>0.10</td>
</tr>
<tr>
<td>Ch 4 (100MHz)</td>
<td>5MHz</td>
<td>0.31</td>
<td>0.32</td>
</tr>
<tr>
<td></td>
<td>1MHz</td>
<td>0.13</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>0.5MHz</td>
<td>0.096</td>
<td>0.10</td>
</tr>
</tbody>
</table>

3.2 Profile analysis

Although the data points and their uncertainties in the experimental profiles such as density and temperature are measured, not only the raw data values themselves but also radial gradients in the profiles are important to study turbulent transport as shown in Chapter 1. The profile gradient and its uncertainty should be estimated through profile analysis. We will introduce two different profile analysis methods in this section. The analysis method explained in section 3.2.1 is mainly used to prepare the input profiles for the codes used to interpret the transport (TRANSP, GYRO). In this analysis, the gradient was determined mostly by B-spline fitting. The analysis method introduced in section 3.2.2 is to see whether the gradient scale lengths of electron density and temperature profiles in the core region keep similar among discharges with different discharge conditions. In other words, this analysis method is to see the self-similarity explained in Chapter 1. The details of these two analysis methods will be explained in following two sub-sections.

3.2.1 Profile analysis for input profile preparation for GYRO and TRANSP

This section will describe the profile analysis performed to prepare input profiles for GYRO and TRANSP, such as electron density ($n_e$), electron temperature ($T_e$), ion temperature...
(T_i), and toroidal rotation (V_t) profiles. We first see important profiles (or parameters) for
the analysis using GYRO and TRANSP. As explained in Chapter 1, the gradient scale length
of temperature and density such as a/L_n, a/L_T_e, and a/L_T_i are important parameters in
turbulent transport models. These parameters will be calculated from the radial profiles of
n_e, T_e, and T_i, and these radial profiles are input profiles for the transport analysis codes
used in this study, TRANSP and GYRO. Toroidal rotation is also crucial in the transport
analysis. The radial gradient of the toroidal rotation profile affects the ExB shearing rate,
which stabilizes the turbulence [26]. The rotation velocity itself also affects the spectrum
shape of turbulence measurements due to the Doppler effect. In addition, the parameters
related to the impurity such as Z_{eff} and the fraction of main ion (n_D/n_e) should be specified
in the transport analysis. Z_{eff} is defined as follows.

\[ Z_{eff} = \frac{\sum n_i Z_i^2}{\sum n_i Z_i} \]  

(3.13)

where n_i is the density of each impurity in the plasma, and Z_i is the charge of each impurity.

Z_{eff} affects the transport by decreasing the non-adiabatic electron response, in which the
trapped particle is dominant. This is because the collisionality, which determines the trapped
particle's effect, is a function of Z_{eff}. The lower n_D/n_e will decrease the transport due to the
ITG mode by a dilution of the main ion and the modification of the mode-particle resonance
[104]. Although we are not capable of measuring the radial profile of Z_{eff} and n_D/n_e, their
average values can be estimated from the analyzed profiles, the equilibrium reconstruction
[96] constrained by magnetic diagnostics [14], and the spectroscopic measurements [14].

The measurements used for the profile analysis are in the following. The Thomson scat-
tering diagnostic [84, 14] was used to measure the n_e and T_e data, and the ECE grating
polychrometer diagnostic [14, 115] was also used to measure T_e. T_i and V_t data were mea-
sured with high resolution imaging x-ray spectroscopy (HIREX) [87, 122] for the core region
(r/a≤0.8-0.85). T_i measurements by HIREX have the known instrumental offset issue (100-
200eV). This will be not a critical problem for the core T_i profile, but this issue can be
critical if we are interested the transport near the edge region (r/a~0.85) as in the analysis
performed in Chapter 4. In order to avoid the large uncertainty because of the offset issue,
charge exchange spectroscopy (CXRS) [103] was used for the edge T_i profile (r/a≥0.85). V_t
measurements by HIREX also have a large uncertainty near the edge region. CXRS was
also used for edge $V_t$ data where CXRS measurements are reliable ($0.85 \leq r/a \leq 0.9$ for the discharges in Chapter 4). HIREX measures the temperature and velocity of Argon (Ar) from the line emission of $Ar^{16+}$ and/or $Ar^{17+}$ depending on the discharge condition, while CXRS measures the temperature and velocity of Boron (B) from the radiation generated by the charge exchange reaction of $B^{5+}$. Because of high collisionality in the near edge region, the temperature and toroidal velocity of two impurities will be well-coupled [182]. Figure 3-5 shows the $T_i$ and $V_t$ data measured by HIREX and CXRS for the Ohmic discharge used in transport analysis in Chapter 4 (shot 1120626023, t:0.9-1.4sec). It is noticeable that the data from the two different diagnostics are matched within their uncertainties near the edge region ($r/a > 0.85$), which suggests that $T_i$ and $V_t$ of the two impurities (Ar and B) are well coupled near edge region. However, it is noteworthy that the poloidal velocity of these two impurities will not be coupled in the near edge region because of magnetic pumping of both species [182].

We then obtain the radial profiles through the proper fitting and adjustments on the measured data. For $n_e$ and $T_e$ profiles, the fitting tool commonly used in C-Mod (fiTS) was applied to the measured $n_e$ and $T_e$ data. This fitting tool (fiTS) applies B-spline fitting in the core region, and the modified tanh fit [65] in the edge region. The two fitting lines are connected by applying cubic interpolation in the joint region between the core and edge regions. The core and edge regions in fiTS vary with the discharge conditions and the measurement position of edge Thomson scattering. More details about fiTS can be found in [1]. The time-averaged $n_e$ and $T_e$ profiles of each time slice fitted by fiTS in the stationary time period in the discharge were used in the study, and their uncertainty was estimated from the standard deviation of each time slice in the stationary period. These time-averaged profiles were also used as input profiles for TRANSP and GYRO. The uncertainty of $a/L_{Te}$ and $a/L_{n_e}$ were estimated from the uncertainty of $n_e$ and $T_e$ and the uncertainty of their gradients, which was also estimated from time averaging, through error propagation technique. In order to obtain the $T_i$ profile, we first need to estimate the instrumental offset in the measured $T_i$ data by HIREX. This offset value was estimated by the measured neutron rate with the estimated $n_D/n_e$ value from spectroscopic measurements (an example can be found in [120] or Appendix F.). The $T_i$ profile in each time slice was then obtained by B-spline fitting on the $T_i$ data from HIREX with the estimated offset when only the core profile is of interest. When the $T_i$ profile near the edge region is important, which is the case
Figure 3-5: The comparison of $T_i$ and $V_t$ data measured by two diagnostics (HIREX and CXRS) in one Ohmic discharge (shot: 1120626023, time :0.9-1.4sec) (a) $T_i$ [keV] data measured by HIREX (red triangle) and CXRS (blue square) (b) $V_t$ [km/s] data measured by HIREX (red triangle) and CXRS (blue square).
in Chapter 4, the core $T_i$ data from HIREX with the estimated offset and the edge $T_i$ data by CXRS were used in B-spline fitting. As used in the $n_e$ and $T_e$ profiles, time averaging in the stationary time period was applied to the $T_i$ profile, and this profile is used in the transport analysis. In the error analysis, we included the uncertainty of the instrumental offset, photon statistics, profile asymmetries and time variation for $T_i$ data by HIREX, and we considered the uncertainty of the data and the time variation for $T_i$ data from CXRS. The error propagation technique was then used to estimate the uncertainty of the $T_i$ and $a/L_{T_i}$ profiles. Similar to the $T_i$ profile analysis, the combined $V_t$ data from HIREX and CXRS were used when the $V_t$ profile near the edge region is important, and the core HIREX data were used when only the core profile is included in the analysis. The B-spline fitting is also used to obtain the $V_t$ profile for each time slice during the stationary time period, and the average profile of all fitting profiles is used for the input rotation profile. The standard deviation of all fitting profiles is considered as the error of the toroidal rotation profile. The $Z_{eff}$ value is estimated from the neoclassical resistivity calculation [143]. The details of the profile analysis for $T_i$, $V_t$ and the estimation of $Z_{eff}$ and $n_D/n_e$ values for Ohmic discharges used in Chapter are explained in Appendix F.

3.2.2 Self-similarity analysis

As mentioned earlier, self-similarity analysis was performed in this thesis to study the changes in profile self-similarity (the shape of the profiles) with different discharge conditions or with transport phenomena by adopting the analysis technique applied in TCV [142]. A recent study in TCV showed two interesting features in profile changes with different discharge conditions such as external heating power, plasma current, plasma shaping (triangularity) and average electron density in L-mode discharges [142]: the correlation between the changes in the profiles in the edge region ($\rho > 0.8$, where $\rho$ is the square root of the normalized plasma volume) and confinement improvement (or L-mode pedestal) and maintaining a similar shape of core $n_e$ and $T_e$ profiles ($\rho_{inv} < \rho < 0.8$, where $\rho_{inv}$ is the sawtooth inversion radius) [142]. The core $T_e$ profiles in TCV were represented by an exponential function, and the power of the exponential function for core $T_e$ profiles remains similar in spite of the change in the discharge conditions, maintaining a similar shape of the profiles. The same tendency was also observed in the core $n_e$ profiles in the same study.
Previous studies in C-Mod and other tokamaks also showed a similar shape of core $T_e$ profiles [137, 63, 62] and the importance of the edge region in improvements of confinement in H-mode discharges [63, 62, 42, 118]. A study in TCV [142] quantified the similar shape of core profiles by applying an exponential fit. This study also extends the importance of the edge region to L-mode discharges, and the shape of edge profiles is quantified by a linear fit.

Figure 3-6 shows an example of the analysis results performed in TCV. In this figure, four ohmic discharges in the linear ohmic confinement (LOC) regime with the scan of average density were analyzed. As explained in section 1.3.1, the energy confinement time increases with average density in the LOC regime. It is shown that both $n_e$ and $T_e$ profiles of ohmic
discharges with different average density levels can be fit by the exponential fitting line (solid) line with the same exponential power, while the edge region is not fitted well by the exponential function. This figure also shows that the linear fit works in the edge $n_e$ and $T_e$ profiles in these Ohmic discharges, but the slope and the value of the linear fitting line at $\rho_v = 1.0$ vary with the average density value, which indicates the correlation between the edge profiles and the global confinement. It is interesting to investigate whether or not the findings in TCV, profile self-similarity quantified by an exponential fit and the importance of the edge region ($\rho_v > 0.8$) in L-mode discharges, are universal by analyzing profiles in Tokamaks other than TCV.

In this study, we will apply the same analysis method used in TCV [142] to the $n_e$ and $T_e$ profiles in the Alcator C-Mod tokamak [102]. That is, we will first apply the exponential fit to the core $n_e$ and $T_e$ profiles, and apply the linear fit to the edge $n_e$ and $T_e$ profiles in C-Mod Ohmic discharges in different Ohmic confinement regions. The change of fitting parameters for the core and edge profiles across the Ohmic confinement transition will then be studied to see if the results in C-Mod are consistent with the findings in TCV. We will also extend these analyses to the high energy confinement regimes, i.e., H-mode and I-mode. While both particle and energy confinement is improved in H-mode, only energy confinement is improved in I-mode. In other words, I-mode has H-mode like $T_e$ profiles and L-mode like $n_e$ profiles [180, 164]. Comparing the fitting parameters for $n_e$ and $T_e$ profiles with the changes of confinement regime (L/I/H-modes) will be not only interesting for understanding I-mode and H-mode, but is also helpful to understand both energy and particle transport generally.

In order to analyze the self-similarity and the change of profile shapes in the edge in Alcator C-Mod, the Thomson scattering diagnostic [84] (for $n_e$ and $T_e$) and the ECE diagnostic [115] (for $T_e$) were used. In the same way as described in [142], a flat profile shape was used to fit inside the sawtooth inversion radius ($\rho_v < \rho_{inv}$), and exponential and linear fits were applied in the core ($\rho_{inv} < \rho_v \leq \rho_{ped}$) and edge regions ($\rho_v \geq \rho_{ped}$), respectively. $\rho_{ped}$ is the outer boundary of the core region, where the exponential fit is valid. That is, the $T_e$ profile on outboard side was fitted with the following three equations.

$$
T_e(\rho_v) = T_{e,0} \quad \text{for } \rho_v < \rho_{inv}
$$

$$
T_e(\rho_v) = T_{e,0} e^{-\chi_{T_e}(\rho_v-\rho_{inv})} \quad \text{for } \rho_{inv} < \rho_v \leq \rho_{ped,T_e}
$$

$$
T_e(\rho_v) = T_{e,edge} + \mu_{T_e}(1 - \rho_v) \text{for } \rho_v \geq \rho_{ped,T_e}
$$

(3.14)
Here, $T_{e,o}$ is the averaged $T_e$ value in $\rho_v < \rho_{inv}$, and $\lambda_{T_e}$ is an exponential fitting parameter. This parameter is approximately a normalized gradient scale length, $a/L_{T_e}$ in the core region, where $a/L_{X} = \frac{a}{X} \left| \frac{dX}{dr} \right|$, and $a$ is the minor radius. That is, $\lambda_{T_e} = \frac{1}{T_e} \frac{dT_e}{d\rho_v} = \frac{a}{L_{T_e}} \left| \frac{1}{a} \frac{dr}{d\rho_v} \right|$. It may be possible to resolve the variation of the gradient scale length in the core region using another fitting method such as bspline fitting. Nevertheless, if an exponential fit works well within the uncertainty of the data, the variation of $\lambda_{T_e}$ in the fitting region will be small enough to consider $\lambda_{T_e}$ as a good parameter which can represent a characteristic of the profile in the fitting region, which is the average gradient scale length. The fitting parameter in the edge region, $\mu_{T_e}$, is the slope of the linear fit, and $T_{e,edge}$ is the $T_e$ value at $\rho_v=1.0$, determined by the linear fit. $\mu_{T_e}$ and $T_{e,edge}$ have the same units as $T_e$. In this analysis, we define the pedestal position of the $T_e$ profile, $\rho_{ped,T_e}$ as the radial location which has the minimum difference between the two fitting lines (exponential function and linear function) at $\rho_v > \rho_{inv}$. The same equations and definitions are used for the $n_e$ profile.

In order to mitigate a scatter in the data, we used the data within one standard deviation from time averaging in each confinement regime when the time length of the confinement regime is longer than 0.1 sec. When the time length of the confinement regime is less than 0.1 sec, all raw data were included in the analysis since there were less than 5 data points at each radial location, which is not enough to use any statistical techniques. Equilibrium reconstruction (EFIT)[96] constrained by magnetic diagnostics [14] was used to map the measurement locations of Thomson scattering and ECE diagnostics to the normalized axis, the square root of normalized plasma volume, in this study. Although we use the square root of normalized plasma volume as the horizontal axis to compare results between C-Mod and TCV, it is noteworthy that the analysis results are not different when the square root of normalized toroidal flux is used as the horizontal axis.
3.3 Experimental transport analysis using TRANSP

In the last two sections, we discussed the analysis methods for the measured fluctuations and profiles. In this section, we will discuss how to obtain the transport coefficients and the transport relevant quantities which are not measured in the experiments. It is noteworthy that heat fluxes are most important quantity obtained via this analysis, since the experimental heat flux levels obtained in this analysis will be used to not only study the changes in the experimental heat transport but also to validate the simulated heat transport by gyrokinetic simulation code, GYRO, which will be explained in section 3.4. It is possible to obtain these quantities by solving transport equations such as the energy and particle conservation equations. Since several transport equations are coupled, it is impossible to solve them analytically. In this study, we use the transport analysis code, TRANSP [4] to obtain the important transport quantities which were not measured, such as heat flux. TRANSP is also used to prepare the input profiles for gyrokinetic simulation, GYRO. A detailed this code is out of the scope of this study, and can be found in [4, 59, 68, 113]. In the following sub-sections, we will explain how we use TRANSP for this study.

3.3.1 Estimation of experimental heat flux using TRANSP

The procedure of heat flux estimation in the TRANSP is briefly reviewed in this section. We will first see the form of the transport equation that TRANSP solves. Since charged particles move along the magnetic field, diffusion along the magnetic surface in a magnetically confined plasma is much faster than the cross-field diffusion, which makes the transport quantities almost constant on the magnetic surface. In a tokamak plasma, we can also make use of toroidal symmetry. Then the transport equations should be solved only along the radial direction. In order to map the transport quantities correctly to the magnetic surface, we must consider the 2D plasma equilibrium due to a non-circular plasma cross section in most experiments. The term $1.5D$ is used to describe a 1D (poloidally averaged) transport solution, in a 2D magnetic geometry [113]. The measured quantities are usually not enough to solve
these 1.5D transport equations, so some quantities must be estimated by modelling. For this reason, TRANSP is coupled with other models for plasma equilibrium, wave heating and so on. The basic structure of TRANSP can be found in [68, 113]. The main reason for using TRANSP in this study is to estimate the experimental electron/ion heat fluxes and diffusivities. These quantities are obtained through solving the electron and ion energy conservation equations. When the viscosity terms are neglected, the electron energy conservation equation is given as follows.

\[
\frac{3}{2} \frac{\partial}{\partial t} (n_e T_e) + \nabla \cdot \overrightarrow{\nabla}_{\text{cond}} + \nabla \cdot \left( \frac{5}{2} n_e T_e \overrightarrow{\nabla}_{e} \right) - \overrightarrow{u}_{e} \cdot \nabla (n_e T_e) = \]

\[ P_{OH} + P_{\text{ext,e}} - P_{\text{ion}} - P_{\text{rad}} - q_{ie} \]  

(3.15)

where electron heat flux by conduction, \( q_{e,\text{cond}} \), is defined as \( q_{e,\text{cond}} = n_e \chi_e \frac{\partial T_e}{\partial r} \) with electron heat diffusivity, \( \chi_e \). \( P_{OH} \) is the Ohmic power, defined as \( P_{OH}(r) = j^2(r)/\sigma(r) \) where \( j(r) \) is the current density profile and \( \sigma(r) \) is the conductivity. \( P_{\text{ext,e}} \) is the external heating power absorbed by electrons, and \( P_{\text{ion}} \) is the power loss due to ionization of a neutral. \( P_{\text{rad}} \) is the radiation power loss and \( q_{ie} \) is the power loss by transfer to ions through coulomb collisions, defined as \( q_{ie} = \frac{3m_e}{m_i} \frac{n_e}{n_i} [Z] (T_e - T_i) \) with electron collision time, \( \tau_e \) and \( [Z] = \frac{1}{n_e} \sum_j n_j Z_j^2 A_j \) where \( Z_j \) and \( A_j \) are the charge and atomic weight of ion species \( j \).

The notation for the radial and temporal dependence of each term is ignored for the simplified notation, but it is noteworthy that Eq. 3.15 is solved in each radial location at each time slice. The first term on the left side of Eq. 3.15 represents the rate of change of electron energy, and the second term indicates the conduction power loss. The third and fourth terms indicate the convective power loss and the work done by electrons against the pressure gradient. These two terms can be expressed differently through simple algebra as below.

\[
\nabla \cdot \left( \frac{5}{2} n_e T_e \overrightarrow{\nabla}_{e} \right) - \overrightarrow{u}_{e} \cdot \nabla (n_e T_e) = \nabla \cdot \left( \frac{3}{2} n_e T_e \overrightarrow{\nabla}_{e} \right) + n_e T_e \nabla \cdot (\overrightarrow{\nabla}_{e}) \]  

(3.16)
In this case, these two terms will represent the convective power loss and compression power loss. It is noteworthy that convective power loss can be represented differently from the theoretical model for the flux, used in the analysis, as shown in [68].

Neglecting viscosity terms, the ion energy balance equation is given similarly as follows.

\[
\frac{3}{2} \frac{\partial}{\partial t}(n_i T_i) + \nabla \cdot \vec{q}_{i,\text{cond}} + \nabla \cdot (\frac{5}{2} n_i T_i \vec{v}_i) - \vec{v}_i \cdot \nabla (n_i T_i) = P_{\text{ext},i} - P_{\text{CX}} + q_{ie} \tag{3.17}
\]

The left hand side of Eq. 3.17 is almost identical. On the right hand side, similarly to \( q_{e,\text{cond}} \), ion heat flux by conduction, \( q_{i,\text{cond}} = n_i \chi_i \frac{\partial T_i}{\partial r} \), with ion heat diffusivity, \( \chi_i \). \( P_{\text{ext},i} \) is the external heating power absorbed by ions, and \( P_{\text{CX}} \) is the power loss due to charge exchange with neutrals.

In TRANSP, the heat flux and diffusivity of electrons and ions are obtained by estimating all terms except for the conduction power loss term. The rate of energy change (first term on the left hand side in Eq. 3.15 and 3.17) can be calculated from the measured density and temperature profiles. For the third and fourth terms in Eq. 3.15 and 3.17, the radial flow velocity must be known, and can be estimated from the particle conservation equation given as follows.

\[
\frac{\partial n_\alpha}{\partial t} + \nabla \cdot \vec{\Gamma}_\alpha = S_{\text{vol},\alpha} + S_{\text{wall},\alpha} \tag{3.18}
\]

where \( \alpha \) can be electrons or any ion species, \( \Gamma \) is particle flux, \( S_{\text{vol}} \) and \( S_{\text{wall}} \) are volume and wall sources of the particle, calculated by modelling.

For the Ohmic power calculation, conductivity \( (\sigma(r)) \) can be calculated from one of the neoclassical models, and current density profile \( (j(r)) \) can be either measured or estimated from the poloidal magnetic field diffusion equation, given as,

\[
\frac{\partial B_\theta}{\partial t} = \frac{\partial}{\partial r} \left( \frac{1}{\tau \mu_0 \sigma(r)} \frac{\partial}{\partial r} r B_\theta \right) \tag{3.19}
\]
External heating power for electrons and ions, $P_{\text{ext,e}}$ and $P_{\text{ext,i}}$, should be obtained from another model depending on the external heating method used in the experiment. For example, the TORIC model [20, 181] is used to calculate the Ion Cyclotron Resonance Heating (ICRH) power deposition in C-Mod. Neutral transport modelling is required to estimate $P_{\text{ion}}$ and $P_{\text{ex}}$. Last, $q_{ie}$ can be estimated from the measured density and temperature profiles with the assumption that the ion density profile shape is the same as the shape of electron density profile.

Once all terms except for the conduction power loss term, $\nabla \cdot \vec{q}_{\text{e,cond}}$ and $\nabla \cdot \vec{q}_{\text{i,cond}}$ will be simply obtained from Eq. 3.15 and 3.17. Then, using the Divergence theorem, we can calculate the total heat flux from both conduction and convection as shown in Eq. 3.20, and heat diffusivity will be simply estimated from its definition, $\chi = q_{\text{cond}}/n\partial T/\partial r$.

$$q(r_o, t_o) = \frac{1}{A(r_o, t_o)} \int_0^{V(r_o, t_o)} \nabla \cdot (\vec{q}_{\text{cond}}(r, t) + \vec{q}_{\text{conv}}(r, t)) \, dV$$

(3.20)

where $A(r_o, t_o)$ and $V(r_o, t_o)$ are the area and volume of the flux surface at $r = r_o$ and $t = t_o$, and $\vec{q}_{\text{conv}}(r, t)$ is the heat flux due to convection.

### 3.3.2 TRANSP code set-up in this study

As shown in the previous section, one must use various models and measurements to obtain each term in Eq. 3.15 and 3.17. Depending on the model or the measurements used in the code, the heat flux value estimated from TRANSP will vary. Thus, we must clarify the TRANSP set-up used in this study. First, the inputs used in TRANSP were as follows: the $n_e$, $T_e$, $T_i$, and $V_t$ profiles and $Z_{\text{eff}}$ value, analyzed in section 3.2, the total plasma current, $I_p$, measured by the Rogowski coil [14], $P_{\text{rad}}$ measured by bolometry [14], neutron rate measured by the neutron detector [14], and external heating power (Ion Cyclotron Resonance Heating (ICRH) for C-Mod). The input profiles are mapped on $r/a$ coordinates in this study. We used the “pretransp”, GUI (Graphical User Interface) developed by IDL, to provide the prepared inputs to TRANSP. The input profiles are re-mapped onto the flux coordinates (onto the
normalized square root of toroidal flux) in TRANSP. For this mapping and equilibrium calculation, the fixed boundary solver, TEQ [4] was used in TRANSP. For the current density profile, the poloidal magnetic field diffusion equation (Eq. 3.19) was used. Conductivity \( \sigma(r) \) was estimated using the NCLASS module [76]. NCLASS solves the fluid force balance equations for multiple species to determine the neoclassical transport quantities. This code is also used to estimate the bootstrap current. The profile of ICRH power was determined by the TORIC code, which calculates the wave propagation and absorption in the plasma [20, 181]. Last, the convective power loss, \( q_{\text{conv}} \) is defined in TRANSP as follows.

\[
q_{\text{conv}} = \nabla \cdot \left( \alpha \frac{5}{2} nT \vec{v} \right). \tag{3.21}
\]

where \( \alpha \) is a free parameter.

In this study, \( \alpha \) is set to 2/3, which means the convective power loss term in Eq. 3.16 is used instead of the third term on the left hand side of Eq. 3.15 and 3.17.

The uncertainty of the experimental heat fluxes can be estimated in two ways. We can estimate it from the uncertainty of each term in the power balance through the error propagation technique such that \( \sigma_Z^2 = \sigma_X^2 + \sigma_Y^2 \) with an uncertainty, \( \sigma \), and the sum of \( X \) and \( Y \), \( Z(=X+Y) \), under the assumption that \( X \) and \( Y \) are uncorrelated. Figure 3-7 shows the profiles of each term in the electron and ion energy balance equations (Eq. 3.15 and 3.17) for one C-Mod discharge. It is shown that \( P_{OH}, P_{rad} \) and \( q_{ie} \) are dominant in the electron power balance and \( q_{ie} \) is dominant in the ion power balance equation. We can then estimate the uncertainty of \( q_i \) and \( q_e \) from the uncertainty of \( P_{OH}, P_{rad} \) and \( q_{ie} \). More details are shown in Appendix H. We can also estimate the uncertainty of heat fluxes from a group of runs with different input parameters within their uncertainties. In this method, we will obtain a range of the heat flux values within the uncertainty of input parameters. Assuming the heat flux values of each run are not correlated, it is possible to convert the obtained range of the heat flux to its standard deviation [108].
Figure 3-7: The power of each term [MW/m³] in the (a) ion power balance equation and (b) electron power balance equation in one C-Mod discharge (shot: 1120626023, t: 0.9-1.4s). Energy gain has a positive sign and loss is presented by a negative sign. In (a), black: the power transferred from electrons to ions by collisions, $q_{ie}$; purple: the rate of change of ion energy, blue: ion conduction power loss, orange: ion convective power loss, green: ion compressional power, red: power loss due to charge exchange. In (b), black: Ohmic heating power, purple: the rate of change of electron energy, blue: electron conduction power loss, red: electron convective power loss, light blue: power loss due to radiation, green: $q_{ie}$, yellow: electron compression power, red: power loss due to ionization.

### 3.3.3 Preparation of input files for the gyrokinetic simulation (GYRO)

The analysis using TRANSP is deeply related to the gyrokinetic analysis, which will be explained in the next section. The experimental heat fluxes estimated from TRANSP will be compared with the simulated heat fluxes by the gyrokinetic simulation (GYRO) to validate the gyrokinetic model. TRANSP is also used to prepare the input profiles for the gyrokinetic simulation (GYRO). In the GYRO input preparations, we use TRANSP for two purposes. First, we obtain the unknown quantity required to run GYRO from TRANSP, which is the radial electric field, $E_r$, profile. NCLASS, mentioned in section 3.3.2, was used to estimate the $E_r$ profile. In this study, we used the toroidal velocity of impurity (Ar) as input, and NCLASS calculates the $E_r$ profile using the input toroidal velocity profile and the estimated poloidal velocity from the neoclassical calculation. The $E_r$ value itself affects the rotation frequency in GYRO inputs, and its gradient determines the $E \times B$ shearing rate, which
are important to the stabilization of turbulence. However, the agreement of the neo-classical poloidal velocity with the experimental value is questionable [64, 149, 35], and this can be an issue in the comparison of GYRO outputs with the experiments as will be shown in Chapter 4. Second, we use the TRANSP output files to generate GYRO input profiles. To generate GYRO input profiles, a plasma state netCDF file is first generated using TRANSP outputs through the TRXPL software [6]. This plasma state file is used to generate GYRO input profiles through profiles_gen utility [5]. It is noteworthy that the time-averaged profiles are used in GYRO, and averaging was performed using TRXPL after the TRANSP run is done. Thus, the TRANSP input profiles are not time-averaged profiles, they are profiles at each time slice, and heat fluxes and diffusivities are also a function of time and space. The presented heat flux and diffusivity in this study are averaged in the post processing in the time range we used for the analysis.

3.4 Gyrokinetic analysis using GYRO

The last analysis method introduced in this chapter is gyrokinetic turbulence simulation using GYRO [28]. Gyrokinetic simulations were performed to understand the physics related to transport phenomena we observed and to interpret the measured fluctuations. As mentioned in Chapter 1, the validation of gyrokinetic simulation is also an important task that should be performed. In this section, we first explain the simulation setup used in this study, after a brief introduction of GYRO. More details about GYRO can be found in [28, 3]. The procedure of gyrokinetic analysis performed in this thesis is then discussed. Last, we introduce the synthetic CECE diagnostic model used in this study, required for the validation study using the CECE measurements.

3.4.1 Overview of GYRO

GYRO is a numerical solver for the non-linear gyrokinetic equation using the initial value Eulerian scheme. The explanation of the Eulerian scheme can be found in [55].
This code solves the perturbed part of distribution function, $\delta f$ from the equilibrium distribution function, assumed as Maxwellian, from the gyrokinetic equation. GYRO is capable of solving the gyrokinetic equation with a realistic plasma geometry and shape, impurities (up to 5), collisions, profile variations (global effects), electromagnetic effects and rotation relevant effects such as rotation/$E \times B$ shearing effects. The particles (electrons and ions) can be treated as adiabatic, drift-kinetic or gyrokinetic. Depending on the purpose of the simulations, these terms can be included or not. GYRO uses the shifted velocity frame, the frame rotating with the plasma with $E \times B$ velocity at the reference location in the simulation. Thus, there will be Doppler shift in the simulated fluctuations when we convert this shift velocity frame to the lab frame. This effect should be considered in the comparison of the fluctuations from GYRO with the experiments. The fluctuating quantities in GYRO are decomposed in the toroidal direction (or represented by a Fourier series of toroidal modes). For example, potential fluctuation, $\tilde{\phi}$, is represented as follows.

$$\tilde{\phi}(r, \theta, \alpha) = \sum_{j=-N_n+1}^{N_n+1} \tilde{\phi}_n(r, \theta)e^{-in\alpha}e^{in\omega_0 t}$$ (3.22)

where $\theta$ is the poloidal angle, $\alpha$ is the Clebsch angle in a flux coordinate [95], and $n$ is the toroidal mode number, defined as $n = j\Delta n$ with toroidal mode spacing, $\Delta n$. $N_n$ indicates the number of toroidal grid points, and $\omega_0$ is the $E \times B$ rotation frequency of the reference radius, defined as $\omega_0 = cE_r/RB_p$ with the speed of light, $c$, radial electric field, $E_r$, major radius, $R$, the poloidal magnetic field, $B_p$.

Each toroidal mode number, $n$, can be linked to a poloidal wave number, $k_y$, with the relation given as follows.

$$k_y = \frac{nq}{r}$$ (3.23)

with safety factor, $q$.

GYRO solves each toroidal mode from the gyrokinetic equation. However, the gyrokinetic equation for one toroidal mode has the non-linear term coupled with the equations for other toroidal modes. If GYRO solves the linearized gyrokinetic
equation by neglecting the non-linear term, we are able to obtain the real frequency and the growth rate of the unstable modes in the plasma. The unstable mode in this linear simulation has the form (Potential fluctuation is used in the example).

\[
\tilde{\phi}_n(r, \theta, t) = \tilde{\phi}_n(r, \theta)e^{-i\omega_R t + \gamma t} \tag{3.24}
\]

with the real frequency of the mode, $\omega_R$ and its growth rate, $\gamma$.

Through the linear simulations, we see clearly the characteristics of the unstable mode, which can exists in the plasma condition used as input, for each toroidal mode or poloidal wavenumber, $k_y$, in the range of interest of $k_y$ or $k_y\rho_s$, with the sound gyroradius of the main ion, $\rho_s$, defined as $\rho_s = c_s/\Omega_{ci}$ with $c_s = \sqrt{T_e/m_i}$ and $\Omega_{ci} = eB/m_ic$. The propagating direction of the mode is determined from the sign of real frequency. In GYRO, negative real frequency indicates the ion diamagnetic direction and positive real frequency indicates the electron diamagnetic direction. The sensitivity analysis for the growth rate about input parameters will identify the mode, such as TEM or ITG mode. In GYRO, we can use either an initial value solver or eigenvalue solver for the linear simulation. An initial value solver finds the dominant mode, which has the highest growth rate, but we do not know the sub-dominant mode. Using an eigenvalue solver, we are able to obtain sub-dominant unstable modes. Depending on the purpose of the simulations, either one of them can be used.

Although linear simulations are useful, we need nonlinear simulations to obtain a more realistic picture. As shown in Eq. 3.24, the linear unstable mode increases exponentially, and will go to infinity eventually, which is not true in the real experiments. In these linear simulations, the nonlinear interaction between the linear modes at different toroidal (or poloidal) wavenumbers is not considered. This nonlinear coupling provides the dissipation mechanism of the unstable mode, by transferring the linear free energy to the stable modes at other wavenumbers, and the amplitude of the unstable mode will be saturated when its linear free energy is balanced with the nonlinear energy transfer to other modes. The nonlinear interaction is generated due
to the convective derivative term in the gyrokinetic equation [159]. Including the non-linear term, we can obtain more realistic quantities relevant to turbulence, such as heat flux due to turbulent transport and turbulent fluctuations. These realistic fluctuating quantities can be compared to the experimental quantities analyzed in section 3.1 and 3.3. In other words, we will get a realistic picture about the transport in the plasma from the non-linear simulations. However, the required computational time for each non-linear run is quite demanding. To reduce the cost of the run, we need to find the minimal resolutions (in time, velocity and real space) and the minimal domain size that can be used in the study. This can be found by checking the convergence of the simulated outputs with changes in the resolutions and domain size.

Among the simulated outputs from the non-linear runs, this thesis uses the electron and ion heat fluxes and the electron temperature fluctuations. The heat flux values are given as output, but the temperature fluctuation value is not directly given by GYRO. Instead, the simulated density and energy fluctuations are given. The temperature fluctuations are calculated from the first order approximation as follows.

\[
\frac{\tilde{T}}{T} \approx 2 \frac{\tilde{E}}{3nT} - \frac{\tilde{n}}{n} \tag{3.25}
\]

The simple algebra related to Eq. 3.25 is shown in Appendix G. Fluctuations from GYRO are already normalized by the corresponding equilibrium values. The density fluctuations are normalized by the equilibrium density value, and the energy fluctuations are normalized by the product of equilibrium density and temperature. Thus, temperature fluctuations can be calculated easily using density and energy fluctuations from GYRO via Eq. 3.25.

GYRO can be run either at a local flux surface or globally with profile variations in the simulation domain. In the local simulation, the values of input profiles are constant across the simulation domain. Running the local simulation corresponds to solving the gyrokinetic equation with the limit of \( \rho_* \to 0 \), where \( \rho_* = \rho_s/a \) with minor radius, a. The periodic boundary condition is usually used in the local flux-
tube simulations. However, a non-periodic boundary condition is used in this study to include rotation relevant effects in the local simulation. The global simulation uses the input profile itself including its variation in the simulation domain. The boundary condition is thus naturally non-periodic. It is known that local simulation results agree with the global simulation results when the $\rho_s$ value is small enough $(1/\rho_s \gtrsim 400)$ [29].

### 3.4.2 GYRO simulation set-up

In this study, both linear and non-linear simulations were performed using GYRO. In most cases, local simulations were performed, but the results will be similar to global simulations because of the small $\rho_s$ values as shown in Appendix I, and previous gyrokinetic analysis performed in C-Mod [78]. Due to the low $\beta$ values of plasmas used in this study ($\beta \lesssim 1\%$), it is expected that electromagnetic effects are negligible. Thus, only electrostatic turbulence modes were considered in this analysis. As explained in section 3.3.3, GYRO input profiles are obtained from the experimental profiles of $n_e$, $T_e$ and $T_i$ and the profiles estimated by TRANSP, such as safety factor, $q$, and rotation frequency, $\omega_0$. A realistic plasma shape is considered in the simulations through the Miller type equilibrium model [106] based on the equilibrium information obtained from TRANSP. Electron collisions are modeled by using pitch angle scattering, and ion-ion collisions are not included in the simulations. One impurity species (Boron, B) is used with the estimated main ion fraction $(n_D/n_e)$. It was assumed that the main ion density profile has the same radial gradient as the electron density profile, but with the different amplitude, determined by the main ion fraction. Although impurities can affect the main ion density gradient, we assumed that the main ion density gradient was not changed by including impurities in the simulations. The treatment of impurity in the gyrokinetic analysis should be improved in the future to investigate the effect of impurity to the turbulent transport.

Although it is known that we cannot always ignore the contribution of electron scale turbulence, as shown in [90, 47] in the past and in [77] recently in C-Mod, the simulations include only ion scale turbulence ($k_y \rho_s \lesssim 1.2 - 1.7$) in this analysis.
Figure 3-8: The simulated heat flux \([MW/m^2]\) of (a) ions and (b) electrons for one C-Mod discharge (shot 1120626028, t:0.9-1.4 s) at \(r/a=0.6\). The stationary time period is set to \(t: 400-833 [a/c_s]\). The red solid line is the average value, and the red dotted line indicates the uncertainty of the mean value, the standard deviation of the time averaging.

because of the enormous time required for the simulations including both electron and ion scale turbulence (this does not mean that ion scale simulations are cheap). This can be a caveat in this analysis. For the ion scale simulations, gyrokinetic ions and drift-kinetic electrons are used. All simulated quantities in this study were averaged in the stationary time period for more than \(300[a/c_s]\), where the spatially averaged ion heat flux, \(Q_i\), electron heat flux, \(Q_e\) and potential fluctuations of each toroidal modes are saturated. Figure 3-8 shows the example of saturated \(Q_i\) and \(Q_e\) from GYRO for one C-Mod discharge (shot : 1120626028, t : 0.9-1.4s). The red solid line in this figure indicates the averaged heat flux in the stationary time range, and the red dotted lines indicate the uncertainty of this mean value estimated from the standard deviation from the time-averaging. The uncertainties of the other fluctuating quantities, which are spatially averaged and are functions of only time, are also estimated from the standard deviation of the time averaging in the stationary time period.

In order to find the proper domain size and resolution of the simulation, a convergence study of simulated outputs for the simulation setup parameters is required. For example, the domain size should be large enough to include many turbulent eddies for accurate simulation results. In order to know whether or not the present domain
size is sufficient, a run with a domain larger than the present domain is needed. If the simulation results from the run with the larger domain are similar to the present run within the uncertainty (in other words, the simulation results converge with the domain size), then it is concluded the present domain size is sufficient. We also want to include all relevant ion turbulence modes in the simulation for accurate results. This is related to the range of $k_y \rho_s$ in the simulation. Similar to the domain size, we should perform a convergence test about the range of $k_y \rho_s$ to check whether or not the simulation results are saturated with $k_y \rho_s$ values than the present value. The same kind of convergence tests can be done for the setup in velocity space such as the resolution of velocity space and the maximum energy included for the $\delta f$ calculation. An example of the convergence study for the Ohmic discharges in Chapter 4 can be found in Appendix I. However, we need to note that each non-linear run is expensive, and it is hard to perform the convergence study for each run used in the analysis. Instead, once we have the proper resolutions and domain size for one run, then the same resolution and domain size were used for the other runs used to simulate plasmas which have similar discharge conditions. The domain size used in this analysis is $L_x, L_y \sim 60 - 130 \rho_s$ with radial domain size, $L_x$, and poloidal domain size, $L_y$. The radial grid spacing, $\Delta x / \rho_s$ is set to 0.25-0.35. The maximum $k_y \rho_s$ value is set to 1.2-1.7. In velocity space, 128 grid points were set with 8 energies, 8 pitch angles and 2 signs of velocity.

It is noteworthy that there are observable symptoms if domain size is not sufficient or if the $k_y \rho_s$ range is not sufficient. One typical symptom that can be observed due to an insufficient domain size is the peak at the longest wavelength mode or at the lowest $k_y \rho_s$ mode in the distribution of flux among toroidal modes, that is, the $Q(k_y \rho_s)$ spectrum. It is usually observed in the $Q_i(k_y \rho_s)$ spectrum. If this is the case, we need to increase the poloidal box size by decreasing the toroidal grid spacing, $\Delta n$. In this study, we had a run with a large accumulation in $k_y \rho_s < 0.1$ in the $Q_i(k_y \rho_s)$ spectrum, and this accumulation was not consistent with the experimental observations. In this case, we tried to suppress the mode in $k_y \rho_s < 0.1$ within the uncertainty of input parameters. The details about this run can be found in Appendix I. If the $k_y \rho_s$ range
Figure 3-9: The distribution of simulated heat flux [MW/m²/mode] on toroidal modes. The spectrum of $Q(k_y \rho_s)$ for one C-Mod discharge (shot 1120626023, t: 0.9-1.4s) at r/a~0.85. The stationary time period is set to t: 430-860 [a/cs]. (a) $Q_i(k_y \rho_s)$ (b) $Q_e(k_y \rho_s)$ spectrum.

is not sufficient, the $Q(k_y \rho_s)$ spectrum will have the high amplitude tail. It is usually observed in the $Q_e(k_y \rho_s)$ spectrum. In this case, we need to increase the maximum $k_y \rho_s$ value by increasing the number of toroidal modes. Then, the $Q(k_y \rho_s)$ spectrum from the run with the proper setup will have the bell-like shape as shown in Fig. 3-9. Although the convergence study was not performed in detail for each simulation in this study, all GYRO runs used here do not have any issues in the $Q(k_y \rho_s)$ spectra.

### 3.4.3 Gyrokinetic analysis procedure

We performed both linear and nonlinear gyrokinetic analyses in Chapter 4 and 5, and only the linear analysis was done in Chapter 6. In linear gyrokinetic analysis, we first find the dominant mode in the plasma using an initial value solver with experimental input profiles. From the sign of the real frequency, we are able to determine the propagation direction of the dominant mode (positive: electron, negative: ion, where ion/electron direction refers to the direction of ion/electron diamagnetic velocity, respectively). In ion scale simulations, we usually connect the mode propagating in the ion direction (ion mode) to the ITG mode, and the opposite case (electron mode) to TEM. The sensitivity analysis of the growth rate of the dominant mode about the input gradient scale lengths is the second step in the linear gyrokinetic
analysis in this study. For the sensitivity analysis in this thesis, $a/L_{Ti}$ and $a/L_{Te}$ are varied to study whether the dominant mode is ITG- or TEM-like turbulence. This sensitivity study identifies the characteristics of the dominant turbulence mode more clearly. Last, an eigenvalue solver (field eigenvalue solver) is used to identify and study the sub-dominant mode if necessary. The details about the eigenvalue solver used in this analysis can be found in [3]. The eigenvalue solver is required when the sensitivity analysis shows that the dominant mode is near the ITG/TEM boundary, which indicates that the sub-dominant mode is not ignorable. It is noteworthy that we cannot know how the dominant and sub-dominant modes, studied in the linear gyrokinetic analysis, affect the turbulent transport. A more realistic picture should be investigated using non-linear gyrokinetic analysis.

The first step in non-linear gyrokinetic analysis is to find the base case with the proper resolution and domain size as explained in the previous section. The next step is to obtain the heat flux matched simulation. The simulated heat flux values with the experimental profile or the profile from the base case usually do not match with the experimental values since heat flux values from turbulent transport are sensitive to the gradient scale lengths due to the stiffness property explained in Chapter 1. Changing gradient scale lengths or other input parameters within the uncertainty, we check whether or not the non-linear run can reproduce the experimental heat flux values, obtained from TRANSP. If the run with the modified inputs can reproduce one or both of the electron and ion heat fluxes, we use this run as the “physical” base case since this run simulates the transport in the plasma closer to the real experiment than the “numerical” base case obtained in the first step. We then analyze the results of the heat flux-matched simulations by comparing the trend of heat fluxes with the experiments or by comparing the simulated heat fluxes and fluctuations from various heat flux-matched runs used to analyze different discharges. Similar to the linear analysis, it is also possible to identify the dominant mode in the non-linear run from the power spectrum of the simulated fluctuations. The last step is the sensitivity analysis. In this analysis, we varied input parameters from the heat flux matched simulation, and investigated the sensitivity of the simulated outputs about input
parameters. From this analysis, we can determine what kind of turbulence mode is dominant or responsible for the turbulent transport in the discharge used in the simulation.

The validation study introduced in Chapter 1 was performed for the C-Mod Ohmic discharges studied in Chapter 4. In order to validate the gyrokinetic model used in this study, electrostatic ion-scale turbulence, we first compared the outputs from the heat flux-matched simulations with the experiments. The robustness of this comparison was then checked via the sensitivity analysis. The experimental heat flux and the electron temperature fluctuations measured by the CECE diagnostic were used in the comparison for the validation study. The simulated electron temperature fluctuations cannot be compared directly with the measured fluctuations. We must consider the experimental conditions in the measurements in the post-processing through a synthetic diagnostic model, which will be explained in the next section.

### 3.4.4 Synthetic CECE diagnostic

The overview of the existing synthetic diagnostic model for the CECE diagnostic

In order to compare quantitatively the simulated outputs with the measured quantities, we need a computational model which can convert the simulated "raw" outputs into simulated diagnostic signals by considering the measurement conditions such as resolutions, Doppler effects and any limitations in the measurements. This computational model is called a synthetic diagnostic [22, 73]. For the comparison of $T_e$ fluctuations simulated by GYRO with the $T_e$ fluctuations measured by the CECE diagnostic, a synthetic CECE diagnostic model was developed by Holland et al [73]. This existing model was used in this study with improvements for the CECE diagnostic in C-Mod. We will first briefly review how the existing model [73] (Holland's model) considers the CECE measurement conditions. Readers can find more details about the synthetic CECE model in [73].

GYRO uses the coordinates co-rotating with the plasma as shown in Eq. 3.22. It
is therefore necessary to convert the signal in the co-rotating frame to the laboratory frame. This was done by a mode number-dependent transform in [73] as follows:

\[ X_{\text{lab}}(r, \theta, n, t) = X_{\text{sim}}(r, \theta, n, t)e^{-in\omega t} \]  

(3.26)

with the simulated output in the GYRO coordinate, \( X_{\text{sim}} \), and the simulated output in the laboratory coordinate, \( X_{\text{lab}} \).

As explained in Chapter 2 and [23], the finite sample volume will attenuate the short wavelength signals. In Holland’s model, this effect is accounted for by convolving a two dimensional point spread function (PSF) in the radial and poloidal directions with the simulated raw signal at each time slice as shown by,

\[ X_{\text{syn}}(R_o, Z_o, t) = \frac{\int dRdZ \psi(R - R_o, Z - Z_o)X_{\text{lab}}(R, Z, t)}{\int dRdZ \psi(R - R_o, Z - Z_o)} \]  

(3.27)

with the center of measurement position, \((R_o, Z_o)\), point spread function (PSF), \( \psi \), and the synthetic signal, \( X_{\text{syn}} \).

In Holland’s model, a Gaussian form was used given by,

\[ \psi(R - R_o, Z - Z_o) = e^{-\frac{1}{2}\frac{(R - R_o)^2}{l_R^2}}e^{-\frac{1}{2}\frac{(Z - Z_o)^2}{l_Z^2}} \]  

(3.28)

with the \(1/e^2\) diameters in radial direction, \(l_R\) and poloidal direction, \(l_Z\).

An example of synthetic \( T_e \) fluctuations using Holland’s model is shown in Fig. 3-10. The attenuation of fluctuations by the finite sample or PSF is shown. We also see the spread of spectrum when higher rotation frequency is applied.

**Improvements in synthetic CECE model**

In this study, we improved the model for the CECE diagnostic in C-Mod in three aspects. First, more a realistic radial broadening shape, which is determined by both the relativistic and Doppler effects, is considered in this analysis. As shown in Eq. 3.28, Holland’s model assumed the sample volume has a Gaussian shape in both radial and poloidal directions, which are symmetric. As shown in Chapter
Figure 3-10: The power spectra of the unfiltered (raw) $T_e$ fluctuations (black), synthetic $T_e$ fluctuations using Holland’s model (red, with $1/e^2$ diameter in Gaussians in radial and poloidal directions, $l_Z=0.82\text{cm}$ and $l_R=1.0\text{cm}$) and synthetic $T_e$ fluctuations with higher rotation frequency (blue, $\omega_o$ with the same $l_R$ and $l_Z$ values used in the red line) for one C-Mod discharge (shot 1120626023, $t:0.9$-$1.4s$). $\omega_o \sim -0.0025 \left[\alpha/c_s\right]$ for the black and red lines, $\sim -0.025$ for the blue line.

2. Gaussian optics can be applied in the CECE optical system. Thus, a Gaussian shape is appropriate in the poloidal direction. However, the radial shape estimated in Chapter 2 shows that the Gaussian shape is not proper in the radial direction. Instead of a Gaussian shape, the estimated emissivity curves in the radial direction for each CECE channel shown in Fig. 2-14(a) are used in this study. Figure. 3-11(a) shows the PSF used in Holland’s model, which is symmetric in both radial and poloidal directions. The improved PSF is shown in Fig. 3-11(b). It is noticeable that the PSF is asymmetric in the radial direction due to the relativistic effect, explained in Chapter 2.

Synthetic $T_e$ fluctuations using the calculated radial shape are compared with the synthetic fluctuations using the Gaussian PSF in the radial direction. The $1/e^2$ diameter, $l_R$ for the synthetic fluctuations using the Gaussian PSF in the radial direction was estimated from the radial broadening width including 95% emissivity in the calculated emissivity curve. Other conditions used for the synthetic fluctuations are identical between them. Figure 3-12 shows that the synthetic fluctuations obtained from the calculated broadening shape are almost identical to the synthetic fluctua-
Figure 3-11: The comparison of the point spread function (PSF) applied in the synthetic CECE diagnostic for one C-Mod discharge (shot 1120626023, t:0.9-1.4s). The background fluctuations are simulated $T_e$ fluctuations at $t=430 \ [a/c_s]$. (a) PSF from Holland's model, two Gaussian in both poloidal and radial direction with $1/e^2$ diameter, $l_z=0.64$c $l_R=1.2$c. (b) The modified PSF with the more realistic radial shape estimated in Chapter 2 and Gaussian in poloidal direction with $l_z=0.64$c. The white lines indicate the 10, 50, 90% level of the power from the center of the PSF.

The contribution of $n_e$ fluctuations to the measured fluctuations considered in section 3.1.2 should be included in the synthetic diagnostic as well. The measured intensity fluctuations in each CECE channel considering the contribution of $n_e$ fluctuations is given by [124],

$$\frac{\hat{I}}{I} = (1 + A) \frac{\hat{T}_e}{T_e} + A \frac{\bar{n}_e}{n_e}$$  \ (3.29)

where $A = \frac{\tau \exp(-\tau)}{1 - \exp(-\tau)} (1 - \chi \frac{1 - \exp(-\tau)}{1 - \chi \exp(-\tau)})$, $I$ is the intensity of each CECE signal used in the correlation technique, and $\chi$ is the wall reflectivity, with a typical value of $\sim 0.8$ for a metal wall facility like C-Mod.

The contribution of $n_e$ fluctuations in the CECE measurements is considered in the following steps. First, both $n_e$ and $T_e$ fluctuations are loaded, and the $A$ value in Eq. 3.29 is calculated from the $n_e$ and $T_e$ values used in the simulation. The wall reflectivity, $\chi$, was assumed as 0.8 in this calculation. Then, the intensity fluctuation...
Figure 3-12: The power spectra of the synthetic $T_e$ fluctuations for one C-Mod discharge (shot: 1120626023, t: 0.9-1.4s) with the different PSF in the radial direction. A Gaussian function is used for the black curve, and the estimated radial shape is used for the red curve. Other input parameters between the two curves are identical.

A signal in each channel considering the $n_e$ fluctuation effect was generated through Eq. 3.29 using the simulated $n_e$ and $T_e$ fluctuations and the calculated A value. Once the intensity fluctuation signals are obtained, the rest of analysis is the same as the case using only $T_e$ fluctuations. It is noteworthy that the phase angle between the $n_e$ and $T_e$ fluctuations, which should be known for an accurate estimation of $n_e$ fluctuations from Eq. 3.11, will be naturally considered in the spectral analysis (cross power spectrum) of the simulated intensity fluctuation signals. The example is shown in Fig. 3-13(a). It is shown that the contribution of density fluctuations are not significant in this case. Nevertheless, the contribution of $n_e$ fluctuations can be more important in other runs than the case in Fig. 3-13(a) due to the changes in the phase between $n_e$ and $T_e$ fluctuations or the decrease of the optical depth, $\tau$, value.

In chapter 2, it was mentioned that high pass filters were used in the measurements to use the full dynamic range of the video amplifiers and digitizer. This high pass filter should also be considered in the synthetic CECE diagnostic. In order to consider the high pass filter, a digital filter using the measured response curve in Fig. 2-18(b) is applied to the synthetic signal before applying the standard spectral analysis technique. The example of the synthetic fluctuation with a high pass filter is shown in Fig. 3-13(b).
Figure 3-13: The comparison of power spectra of the synthetic $T_e$ fluctuations for one C-Mod discharge (shot: 1120626023, t:0.9-1.4s) (a) w/ and w/o considering the contribution of $n_e$ fluctuations (b) w/ and w/o considering the high pass filter used in the measurements.

Implementation of the synthetic CECE diagnostic in C-Mod

In order to implement the synthetic diagnostic, we need to consider the temporal and spatial resolution of GYRO outputs. The temporal resolution of the GYRO output ($c_s/a \sim 600\text{kHz}$) is increased by a factor of two through the linear interpolation of data in the time domain before applying the transform from the plasma to the lab frame to prevent aliasing in the synthetic spectra and to have a sufficient sampling rate for Doppler-shifted spectra. The radial and poloidal resolution of the CECE diagnostic estimated in Chapter 2 is about 1cm and less than 1cm, respectively. In the GYRO runs for C-Mod Ohmic discharges used in Chapter 4, the radial spacing was set to 0.25$\rho_s$. Since 0.25$\rho_s < 0.1\text{cm}$, the radial spacing of the GYRO output is enough for the synthetic CECE diagnostic. In the poloidal direction, 3200 grid points are set to have a sufficient resolution ($\sim 0.05\text{cm}$). Since the vertical measurement position of the CECE was about 7cm above midplane, the simulated fluctuations at 7cm above midplane were used for synthetic signals.

In order to match the spectral shape, it is required to modify the rotation frequency, $\omega_o$. In GYRO, it is possible to apply the mode number-dependent transform shown in Eq. 3.26 with the modified $\omega_o$ in the post-processing. Another way is to modify the rotation frequency in the input profiles. Since the former method will
generate synthetic signals which are not consistent with the simulation, the latter method was used in this study. It is noteworthy that only the amplitude of the rotation frequency was modified with the fixed gradient, so that the same rotation and $E \times B$ shearing rates are used in the simulation with the modified $\omega_o$.

In the local simulations, which use flat profiles, all points in the simulation domain use the same input parameters. Six pairs of signals with different radial points in the simulation domain, which are not correlated, were used to increase the number of sub-data sets in the averaging, decreasing the statistical error in the synthetic cross power spectrum. The spectral analysis technique used for the synthetic fluctuations is almost identical to that used for the measured fluctuations as explained in section 3.1. The synthetic fluctuation level was calculated by integrating the cross power spectrum with the same frequency range used for the measured fluctuations. One difference is the normalization. The measured $T_e$ fluctuations were not calibrated, and the relative $T_e$ fluctuation level was obtained using the radiometer formula (Eq. 3.9), while all fluctuations from GYRO are already normalized properly. Thus, we do not have to apply any normalization to obtain the relative $T_e$ fluctuation level. The spectral frequency for the synthetic spectrum was set to ~5kHz, which is similar to the value used for the measured spectrum. The uncertainty of the synthetic fluctuation level was estimated from the random error of the cross power spectrum and the systematic error from the estimation of radial broadening shape and the distance between two CECE channels. Using the error propagation technique, the uncertainty of the synthetic fluctuation level was then calculated. More details can be found in Appendix I.

3.5 Summary

In this chapter, four transport analysis methods or tools used in this thesis were introduced. They are CECE signal analysis, profile analysis, experimental transport analysis using TRANSP and gyrokinetic analysis using GYRO. In order to investigate the transport research topic in each chapter, these four analysis methods will be used.
One main work flow introduced in this chapter is the preparation of the gyrokinetic simulation, GYRO and the use of GYRO results to interpret the turbulence measurements and study the research topic of interest. In addition, the synthetic $T_e$ fluctuations are compared with the $T_e$ fluctuations measured by the CECE diagnostic. Profile analysis is first performed to prepare the input profiles for TRANSP. These input profiles are used in TRANSP via pretransp. TRANSP is then run, and the outputs from TRANSP are converted to GYRO input profiles through TRXPL and profile_gen. Last, we run GYRO, and obtain the heat flux-matched simulation by modifying the input parameters within the uncertainty. In the heat flux-matched simulation, synthetic $T_e$ fluctuation signals are generated in the post-processing using the synthetic CECE diagnostic for C-Mod. These signals are finally compared with the measured $T_e$ fluctuations. However, it is worth noting that the outputs of each stage in this workflow can be used to study the transport research topic in each chapter. From the profile analysis, the transport relevant parameters such as gradient scale lengths will be obtained, and we are able to explore the correlation among these parameters with the changes in the transport phenomenon of interest. From TRANSP, the experimental heat flux levels are obtained. These experimental heat flux values will indicate the changes in heat transport behavior with the changes in the transport property that we want to investigate. Last, the correlation between turbulence changes with the transport property of interest is studied using the measured and simulated turbulence from the CECE diagnostic and GYRO, respectively.

The analysis procedure using these four analysis methods is as follows. We will first analyze the measured fluctuations in C-Mod plasmas, which have different/similar behaviors related to the research topic studied in each chapter. We will determine the correlation between turbulence and the transport property we want to investigate at this stage. The second step is profile analysis to prepare the inputs for TRANSP and GYRO. Before running TRANSP or GYRO, we can compare transport relevant terms to investigate the observed relation between the turbulence and the transport property in the first step. The third step is running TRANSP. From TRANSP, the experimental heat flux and diffusivity will be obtained. We can then see the relation
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among the changes in the measured turbulence, macroscopic heat transport behavior and the transport property of interest. The next step is gyrokinetic analysis using GYRO. GYRO will show the characteristics of turbulence in the plasmas in which we are interested. We are then able to interpret the measured turbulence using GYRO. In addition, self-similarity analysis is performed to determine the relation between the self-similarity property of the $n_e$ and $T_e$ profiles with the transport property of interest in this study. This analysis will show the relation between two macroscopic changes, changes in the profile shape and the transport phenomenon of interest. Using this additional profile analysis, we can check whether or not the results from two different profile analyses are consistent. The simplified analysis procedure is shown in Fig. 3-14.

In the following chapters, we investigate the following interesting transport phenomena, the Ohmic confinement transition, and core rotation reversal, transition from low to high energy confinement regime, using these four analysis methods.
Chapter 4

Study of Ohmic confinement transition physics and GYRO validation study for C-Mod Ohmic discharges near the edge

As explained in Section 1.3.1, the Ohmic confinement transition is an old mystery in fusion transport research. One reason why we still do not understand this transition may be the lack of turbulence measurements. In section 4.1, we present measurements of electron temperature fluctuations obtained using the CECE system on Alcator C-Mod explained in Chapter 2. These measurements are both the first local core turbulence measurements and the first measurements of electron temperature fluctuations ever to be performed in LOC and SOC regimes. In order to interpret fluctuation measurements in section 4.1, we performed profile analysis (introduced in section 3.2.1), power balance analysis (introduced in section 3.3) and gyrokinetic analysis (introduced in section 3.4) for the LOC/SOC plasmas. The self-similarity analysis (introduced in section 3.2.2) was also performed to explore macroscopic changes related to the LOC/SOC transition.
4.1 Fluctuation measurements in Ohmic L-mode plasmas

In this section, we first describe the changes in local electron temperature fluctuations near the edge ($r/a \sim 0.85$) across the LOC/SOC transition. Then, using a phase contrast imaging (PCI) diagnostic [98, 121], the changes in line integrated density fluctuations are presented. Then, we will compare the trends of the two fluctuating quantities across the Ohmic confinement transition.

4.1.1 The reduction of electron temperature fluctuations in the SOC discharge compared to the LOC discharge

We first compared $T_e$ fluctuations over the long stationary periods of two Ohmic plasma discharges ($t=0.9-1.4$ sec, i.e., $\Delta t=0.5$sec, during the plasma discharge); one in the LOC regime and one in the SOC regime. These discharges operated with a toroidal magnetic field of $B_t=5.4$ T in the co-current direction, Ohmic input power, $P_{OH}=1$MW, and plasma current, $I_p=0.9$ MA in Lower Single Null (LSN) configuration with R=0.67m, a=0.22m, elongation, $\kappa=1.6$, lower triangularity, $\delta_l=0.5$ and upper triangularity, $\delta_u=0.3$. They differ only in their densities (line averaged density measured by a two color interferometer [14, 88], $\bar{n}_e = 0.8 \times 10^{20}$m$^{-3}$ for LOC and $\bar{n}_e = 1.3 \times 10^{20}$m$^{-3}$ for SOC). It has been observed robustly that the direction of toroidal rotation is reversed at the LOC/SOC transition [129]. In C-Mod, LOC plasmas have core toroidal rotation in the co-current direction and it changes to counter-current direction in the SOC regime. We used the change in the core toroidal rotation direction to distinguish between Ohmic confinement regimes since it is the most sensitive indicator [129, 128, 131].

In order to verify stationary plasma conditions, which are required for the CECE measurements, we consider macroscopic plasma parameters such as plasma current and central line averaged electron density. Figure 4-1 shows the time series data for a typical LOC plasma (shot 1120626023) and a SOC plasma (shot 1120626028) in C-
Figure 4-1: Time series data during CECE measurement time for LOC (shot:1120626023, red solid line) and SOC (shot:1120626028, blue dotted line) plasma. (a) Plasma current [MA], (b) central chord line averaged density \([10^{20} m^{-3}]\), (c) electron density \([10^{20} m^{-3}]\) at CECE measurement position \((r/a \sim 0.85)\), (d) electron temperature [keV] at CECE measurement position \((r/a \sim 0.85)\), (e) electron temperature [keV] at plasma center, (f) central toroidal velocity [km/s].
Mod during the measurement time (0.9-1.4s). Figure 4-1(a) shows the plasma current of the two plasmas, which is almost constant in this time range. C-Mod also has a very steady toroidal magnetic field (varies less than 1% of the mean value during measurement time), which ensures the position of CECE channels will also be steady. Figure 4-1(b) shows the central chord line averaged density. As shown in the figure, this quantity was steady, and fluctuated less than 5% of the mean value during the averaging time range (0.9-1.4s). We also checked electron density and temperature at the CECE measurement position (r/a~0.85) in this time range, shown in Fig. 4-1(c) and (d). The electron density and temperature at the CECE measurement position did not vary outside the error of each measurement. Figure 4-1(e) shows the electron temperature at the plasma center, where the presence of sawtooth activity results in perturbations of the electron temperature. However, the CECE measurement region (r/a~0.85) is well outside of the sawtooth inversion radius (r/a~0.35), and is not significantly affected by this perturbation. Figure 4-1(f) shows the core toroidal velocity. As expected, the LOC plasma (shot 1120626023) has toroidal rotation in the co-current direction, and the SOC plasma (shot 1120626028) rotates toroidally in the counter-current direction.

We notice the changes in $T_e$ fluctuations between the LOC and SOC discharges. Figure 4-2 shows the coherence ($\gamma_{xy}$) and cross phase angle ($\theta_{xy}$) of two adjacent CECE channels, which are separated radially by about 2mm along the CECE beam path and located at r/a~0.85 for typical LOC (shot 1120626023) and SOC (shot 1120626028) plasmas shown in Fig. 4-1. The dotted line in the coherence spectrum indicates the statistical limit of coherence. The spectrum in Fig. 4-2 was averaged over 0.5 sec (0.9-1.4 sec) to reveal electron temperature fluctuations and reduce random thermal noise. Figure 4-2(a) shows the spectrum in the LOC (shot 1120626023) regime. We can see broadband fluctuations above the statistical limit up to ~170kHz in this spectrum. Figure 4-2(b) shows the coherence of two CECE signals in a SOC plasma. We can see that fluctuations up to 170kHz were reduced in the SOC regime compared to the LOC regime. We can also see that the cross phase spectra in Fig. 4-2(c) and (d) are correlated with the broadband fluctuations, indicating that the observed fluctuations...
Figure 4-2: (a) Coherence ($\gamma$) of two CECE signals in the LOC plasma (shot:1120626023), horizontal dotted line indicates the statistical limit of coherence (b) Coherence ($\gamma$) of two CECE signals in the SOC plasma (shot:1120626028) (c) the cross phase spectrum of two CECE signals in the LOC plasma (d) the cross phase spectrum of two CECE signals in the SOC plasma.
Figure 4-3: (a) Cross correlation coefficient \( (C_{xy}) \) depending on lag time [\( \mu s \)] of two CECE signals in LOC plasma (shot:1120626023) (b) \( C_{xy} \) depending on lag time of two CECE signals in SOC plasma (shot:1120626028).

in Fig. 4-2 (a) and (b) are real physical fluctuations. The reduction of fluctuations can be also observed in Fig. 4-3. Figure 4-3(a) and (b) shows the cross correlation coefficient\( (C_{xy}) \) curve of the same LOC and SOC plasmas during 0.5sec (0.9-1.4sec) respectively. As shown in Fig. 4-3, we can see that the correlation peak at lag time=0 \( (C_{xy}(0)) \) decreases in the SOC regime compared to the LOC regime. As explained in section 3.1, \( C_{xy}(0) \) is proportional to the fluctuation level. Thus, the decrease of \( C_{xy}(0) \) implies the reduction of the relative electron temperature fluctuation level across the LOC/SOC transition.

Using Eq. 3.10 in section 3.1.1, the relative fluctuation level \( \left( \frac{\tilde{T}_e}{T_e} \right) \) was calculated. The proper frequency range for cross spectral density integration was determined
from coherence and cross phase spectrum, and was 0-170kHz and 70-170kHz for the LOC and SOC plasma, respectively. The calculated $T_e$ fluctuation level was reduced from 1.0% in the LOC regime to 0.6% in the SOC regime, a 40% reduction. It can be pointed out that the reduction is related to the smaller frequency range for the fluctuations in the SOC regime compared to the LOC regime. When we set the same frequency range as 0-170kHz, the fluctuation level in the SOC regime is 0.7%, and we still see a 30% reduction of electron temperature fluctuations.

### 4.1.2 The observation of changes in line-integrated density fluctuations in the SOC discharge compared to the LOC discharge

Using the PCI system on Alcator C-Mod [98, 121], line integrated density fluctuations are measured in the same LOC and SOC plasmas where CECE measurements are made. Figure 4-4(a) and (b) show the normalized frequency/wavenumber spectra of PCI measurements, which is defined as the frequency/wavenumber spectra, $S(k_R, f)$ divided by the square of the line averaged density in the LOC and SOC plasmas, respectively. Thus, the relative line integrated density fluctuation level, $|\int \tilde{n}_e dl|/n_e l$, can be calculated by integrating this spectrum. The positive wave number in this spectrum indicates that the turbulence moves radially to the lower field side, and the negative wave number represents turbulence that propagates to the higher field side radially in PCI measurements [99]. From these figures, we can observe that the SOC plasma has larger fluctuations than the LOC plasma. The relative line integrated fluctuation level ($|\int \tilde{n}_e dl|/n_e l$) was increased $\sim$10% in the SOC plasma compared to the LOC plasma from 0.049% to 0.054% when whole $k_R$ values are included and the frequency range is set to 50kHz<$f<$1000kHz.

In the past, there has been an observed "wing" structure in the frequency/wavenumber spectra, $S(k_R, f)$ of PCI measurements of electron density fluctuations in LOC plasmas [128, 129]. This structure disappears abruptly after the transition from LOC to the SOC regime, as shown in Figure 22 in [129]. However, in our experiments, we
Figure 4-4: Normalized frequency/wavenumber spectra \( S(k, f)/n_e \) of PCI measurements (a) in LOC (shot:1120626023) and (b) in SOC (shot:1120626028) plasmas.
could not observe any distinct structure in the PCI $S(k_R, f)$ spectrum for the LOC plasma compared to the SOC plasma as shown in Figure 4-4. Since the rotation reversal at the LOC/SOC transition occurs inside in a $q=3/2$ surface [129], the plasma current may be related to whether or not this feature appears in the PCI spectra. Moreover, it was only in a high plasma current LOC discharge ($I_p \geq 1$ MA) that the wing structure was observed in the past and the plasma in Figure 4-4 has lower plasma current ($I_p \sim 0.9$ MA). Thus, low plasma current might be responsible for the lack of wing structure in Figure 4-4. However, it is unclear whether the plasma current is directly related to the wing structure or other relevant parameters that scale with plasma current. The relation between the wing structure to the LOC/SOC transition is still inconclusive and is being investigated. It is noteworthy that this feature in the PCI spectra has been localized by past analysis to a radial region farther inside of the plasma ($r/a \leq 0.65$, inside of the reversal radius) [128, 129] than the CECE measurement position ($r/a \sim 0.85$) in this work. It is also noteworthy that the contribution of the wing structure to the relative line integrated fluctuation level ($|\int \delta n_e dl|/n_e l$) is negligible.

4.1.3 Variations of electron temperature fluctuations and density fluctuations across the LOC/SOC transition

In order to explore possible causes for the observed differences in how electron temperature and density fluctuations change in Ohmic plasmas across the LOC/SOC transition, we studied the dependence of the $T_e$ and $n_e$ fluctuation levels on the normalized average electron density ($n_e/n_{\text{crit}}$). The critical density for the rotation reversal in C-Mod Ohmic discharges, $n_{\text{crit}} = 2.8 I_p/B^{0.6}$ with $n_{\text{crit}}$ in $10^{20} m^{-3}$, on axis toroidal magnetic field, B, in T and $I_p$ in MA, and, is indicative of the transition from the LOC/SOC according to [129]. Since this critical density comes from an empirical scaling, it is hard to say whether a plasma with an average density value near the critical density is in the LOC or SOC regime. However, considering errors in the scaling, we can robustly say that if this normalized density value is less than
1 \( (n_e/n_{crit} \lesssim 0.85) \), the plasma is in the LOC regime, and for the opposite case \( (n_e/n_{crit} \gtrsim 1.15) \), the plasma is in the SOC regime.

In this analysis, we included most Ohmic discharges conducted in the 2012 campaign (2012.06-09) which satisfy the following three criteria. First, the discharges whose stationary time period is longer than 0.3 sec were chosen to have enough sensitivity level \((\geq 0.3\% \text{ from Eq. 2.12 with IF bandwidth, } B_{IF} = 200\text{MHz}, \text{ video bandwidth, } B_{vid} = 0.5\text{MHz})\). Second, discharges should be optically thick at the measurement position. Since the CECE measurement position in this study is near the edge, it is possible that the optical depth is not high enough to ignore the effect of the density fluctuations. As discussed in section 3.1.2, fluctuations of radiation intensity measured by the CECE diagnostic can be contaminated by density fluctuations when optical depth, \( \tau \), is low \((\tau < 2) \) [124]. Thus, the discharges whose optical depth is less than 2.0 were excluded. Last, the signals which have the noise issue, described in Appendix B, were excluded.

Figure 4-5 shows the changes in \( T_e \) fluctuations near the edge \((r/a=0.83-0.87)\) across the LOC/SOC transition. We found that \( T_e \) fluctuations tend to decrease as plasma moves from the LOC regime to the SOC regime or as the normalized density by critical density for rotation reversal \((n_e/n_{crit}) \) value increases as shown in Fig. 4-5(a). It is also noticeable that the average value of \( T_e \) fluctuation levels in the LOC region \((n_e/n_{crit} \lesssim 0.85)\) is higher than the average value in the SOC region \((n_e/n_{crit} \gtrsim 1.15)\). However, as discussed in section 3.1.2, we should be cautious about the electron temperature fluctuation data from the discharges whose optical depth is 2-3 at the measurement position due to the density fluctuations. The red and blue points in Fig. 4-5(b) are the maximum and minimum values when the relative density fluctuation level is 2\%. As mentioned in section 3.1.2, electron density fluctuation level was conservatively set to 2\% in this analysis from the past measurements in DIII-D, which showed that relative density fluctuation levels are comparable to the temperature fluctuation levels [179], and the maximum electron temperature fluctuation level in C-Mod is less than 2\%. As shown in Fig. 4-5(b), red and blue points still tend to decrease with the normalized density \((n_e/n_{crit})\). Thus, even assuming the
Figure 4-5: Time averaged relative $T_e$ fluctuation levels with $n_{e,avg}/n_{crit}$ at $r/a=0.83-0.87$ in the C-Mod Ohmic discharges. (a) The relative fluctuation level without considering density fluctuations (only black points) (b) The relative fluctuation levels with considering density fluctuations. Red/blue points are minimum/maximum values of the relative electron temperature fluctuation level when the relative density fluctuation level is 2%. $n_{crit}$ is the critical density for toroidal rotation reversal in the core region, defined as $n_{crit} = 2.8I_p/B^{0.6}$ with $n_{crit}$ in $10^{20}$ m$^{-3}$, on axis toroidal magnetic field, $B$, in T and $I_p$ in MA, and. The toroidal rotation reversal in the core region is indicative of the transition from the LOC/SOC according to [129].
maximum contamination by large density fluctuations (\(\sim 2\%\)) does not eliminate the observed trend in the CECE measurements. Furthermore, since electron temperature decreases as density increases, there must also be a reduction in absolute temperature fluctuation levels, given the measured decrease in relative temperature fluctuation levels near the edge.

However, the trend in the relative line integrated electron density fluctuation level with the normalized density \((n_e/n_{crit})\) was not clear. Figure 4-6 shows the relative line integrated electron density fluctuation level \((||\tilde{n}_e dl||/n_e l)\) for the same plasmas. The error bar in Fig. 4-6 was estimated from time averaging. It is known that the low frequency fluctuations from PCI measurements propagate in both the ion and electron diamagnetic directions. This indicates that low frequency PCI signals come from the edge [99], and therefore to estimate the core density fluctuation level, we only consider the higher frequency fluctuations. However, it is not clear what the proper cutoff frequency should be to isolate the core density fluctuations, so we varied the cutoff frequency. When all signals are included (cutoff frequency is zero), it is hard to identify any trend in the relative line integrated electron density fluctuation level with \(n_e/n_{crit}\) as shown in Fig. 4-6(a). When cutoff frequency is 50-200kHz, Fig. 4-6(b)-(d) shows that the density fluctuation level tends to increase with \(n_e/n_{crit}\) in the SOC regime \((n_e/n_{crit} \gtrsim 1.15)\). However, the variations in amplitude of the density fluctuation level in \(n_e/n_{crit} \gtrsim 1.15\) are comparable to the variations in \(n_e/n_{crit} \lesssim 1.15\). Thus, the trend in \(n_e/n_{crit} \gtrsim 1.15\) is not clear at this point. Although it is inconclusive whether the line integrated density fluctuations in the core region (filtered by high pass filter) has a trend with \(n_e/n_{crit}\) or not, we can say that the trend is not as clear as observed in electron temperature fluctuations. Even if there is a trend, it is valid only in the SOC regime, and the tendency of core line integrated density fluctuations is opposite to the tendency of electron temperature fluctuations near the edge region.

These two different trends in \(T_e\) and \(n_e\) fluctuations can be interpreted from two different points of view. First, we can think of it as the different trends between local and global fluctuations. We see a clearer trend in local fluctuation changes near the edge than the global, line integrated fluctuations. This may suggest that the local
Figure 4-6: Relative line-integrated $n_e$ fluctuation levels with $n_{e,\text{avg}}/n_{\text{crit}}$ in the C-Mod Ohmic discharges. $n_{\text{crit}}$ is the critical density for toroidal rotation reversal in the core region, defined as $n_{\text{crit}} = 2.8I_p/B^{0.6}$ with $n_{\text{crit}}$ in $10^{20} \text{m}^{-3}$, on axis toroidal magnetic field, B, in T and $I_p$ in MA, and. The toroidal rotation reversal in the core region is indicative of the transition from the LOC/SOC according to [129]. In order to observe $n_e$ fluctuations in the core region, low frequency signals are filtered (a) $f>0$kHz (b) $f>50$kHz (c) $f>100$kHz (d) $f>200$kHz.
changes in fluctuations correlate with the global confinement changes. However, local turbulence measurements deeper in core region are required to verify this speculation. It is also possible to see the difference in the two fluctuation measurements as the difference between electron temperature and density fluctuations. Following the arguments in [179], the ratio of electron temperature and density fluctuations is proportional to the ratio of the linear growth rates of the TEM and ITG mode. Although the density fluctuations observed in this section are not local fluctuations, assuming local density fluctuations near the edge region follow the trend in line integrated fluctuations, the decrease of electron temperature fluctuations with no or weak increase of electron density fluctuations can be linked to the ansatz about LOC/SOC transition, that TEM is dominant in the LOC regime and ITG is dominant in the SOC regime, as explained in Chapter 1. In order to verify this interpretation, we need local density fluctuation measurements in the future and gyrokinetic analysis to see the changes in turbulence across the LOC/SOC transition as shown in section 4.3 and 4.4.

4.2 Profile analysis & power balance analysis for the LOC/SOC plasmas: Preparation of input profiles for gyrokinetic analysis

In this section, we performed profile analysis and power balance analysis using TRANSP for the LOC/SOC discharges used in section 4.1.1 and 4.1.2. As explained in Chapter 3, these analyses are required to prepare the input profiles for the gyrokinetic simulation (GYRO). It is noteworthy that we can also predict the changes in turbulence, such as the changes in dominant turbulence mode, across the LOC/SOC transition by comparing the turbulence relevant parameters between the LOC and SOC discharges such as gradient scale lengths obtained from the profile analysis before running the expensive gyrokinetic simulations. In order to interpret the fluctuation measurements in section 2.1 and their connection to the global confinement transition, the turbu-
lence relevant profiles are compared between LOC/SOC discharges. We also study the changes in electron and ion heat transport behaviors from power balance analysis using TRANSP.

4.2.1 Comparison of turbulence relevant profiles between LOC and SOC plasmas

We first compared the turbulence relevant profiles between the LOC and SOC discharges in section 4.1.1 and 4.1.2 to interpret the fluctuation measurements in section 4.1. Since the measured fluctuations in section 4.1 were time-averaged (t=0.9-1.4sec for these two discharges), we used the time averaged profiles in the same time range. Figure 4-7 shows the time-averaged profiles relevant to turbulence for LOC and SOC plasmas. The solid line in this figure shows the experimental value and the dotted line represents the uncertainty in the measured profiles. The green vertical line indicates the CECE measurement position (cold resonance position of the measured EC radiation). The profile analysis explained in section 3.2.1 and Appendix F was performed to obtain profiles and their uncertainties shown Fig. 4-7(a)-(h) (the profiles of electron density \(n_e\), temperature \(T_e\), ion temperature \(T_i\), their gradient scale lengths \(a/L_{n_e}, a/L_{T_e}, a/L_{T_i}\), where \(a/L_x = a|d(lnx)/dr|\)) and toroidal rotation velocity, \(V_t\). Electron collisionality, \(\nu_e^*\), shown in Fig. 4-7(i), is defined as \(\nu_e^* = \frac{\nu_e}{\omega_{b,e}}\), where \(\nu_e\) is the electron ion collision frequency, defined as \(\nu_e = 2.91 \times 10^{-6} n_e [cm^{-3}] ln \Lambda T_e [eV]^{-3/2}\) [Hz] with the Coulomb logarithm, \(ln \Lambda\), and \(\omega_{b,e}\) is the electron bounce frequency, defined as \(\omega_{b,e} = \epsilon^{1/2} \frac{\nu_e}{qR}\) with the inverse aspect ratio, \(\epsilon\), the velocity of electron, \(\nu_e\), and the safety factor, \(q\) [144]. The collisionality was calculated from TRANSP [4] and its uncertainty was obtained from the standard deviation of time-averaged profiles. The safety factor, \(q\), profile (Fig. 4-7(j)) was obtained from the equilibrium reconstruction constrained by magnetic diagnostics via the equilibrium code (EFIT) [96].

As shown in Fig. 4-7, the SOC discharge has higher electron density and lower electron temperature in the whole radial region except for the edge region \(r/a>0.9\) where the \(T_e\) values in the SOC plasma are similar to the values in the LOC within the
uncertainty. The higher $n_e$ and lower $T_e$ make the SOC discharge more collisional than the LOC discharge in the core region as shown in Fig. 4-7(h). Ion temperature is similar between LOC/SOC plasmas in the whole radial region. Consequently, the ratio of $T_e$ to $T_i$ ($T_e/T_i$) is lower in the SOC discharge compared to the LOC discharge. Last, there was no significant difference outside, errors, between the LOC/SOC discharges in gradient scale lengths and safety factor, $q$. They have the opposite direction of core toroidal rotation from the toroidal rotation velocity ($V_t$) profile. The $V_t$ value itself does not affect the turbulence, but does affect the fluctuation measurements. This is because the measured fluctuations will be spread more with the higher toroidal velocity due to the Doppler effect. The radial gradient of $V_t$ will affect the ExB shearing rate ($\gamma_{ExB}$), and thus affect the turbulence. The $V_t$ profile shown in Fig. 4-7 are used to estimate the rotation frequency, $\omega_o$, and $\gamma_{ExB}$ for the gyrokinetic analysis in section 4.3 and 4.4. It is noteworthy that all parameters shown in Fig. 4-7 except for collisionality are similar within the uncertainty at the CECE measurement position. Higher collisionality in the SOC regime will reduce the response of non-adiabatic electrons, which are mostly trapped electrons. Higher collisionality can be a reason of reduction of electron temperature fluctuations near the edge because temperature fluctuations come from the non-adiabatic electrons’ response as shown in Appendix G. However, CECE measurements do not necessarily imply a change of dominant turbulent mode across the LOC/SOC transition, as suggested by past authors [163, 125, 131]. This is because non-adiabatic electrons destabilize the ITG mode as well [136, 40]. It is also noteworthy that the LOC plasma is more diluted by impurities than the SOC plasma. The estimated main ion fraction ($n_D/n_e$) for the LOC/SOC discharges is 0.82(±0.09) for the LOC and 0.95(±0.03) for the SOC discharges. More details about this estimation are explained in Appendix F. Since higher $n_D/n_e$ destabilize ITG turbulence more [104], the ITG mode will be less stable in the SOC discharge. In the core region, deeper than the CECE measurement region, an additional difference was observed. $T_e/T_i$ decreases across the LOC/SOC transition. It is known that higher $T_e/T_i$ is favorable for the ITG mode, while the TEM is not affected by this ratio [117, 169]. Then, the decrease of $T_e/T_i$ makes the LOC more ITG favorable,
which is conflicted with the old hypothesis about the LOC/SOC transition. It will be interesting to observe how the increase of collisionality and $n_D/n_e$ and the decrease of $T_e/T_i$ across the LOC/SOC transition affect the changes in turbulence across the LOC/SOC transition in the core region through gyrokinetic analysis.

4.2.2 Power balance analysis using TRANSP

Changes in the experimental heat transport behavior between the LOC/SOC plasmas were studied from the electron/ion heat diffusivities and fluxes obtained through power balance analysis using TRANSP, as explained in section 3.3. The profiles shown in Fig. 4-8 are time-averaged during the steady periods of interest ($t=0.9-1.4$sec), and their uncertainties are estimated by considering the uncertainties of the dominant terms in the power balance analysis through error propagation. More details can be found in Appendix H. As shown in Fig. 4-8, the SOC plasma has lower electron thermal heat diffusivity and flux than the LOC plasma, while ion heat diffusivity and heat flux in the SOC plasma are higher in the whole radial region outside the sawtooth inversion radius ($\sim 0.4$) although their differences are within the uncertainty except for the ion heat flux. This result is consistent with similar analysis performed in the past in FTU [51] and C-Mod [99], but inconsistent with the result in Tore Supra [57].

4.2.3 Input parameters of gyrokinetic simulations for the LOC/SOC plasmas

Table 4.1 shows the input parameters used in the local gyrokinetic simulations, performed at two locations, $r/a=0.6$ and $\sim 0.85$ (cold resonance position of the CECE measurements for the LOC/SOC plasmas). In the last two sections, we observed the changes in the measured fluctuations and experimental ion/electron transport across the LOC/SOC transition. In the next section, we will study the changes in turbulence and transport through gyrokinetic analysis using GYRO for the same LOC/SOC plasmas analyzed in the last section (LOC : 1120626023, SOC : 1120626028, $t=0.9-1.4$sec).
Figure 4-7: Profiles relevant to turbulence and CECE measurements in the LOC/SOC discharges (red: LOC discharge, blue: SOC discharge). The solid line shows the experimental value and the dotted line indicates the uncertainty. The vertical green line shows the CECE measurement position.
Figure 4-8: Heat diffusivity and flux for LOC/SOC plasmas (red: LOC discharge, blue: SOC discharge) (a) Electron heat diffusivity ($\chi_e [m^2/s]$) (b) Ion heat diffusivity ($\chi_i [m^2/s]$) (c) Electron heat flux ($Q_e [MW/m^2]$), (d) Ion heat flux ($Q_i [MW/m^2]$). The solid line shows the experimental value and the dotted line indicates the uncertainty.
Table 4.1: Input experimental values for GYRO runs for LOC (shot 1120626023) and SOC (shot 1120626028) at r/a=0.6 and CECE measurement position (~0.85). The values are time averaged over 0.5s (0.9-1.4s). The definition of parameters are as follows. \( \rho_s = \rho_s / a \) with sound gyroradius of main ion, \( \rho_s \) and minor radius, \( a \). \( \nu_{ei} \) is the electron-ion collision frequency, \( \omega_0 \) is the ExB toroidal rotation frequency, \( \gamma_{E \times B} \) is the ExB shearing rate, and \( \gamma_P \) is a rotation shearing rate. \( q \) is the safety factor, and \( s \) is the magnetic shear defined as \( s = r / q |dq/dr| \).

As explained in section 3.4, electrostatic, ion scale fluctuations were considered. In these ion scale simulations, the electron and ion modes can be connected to the TEM and ITG mode. Then, we can investigate an old hypothesis about the LOC/SOC transition (TEM-LOC, ITG-SOC) through gyrokinetic analysis. The experimental profiles shown in Fig. 4-7 were used as inputs. Also in the simulations, one impurity species (Boron, B) was used with the estimated main ion fraction (\( n_D / n_e \)). It was assumed that the main ion density gradient was not changed by including impurities in the simulations.
4.3 Gyrokinetic analysis in the core region for the LOC/SOC plasmas

We will first look at the changes in turbulence deeper in core (r/a=0.6). Since toroidal rotation reversal across the LOC/SOC transition occurs further inside, near the \( q = 3/2 \) surface (r/a\( \sim 0.65 \) for the LOC/SOC discharges of interest) in C-Mod [129], it will be interesting to see the changes in turbulence where toroidal rotation reversal occurs.

4.3.1 Local linear gyrokinetic analysis

We first studied the changes in the dominant turbulence mode between the LOC/SOC plasmas in the core (r/a = 0.6) through linear stability analysis with the experimental parameters shown in Table. 4.1 without modification. In these simulations, the dominant modes, which have the highest growth rates, were found using an initial value solver in the ion scale turbulence \( (k_y \rho_s \leq 1.2, k_y \) is the poloidal wave number and \( \rho_s \) is the sound gyroradius of main ion, defined as \( \rho_s = c_s/\Omega_{ci} \) with \( c_s = \sqrt{T_e/m_i} \) and \( \Omega_{ci} = eB/m_i c \)). As explained in section 3.4, electron/ion modes refer to modes that propagate in the electron/ion diamagnetic directions. The sign of the real frequency is used to determine whether the mode is electron or ion mode. In GYRO, negative real frequency indicates the ion diamagnetic direction, and positive frequency indicates the electron direction. As shown in Fig. 4-9, the ion mode is dominant in the whole \( k_y \rho_s \) region in both LOC and SOC discharges. In both discharges, the E\( \times \)B shearing rate is less than 10% of the highest growth rate of the dominant mode in Fig. 4-9.

In order to verify the dominant turbulence mode at r/a=0.6, we performed sensitivity analysis of the most unstable mode with scans of \( a/L_T e \) and \( a/L_T i \). Figure 4-10(a) and (b) show the results of this analysis where the contours of the growth rate of the most unstable linear mode in the \( k_y \rho_s \leq 0.7 \) are plotted. The horizontal and vertical axes indicate the values of \( a/L_T i \) and \( a/L_T e \) used in each simulation, respectively,
Figure 4-9: Linear stability analysis of (a) the LOC discharge and (b) SOC discharge. The left figures show the real frequency of the most unstable mode and the right figures show the growth rate of the unstable mode. The positive real frequency indicates the mode propagating in the electron diamagnetic direction, and negative real frequency indicates the opposite case. The unit of both real frequency and growth rate is $c_s/a$ with $c_s = \sqrt{T_e/m_i}$ and minor radius, $a$. ($c_s/a = 1.17 \times 10^6$ /s (LOC) and $9.75 \times 10^5$ /s (SOC))
and the thick black line in the contour indicates the boundary between electron and ion modes from the sign of the real frequency. The location of the $a/L_{T_i}$ and $a/L_{T_e}$ values from the experiment is marked by a $+$ sign, and the extended $+$ sign by the dotted line indicates the experimental region within the errors. Since the ITG mode is sensitive to $a/L_{T_i}$, the change of growth rate will be sensitive to $a/L_{T_i}$, not $a/L_{T_e}$, if the ITG mode is dominant in the simulation. The same thing can be expected for the TEM, which is sensitive to $a/L_{T_e}$. We can see that the growth rate in the upper left region is sensitive to the $a/L_{T_e}$ value. Consequently, the dominant turbulence mode in this region is driven by the electron temperature gradient, indicating TEM-type turbulence. In contrast, the growth rate of the lower right region of the contour is sensitive to the $a/L_{T_i}$ value, so that the dominant mode in this region is driven by ITG, indicating the ITG mode.

Through this sensitivity analysis, we found that the ITG mode is dominant at $r/a=0.6$ in the both LOC and SOC discharges. As shown in Fig. 4-10, both LOC/SOC discharges are in the ITG dominant region at $r/a=0.6$. The uncertainties of $a/L_{T_i}$ and $a/L_{T_e}$ from Table 4.1 are about 4–8%. The typical uncertainty of $T_e$ and $T_i$ measurements is about 5-10%. Since a radial gradient of the profile is less constrained than the amplitude of the profile, and the uncertainty of the gradient scale length is obtained by propagating the uncertainties of the amplitude of profile and its gradient, it is expected that a gradient scale length has the larger uncertainty than the uncertainty of the profile itself, at least more than 5-10% in this case. Thus, it is hard to believe the estimated uncertainties of gradient scale lengths, comparable to the uncertainty in the profile measurements. It is possible that the core $T_e$ and $T_i$ profiles are over-constrained by the fitting for these profiles, we will then small uncertainties from the amplitude of the profile and its gradient. In the future, alternative analysis for the core profiles could be performed [34]. In this study, 20% uncertainty is used instead of the estimated uncertainty as shown in Fig. 4-10. Even with this generous uncertainty, both plasmas are still in the ITG dominant region. We also attempted to find the sub-dominant mode using the eigenvalue solver explained in section 3.4. However, no sub-dominant mode was found in either discharges. Thus, the ITG mode
is dominant at $r/a=0.6$ in both LOC and SOC discharges, and no changes in turbulence mode between the LOC and SOC plasmas were observed at this location from linear gyrokinetic analysis, consistent with the previous study in C-Mod [99].

4.3.2 Investigation of turbulence characteristics in the LOC/SOC plasmas through gyrokinetic simulations using experimental values.

We performed the non-linear gyrokinetic analysis for the LOC/SOC plasmas at $r/a=0.6$. The basic set-up for non-linear simulations in this section, such as velocity grid, rotation effects and particle treatments (gyro kinetic ion & drift kinetic electron) is the same as explained in section 3.4. For both LOC and SOC discharges, toroidal grid spacing $\Delta n=12$ and 16 toroidal modes are used. Then, ion scale turbulence modes ($k_y\rho_s <1.4-1.5$) were considered in the simulations. Domain size was set to $L_x \sim 70 - 80\rho_s$ by $L_y \sim 60 - 70\rho_s$ with radial spacing, $\Delta r \sim 0.3 - 0.35\rho_s$. As shown in Fig. 4-11, GYRO over-estimated $Q_i$ significantly (more than 8 times) in both LOC and SOC discharges, while electron heat fluxes are matched within the uncertainties. This is consistent with previous studies [99, 120]. [120] shows that modifying the $n_D/n_e$ value can be a way to solve this disagreement, but the study is in progress. Investigation of the over-predicted $Q_i$ will be out of the scope of this study. Instead of matching $Q_i$ by varying input parameters, we will study the turbulence characteristics and difference between the LOC and SOC discharges from the simulations using the experimental profiles without modification, as shown in Fig. 4-11. It is noteworthy that the over-prediction of ion heat flux in the ITG dominated region may suggest the overall turbulence levels are wrong. Thus, matching electron heat flux might not be meaningful. In this study, we just note the changes in the simulated turbulence by GYRO across the LOC/SOC transition.

It was found that the ion mode is dominant at $r/a=0.6$ in both LOC and SOC discharge from the nonlinear simulations. The dominant turbulence mode in the nonlinear runs can be observed from the power spectrum of fluctuating quantities
Figure 4-10: Contour of growth rate of most unstable mode with the change of $a/L_{T_e}$ and $a/L_{T_i}$ in the $k_z \rho_s$ range [0.1-0.7] in (a) the LOC discharge and (b) the SOC discharge. The uncertainties of $a/L_{T_e}$ and $a/L_{T_i}$ were set to 20%.
Figure 4-11: Comparison of simulated heat fluxes with the experimental heat flux obtained from power balance in the LOC/SOC discharges at r/a=0.6 (shot: 1120626023 (LOC), 1120626028 (SOC)) (a) Ion heat flux, \( Q_i [MW/m^2] \) (b) Electron heat flux, \( Q_e [MW/m^2] \). Vertical dash line indicates the rotation reversal density, obtained from the average electron density of rotation reversal discharge (shot 1120626028) on the same run day with the LOC/SOC discharges.

As explained in the last section, the electron and ion modes are determined from the sign of the real frequency (positive-ion, negative-electron). If the ion mode is dominant, we will see the mode propagating in the negative real frequency space. For the electron mode, it will be the opposite. Figure 4-12 shows the power spectrum of potential fluctuations on the midplane from the base cases for the LOC and SOC discharges. The fluctuations are averaged radially. It is shown that the potential fluctuations in the ion diamagnetic direction are stronger than in the electron direction in both LOC and SOC discharges, implying that the ion mode is dominant in both discharges. Although other fluctuating quantities are not shown here, the power spectrum of other fluctuations also have similar results, that is, stronger in the ion mode than in the electron mode.

Although we found that both LOC and SOC discharges are ion mode dominant, this does not indicate that the turbulence in both discharges is identical. To investigate the difference in turbulence between the LOC and SOC discharges, heat fluxes and RMS fluctuation levels of fluctuating quantities on the midplane were compared.
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Figure 4-12: Power spectrum of simulated potential fluctuations on the mid-plane from the local nonlinear simulations at \( r/a = 0.6 \) for (a) the LOC discharge (shot: 1120626023) and (b) the SOC discharge (shot: 1120626028) with experimental input values. The simulated potential fluctuations are averaged radially. This figure was made by modifying GYRO analysis tool, “vugyro”.

as shown in Table 4.2. In Table 4.2, heat fluxes are averaged in space and time, and midplane fluctuations are averaged radially and in time. The uncertainty is estimated from the standard deviation of the time averaging.

Table 4.2 shows that both ion and electron heat transport is enhanced in the SOC discharge compared to the LOC discharge. We also note that the increase of ion heat flux (\(~ 30\%\)) is relatively larger than the increase of electron heat flux (\(~ 15\%\)) between the LOC and SOC discharges. The enhancement of the ion heat transport is consistent with the power balance analysis results in section 4.2.2. In the fluctuating quantities on the midplane, the RMS fluctuation level of all fluctuations except for the electron temperature fluctuations increase in the SOC discharge compared to the LOC discharge. To be specific, potential fluctuations, electron density and ion temperature fluctuations increase by about 15-20\% in the SOC discharge, while electron temperature fluctuations decrease slightly less than 5\%. Ion density fluctuations also increase by about 10\% in the SOC discharge. The increase of both density and temperature fluctuations of the ion may enhance ion transport in the SOC discharge, and the increase of only electron density fluctuations can explain the weaker increase of electron transport compared to ion transport across the LOC/SOC transition in these simulations. However, we must note that all changes in fluctuations and heat
<table>
<thead>
<tr>
<th></th>
<th>LOC</th>
<th>SOC</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_i [MW/m^2]$</td>
<td>0.31 (±0.057)</td>
<td>0.41 (±0.089)</td>
</tr>
<tr>
<td>$Q_e [MW/m^2]$</td>
<td>0.18 (±0.032)</td>
<td>0.21 (±0.039)</td>
</tr>
<tr>
<td>$e\phi/T_e [%]$</td>
<td>3.06 (±0.46)</td>
<td>3.54 (±0.68)</td>
</tr>
<tr>
<td>$\bar{n}_i/n_i [%]$</td>
<td>1.72 (±0.13)</td>
<td>1.89 (±0.18)</td>
</tr>
<tr>
<td>$\bar{n}_e/n_e [%]$</td>
<td>1.46 (±0.11)</td>
<td>1.79 (±0.17)</td>
</tr>
<tr>
<td>$T_i/T_e [%]$</td>
<td>2.56 (±0.28)</td>
<td>3.18 (±0.36)</td>
</tr>
<tr>
<td>$T_e/T_e [%]$</td>
<td>1.65 (±0.14)</td>
<td>1.59 (±0.14)</td>
</tr>
</tbody>
</table>

Table 4.2: The non-linear simulation results, which are electron/ion heat fluxes and fluctuations, for the LOC and SOC plasmas with experimental profiles without modification. Heat fluxes are averaged in space and time. Fluctuations are the values on the midplane, and averaged radially and time. The uncertainty comes from the standard deviation in time averaging.

Fluxes are within the uncertainties and these values can be varied significantly with the changes in input parameters within the uncertainty. If the trend in heat fluxes or fluctuating quantities is reversed by changing input parameters within their uncertainties, it is difficult to say that this trend is meaningful. Thus, we should check the variations of heat fluxes and fluctuating quantities with the changes in input parameters by their uncertainties to see whether or not the trends observed in this section are meaningful.

4.3.3 Sensitivity analysis of the simulated outputs of the runs using experimental values in the LOC/SOC discharges

We performed sensitivity analysis of the simulated outputs of the nonlinear runs for the LOC/SOC discharges at r/a=0.6 by changing input parameters by their uncertainties. Through this analysis, we will know the turbulence characteristics from the sensitivity of heat transport about input parameters. For example, from the sensitivity of heat transport about $a/L_{Ti}$, we will see whether or not the simulated turbulence has ITG-like characteristics. Observing the variations of heat fluxes and fluctuating quantities with the changes in input parameters by their uncertainties, we will also check whether or not the variations of heat fluxes and fluctuating quantities between
the LOC and SOC discharges, observed in the last section, are meaningful. In this analysis, we varied the gradient scale lengths \((a/L_{Ti}, a/L_{Te}, a/L_{ni})\) by \(\pm 20\%\), and electron-ion collision frequency \((\nu_{ei})\) by \(\pm 30\%\). \(\nu_{ei}\) was varied more than the gradient scale lengths since it is the most evident difference among input parameters. The main ion fraction \((n_D/n_e)\) was varied by the estimated uncertainty shown in Table 4.1.

Figure 4-13 shows the changes in ion/electron heat flux with input parameter changes. Considering the uncertainty of simulated heat fluxes \((\sim 20\%)\), more than 20\% changes will be meaningful. We first notice that \(a/L_{Ti}\) is the most sensitive parameters for ion heat fluxes, implying ITG-like turbulence is dominant in both the LOC and SOC discharges. This is consistent with the linear simulation results which show that the ITG mode is dominant in both discharges. The changes in \(a/L_{Te}\) result in the significant changes in \(Q_e\) in the LOC discharge, while \(Q_i\) changes by less than 10\%. It is noteworthy that \(Q_e\) is also sensitive to the changes in \(a/L_{Ti}\) in both LOC and SOC discharges. The increase of \(n_D/n_e\) also affects both ion and electron heat transport significantly in the LOC discharge. In spite of 30\% changes in \(\nu_{ei}\), the fractional changes in both \(Q_i\) and \(Q_e\) with \(\nu_{ei}\) are less than 20\%. The fractional changes in \(Q_i\) and \(Q_e\) with \(a/L_{ni}\) are also not significant.

From the sensitivity analysis, it follows that \(a/L_{Ti}\) and \(n_D/n_e\) are important parameters for \(Q_i\) and \(a/L_{Ti}, a/L_{Te}\) and \(n_D/n_e\) are important for \(Q_e\). From the dependency of \(Q_i\) on \(a/L_{Ti}\), we found that the dominant ion mode observed in non-linear simulations has ITG mode characteristics in both LOC/SOC discharges. Thus, we do not see any significant differences in turbulence characteristics in the core region between LOC/SOC from gyrokinetic analysis.

Concerning the trend in simulation outputs found in section 4.3.2, we observed that heat fluxes varied more than 30\% with \(\pm 20\%\) changes of input parameters. Although it was not shown here, midplane fluctuations varied by 20\% in this sensitivity analysis. Thus, it is hard to say whether or not the tendency observed in section 4.3.2, the enhancement of ion transport across the LOC/SOC transition with about 30\% increase of ion heat flux and about 15-20\% increase of potential and ion temperature fluctuations on the midplane in the SOC discharge, is meaningful at this point. In
4.4 Gyrokinetic analysis near the edge region for the LOC/SOC plasmas

From both linear and non-linear gyrokinetic analyses, no significant changes in the turbulence characteristics, including dominant mode, across the LOC/SOC transition were found at $r/a=0.6$. In this section, we will compare the gyrokinetic analysis
results between the LOC and SOC discharges near the edge region \((r/a \sim 0.85)\) where we observed the reduction of electron temperature fluctuations across the LOC/SOC transition. Comparing simulated heat fluxes and synthetic electron temperature fluctuations from GYRO with the experiments, we will also try to validate the gyrokinetic model, which considers only local electrostatic and ion scale turbulence. Regardless of the plasma conditions, the validation study near the edge region will be interesting, but quite challenging. In DIII-D, “the transport shortfall”, under-prediction of both ion and electron heat fluxes and fluctuations, for RF heated L-mode plasmas was observed at \(\rho > 0.55\) [73, 126]. In C-Mod, GYRO under-predicted only electron heat flux at \(r/a=0.6-0.8\) for the C-Mod RF heated L-mode discharge, which tends to be ITG dominant [78]. However, it is noteworthy that near the edge region \((r/a > 0.8)\) has not been investigated using gyrokinetic simulations in C-Mod. Thus, the validation study near the edge region \((r/a > 0.8)\) will bring meaningful information for not only transport research related to the LOC/SOC transition but also for the validation study in C-Mod.

4.4.1 Linear stability analysis using experimental input parameters

We first studied the changes in the dominant turbulence mode at the CECE measurement position between the LOC and SOC discharges via the linear stability analysis with experimental input profiles shown in Table 4.1 without modification. In these simulations, the dominant modes, which have the highest growth rates, were found using an initial value solver with the ion scale turbulence \((k_0\rho_s = [0, 1.2])\). We can see that electron and ion modes are mixed in the LOC discharge and an ion mode seems to be dominant in the SOC discharge in \(k_y\rho_s < 1.0\). In the CECE relevant region \((k_y\rho_s < 0.3)\), the electron mode is dominant in both LOC and SOC discharges. However, it is not evident whether the dominant mode in \(k_y\rho_s < 0.3\) in the SOC discharge is ITG or TEM since the real frequency is close to zero. The electron mode is dominant in the both discharges in \(k_y\rho_s > 1.0\).
Figure 4-14: Linear stability analysis of (a) the LOC discharge and (b) SOC discharge. The left figures show the real frequency of most unstable mode and right figures show the growth rate of the unstable mode. The positive real frequency indicates the mode propagating in the electron diamagnetic direction, and negative real frequency indicates the opposite case. The units of both real frequency and growth rate is $c_s/a$ ($c_s/a = 6.50 \times 10^5$ /s (LOC), $5.90 \times 10^5$ /s (SOC)).
In the same manner as explained in section 4.3, sensitivity analysis was performed by varying $a/L_{Te}$ and $a/L_{Ti}$ in the LOC/SOC discharges to study the characteristics of the dominant turbulence mode. We first plot the analysis results where the contours of the growth rate of the most unstable linear mode in the $k_{y}\rho_s \leq 0.3$ in Fig. 4-15(a) and (b). These figures show the changes in the sensitivity of the dominant turbulence mode in the CECE relevant region. From Fig. 4-15(a) and (b), we first notice that the response of the growth rate provides a different view of the identity of the instability compared to the sign of the real frequency. As shown in Fig. 4-14, the dominant modes in $k_{y}\rho_s < 0.3$ are electron modes from the sign of real frequency in both discharges. However, the most dominant mode in the LOC discharge is more sensitive to the electron temperature gradient, while the mode in the SOC discharge is more sensitive to the ion temperature gradient. It is noteworthy that the dominant modes in both discharges are near the boundary of ITG/TEM, and we cannot resolve the changes of the dominant mode between the LOC and SOC discharges from these two contours within the estimated uncertainties of $a/L_{Te}$ and $a/L_{Ti}$. Figure 4-15(c) and (d) are the maximum growth rate contours in the $k_{y}\rho_s$ range [0.1-0.7]. This region was chosen because the dominant mode in the LOC changes to the electron mode from the ion mode around $k_{y}\rho_s \sim 0.7$ and the maximum growth rate of the dominant ion mode in the SOC discharge is within this range as shown in Fig. 4-14. It is shown that the dominant mode in the LOC discharge is near the ITG/TEM boundary. The dominant mode in the SOC discharge is in the ITG dominant region, sensitive to the ion temperature gradient. However, considering the uncertainty of input parameters, the SOC discharge can also be near ITG/TEM boundary. Thus, it will be proper to say that both LOC and SOC plasmas are near the ITG/TEM boundary within the uncertainty of these input parameters at the CECE measurement position.

Since neither the ITG mode nor TEM is dominant in both LOC/SOC discharges, it will be interesting to observe the sub-dominant modes. Figure 4-16 shows the sub-dominant electron/ion modes from eigen value solver for the LOC and SOC discharges. We first need to compare the eigenvalue solver results with the initial value solver results. As shown Fig. 4-16, the eigenvalue solver results are consistent
Figure 4-15: Contour of growth rate of most unstable mode with the change of $a/L_{Te}$ and $a/L_{Ti}$ in the $k_y \rho_s$ range [0.1-0.3] in (a) the LOC discharge and (b) the SOC discharge, in the $k_y \rho_s$ range [0.1-0.7] in (c) the LOC discharge and (d) the SOC discharge.
with the initial value solver results in both discharges. In the CECE relevant region \((k_y\rho_s < 0.3)\), it is noticeable that the additional electron mode, closer to the TEM turbulence from Fig. 4-15(a), exists in the LOC discharge with the common electron mode which has very low real frequency and is closer to the ITG-like turbulence from Fig. 4-15(b). The most unstable ion modes in each discharge are similar. Although the LOC discharge has additional unstable ion modes, their growth rate is less than half of the most unstable ion mode in the LOC discharge. It is possible that a TEM-like electron mode in the LOC discharge correlates with the larger electron temperature fluctuations. In \(k_y\rho_s > 0.3\), the growth rates of the most unstable ion modes in each discharge are comparable. In contrast, the electron mode in the LOC discharge has a higher growth rate than the electron mode in the SOC discharge.

From these results, we may be able to say that the LOC discharge has a more unstable electron mode, but we should be cautious to draw a definite conclusion because the type of mode (electron/ion or TEM/ITG) can be varied within the experimental uncertainty. It is also noteworthy that we can find at least two unstable ion modes in the whole \(k_y\rho_s\) region. Since all these unstable electron/ion modes will be coupled in the real experiments, it is unknown whether the stronger electron mode in the LOC discharge is more important than the unstable ion modes in the real experiment. In order to investigate this, we need to perform non-linear gyrokinetic analysis.

4.4.2 Local non-linear gyrokinetic simulation setup for the base run

Local, non-linear gyrokinetic simulations were performed for the LOC and SOC discharges at the CECE measurement position \((r/a \sim 0.85)\). Similar to non-linear runs at \(r/a=0.6\), the basic set-up for runs at \(r/a \sim 0.85\) in this section, including velocity grid, rotation effects and particle treatments (gyro/drift kinetic ion/electron) is the same as explained in section 3.4. Ion scale turbulence modes \((k_{\theta}\rho_s \lesssim 1.7\) with toroidal grid spacing, \(\Delta n=12\) and 30-32 toroidal modes) were considered in these simulations with the assumption that electron scale turbulence is ignorable, but it is noteworthy
Figure 4-16: Linear stability analysis using eigenvalue solver with experimental values for (a) the LOC discharge (shot 1120626023) and (b) the SOC discharge. Color codes are used in this figure as follows. Green: Most unstable mode from initial value solver. Red: Most unstable electron mode, Blue: Most unstable ion mode, Purple: Sub-dominant ion modes, Orange: Sub-dominant electron modes.
that the contribution of electron scale turbulence to heat transport is unknown in this case. The domain size was set to $L_x \sim 130\rho_s$ by $L_y \sim 110\rho_s$ with a radial grid spacing $\Delta x/\rho_s \sim 0.25$.

In non-linear simulations near the edge ($r/a \sim 0.85$), the strong mode was observed in the low $k_y$ region ($k_y\rho_s < 0.1$). As explained in section 3.4, the peak in the lowest $k_y$ region should be resolved by increasing the poloidal domain size, $L_y$, since this peak indicates the domain size may not be large enough considering the size of turbulence or turbulent eddies in the simulation. It was found that a large domain size ($L_y > 200\rho_s$) was required to resolve the peak in the lowest $k_y$ region in these simulations. The simulations with this large domain are not only intractable in terms of both computational and wall clock time but also physically not meaningful since the basic gyrokinetic ordering will be threatened by this large domain size, as explained in Appendix I.

However, the observed peak in the lowest $k_y$ region will not be a real physical turbulence, which can be observed in the experiment, for the following three reasons. First, this peak is mitigated by changing the order of the radial basis function of the collision operator, corresponds to the ORD_RBF parameter in GYRO input, especially in the SOC discharge, indicating a numerical issue is related to this peak. Second, through sensitivity analysis of the low $k_y$ peak, we found that this peak is sensitive to $\gamma_{E\times B}$ and $a/L_n$. The experimental $\gamma_{E\times B}$ value is small compared to the nominal value ($\sim 0.05[c_s/a]$) and has large uncertainty as shown in Table 4.1. It is possible that a value of $\gamma_{E\times B}$ much smaller than the real value in the experiment causes the strong turbulence in the low $k_y$ region ($k_y\rho_s < 0.1$). Third, in the real experiments, the high poloidal resolution was one of the important considerations in the CECE measurements as explained in Chapter 2. If this low $k_y$ peak, which has a long poloidal wavelength (3-4cm), existed in the C-Mod experiments, this peak will be dominant in the CECE measurements due to the sensitivity of the CECE ($k_y\rho_s < 0.3$), and poloidal resolution would be less important in the measurements. Consequently, $T_e$ fluctuations could be obtained in the past attempts in 2004 [167]. Although the origin of this low $k_y$ peak is unknown, it is concluded that this peak will not be
a real turbulence which exists in the experiments. We found that this mode can be suppressed with small changes in the modes at other wavenumbers from the sensitivity study of this peak in Appendix I, which suggest the nonlinear coupling of this spurious mode to other modes is small. However, the contribution of this spurious peak, which may not be real, to the synthetic $T_e$ fluctuations will not be ignorable. Thus, this peak should be suppressed by changing the input parameters within uncertainty. The LOC base run with the suppressed low $k_y$ peak was obtained by increasing $\gamma_{E\times B}$ to the maximum value under its uncertainty. In the SOC discharge, both the ExB shearing rate and $a/L_n$ were increased to the maximum value within their uncertainties to obtain the base run. More details about the investigation of the low $k_y$ peak and the set-up for the base runs are discussed in Appendix I.

4.4.3 Ion heat flux, $Q_i$, matched simulation and comparison with experiments

As explained in section 3.4, we should obtain the “physical” base runs from the base runs (or “numerical” base runs) by matching heat flux values within the uncertainty of the input parameters. The base runs under-predict both $Q_i$ and $Q_e$ compared to the experimental values from power balance analysis ($Q_i[MW/m^2] = 0.030 \pm 0.005$ (LOC), $0.064 \pm 0.017$ (SOC), and $Q_e[MW/m^2] = 0.12 \pm 0.043$ (LOC), $0.087 \pm 0.039$ (SOC)) at the CECE measurement position in both LOC and SOC discharges. Unlike the r/a=$0.6$ runs, it was found that $Q_i$ can be matched with the experimental $Q_i$ by increasing $a/L_{Ti}$ within the uncertainty in both discharges. The heat flux values of the base and $Q_i$ matched runs are shown in Fig. 4-17. However, $Q_e$ is still under-predicted in the $Q_i$ matched runs in both discharges. From power balance analysis, we observed an increase of $Q_i$ and the decrease of $Q_e$ across the LOC/SOC transition. From simulations, it was observed that both $Q_i$ and $Q_e$ increase in the SOC discharge although the increase of $Q_e$ is within the uncertainty as shown in Fig. 4-18.

We also compare synthetic $T_e$ fluctuations with the fluctuations measured by CECE. Figure 4-19 shows the comparison of synthetic $T_e$ fluctuation levels and $\tilde{T}_e/T_e$.
Figure 4-17: Comparison of simulated heat fluxes from the base and $Q_l$ matched runs with the experimental heat fluxes from power balance analysis. (a) Ion heat flux, $Q_i[MW/m^2]$ in the LOC plasma (b) Electron heat flux, $Q_e[MW/m^2]$ in the LOC plasma (c) $Q_i[MW/m^2]$ in the SOC plasma (d) $Q_e[MW/m^2]$ in the SOC plasma
Figure 4-18: Comparison of simulated heat fluxes with the experimental heat fluxes obtained from power balance in the LOC/SOC discharges at the CECE measurement position (r/a~0.85) (shot: 1120626023 (LOC), 1120626028 (SOC)) (a) Ion heat flux, $Q_i\,[MW/m^2]$ (b) Electron heat flux, $Q_e\,[MW/m^2]$. Vertical dash line indicates the rotation reversal density, obtained from the average electron density of rotation reversal discharge (shot 1120626028) on the same run day with the LOC/SOC discharges.

spectrum in these $Q_i$ matched runs with the CECE measurements. In both discharges, the synthetic $T_e$ fluctuation levels are matched with the measured $T_e$ fluctuation levels and the trend in the synthetic $T_e$ fluctuation levels agrees qualitatively with the measurements, although the change in synthetic electron temperature fluctuation levels across the LOC/SOC transition is smaller than the observed change. However, synthetic $\bar{T}_e/T_e$ spectra are not matched with the measured spectrum in both LOC and SOC plasmas. The measured spectra are broader than the synthetic spectra. Within the estimated uncertainty of rotation frequency, $\omega_o$ and radial electric field, $E_r$, shown in Table 4.1, we were not able to reproduce the shape of the experimental spectrum in both discharges.

In the comparison of $T_e$ fluctuations, an identical analysis process was applied to both synthetic and measured fluctuations. The frequency range for fluctuation level calculation was set to 0-170kHz. 170kHz is the highest frequency of the physical fluctuations in the measurement for both LOC and SOC discharges as shown in section 4.1.1. For the SOC discharge, the proper frequency range in the measurement
was 60-170kHz. This range is not appropriate for the synthetic spectra, which are narrower than the measured spectra and most fluctuations have $f < 60$kHz as shown in Fig. 4-19(b) and (c). Instead of using the exact frequency range obtained in the measurements, the broad frequency range which can include both measured and synthetic fluctuations were used in this analysis.

4.4.4 **Investigation of changes in turbulence characteristics between $Q_i$ matched simulations in the LOC and SOC discharges**

In the previous section, we observed that $Q_i$ matched runs also can match the measured $T_e$ fluctuation level within the uncertainty, but $Q_e$ and the synthetic spectrum shape were not matched with the experiments. In this section, we investigate the changes in turbulence in these $Q_i$ matched simulations from both linear and non-linear simulation results. Figure 4-20 shows the changes in linear unstable modes between two discharges. In both LOC/SOC discharges, the electron mode is dominant in the CECE relevant region ($k_y\rho_s < 0.3$), and the ion mode is dominant in $0.3 < k_y\rho_s < 0.8$. In the ion modes, no evident difference can be found. In both discharges, three or four unstable ion modes exist, and their growth rates are comparable between the two discharges. The SOC discharge has two unstable electron modes in $k_y\rho_s \leq 0.3$, while the LOC discharge has one unstable electron mode in the CECE relevant region. However, the growth rate of the sub-dominant electron mode in $k_y\rho_s \leq 0.3$ in the SOC discharge is not significant, less than the $E \times B$ shearing rate used in this simulation ($\sim$15kHz), and also less than half of the growth rate of the dominant electron mode. The growth rates of the dominant electron mode in $k_y\rho_s \leq 0.3$ are comparable between the LOC and SOC discharges. In $k_y\rho_s > 0.3$, the electron mode in the LOC discharge has the higher growth rate compared to the SOC discharge.

Linear simulations show no significant changes in the electron mode in $k_y\rho_s \leq 0.3$ and the ion mode in the whole $k_y\rho_s$ range in these simulations, but the electron mode
Figure 4-19: Comparison of synthetic $T_e$ fluctuations with the measurements in the LOC and SOC plasmas (a) relative $T_e$ fluctuation level in both the LOC/SOC plasmas (b) cross power spectrum in the LOC (c) cross power spectrum in the SOC. The dotted lines in (b) and (c) indicates the error in the synthetic spectrum.
Figure 4-20: Linear stability analysis using eigenvalue solver with the input parameters used in the $Q_i$ matched simulations for (a) the LOC discharge (shot 1120626023) and (b) the SOC discharge. Color codes are used in this figure as follows. Green: Most unstable mode from initial value solver. Red: Most unstable electron mode, Blue: Most unstable ion mode, Purple: Sub-dominant ion modes, Orange: Sub-dominant electron modes.
in the LOC discharge is more unstable than in the SOC discharge in \( k_y \rho_s > 0.3 \). From the linear runs, it is unknown whether or not this difference is meaningful. Thus, we need to see whether a more unstable electron mode in the LOC discharge makes a meaningful difference in the simulated transport or turbulence between the LOC/SOC discharges through non-linear simulations. As performed in the analysis at \( r/a = 0.6 \), we observed the changes in turbulence from the power spectrum of fluctuations per toroidal number, \( n \), as shown in Fig. 4-21. For both LOC and SOC discharges, it is hard to identify the dominant turbulence mode or propagation direction from this figure. This result indicates that neither electron nor ion modes are dominant in the both discharges; they are both comparable. It also implies that there are no changes in the dominant turbulence mode between the LOC and SOC discharges near the edge region, which is consistent with the tendency observed in the runs at \( r/a = 0.6 \).

We also investigated the changes in ion and electron heat transport at the CECE measurement position between the LOC/SOC discharges. Table 4.3 shows the heat flux values and synthetic and RMS fluctuation levels of fluctuating quantities on the midplane in the \( Q_j \) matched runs for the LOC and SOC discharges. We first observed more than a 30% increase of potential fluctuations in the SOC discharge. Ion temperature fluctuations also increase in the SOC discharge about 10-20% compared
Table 4.3: The simulation results of the base and $Q_i$ matched cases for the LOC/SOC discharges at the CECE measurement position. Heat fluxes are averaged in space and time. Fluctuations are the values on the midplane, and are averaged radially and in time. The uncertainties of midplane fluctuations and heat fluxes come from the standard deviation in time averaging.

<table>
<thead>
<tr>
<th></th>
<th>LOC</th>
<th>SOC</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_i [MW/m^2]$</td>
<td>$0.026 \pm 0.0032$</td>
<td>$0.053 \pm 0.0085$</td>
</tr>
<tr>
<td>$Q_e [MW/m^2]$</td>
<td>$0.031 \pm 0.0036$</td>
<td>$0.041 \pm 0.0065$</td>
</tr>
<tr>
<td>Syn. $T_e/T_e [%]$</td>
<td>$0.86 \pm 0.06$</td>
<td>$0.80 \pm 0.07$</td>
</tr>
<tr>
<td>$e\phi/T_e [%]$</td>
<td>$4.03 \pm 1.07$</td>
<td>$5.54 \pm 1.72$</td>
</tr>
<tr>
<td>$\tilde{n}_i/n_i [%]$</td>
<td>$1.97 \pm 0.12$</td>
<td>$1.84 \pm 0.12$</td>
</tr>
<tr>
<td>$\tilde{n}_e/n_e [%]$</td>
<td>$1.64 \pm 0.09$</td>
<td>$1.68 \pm 0.11$</td>
</tr>
<tr>
<td>$\tilde{T}_i/T_i [%]$</td>
<td>$3.62 \pm 0.27$</td>
<td>$4.07 \pm 0.41$</td>
</tr>
<tr>
<td>$\tilde{T}_e/T_e [%]$</td>
<td>$2.70 \pm 0.15$</td>
<td>$2.26 \pm 0.18$</td>
</tr>
</tbody>
</table>

To the LOC discharge, while electron temperature fluctuations decrease about 15% in the SOC discharge. Both electron and ion density fluctuations vary within 10% between the LOC and SOC plasmas. The increase of potential and ion temperature fluctuations can be linked to the higher ion heat flux in the SOC discharge. The increase of electron heat flux can also be explained by the increase of potential fluctuations. The decrease of electron temperature fluctuations may mitigate the increase of electron heat flux in the SOC discharge. We should note that all changes except for the electron temperature fluctuations are within the uncertainty. Nevertheless, the increases in potential and ion temperature fluctuations within their uncertainty result in an increase in $Q_i$ by a factor of two. It is also noteworthy that the increase of the potential and ion temperature fluctuations with the decrease of electron temperature fluctuations were consistently observed in the non-linear runs at $r/a=0.6$.

Since we observed the decrease of electron temperature fluctuations in both synthetic and simulated quantities on the midplane, we may be able to say that the trends of electron temperature and density fluctuations are consistent with the measurements. However, it is noteworthy that the decrease of synthetic fluctuations is
within the uncertainty and the synthetic diagnostic is not applied to the electron density fluctuations. Moreover, these quantities can be varied significantly within the uncertainties of input parameters. Thus, we perform sensitivity analysis to draw a solid conclusion.

4.4.5 Sensitivity of simulation results about input parameters

We studied whether or not the agreement of $Q_t$ and synthetic $T_e$ level with experiments and the under-prediction of $Q_e$ are robust via the sensitivity analysis. It is worth noting that the characteristics of simulated turbulence in the LOC and SOC discharges will also be studied in the sensitivity analysis. Input parameters not used for the base and $Q_i$ matched runs were varied in this sensitivity analysis. Unlike the runs at $r/a=0.6$, we varied input parameters by their uncertainties, that is, $X \pm \sigma_X$ was used for the sensitivity analysis, where $X$ is a certain input parameter and $\sigma_X$ is its uncertainty. Then, we observed the variation of the simulated outputs within the experimental uncertainties of input parameters for the validation study. Since $\gamma_{\text{ExB}}$ and $a/L_{T_i}$ were used to establish the base and $Q_i$ matched runs for the LOC discharge, we varied $a/L_{T_e}$, $a/L_{n}$, $\nu_e$, and $n_D/n_e$ by their uncertainties for the sensitivity study of the LOC discharge. In the same manner, $a/L_{T_e}$, $\nu_e$, and $n_D/n_e$ were varied by their uncertainties for the sensitivity analysis for the SOC discharge. Since $\gamma_{\text{ExB}}$, $a/L_n$ and $a/L_{T_i}$ were used to obtain the base run for the SOC discharge, these parameters were fixed in the sensitivity analysis for the SOC discharge. The rotation frequency was not varied in the sensitivity analysis. The synthetic spectral shape did not vary significantly with the changes of the other input parameters, only its amplitude varied.

We first observed the variations of amplitudes of $Q_i$ and synthetic $T_e$ fluctuation levels in the sensitivity analysis. Figure 4-22(a) shows the highest and lowest $Q_i$ values obtained from the sensitivity analysis. From the $Q_i$ matched simulations, GYRO reproduces both $Q_i$ values and their trend between the LOC/SOC discharges. However, it is shown that $Q_i$ values vary too much to say anything conclusive about the trend of $Q_i$ values between two discharges. Although $Q_i$ increases in the SOC
Figure 4-22: Comparison of highest and lowest value of simulated ion heat flux and synthetic electron temperature fluctuation level obtained from the sensitivity analysis for the LOC/SOC discharges at the CECE measurement position (r/a~0.85) (shot: 1120626023 (LOC), 1120626028 (SOC)) with the experiments. (a) Ion heat flux, $Q_i [MW/m^2]$ (b) Electron temperature fluctuation level [%]. Vertical dashed line indicates the rotation reversal density, obtained from the average electron density of rotation reversal discharge (shot 1120626028) on the same run day with the LOC and SOC discharges.
compared to the LOC in the $Q_i$ matched simulations, it is possible to obtain the opposite trend, smaller $Q_i$ in the SOC discharge, within the uncertainty of input parameters by choosing the highest $Q_i$ value among $Q_i$ values obtained from the sensitivity analysis in the LOC and the lowest $Q_i$ value in the SOC. Nevertheless, we are still able to say that GYRO can reproduce $Q_i$ within the uncertainty of input parameters. Synthetic $T_e$ fluctuation levels also vary in a large range as shown in Fig. 4-22(b), which indicates that the approximately 10% decrease of synthetic $T_e$ fluctuation levels in the SOC discharge observed in the $Q_i$ matched runs is not robust, and it is also possible to obtain the opposite trend. Thus, it is hard to reproduce the reduction of $T_e$ fluctuation level observed in the experiments within the uncertainty of input parameters, although GYRO can reproduce the measured fluctuation level. The large uncertainty in the input parameters or the large variations in $T_e$ fluctuations with the changes in input parameters by the uncertainty will be one reason for this result. However, we must note that $T_e$ fluctuation levels in the $Q_i$ matched runs for the LOC and SOC discharges are different only about 10%, while we observed the reduction of $T_e$ fluctuations by 30% in the SOC discharge compared to the LOC discharge in the experiments. In this sensitivity analysis, we varied the input parameters from the $Q_i$ matched simulations. Since $T_e$ fluctuations are more closely related to $Q_e$ than $Q_i$, the results could be different if sensitivity analysis is performed from the $Q_e$ matched simulations or the simulations which reproduce both $Q_i$ and $Q_e$. As will be shown later in this chapter, the nonlinear runs in this study, which includes only ion-scale turbulence, cannot reproduce the experimental $Q_e$ level. We should therefore consider this different approach as the future work. In the future, it is also worth trying to have the simulations which can reproduce the measured $T_e$ fluctuations first, sensitivity analysis is then performed from the fluctuation matched runs to see how these simulations match the heat flux.

Figure 4-23 shows the fractional changes in $Q_i$ and synthetic $T_e$ fluctuation levels with the changes in each input parameter. The changes in $Q_i$ and synthetic $T_e$ fluctuations by increasing $a/L_{T_i}$ to match $Q_i$ from the base run are also included in the figure. We investigated the characteristics of the simulated turbulence at the
Figure 4-23: Fractional changes in the simulated ion heat flux and synthetic electron temperature fluctuation level with input parameter changes at the CECE measurement position (r/a~0.85) for the LOC and SOC discharges (shot: 1120626023 (LOC), 1120626028 (SOC)). (a) Ion heat flux, $Q_i$, in the LOC discharge (b) $Q_i$ in the SOC discharge (c) Synthetic $T_e$ fluctuation level in the LOC discharge (d) Synthetic $T_e$ fluctuation level in the SOC discharge. $a/L_n$ was fixed in the SOC discharge, then the fractional change due to $a/L_n$ was represented as zero in the SOC discharge.
CECE measurement position in the LOC and SOC discharge from the sensitivity of $Q_i$ and synthetic $T_e$ fluctuations about input parameters shown in Fig. 4-23. From Fig. 4-23(a) and (b), we first notice that $a/L_{T_i}$ and $a/L_{T_e}$ are the most sensitive parameters for $Q_i$ in both discharges. Increasing $a/L_{T_i}$ by its uncertainty ($\sim 15\%$) results in an approximately 80% increase in $Q_i$. The sharp increase in $Q_i$ with the increase of $a/L_{T_i}$ will indicate that ITG mode is important in these simulations. It is also shown that $Q_i$ increases with other ITG favorable changes such as increasing $n_D/n_e$ and $a/L_n$. Unlike $a/L_{T_i}$, the decrease of $a/L_{T_e}$ by its uncertainty ($\sim 20 - 25\%$) increases $Q_i$ by more than 50%. The increase of $a/L_{T_e}$ also affects $Q_i$ significantly by decreasing it by more than 20%, although the variation in $Q_i$ is smaller than the decrease of $a/L_{T_e}$. It is noteworthy that the simulated $Q_i$ at $r/a=0.6$ was not as sensitive to $a/L_{T_e}$ compared to $Q_i$ at $r/a$$\sim$0.85, as shown in Fig. 4-13. This may indicate TEM turbulence is also important at $r/a$$\sim$0.85 in both discharges. The stabilization of TEM turbulence by increasing $a/L_{T_e}$ is also favorable for ITG turbulence in these “mixed mode” simulations. Increasing the electron-ion collision frequency, $\nu_{ei}$, will decrease the activity of trapped electrons, that is, the non-adiabatic electron response. Since non-adiabatic electrons destabilize the ITG mode as well as TEM, although ITG mode can be destabilized without non-adiabatic electrons, it is hard to connect the changes in $Q_i$ with $\nu_{ei}$ to a specific turbulence mode, either ITG or TEM. It will be more appropriate to leave it as the effect of the response of non-adiabatic electrons rather than a certain turbulence mode. It is shown that $Q_i$ decreases with the increase in $\nu_{ei}$ (or the reduction of non-adiabatic electron response) in both LOC and SOC discharges. However, $Q_i$ changes within 20% by increasing/decreasing $\nu_{ei}$ by its uncertainty ($\sim 20\%$). This 20% variation indicates that $Q_i$ is less sensitive to $\nu_{ei}$ than to gradient scale lengths. In the LOC discharge, dilution or main ion fraction, $n_D/n_e$ also changes $Q_i$ by more than 20%, which is consistent with the previous study in C-Mod [99, 120].

Figure 4-23(c) and (d) show the changes in synthetic $T_e$ fluctuation levels with input parameters. Similar to $Q_i$, synthetic fluctuation levels increase with ITG favorable changes such as the increase of $a/L_{T_i}$ and $n_D/n_e$ and the decrease of $a/L_n$. 232
It is noteworthy that the largest variation in synthetic $T_e$ fluctuation levels is obtained from the decrease of $a/L_n$ by its uncertainty ($\sim 40\%$), not from the increase of $a/L_{T_e}$. Even the increase of $n_D/n_e$ changes the synthetic $T_e$ fluctuation levels by more than the increase of $a/L_{T_e}$ in the LOC discharge. The dependency of synthetic $T_e$ fluctuation levels on $a/L_{T_e}$ is also interesting. The decrease in $a/L_{T_e}$ increases the synthetic level in both LOC and SOC discharges. This can be interpreted as the result of a more destabilized ITG mode, consistent with the sensitivity of $Q_i$. However, the increase in $a/L_{T_e}$ also increases the synthetic $T_e$ fluctuation level. More destabilized TEM turbulence due to the increase of $a/L_{T_e}$ may cause the increase of $T_e$ fluctuation level. This indicates that synthetic $T_e$ fluctuation levels respond to both ITG and TEM relevant changes. Thus, we should be careful when connecting the changes in $T_e$ fluctuations with the changes in the specific turbulence mode. Dependency of synthetic $T_e$ fluctuations on $\nu_{ei}$ is similar to the observation in $Q_i$, but synthetic level increases not only with the increase in $\nu_{ei}$ but also with its decrease in the SOC discharge. An approximately $3\%$ increase in synthetic $T_e$ fluctuation levels with the increase of $\nu_{ei}$ might not be meaningful. If the $\nu_{ei}$ value in the SOC discharge is already high enough to suppress most of the response of non-adiabatic electrons, then the synthetic $T_e$ fluctuation levels with the $\nu_{ei}$ above this level will be saturated and fluctuate within the uncertainty. If this is the case, we may need to think of the $3\%$ increase of the fluctuation level with the increase in $\nu_{ei}$ as the saturation rather than the increase. In order to verify this possibility, a run with higher $\nu_{ei}$ outside experimental uncertainty is required. This should be performed in the future.

From Table 4.1, we notice two evident differences in input parameters at the CECE measurement position between LOC and SOC discharges. They are $\nu_{ei}$ and $n_D/n_e$. $n_D/n_e$ in the SOC discharge is larger than in the LOC. The increase of $n_D/n_e$ makes synthetic $T_e$ fluctuation levels higher. Thus, sensitivity of the synthetic level on $n_D/n_e$ is not consistent with the experimental observation, the reduction of $T_e$ fluctuations across the LOC/SOC transition. $\nu_{ei}$ is also higher in the SOC discharge compared to the LOC discharge. The increase of $\nu_{ei}$ tends to decrease of synthetic $T_e$ fluctuation level, consistent with the measurements. Although the
variation in the synthetic $T_e$ fluctuation level is about $10 - 20\%$ with varying $\nu_{ei}$ within its uncertainty ($\sim 20\%$), Table 4.1 shows that $\nu_{ei}$ in the SOC discharge is two times higher than the LOC discharge. Thus, the increase of $\nu_{ei}$ can be a reason for the reduction of $T_e$ fluctuations. However, it is also possible that the changes in gradient scale lengths are the main reason for the reduction of $T_e$ fluctuations. This is because we observe the large variations of synthetic $T_e$ fluctuation level with the changes in the gradient scale lengths by its uncertainty. At this point, it is inconclusive, since the changes in gradient scale lengths between the LOC and SOC discharges are within the uncertainties.

Figure 4-24(a) shows that the highest $Q_e$ values obtained from the sensitivity analysis runs are still under-predicted from the experimental level in both LOC and SOC discharges. Thus, GYRO cannot reproduce the experimental $Q_e$ value within the uncertainty of input parameters.

The variations of $Q_e$ with the changes in input parameters are shown in Fig. 4-24(b) and (c). The increase in $a/L_T$, causes the largest variation in $Q_e$ in both discharges. We also note that there was no change in $Q_e$ with the increase of $a/L_T$ in the SOC discharge, while $Q_e$ increases about 15% with the increase of $a/L_T$ in the LOC discharge. Since the increase of $a/L_T$ is favorable for TEM, this may indicate that TEM is more important in the LOC discharge than the SOC discharge. However, the variation of $Q_e$ with $a/L_T$ changes is less than 20%, less than the uncertainty of $Q_e$. Thus, it is hard to draw any solid conclusions from this observation. Instead, we are able to say that the variations of $Q_e$ with $a/L_T$ are smaller than the variations with $a/L_T$. This may indicate that ITG turbulence is stronger than TEM turbulence although neither type of turbulence is dominant.

In the LOC discharge, $Q_e$ is sensitive to $n_D/n_e$ and the increase of $\nu_{ei}$. In the same discharge, $Q_e$ increases about 10% with the decrease of $a/L_n$ in the LOC discharge, although synthetic $T_e$ fluctuation levels increase by about 40%. In the SOC discharge, $Q_e$ does not vary significantly (less than 10%) with input parameter changes except for the increase of $a/L_T$, while synthetic $T_e$ fluctuations are sensitive to the decrease of $\nu_{ei}$ as well as $a/L_T$, in the same discharge. As explained in Chapter 1, $Q_e$ is a function of
Figure 4-24: (a) Comparison of the highest and lowest values of simulated electron heat flux obtained from the sensitivity analysis for the LOC/SOC discharges at the CECE measurement position (r/a~0.85) (shot: 1120626023 (LOC), 1120626028 (SOC)) with the experiments. Fractional changes in the simulated electron heat flux with input parameter changes in the same sensitivity analysis for (b) the LOC discharge and (c) the SOC discharge. $a/L_n$ was fixed in the SOC discharge, and the fractional change due to $a/L_n$ was represented as zero in the SOC discharge.
three fluctuating quantities (potential fluctuations, $n_e$ and $T_e$ fluctuations) and their phase relations. Synthetic $T_e$ fluctuation level is a function of $T_e$ fluctuations and will be affected by $n_e$ fluctuations and the phase between $T_e$ and $n_e$ fluctuations if optical depth is low as explained in Chapter 3. Thus, the sensitivity of $Q_e$ to the changes in the inputs is not necessarily identical to the sensitivity of synthetic $T_e$ fluctuations. Moreover, synthetic $T_e$ fluctuations are sensitive to very low $k_y$ turbulence, $k_y\rho_s < 0.3$. Further analysis is required to investigate the physics behind different sensitivities of $Q_e$ and synthetic $T_e$ fluctuations.

From the sensitivity analysis, we observed large variations in $Q_i$ and synthetic $T_e$ fluctuations with the changes of input parameters within the uncertainty. The variations are too large to reproduce their trends, including the reduction of $T_e$ fluctuations across the LOC/SOC transition. All $Q_e$ values from the sensitivity analysis are still under-predicted compared to the experimental level. Thus, GYRO cannot reproduce experimental $Q_e$ within the uncertainties of input parameters. It was also found that $a/L_T$ is one of the most sensitive parameters for $Q_i$, $Q_e$ and synthetic $T_e$ fluctuation levels in both LOC and SOC discharges. $a/L_{T_e}$ is also important for $Q_i$ and synthetic $T_e$ fluctuation levels, while $Q_e$ varies less than 20% with the changes in $a/L_{T_e}$ in both discharges. This result may indicate that the contribution of ITG to the heat transport is larger than that of TEM in both discharges although TEM is not ignorable in these simulations. It was observed that $n_D/n_e$ is important in the LOC discharge, consistent with previous studies [99, 120]. $a/L_n$ is also an important parameter for $Q_i$ and synthetic $T_e$ fluctuations in the LOC discharge. Although variations of $\nu_{ei}$ by its uncertainty do not result in significant changes in synthetic $T_e$ fluctuation levels, the consistent trend of synthetic $T_e$ fluctuation levels with $\nu_{ei}$ in the experiments was observed, while the trend of $T_e$ fluctuation levels with $n_D/n_e$ was opposite to the experiments.
4.4.6 Investigation of discrepancies between GYRO and experiments

Two discrepancies between GYRO and experiments were found in the last two sections: the shape of the $T_e$ fluctuation spectrum and the electron heat flux level. In this section, possible reasons for these discrepancies are investigated.

The shape of the synthetic electron temperature fluctuation spectrum

We first checked whether or not GYRO can reproduce the measured $T_e$ fluctuation spectral shape by varying the rotation frequency, $\omega_o$ within its uncertainty. In these simulations, GYRO used the rotation frequency calculated from the radial electric field, $E_r$. This $E_r$ value is estimated from TRANSP in this study. $E_r$ can be estimated from the force balance equation as follows [103]:

$$E_r = \frac{n_iZ_e}{niZ_i} \frac{dP_i}{dr} - V_{p,i}B_t + V_{t,i}B_p$$  \hspace{1cm} (4.1)

where $n_i$, $Z_i$ and $P_i$ are the density, charge and pressure of the ion used in the $E_r$ calculation. $V_{p,i}$ and $V_{t,i}$ are the poloidal and toroidal velocities of the ion, respectively, and $B_t$ and $B_p$ are the toroidal and poloidal magnetic field respectively.

As explained in section 3.3, TRANSP uses the experimental toroidal velocity and pressure gradient to estimate the first and second terms, and the neoclassical calculation is used to estimate the poloidal velocity through the NCLASS module [76] for the third term in Eq. 4.1. It was found that the neoclassical rotation values in both toroidal and poloidal directions are not always consistent with measurements, which indicates that a rotation can be induced by other mechanisms such as turbulence [149, 35, 64]. Using the neoclassical poloidal velocity can be an issue in these simulations since the contribution of the poloidal velocity term to total $E_r$ value is not negligible. As shown in Fig. 4-25, the contribution of the poloidal velocity term is comparable to the contribution of the toroidal velocity term at $r/a \sim 0.85$, and the pressure gradient term is small compared to the other two terms. We also see that the sign of the toroidal and poloidal velocity terms are opposite. Then, cancelling out two terms
Figure 4-25: Total $E_r$ value with the contribution of each component (Toroidal velocity, $V_{tor}$, poloidal velocity, $V_{pol}$ and pressure gradient) estimated from TRANSP in (a) the LOC discharge and (b) the SOC discharge

results in a small $E_r$ value near to zero. If the real poloidal velocity has the opposite sign to the estimated neoclassical value, it will change the $E_r$ value significantly in this case. It is therefore possible that the neoclassical rotation profile, not consistent with the real experiments, causes narrower spectra in the simulations.

In order to check this possibility, we use the charge exchange spectroscopy (CXRS) diagnostic to estimate the $E_r$ value with the measured toroidal/poloidal velocity and pressure gradient. It is noteworthy that we should not combine x-ray spectroscopy (HIREX) and CXRS to obtain the measured poloidal velocity as performed for toroidal velocity profile in section 3.2.1 due to magnetic pumping of each species [182]. The measured $E_r$ by CXRS at $r/a$~0.85 is $3 \pm 12$ kV/m for both the LOC and SOC discharges. The estimated $E_r$ value from TRANSP is $\sim -1$ kV/m, which agrees with the measurements within the uncertainty. For the comparison of fluctuation spectra, we used the $Q_i$ matched run for the LOC discharge and the low $n_D/n_e$ run ($n_D/n_e = (n_D/n_e)_{exp}-\sigma_{nD/ne}$) for the SOC discharge. It was found that the synthetic spectral shape can be similar to the measured spectrum over a broad frequency range when $E_r \sim 9$ kV/m, which is within the uncertainty of the measured $E_r$ value, as shown in Fig. 4-26.

However, the peak near 30kHz was observed in the synthetic spectra with $E_r \sim$
Figure 4-26: Comparison of the synthetic $T_e$ fluctuation spectrum with the measured spectrum when the $E_r$ value estimated from TRANSP ($\sim -1$ kV/m) was used for (a) the LOC discharge and (b) the SOC discharge. The synthetic spectral with $E_r \sim 9$ kV/m for (c) the LOC discharge and (d) the SOC discharge are also compared with the measurements.
9kV/m in both LOC and SOC discharges. It is hard to consider that this peak comes from real physical fluctuations. In order to see that this mode is related to a numerical issue, another simulation with a different order of radial basis functions of the collision operator (ORD_RBF) was tried for the SOC discharge. As mentioned in section 4.4.2 and Appendix I, the mode in low $k_y$ region, which was an issue in the base case setup, was mitigated by increasing ORD_RBF from 3 to 5. If this mode is related to a numerical issue, we may see changes in the peak. Figure 4-27 shows the synthetic spectra in the SOC discharge with the same $E_r$ value as $\sim$9kV/m but with different ORD_RBF values, 3 in Fig. 4-27(a) and 5 in Fig. 4-27(b). It is shown that increasing ORD_RBF suppresses the peak significantly, and that the synthetic spectrum with ORD_RBF=5 becomes more similar to the measured spectrum. We have not yet performed the run with ORD_RBF=5 for the LOC discharge, and it should be performed in the future. However, for a similar reason, we can also expect the suppression of the peak with ORD_RBF=5 in the LOC discharge.

Regardless of the peak near 30kHz, it is evident that GYRO can reproduce the measured spectral shape in a broad frequency range in both LOC and SOC discharges within the uncertainty of the measured $E_r$ values by CXRS. This suggests the inaccurate estimation of poloidal velocity from neoclassical calculation is the reason for the narrower synthetic $T_e$ fluctuation spectra compared to the experiments. However, we should note that the uncertainty in the $E_r$ measurements for the LOC/SOC discharge is about 400%. In the future, we need a dedicated experiment for more accurate $E_r$ measurements in Ohmic discharges to see whether or not the neoclassical poloidal velocity used in GYRO is responsible for the discrepancy of the $T_e$ fluctuation spectral shape.

The under-prediction of electron heat flux

So far, we have observed that GYRO can reproduce experimental $Q_i$, $T_e$ fluctuation levels, and $T_e$ fluctuation spectral shape by modifying the $E_r$ value within the uncertainty of the measurements. However, $Q_e$ is under-predicted in these simulations. Since both $Q_e$ and synthetic $T_e$ fluctuations are related to electron transport, some-
Figure 4-27: Comparison of the synthetic $T_e$ fluctuation spectrum with the measured spectrum with $E_r \sim 9\text{kV/m}$ for the SOC discharge with different ORD_RBF value. (a) ORD_RBF=3.0 (b) ORD_RBF=5.0.
one can think that these different agreement levels are incompatible. However, it is noteworthy that the measured $T_e$ fluctuations come from low $k_y$, ion scale, turbulence ($k_y\rho_s < 0.3$), and that we considered the poloidal resolution of the measurements in the synthetic $T_e$ fluctuations. In contrast, the simulated $Q_e$ comes from only ion scale turbulence ($k_y\rho_s \lesssim 1.7$), while both electron and ion scale turbulence will affect the experimental $Q_e$ from power balance analysis. Both electron and ion scale turbulence also affect the experimental $Q_i$, but $Q_i$ will be affected mostly by ion scale turbulence. In the last sections, we have the agreements within the uncertainty in $Q_i$ and synthetic $T_e$ fluctuations, and the disagreements in $Q_e$ with the experiments. In other words, the quantities from the simulations agree with the experimental quantities which mainly come from ion scale turbulence. This suggests that the electron scale turbulence (ETG turbulence), not included in the simulation in this study, could be responsible for the disagreement in $Q_e$. According to a simple mixing length estimate, which shows diffusivity induced by turbulence which has a growth rate, $\gamma$, and wavenumber, $k$, $\chi \sim \gamma/k^2$, the contribution of electron scale turbulence to the transport will be ignorable due to its short wavelength. However, previous non-linear simulation works show that electron transport, above the estimated level from a mixing length estimate, can be induced by electron scale turbulence [90, 47].

In order to check this possibility, linear stability analysis for electron scale turbulence was performed for the $Q_i$ matched cases in the LOC and SOC discharges. Only electron scale turbulence ($k_y\rho_e = [2.0, 65.0]$ or $k_y\rho_e = [0.0, 1.0]$ where $\rho_e$ is an electron gyroradius, defined as $\rho_e = v_e/\Omega_{ce}$ with $v_e = \sqrt{T_e/m_e}$ and $\Omega_{ce} = eB/m_ec$) was included in these simulations. Ions and electrons are treated as gyrokinetic ions and electrons, and the Debye shielding effect, which can be important for ETG turbulence due to its small spatial scale [89, 86], is included in the simulation. Boron was used as an impurity with the estimated dilution fraction, and initial value solver was used.

As shown in Fig. 4-28, the unstable electron modes are found in both discharges. We then varied $a/L_{Te}$ to confirm that these unstable modes are ETG turbulence. It was found that the growth rate of this mode increases with the increase in $a/L_{Te}$,
Figure 4-28: Linear stability analysis of electron scale turbulence (ETG) for the $Q_i$ matched cases in the LOC/SOC discharges with changes in $a/L_{Te}$ by its uncertainty. (a) Real frequency, $\omega_r [c_s/a]$ and Growth rate, $\gamma [c_s/a]$ in the LOC discharge (b) $\omega_r [c_s/a]$ and $\gamma [c_s/a]$ in the SOC discharge.
Table 4.4: Discharge conditions of the two sets of Ohmic discharges (1st set: LOC and SOC, 2nd set: LOC, Intermediate and SOC). Discharge conditions shown in this table are magnetic configuration (whether Lower Single Null (LSN), Upper Single Null (USN), double null configuration), magnetic field on the axis, $B_t(0)$ in Tesla, plasma current, $I_p$, in MA, average electron density, $n_{e,avg}$, in $10^{20} m^{-3}$, elongation, $\kappa$, upper triangularity, $\delta_u$, and lower triangularity, $\delta_l$. All shaping parameters ($\kappa, \delta_u$ and $\delta_l$) are the values estimated at the separatrix.

which is consistent with the characteristics of the ETG turbulence. Although the unstable ETG-like turbulence was found in the linear simulations, the contribution of this unstable mode to electron transport is unknown until multi-scale simulations [77], which include both ion and electron scale simulations, are performed. This will be future work.

4.5 Profile shape variations across Ohmic confinement transition

As shown in Fig. 4-7, changes of $a/L_{n_e}$, $a/L_{T_e}$ and $a/L_{T_i}$ profiles across the LOC/SOC transition were small and within their uncertainties in the core region ($r/a<0.7-0.8$) in Alcator C-Mod [153]. This is also consistent with the study in TCV [142]. In TCV, it was found that the changes in the edge region correlated with the increase of Ohmic confinement time in the LOC regime. In this section, we will investigate the consistency of these observations with the profile analysis results in [142] by applying the self-similarity analysis introduced in section 3.2.2 for two sets of C-Mod Ohmic discharges.
We first analyze two Ohmic discharges (shot: 1120620027, 112062028) which have similar discharge conditions, such as Ohmic power (~1.5MW), plasma current (~1.1MA) and equilibrium parameters (Lower Single Null (LSN) configuration, elongation, $\kappa$, ~1.6, upper triangularity, $\delta_u$, ~0.3 and lower triangularity, $\delta_l$, ~0.5) except for the average electron density as shown in the “1st set” column of Table 4.4. The average electron density, $n_{e,avg}$ was varied more than 40% between two Ohmic discharges (from $0.9 \times 10^{20} m^{-3}$ to $1.7 \times 10^{20} m^{-3}$) by intentionally changing the edge gas puff fueling. Toroidal magnetic field on axis is slightly different between these two discharges ($B_t(0)=5.4$ and 5.6T), but this level of difference (< 5%) is ignorable in the comparison. As used in section 4.1, the direction of core toroidal rotation was used to determine the confinement regime of each discharge.

Figure 4-29 shows the plasma parameters of these two discharges with time. One can see that the two discharges have the same plasma current and Ohmic input power (~1.5MW). It can also be seen that the increase of average electron density between two discharges correlates with the rotation reversal in the discharge with the higher density. According to the toroidal rotation direction, the lower density discharge (shot 1120620027) is in the LOC regime, and the higher density discharge (shot 1120620028) is in the SOC regime. In addition, these two discharges have discharge conditions similar to the discharges in Fig. 13 in [130], and the energy confinement time in Fig. 13 in [130] was saturated near $n_{e,avg} \sim 1.1 \times 10^{20} m^{-3}$. This result also supports the conclusion that the lower density discharge in this study ($n_{e,avg} \sim 0.9 \times 10^{20} m^{-3}$) is in the LOC regime, and the higher density discharge ($n_{e,avg} \sim 1.7 \times 10^{20} m^{-3}$) is in the SOC regime. The data in the shaded area in Fig. 4-29, which indicates the stationary period in these discharges, were used in the profile analysis.

We first studied the changes in the shape of $T_e$ profiles between the LOC and SOC discharges. As shown in Fig. 4-30(a), the exponential function in Eq. 3.14 matches $T_e$ data in the core region ($\rho \leq \rho_{ped,T_e}$) well for the two Ohmic discharges. Self-similarity of core $T_e$ profiles can also be seen in Fig. 4-30(b) and (c). $T_e$ data and the fitting lines are normalized by the $T_e$ value at 0.8 calculated from the fitting line, $T_e(0.8)$, in Fig. 4-30(b). We can see that the normalized data in these two discharges are
Figure 4-29: Plasma parameters with time for two Ohmic discharges with different average electron density, and different confinement regimes. Red : LOC, blue : SOC. The shaded region is the stationary period used in profile analysis.
Figure 4-30: $T_e$ profiles in two Ohmic discharges (red: LOC, blue: SOC) with the fitting lines (solid line: exponential fitting line for the core profile, dashed line: linear fitting line for the edge profile) (a) $T_e$ Profiles with the fitting lines in linear scale (b) The $T_e$ profiles normalized by $T_e(0.8)$ with the exponential fitting line, which is also normalized, in log scale (c) $T_e$ profile with the fitting line with fixed $\lambda_{T_e}(=3.34)$ in log scale. (d) Edge $T_e$ profiles with the fitting lines.
well overlapped in the $\rho \lesssim 0.8$ region, which indicates that the $T_e(0.8)$ value may determine the $T_e$ profile for $\rho \leq \rho_{ped,T_e}$. Figure 4-30(b) also shows that the fitting lines normalized by $T_e(0.8)$ are close to each other, implying that the exponential fitting parameter, $\lambda_{T_e}$, values are similar, and the $T_e$ profiles are self-similar in the core region. In Fig. 4-30(c), the same $\lambda_{T_e}$ value, which is the mean value between the two discharges, is applied to these discharges. As shown in Fig. 4-30(c), the fit with single $\lambda_{T_e}$ value (=3.34) works well for both discharges. Figure 4-30(a)-(c) indicates that the $T_e$ profiles inside $\rho \leq \rho_{ped,T_e}$ are self-similar and this property can be quantified by the exponential function. Figure 4-30(d) shows the edge temperature profiles ($\rho \geq \rho_{ped,T_e}$) of the two Ohmic discharges with the lines fit by the linear function in Eq. 3.14. Although there is a scatter in the edge $T_e$ data, we can see that the edge data are not well fit by the exponential function used for the core $T_e$ data, and that a linear fit is more appropriate in the edge region. It is also shown that the slope of the linear fit, $\mu_{T_e}$, decreases with the increase of the average density.

The variations of $n_e$ profiles between the two Ohmic discharges were also investigated as shown in Fig. 4-31. Like the core $T_e$ profiles, exponential fitting works well for core $n_e$ data. We can also see the self-similarity of the core $n_e$ profiles from the fact that a single $\lambda_{n_e}$ value (=0.87) can be used to fit $n_e$ data in the core region for both Ohmic discharges, and that the data normalized by $n_e(0.8)$ are well overlapped. Figure 4-31(d) shows that linear fitting works better than exponential fitting for the edge $n_e$ profiles ($\rho \geq \rho_{ped,n_e}$) and that both the slope of fitting line, $\mu_{n_e}$, and the $n_e$ value at $\rho = 1.0$ in the linear fit, $n_{e,edge}$, increase with the average electron density.

The change of the profile shape with the average density between the two Ohmic discharges is quantified by the linear and exponential fitting parameters, as shown in the “1st set” column of Table 4.5. Both $n_e$ and $T_e$ profiles between LOC and SOC discharges have the similar exponential fitting parameters ($\lambda_{T_e}$ and $\lambda_{n_e}$) within 20% in the core region regardless of the change of average electron density, which indicates that both the $n_e$ and $T_e$ profiles are self-similar. It is also worth noting that these fitting parameters can be considered as average gradient scale lengths, which are important for driving turbulence. These parameters do not change with electron
Figure 4-31: $n_e$ profiles in two Ohmic discharges (red : LOC, blue : SOC) with the fitting lines (solid line : exponential fitting line for the core profile, dashed line : linear fitting line for the edge profile) (a) $n_e$ Profiles with the fitting lines in linear scale (b) The $n_e$ profiles normalized by $n_e(0.8)$ with the fitting line, which is also normalized, in log scale (c) $n_e$ profile with the fitting line with fixed $\lambda_{n_e}(=0.84)$ in log scale. (d) Edge $n_e$ profiles with the fitting lines.
density, while the Ohmic confinement regime changes with the density. However, we did observe changes of fitting parameters for the edge $n_e$ profiles ($\mu_{n_e}$ and $n_{e,\text{edge}}$). $\mu_{n_e}$ increases by more than a factor of three with the average density, and $n_{e,\text{edge}}$ also increases by a factor of two. We also note that $\rho_{ped,n_e}$ increases from 0.82 to 0.93 in the SOC discharge. The increase of both $\mu_{n_e}$ and $n_{e,\text{edge}}$ makes $n_e(0.8)$ higher. With the increase of the average electron density, the $T_e(0.8)$ value decreases. However, $\mu_{T_e}$ and $T_{e,\text{edge}}$ decrease by about 40%, decreasing $T_e(0.8)$ by a relatively smaller values as compared to the increase of $n_e(0.8)$ between the two discharges. A relatively larger increase of $n_e(0.8)$ results in a larger electron pressure at $\rho=0.8$, $p_e(0.8)$, in the higher density discharge, which indicates higher plasma energy or pressure in the core region, where the profiles exhibit self-similarity. It follows that the changes in the edge $n_e$ profile, which are the increases of gradient and edge values, are responsible for the increase of energy confinement in C-Mod Ohmic discharges with average electron density. These results are consistent with the findings in TCV [142], which also shows that the changes in edge $n_e$ profile are related to the increase of Ohmic confinement time with density in the LOC regime. Since the analysis results suggest the correlation between the changes outside the core region ($\rho \gtrsim 0.8$) and global confinement changes, we can also connect the results to the results shown in section 4.1., which show the correlation between the changes in $T_e$ fluctuations near the edge and the Ohmic confinement transition, and the changes in the turbulence right inside the last closed flux surface across the Ohmic confinement transition, observed in C-Mod [130].

We also study the $n_e$ and $T_e$ profiles in the LOC and SOC discharges analyzed in section 4.2-4.4 (shot 1120626023 (LOC) 1120626028 (SOC)). We added the discharge which has rotation reversal in this analysis (shot 1120626027), which will be near the boundary between LOC and SOC. We refer to this discharge as “intermediate” in this study. The intermediate discharge also has the same toroidal magnetic field ($B_t(0)\sim 5.4T$), plasma current ($\sim 0.9 MA$), Ohmic power ($\sim 1.0 MW$) and equilibrium parameters ($\text{LSN, } \kappa \sim 1.6, \delta_u \sim 0.3$ and $\delta_l \sim 0.5$) as the LOC and SOC discharges as shown in Fig. 4-32 and the “2nd set” column of Table 4.4. Since we observed the correlation between core rotation reversal and $T_e$ fluctuations near the edge, as will be
Table 4.5: Parameters calculated from fitting with different Ohmic confinement regimes in the two sets of Ohmic discharges (1st set: LOC and SOC, 2nd set: LOC, Intermediate and SOC). $\lambda_{Te}$ is an exponential fitting parameter for the core $Te$ profile, and $\mu_{Te}$ is the slope of the linear fitting line applied to the edge $Te$ profile. $Te,edge$ indicates the $Te$ value at $\rho = 1.0$ from the linear fitting line applied to the edge $Te$ profile. $\rho_{ped,Te}$ is the radial location which has the minimum difference between the exponential and linear fitting line. The same definitions are applied to $\lambda_{ne}, \mu_{ne}, ne,edge$ and $\rho_{ped,ne}$ for $ne$ profiles.

shown in Chapter 5, the stationary time period was set to shorter than the time range used in section 4.1-4-4 for the LOC and SOC discharges. It was set to $t=1.15-1.4$ sec, which is shown as the shaded area in Fig. 4-32, and this range was used in the analysis in this section.

We can see the self-similarity property in the core region for both $Te$ and $ne$ profiles in these discharges as observed in the first set of Ohmic discharges. Figure 4-33(a) and (c) show that core $Te$ data are well fit by an exponential function, and a single $\lambda_{Te}(=3.34)$ can be used for all three discharges. It is also shown that $Te$ data normalized by $Te(0.8)$ overlap each other in Fig. 4-33(b). Figure 4-33(d)-(f) show that core $ne$ data have the same self-similar property as the core $Te$ data. We also notice that the exponential fitting parameter in the core region varies within 20% with the average density or across the LOC/SOC transition from the “2nd set” column of Table 4.5.

Figure 4-34 shows the edge $Te$ and $ne$ profiles for these three discharges. $\mu_{Te}$
Figure 4-32: Plasma parameters with time for three Ohmic discharges with different average electron density, and different confinement regimes. Red: LOC, green: Intermediate, blue: SOC. The shaded region is the stationary period used in profile analysis.
Figure 4-33: Core $T_e$ and $n_e$ profiles of three Ohmic discharges (red: LOC, green: Intermediate, blue: SOC) with the exponential fitting line for the core profile (solid line). (a) $T_e$ profiles with the fitting lines in linear scale (b) The $T_e$ profiles normalized by $T_e(0.8)$ with the fitting line, which is also normalized, in log scale (c) $T_e$ profile with the fitting line with fixed $\lambda_{T_e}(=3.34)$ in log scale. (d) $T_e$ profiles with the fitting lines in linear scale (e) The $n_e$ profiles normalized by $n_e(0.8)$ with the fitting line, which is also normalized, in log scale (f) $n_e$ profile with the fitting line with fixed $\lambda_{n_e}(=0.87)$ in log scale.
decreases by about 30% with almost the same $T_{e,\text{edge}}$ values, while $\mu_{n_e}$ and $n_{e,\text{edge}}$ increase by about 90% and 50%, respectively, in the intermediate and SOC discharges compared to the LOC discharge. These observations are consistent with the first set of Ohmic discharges. It is shown that the $n_e(0.8)$ value increases by about 40%, while the $T_e(0.8)$ value decreases by about 20% from the LOC to the intermediate discharge, increasing the $p_e(0.8)$ value in the intermediate discharge. Considering self-similar core $n_e$ profiles, the 40% increase of $n_e(0.8)$ may come from the increase of $\mu_{n_e}$ and $n_{e,\text{edge}}$. Between the intermediate and the SOC discharge, edge fitting parameters in both $n_e$ and $T_e$ profiles vary within 10%, and $n_e(0.8)$ increases by about 15%, and $T_e(0.8)$ also decreases by about 15%, which makes $p_e(0.8)$ comparable within 5%. Considering the same input power and self-similar core $n_e$ and $T_e$ profiles, it indicates the saturation of Ohmic confinement time, expected in the SOC regime.

Since the LOC/SOC transition was universally observed in several tokamaks as explained in Chapter 1, and the feature obtained through self-similarity analysis in this section is consistent with the findings in TCV, it will be interesting to compare the fitting parameters in C-Mod with the parameters in TCV. The parameters in the edge region change with the discharge conditions such as plasma current, total power and average electron density, as shown in Fig. 24, 25 and 26(a) in [142]. In contrast, Fig. 26(b) in [142] shows that the exponential fitting parameters ($\lambda_{T_e}$ and $\lambda_{n_e}$) in the core region do not vary with the discharge conditions. Thus, $\lambda_{T_e}$ and $\lambda_{n_e}$ will be appropriate for the comparison between the two machines, which have different discharge conditions. Table 4.5 shows that $\lambda_{T_e} \sim 3.0-3.4$ and $\lambda_{n_e} \sim 0.7-1.0$ in the two sets of C-Mod Ohmic discharges used in this study. From the appendix in [142], the $\lambda_{T_e}$ for discharges used in [142] is $\sim 3.0-3.5$, and the values of $\lambda_{n_e}$ are $\sim 2.0-2.5$. It is noteworthy that the values of $\lambda_{T_e}$ are similar between C-Mod and TCV, while $\lambda_{n_e}$ values in TCV are about two times higher than in C-Mod, indicating that the shape of the core $n_e$ profile is more sensitive to discharge conditions than the shape of the core $T_e$ profile.

The self-similarity analysis shows the correlation between the improvement of Ohmic confinement and the increase in $\mu_{n_e}$ and $n_{e,\text{edge}}$. In other words, the changes
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Figure 4-34: Edge $T_e$ and $n_e$ profiles of three Ohmic discharges (red: LOC, green: Intermediate, blue: SOC) with the exponential fitting lines (solid line: exponential fitting line for the core profile, dashed line: linear fitting line for the edge profile) (a) Edge $T_e$ profile in the LOC regime, (b) Edge $T_e$ profile in the “intermediate” regime, (c) Edge $T_e$ profile in the SOC regime, (d) Edge $n_e$ profile in the LOC regime, (e) Edge $n_e$ profile in the “intermediate” regime, (f) Edge $n_e$ profile in the SOC regime.
in the shape of edge profiles are correlated with the Ohmic confinement transition. We also note that similar features were observed in other Ohmic discharges, not shown in this study.

4.6 Discussion & Summary

In this chapter, we investigated the LOC/SOC transition using fluctuation measurements, power balance analysis, gyrokinetic analysis and profile analysis including self-similarity analysis. Although we do not obtain the big picture which can explain the results from these different analyses, we may have discovered some hints concerning the LOC/SOC transition through this study.

In the measurements, we observed a reduction of electron temperature fluctuations, measured by CECE, near the edge region ($r/a \sim 0.85$) across the LOC/SOC transition with no clear change in relative line-integrated electron density fluctuation level, measured by PCI. The CECE measurements have been predicted to be sensitive to TEM turbulence [158], and the increase of ratio of $T_e$ fluctuations to $n_e$ fluctuations may indicate an increase of linear growth rate of TEM compared to that of ITG [179]. As a plasma moves from LOC to SOC with the increase of $n_e$ and the same input Ohmic power, there is a decrease of electron temperature, reducing electron collisionality. The decrease of collisionality will reduce the effect of the trapped electrons, thus stabilizing TEM turbulence. It is therefore possible to interpret the reduction of measured temperature fluctuations with $n_e$ fluctuations which has an unclear trend across the LOC/SOC transition as being due to a reduction of TEM turbulence due to the increase of collisionality. This result would support the hypothesis about the LOC/SOC transition, which is, a change in dominant mode from TEM to ITG mode is responsible for the LOC/SOC transition (LOC-TEM, SOC-ITG). However, these measurements do not necessarily imply a change of dominant turbulent mode, and the change of turbulence across the LOC/SOC transition should be studied through nonlinear gyrokinetic analysis.

We performed gyrokinetic analysis using the code, GYRO. The simulations use
the local value of the input profiles (excluding the profile variation) and consider electrostatic ion scale turbulence. The results from both linear and nonlinear gyrokinetic simulations show no dominant mode change across the LOC/SOC transition both in the core and near the edge regions within the uncertainty of input parameters. In the core region (r/a=0.6), the ITG mode is dominant in both the LOC and the SOC discharges, and the ITG mode and TEM are comparable in both discharges near the edge region (r/a~0.85). This suggests that the LOC/SOC transition is not as simple as a linear mode transition from the TEM to the ITG mode.

The reason for the reduction of $T_e$ fluctuations in the SOC regime is still unclear. However, gyrokinetic analysis shows that the synthetic $T_e$ fluctuation levels increase with not only changes in input parameters to make TEM more unstable, such as the increase of $a/L_{T_e}$, but also with changes making ITG more unstable, such as the increase of $a/L_T$, implying that the reduction of $T_e$ fluctuations is not always connected to the reduction of TEM turbulence. We also observed the increase of synthetic $T_e$ fluctuation level with the increase of main ion fraction. Since the main ion fraction increases across the LOC/SOC transition, the increase of main ion fraction will not be a reason for the reduction of $T_e$ fluctuations. The decrease of collisionality increases the synthetic $T_e$ fluctuation levels, but synthetic $T_e$ fluctuations were less sensitive to the collisionality compared to the gradient scale lengths. Thus, it is inconclusive whether either collisionality or one of gradient scale lengths ($a/L_{T_i}, a/L_{T_e}, a/L_n$), or a combination of them is the reason for the reduction of $T_e$ fluctuations. Dedicated experiments to reduce the edge gradient scale length will be helpful to identify the reason in the future.

Power balance analysis using TRANSP shows that ion heat transport is enhanced in the SOC discharge compared to the LOC discharge, and this consistent trend was observed in the non-linear gyrokinetic simulations. In both power balance and gyrokinetic analyses, electron heat flux changes are within the uncertainty. This may suggest that the increase of ion transport correlates with the LOC/SOC transition. It was observed that the simulated potential and the ion temperature fluctuations increase in the SOC discharge at both r/a=0.6 and ~0.85. Fluctuation measurements
of potential and ion temperature may shed light on the changes in turbulent ion transport across the LOC/SOC transition.

Through self-similarity analysis, radial variations in \( n_e \) and \( T_e \) profile shapes with different Ohmic confinement regimes, as recently observed in TCV [142], were investigated in Alcator C-Mod to study self-similarity and related stiffness properties. With the increase of average density or the change of Ohmic confinement regime from LOC to SOC in two sets of Ohmic discharges, it was found that an exponential fit can be applied in the core region \( (\rho_{inv} < \rho \leq \rho_{ped,T_e}) \) with a similar gradient scale length in both \( n_e \) and \( T_e \) profiles, regardless of the Ohmic confinement regime, consistent with the similar gradient scale lengths obtained from profile analysis in section 4.2.1. It follows that both \( n_e \) and \( T_e \) profiles in this region are self-similar across the Ohmic confinement transition. However, differences between the \( n_e \) and \( T_e \) profiles were found in the edge region, and changes in the linear fitting parameters for the edge \( n_e \) profiles, the increase of the slope of the linear fitting line for the edge \( n_e \) profile, \( \mu_{n_e} \), and the \( n_e \) value at \( \rho = 1.0 \) from the linear fit, \( n_{e,edge} \) values, in the SOC regime compared to the LOC regime correlate with the improvement in energy confinement. These observations are consistent with the findings in TCV.

In this chapter, we also performed a validation study for the local, electrostatic gyrokinetic model including only ion scale turbulence, which is used in this study, at \( r/a \sim 0.85 \) in the C-Mod Ohmic discharges. For the validation, the simulated heat fluxes and synthetic \( T_e \) fluctuations from the non-linear simulations at the CECE measurement position were compared with the experiments. It was found that GYRO can reproduce \( Q_i \) and the synthetic \( T_e \) fluctuation levels within the uncertainty of input parameters, and the \( T_e \) fluctuation spectral shape can also be reproduced within the uncertainty of the measured radial electric field, \( E_r \). However, \( Q_e \) is under-predicted. Matching the \( T_e \) fluctuation level, which comes from low \( k \) turbulence \( (k_y \rho_s < 0.3) \), with the under-prediction of \( Q_e \) suggests that the electron scale turbulence could be a reason for the under-prediction of \( Q_e \). In other words, electron scale turbulence could be important in C-Mod Ohmic discharges.

All these analysis results indicate that the old hypothesis about the LOC/SOC
transition should be modified. First, the simple linear ITG/TEM transition picture is not appropriate for the LOC/SOC transition. Gyrokinetic analysis performed in this chapter suggests that the LOC/SOC transition is not simply due to the changes in the dominant turbulence mode. We must also note that there will be no pure ITG or TEM turbulence in real experiments. The non-linear picture should be considered to investigate the LOC/SOC transition. Moreover, the GYRO validation study suggests that electron scale turbulence could be important in electron transport in both LOC and SOC discharges. Thus, we need to study the changes in electron scale turbulence across the LOC/SOC transition in the future. The complete picture can be found through gyrokinetic analysis including both electron and ion scale turbulence and their interactions. Second, we do not know whether the changes in turbulence across the LOC/SOC transition occur locally or globally. $T_e$ fluctuation measurements near the edge region indicate that the local turbulence changes can be correlated with the global confinement transition. However, we note that $T_e$ fluctuation measurements in the core region should be performed to prove this possibility. Nevertheless, self-similarity analysis also shows that the changes in the edge profiles are correlated with the LOC/SOC transition. These results may suggest that the changes near the edge region are responsible for the LOC/SOC transition, but this should be studied in the future. This study at least raises the possibility the correlation between local changes in the profile or turbulence and global confinement in the Ohmic discharges.
Chapter 5

Investigation of changes in turbulence associated with rotation reversal in Alcator C-Mod

Since the change of the direction of core toroidal rotation correlates with the Ohmic confinement transition, it will be of interest to explore the changes in turbulence across the rotation reversal. In addition to the Ohmic LOC/SOC experiments, we have used the CECE system to study changes in turbulence occurring across spontaneous rotation reversals (when the rotation profile changes from peaked to hollow) in RF heated L-mode plasmas. Like Ohmic plasmas, there is a critical density at which the intrinsic toroidal rotation reverses direction in RF heated L-mode plasmas [123, 175]. Interestingly, there are similarities between the turbulence changes in RF heated L-mode plasmas and Ohmic plasmas when the rotation reversal occurs. In this chapter, we will show $T_e$ fluctuation measurement results in these RF heated L-mode plasmas. Turbulence changes across the rotation reversal will then be studied through the analysis methods explained in Chapter 3.
5.1 Changes in $T_e$ fluctuations associated with rotation reversal

We first show the changes in $T_e$ fluctuations between two RF heated discharges rotating in opposite directions due to different density levels. Although small changes in the line averaged density ($< 5\%$) can induce the core rotation reversal, the line averaged density varies about 50% in these two discharges. In order to exclude the effect on the $T_e$ fluctuations due to changes in the density, we also investigated the changes in $T_e$ fluctuations across the rotation reversal with small changes, less than 5%, in the density.

5.1.1 Observation of $T_e$ fluctuation changes between RF heated L-mode discharges rotating in opposite directions due to different average densities

We first investigated two RF heated discharges (shot 1120706018, 1120706019, t:0.8-1.3 s) with similar discharge conditions except for the line averaged density. Their discharge conditions are similar as follows: toroidal magnetic field, $B_t=5.4T$ in co-current...
direction, total heating power, $P_{\text{tot}}=2\text{MW}$ (Ohmic heating power, $P_{OH}=0.8\text{MW}$, ICRF heating power, $P_{RF}=1.2\text{MW}$), plasma current, $I_p=0.8\text{MA}$ in Upper Single Null (USN) configuration with $R=0.67\text{m}$, $a=0.22\text{m}$, elongation, $\kappa=1.7$, lower triangularity, $\delta_l=0.3$, upper triangularity, $\delta_u=0.6$. However, their average density values, $n_e$ are different: $\bar{n}_e = 1.4 \times 10^{20}\text{m}^{-3}$ (shot 112070618) and $0.9 \times 10^{20}\text{m}^{-3}$ (shot 112070619). These different density values result in opposite directions of core toroidal rotation; co-current direction in the lower density discharge and counter-current direction in the higher density discharge, as shown in Fig. 5-1(a). In this study, the positive sign of the rotation frequency indicates the co-current direction, and the negative sign indicates the counter-current direction. It is known that the change of rotation reversal occurs in the region where the safety factor, $q$, is less than $3/2$ [129]. For these discharges, $q=3/2$ at $r/a=0.6$, and the change in the rotation profile occurs in the $r/a<0.6$ region as shown in Fig. 5-1(a). Figure. 5-1(b) shows the rotation profile changes for the LOC and SOC discharges analyzed in Chapter 4. For both Ohmic and RF heated discharges, the direction of core toroidal rotation changes from the co- to the counter-current direction as the average density increases.

The observed changes in rotation profile are consistent with previous analyses in C-Mod [123, 175]. These studies define the changes in rotation profiles with density as the changes from "peaked" to "hollow" profiles. However, it is ambiguous whether the rotation profile changes from peaked to hollow due to the quality of data in $r/a > 0.5$ for the RF heated discharges in all C-Mod plasmas, including those with CECE data. Nevertheless, we can see clearly that the sign of the rotation frequency changes. In this study, rotation reversal refers to changes in either the direction of the core toroidal rotation or the shape of the rotation profile from peaked to hollow.

Using the CECE diagnostic, $T_e$ fluctuations were measured near the edge ($r/a \sim 0.85$) for these two RF heated discharges in a stationary time period ($t=0.8-1.3s$). Figure 5-2 shows the time series data for these RF heated discharges during the stationary time period. The position of the CECE measurements was steady because of the steady toroidal magnetic field and the plasma current. Total heating power was also steady in both discharges. Although the line averaged density tends to
Figure 5-2: Time series data during CECE measurement time for two RF discharges (shot:1120706018 (blue) and shot:1120706019 (red)). (a) Plasma current [MA], (b) central chord line averaged density [$10^{20}m^{-3}$], (c) electron density [$10^{20}m^{-3}$] at CECE measurement position (r/a~0.85), (d) electron temperature [keV] at CECE measurement position (r/a~0.85), (e) electron temperature [keV] at plasma center, (f) central toroidal velocity [km/s].
Figure 5-3: (a) Coherence ($\gamma$) of two CECE signals in a RF discharge (shot:1120706019) which rotates in the co-current direction, horizontal dotted line indicates the statistical limit of coherence (b) Coherence ($\gamma$) of two CECE signals in another RF heated discharge (shot:1120706018) which rotates in the counter-current direction (c) the cross phase spectrum of two CECE signals in the discharge rotating in the co-current direction (d) the cross phase spectrum of two CECE signals in the discharge rotating in the counter-current direction.

slightly decrease in the lower density discharge, it varied less than the uncertainty of the measurements. Both discharges have sawtooth activity, but it will not affect the CECE measurements, which are near the edge. The electron density and electron temperature at the CECE measurement position varied only within the uncertainty of each measurement.

Figure 5-3 shows the reduction of $T_e$ fluctuations across the core rotation reversal from the co-current to the counter-current direction. In this analysis, the low frequency signals ($f < 10$kHz) were filtered out to avoid the parasitic noise issues described in Appendix B. In the discharge that has lower density and rotates in the co-current direction in the core region, the relative $T_e$ fluctuation level is 1.0%
(10-210kHz), while the fluctuation level is 0.6% (10-110kHz) in the discharge which has the higher density and counter-current rotation. It is noteworthy that the same conditions exist in LOC/SOC data sets. In the LOC/SOC case, we observed the reduction of $T_e$ fluctuations across the LOC/SOC transition and that LOC plasmas rotate in the co-current direction, while SOC plasmas, which have higher density than LOC plasmas, rotate in the counter-current direction. It follows that $T_e$ fluctuations are reduced across the rotation reversal from the co- to the counter-current direction in both Ohmic and RF heated discharges. This may indicate that the physics related to the reduction of $T_e$ fluctuations across the Ohmic confinement transition is similar to the reduction observed in the RF heated plasmas.

5.1.2 $T_e$ fluctuation changes with different rotation phases in the rotation reversal discharge

The observation of changes in $T_e$ fluctuations across rotation reversals in section 5.1.1 suggests that the change in $T_e$ fluctuations are related to changes in the momentum transport corresponding to rotation reversal. However, it is noteworthy that the average density value varies by about 50% between the two RF discharges used in section 5.1.1, and that rotation reversal can occur with smaller changes in the average density near the critical value for the reversal as shown in [129] and Fig. 4-32. It will then be of interest to see whether or not $T_e$ fluctuations are reduced with the different rotation directions in the core region even with small changes in the average density.

We observed the changes in $T_e$ fluctuations near the edge ($r/a\sim0.85$) in the rotation reversal discharge used in section 4.5. As shown in Fig. 4-32, core toroidal rotation was reversed from the co- to the counter-current direction after $t=1.0$s with the slight increase in average density in this discharge. Figure 5-4(a) shows the changes in core rotation profiles before and after rotation reversal occurs ($t:0.75-1.0$s (before rotation reversal occurs), $t:1.15-1.4$s (after rotation reversal occurs)). Although the direction of core rotation and the shape of the profile change abruptly, there are no changes in the density and temperature at the CECE measurement position across
Figure 5-4: (a) Toroidal rotation frequency profile in two different time ranges (red: t:0.75-1.0s, blue: t:1.15-1.4s) in a rotation reversal discharge (shot:1120626027) (b) electron density \([10^{20}m^{-3}]\) at CECE measurement position \((r/a\sim0.85)\), (c) electron temperature [keV] at CECE measurement position \((r/a\sim0.85)\). The shaded area indicates the time range used for (a) and CECE signal analysis.
Figure 5-5: (a) Coherence ($\gamma$) of two CECE signals in the co-current rotation phase in one C-Mod discharge (shot:1120626027, t:0.75-1.0s). Horizontal dotted line indicates the statistical limit of coherence (b) Coherence ($\gamma$) of two CECE signals in the counter-current rotation phase (shot:1120626027, t:1.15-1.4s) in the same discharge (c) the cross phase spectrum of two CECE signals in the co-current rotation phase (d) the cross phase spectrum of two CECE signals in the counter-current rotation phase.

The rotation reversal, as shown in Fig. 5-4(b) and (c). The $T_e$ fluctuations in opposite rotation phases are compared in Fig. 5-5. We notice no significant changes in the two coherence spectra in spite of the evident changes in toroidal rotation in the core region. The relative $T_e$ fluctuation levels are 0.8% in both co- and counter-current rotation phases (40-150kHz (co-current rotation phase), 30-140kHz (counter-current rotation phase)).

This result indicates that $T_e$ fluctuations near the edge are not directly correlated with the direction of core toroidal rotation. Instead of direct causality, it is possible that the changes in the average density affect both the core toroidal rotation and $T_e$ fluctuations near the edge. In the following sections, we will investigate the possible causal relations among fluctuation levels, rotation reversal, and average density using
5.2 Observations of changes in profiles and experimental transport across rotation reversal

In this section, we investigate the changes in the profiles and experimental heat transport across rotation reversal in both Ohmic and RF heated discharges.

5.2.1 Changes in sawtooth activity across rotation reversal

It was found that sawtooth activity is related to rotation reversal [49] and also to the Ohmic confinement transition in [142] in TCV. Thus, it is of interest to observe the sawtooth activity changes across the rotation reversal, including the Ohmic confinement transition, in C-Mod. Figure 5-6 shows the comparison of sawtooth activity measured by the ECE diagnostic near the magnetic axis. The changes in sawtooth activity in the two sets of Ohmic discharges analyzed in section 4.5 are shown in Fig. 5-6(a) and (b). It is shown that the sawtooth period tends to be longer and irregular in the SOC discharge as the toroidal rotation reverses from the co- to the counter-current direction with the increase in density in both sets of Ohmic discharges. A similar trend is observed in the pair of RF heated discharges studied in section 5.1.1. The higher density discharge rotating in the counter-current direction has wider and more irregular sawtooth periods than the lower density discharge rotating in the co-current direction. This observation is similar to the findings in TCV. In order to see whether or not the sawtooth activity changes rapidly with the rotation reversal, we observed the changes in sawtooth activity with different rotation phases (co-current/reversal/counter-current) in the rotation reversal discharge analyzed in section 5.1.2. As shown in Fig. 5-6(d)-(f), sawtooth activity barely changes with the different rotation phases. This may indicate that sawtooth activity does not change abruptly as the core rotation direction changes in the reversal discharge. This result is also consistent with the study in TCV as shown in Fig. 10 in [49]. We must note
that changes in $T_e$ fluctuations were observed in the discharges used in Fig. 5-6(b) and (c), while no significant changes were found in the rotation reversal discharge used in Fig. 5-6(d)-(f).

5.2.2 Profile analysis & power balance analysis for the RF heated discharges rotating in opposite directions due to different density values

We investigated the changes in the experimental heat transport and the profiles of $n_e$, $T_e$, and $T_i$, and their gradient scale lengths across RF rotation reversals in this section. Instead of the two RF heated discharges analyzed in section 5.1.1, another pair of RF heated discharges (shot 1120221011, 1120221012, t:0.9-1.2s) were analyzed in this section, and used in power balance analysis and gyrokinetic analysis. These two discharges have similar discharge conditions to the discharges studied in section 5.1.1 except for the average density; $\bar{n}_e = 1.2 \times 10^{20} m^{-3}$ (shot 1120221011) and $1.0 \times 10^{20} m^{-3}$ (shot 1120221012).

The different average density values result in opposite toroidal rotations between these two discharges as shown in Fig. 5-7. The profiles of $n_e$, $T_e$, and $T_i$ and their gradient scale lengths are shown in Fig. 5-8. We found that the changes in the profiles between these two RF heated discharges are similar to the changes observed between the LOC and SOC discharges in section 4.2. The discharge that rotates in the co-current direction has lower $n_e$ and higher $T_e$ than the discharge rotating in the counter-current direction. Thus, the discharge rotating in the co-current direction (or lower density discharge) is less collisional than the discharge rotating in the counter-current direction (or higher density discharge). However, the gradient scale lengths, which are important in driving turbulence, are almost identical between the two discharges within the uncertainty. The LOC discharge rotating in the co-current direction is less collisional than the SOC discharge rotating in the counter-current direction, but their gradient lengths are not different, within the uncertainty.

Using the profiles in Fig. 5-8, the experimental heat fluxes were obtained for these
Figure 5-6: $T_e$ near the magnetic axis measured by the ECE diagnostic for (a) two Ohmic discharges analyzed in section 4.5 (first set of Ohmic discharges in section 4.5) (b) the second set of Ohmic discharges in section 4.5 (c) A pair of RF heated discharges which rotate in opposite directions due to different density levels, analyzed in section 5.1.1. (d) Co-current phase (before rotation reversal) in the rotation reversal discharge analyzed in section 5.1.2. (e) Reversal phase (during rotation reversal) and (f) Counter-current phase (after rotation reversal) in the same discharge.
Figure 5-7: Toroidal rotation frequency profile of a pair of discharges with different average densities (red: lower density discharge (shot 1120221011, t:0.9-1.2s), blue: higher density discharge (shot 1120221011, t:0.9-1.2s)). Adapted from A. E. White et al, 2013, *Physics of Plasmas*, 20, 056106, copyright 2014 American Institute of Physics.

discharges via power balance analysis (TRANSP), as explained in section 3.3. As shown in Fig. 5-9 (a), there is little to no change in electron heat flux ($Q_e$) between the two discharges. Ion heat flux ($Q_i$), which is shown in Fig. 5-9 (b), increases in the higher density discharge rotating in the counter-current direction compared to the lower density discharge rotating in the co-current direction. However, considering the estimated uncertainty of the heat fluxes ($\sim 30\%$), the changes in $Q_i$ are within the uncertainty. Therefore, no significant changes in $Q_i$ and $Q_e$ were observed between the two discharges that have opposite toroidal rotation. This result is expected based on the small changes in the gradient scale lengths shown in Fig. 5-8.
Figure 5-8: Profiles and their gradient scale lengths in the two RF heated discharges rotating in opposite directions due to different levels of average density (red dotted line: the lower density discharge rotating in the co-current direction (shot 1120221012, t:0.9-1.2s), blue: the higher density discharge rotating in the counter-current direction (shot 1120221011, t:0.9-1.2s)). Adapted from A. E. White et al, 2013, *Physics of Plasmas*, 20, 056106, copyright 2014 American Institute of Physics.
Figure 5-9: Experimental heat flux estimated from power balance analysis for the RF heated discharges rotating in opposite directions. (red: lower density discharge rotating in the co-current direction (shot 1120221012), blue: higher density discharge rotating in the counter-current direction (shot 1120221011)) (a) Electron heat flux \(Q_e \text{ [MW/m}^2\text{]}\), (b) Ion heat flux \(Q_i \text{ [MW/m}^2\text{]}\).

5.3 Gyrokinetic analysis for the RF heated discharges rotating in opposite directions with different densities

In this section, the changes in turbulence between the two RF discharges analyzed in section 5.2.2 are studied using gyrokinetic simulation, GYRO. We will first perform linear stability analysis using the experimental values for the two discharges. A more realistic picture will be studied with non-linear simulations.

5.3.1 Linear stability analysis

Linear stability analysis was performed for the two discharges analyzed in section 5.2.2 using the profiles in Fig. 5-8 without modification to investigate the changes in dominant turbulence mode across RF rotation reversals. An initial value solver in the GYRO code was used in this analysis to find the dominant turbulence mode, which has the highest growth rate, in each discharge. Only ion scale turbulence \(k_y \rho_s \leq 1.0\) was included in these simulations. Figure 5-10 shows the real frequency and the growth rate of the dominant mode in the two discharges at \(r/a=0.45, 0.60, 0.75\) and...
As explained in section 3.4, we can identify whether the dominant mode propagates in the electron diamagnetic direction (electron mode) or in the ion diamagnetic direction (ion mode) from Fig. 5-10 using the sign of the real frequency (positive - ion mode, negative - electron mode). We notice that the ion mode is dominant in both discharges for \( r/a \leq 0.75 \), and that the dominant modes from the two different discharges are almost identical in this region. This result is consistent with the profile analysis results, which show little to no change in the gradient scale length. We also note that similar results were obtained from the linear simulations for the LOC and SOC discharges in the core region: no change in dominant mode between the LOC and SOC discharges at \( r/a = 0.6 \). Fig. 5-10(d) shows that the electron mode is dominant for \( k_y \rho_s < 0.5 \) in the lower density discharge which rotates in the co-current direction, while the ion mode is still dominant in the higher density discharge rotating in the counter-current direction. However, the dominant mode changes to the ion mode at \( k_y \rho_s = 0.5 - 0.6 \) in the lower density discharge, implying that the electron mode is not robustly dominant. It is worth noting that similar features are observed in the linear runs for the LOC and SOC discharges at \( r/a \sim 0.85 \) in section 4.4.1. In Ohmic discharges, the electron mode is dominant at \( r/a \sim 0.85 \) in the LOC discharge (lower density), while ion mode is dominant in the SOC discharge (higher density). However, both electron and ion modes are comparable in both LOC and SOC discharges.

We investigated the characteristics of the dominant turbulence mode at \( r/a = 0.6 \) and 0.8 in the RF heated discharges by observing the changes in the growth rate of the dominant mode with scan of \( a/L_T \) and \( a/L_{T_i} \). Figure 5-11 shows the changes in the growth rate of the dominant mode with changes in \( a/L_T \) and \( a/L_{T_i} \) at \( r/a = 0.6 \) and 0.8. A + sign in each contour in Fig. 5-11 indicates the experimental values of \( a/L_T \) and \( a/L_{T_i} \). In this contour, the region where the growth rate of the dominant mode is sensitive to \( a/L_T \) is the TEM dominant region, and the region sensitive to \( a/L_{T_i} \) is the ITG dominant region. At \( r/a = 0.6 \), experimental values in both plasmas are in the ITG dominant region as shown in Fig. 5-11(a) and (b). These two contours indicate that the ion modes observed in Fig. 5-10(a)-(c) are ITG-like turbulence. In the lower
density discharge (co-current rotation), we notice that the experimental values at \( r/a=0.8 \) are in the TEM dominant region, while the ITG mode is still dominant in the higher density discharge (counter-current rotation). However, it is inconclusive whether this result indicates a correlation between the rotation reversal and the linear mode transition from ITG to TEM at \( r/a=0.8 \). This is because experimental values in the lower density discharge at \( r/a=0.8 \) can be moved to the ITG dominant region within the uncertainties of the gradient scale lengths (\( \sim 20\% \)) (or the experimental values in the higher density discharge at \( r/a=0.8 \) can move to the TEM dominant region). Considering the error bars of \( a/L_T \) and \( a/L_{\parallel} \), identifying the dominant mode at \( r/a=0.6 \) is also inconclusive in both discharges. Thus, any transition in the linear mode is not clear, even when there are clear changes in the rotation profiles between the two discharges. These results are also consistent with the linear simulation results in the LOC and SOC discharges in Chapter 4, which show that it is hard to resolve the changes in the dominant turbulence mode within the uncertainty between the LOC and SOC discharges.

### 5.3.2 Non-linear simulations

In order to see a more realistic picture through gyrokinetic simulations, non-linear simulations were performed. We first looked at the heat transport at \( r/a=0.7 \) and 0.8 in the two discharges using local simulations. Although the basic setup in these simulations is explained in section 3.4, it is noteworthy that these simulations include all rotation relevant effects and exclude the electromagnetic turbulence because of low beta values of the discharges used in this study. Domain sizes of these simulations are \( L_x \sim 100\rho_s \) and \( L_y \sim 80\rho_s \), and 16 toroidal modes are used to include the ion scale turbulence, \( k_y \rho_s < 1.3 \).

We first should have heat the flux matched simulations for the “physical” base case, as explained in section 3.4. By adjusting input parameters within their uncertainties, similar to the process in section 4.4.3, we obtained ion heat flux \( (Q_i) \) matched simulations for both discharges in both locations \( (r/a=0.7 \) and 0.8), as shown in Fig. 5-12. However, electron heat flux \( (Q_e) \) was under-predicted in both discharges. Like in
Figure 5-10: Linear stability analysis results of the two RF heated discharge rotating in opposite directions (red: lower density discharge rotating in the co-current direction (shot 1120221012), blue: higher density discharge rotating in the counter-current direction (shot 1120221011)) at (a) r/a=0.45, (b) r/a=0.60, (c) r/a=0.75 (d) r/a=0.8. A positive real frequency indicates a mode propagating in the electron diamagnetic direction, and a negative real frequency indicates the opposite case. Adapted from A. E. White et al, 2013, *Physics of Plasmas*, 20, 056106, copyright 2014 American Institute of Physics.
Figure 5-11: Contours of the growth rate of the most unstable mode with changes in $a/L_Te$ and $a/L_Ti$ at $r/a=0.6$ in (a) the discharge rotating in the co-current direction and (b) the discharge rotating in the counter-current direction. At $r/a=0.8$ (c) the discharge rotating in the co-current direction and (d) the discharge rotating in the counter-current direction. The + mark indicates the experimental values. Adapted from A. E. White et al, 2013, Physics of Plasmas, 20, 056106, copyright 2014 American Institute of Physics.
Figure 5-12. Comparison of the simulated heat fluxes from local nonlinear runs at \( r/a = 0.7 \) and 0.8 with the experimental heat fluxes of two RF heated discharge rotating in opposite directions. (a) Ion heat flux \( (Q_i) \) [MW/m\(^2\)] (b) electron heat flux \( (Q_e) \) [MW/m\(^2\)] for the lower density discharge rotating in the co-current direction, and (c) ion heat flux \( (Q_i) \) [MW/m\(^2\)] (d) electron heat flux \( (Q_e) \) [MW/m\(^2\)] for the higher density discharge rotating in the counter-current direction. The circles in the figure indicate the simulated heat flux values, and experimental heat flux with its uncertainty is shown as the black dashed line with the shaded area. Adapted from A. E. White et al, 2013, Physics of Plasmas, 20, 056106, copyright 2014 American Institute of Physics.

Ohmic discharges, high \( k \) turbulence could be a reason for this under-prediction of electron heat flux. It is noteworthy that the simulated ion and electron heat flux levels are similar between the two discharges in both radial locations, which is consistent with the power balance analysis results in section 5.2.2.

The changes in the dominant mode in the nonlinear runs are first investigated. From the linear simulations, we did not observe clear changes in the dominant mode in \( r/a \leq 0.8 \) within the uncertainty of input parameters across the rotation reversal. Changes in the dominant mode in nonlinear runs are found from the power spectrum of fluctuating quantities per toroidal mode number, \( n \), as shown Fig. 5-13. As men-
Figure 5-13: Power spectra of simulated potential fluctuations on the midplane from the local nonlinear simulations at \( r/a = 0.8 \) for (a) the lower density discharge rotating in the co-current direction (shot: 1120221012) and (b) the higher density discharge rotating in the counter-current direction (shot: 1120221011). This figure was made from the GYRO analysis tool, “vugyro”.

As mentioned earlier, the electron and ion modes are determined from the sign of the real frequency (positive - ion, negative - electron). If one specific mode (either electron or ion) is dominant in the simulation, we will see the mode propagating more strongly on one side (either negative or positive) than the other side (either positive or negative) in real frequency space. Figure 5-13 shows the power spectrum of potential fluctuations on the midplane from the nonlinear runs at \( r/a = 0.8 \) for the RF heated discharges. In both discharges, it is hard to identify the propagation direction of the dominant mode, indicating that electron and ion modes are comparable in both discharges. These results are consistent with the linear simulation results in Fig. 5-11, which show that the dominant mode is near the ITG/TEM boundary. Similarly, no dominant mode changes were observed at \( r/a = 0.7 \). It is noteworthy that we found that \( a/L_T \) is the most sensitive input parameter in the nonlinear runs for both discharges, implying that the ITG mode is stronger than the TEM in these simulations, although TEM turbulence is not ignorable.

Global nonlinear simulations were performed deeper in the core region (0.4 < \( r/a < 0.6 \)), where rotation reversal occurs between the two discharges. A simulation setup almost identical to that for the local runs is used for these global simulations. That is, ion scale turbulence (\( k_y \rho_s < 1.3 \)) is modeled in these simulations with 16 toroidal modes with box size, \( L_x \sim 100 \rho_s \) and \( L_y \sim 80 \rho_s \). Within the uncertainties
of input parameters, it was found that GYRO can reproduce the experimental $Q_i$ in both discharges, while $Q_e$ was under-predicted in both discharges as shown in Fig. 5-14. It is noticeable that the simulated electron and ion heat flux levels are similar between the two discharges, consistent with the trend in experimental heat flux changes between two discharges as shown in section 5.2.2. As observed in the local simulations at $r/a=0.7$ and 0.8, we do not see changes in the dominant mode in the simulated turbulence in these simulations either. The under-prediction of $Q_e$ in these runs may also indicate the importance of high $k$ turbulence, which is not included in these simulations.

It is also of interest that GYRO does not over-estimate the ion heat flux in the core region for these RF heated discharges, while the simulated ion heat flux values in Ohmic plasmas are much higher than the experimental levels in the core region, as shown in section 4.3.2. It is worth noting that the linear simulations in Fig. 5-11 show that experimental values of the RF heated discharges are not far from the ITG/TEM boundary in both the core and near the edge region. In contrast, the experimental values of the Ohmic discharges at $r/a=0.6$ are in the ITG dominant region, far from the boundary. This may suggest that GYRO over-estimates the ion heat transport when the ITG mode is much stronger than the TEM. If this is true, the over-estimation of ion heat flux could be due to an incorrect estimation of other input parameters which modify the ITG drive strength, such as the main ion fraction or the ion temperature gradient. The main ion fraction, which is not well constrained in the experiment, may be a strong candidate, as suggested in [120]. It is also possible that GYRO misses some unknown physics related to ITG turbulence. Further study is required to resolve this discrepancy in the future.

The gyrokinetic model used in this study, which includes only electrostatic ion scale turbulence, do not show significant changes in simulated turbulence and heat transport between the two RF discharges which rotate in opposite directions at two different average density values. It is noteworthy that these simulation results are consistent with the gyrokinetic simulation results obtained from the LOC and SOC discharges rotating in opposite directions in Chapter 4. In other words, GYRO sug-
Figure 5-14: Comparison of the simulated heat fluxes from global nonlinear runs in \(0.4 < r/a < 0.6\) with the experimental heat fluxes of two RF heated discharges rotating in opposite directions. (a) Ion heat flux \(Q_i\) [MW/m\(^2\)] (b) electron heat flux \(Q_e\) [MW/m\(^2\)] for the lower density discharge rotating in the co-current direction, and (c) ion heat flux \(Q_i\) [MW/m\(^2\)] (d) electron heat flux \(Q_e\) [MW/m\(^2\)] for the higher density discharge rotating in the counter-current direction. The thick solid lines in the figure indicate the simulated heat flux values, and experimental heat flux with its uncertainty is shown as the black dashed line with the shaded area. Adapted from A. E. White et al, 2013, *Physics of Plasmas*, 20, 056106, copyright 2014 American Institute of Physics.
gests no changes in the dominant turbulence mode across the rotation reversal in either Ohmic or RF heated discharges.

5.4 Observation of profile self-similarity across rotation reversals

In Ohmic discharges, we observed a correlation between changes in edge $n_e$ and $T_e$ profiles and global confinement changes (or Ohmic confinement regimes) through self-similarity analysis, introduced in section 3.2.2. Since the change of the direction of core toroidal rotation was used as an indicator of Ohmic confinement regime in this study, it is of interest to investigate the self-similarity property in $T_e$ and $n_e$ profiles with different rotation phases.

We first studied the pair of RF discharges analyzed in section 5.3. As shown in Fig. 5-7, these two discharges rotate in opposite directions due to different average density values. Figure 5-15(a) and (b) show that the core $T_e$ and $n_e$ profiles are well fit by the exponential function in Eq. 3.14, and the edge data are below the exponential fitting lines, consistent with the results in section 4.5. It is shown in Fig. 5-15 (c) and (d) that the fit with a single exponential fitting parameter ($\lambda_{T_e}$ and $\lambda_{n_e}$) works well in the core $T_e$ and $n_e$ profiles in both discharges. This indicates that the shape of the core $n_e$ and $T_e$ profiles changes little across the rotation reversal. The “1st set” column of Table 5.1 also shows that $\lambda_{T_e}$ varies little and $\lambda_{n_e}$ varies within 15%. The changes in the edge profiles can be found in Fig. 5-15(e) and (f) and the “1st set” column of Table 5.1. In $T_e$ profiles, the $T_e$ value at $\rho=1.0$, $T_{e,\text{edge}}$, decreases by about 25%, and the slope of the linear fit for the edge $T_e$ profiles, $\mu_{T_e}$, also decreases by around 10% in the discharge which has the higher density and rotates in the counter-current direction compared to the discharge which has the lower density and rotates in the co-current direction. These decreases will be linked to the 10% decrease in $T_e$ (0.8), the $T_e$ value from exponential fitting line at $\rho=0.8$. In $n_e$ profiles, $n_{e,\text{edge}}$ and $\mu_{n_e}$ increase by about 25% and 35%, respectively, in the higher density discharge. These
<table>
<thead>
<tr>
<th>Parameters</th>
<th>1st set</th>
<th>2nd set</th>
</tr>
</thead>
<tbody>
<tr>
<td>core $T_e$ ($\rho \leq \rho_{ped,T_e}$)</td>
<td>$\lambda_{T_e}$ (0.8) [keV]</td>
<td>3.37</td>
</tr>
<tr>
<td>edge $T_e$ ($\rho \geq \rho_{ped,T_e}$)</td>
<td>$T_{e,edge}$ [keV]</td>
<td>0.08</td>
</tr>
<tr>
<td>core $n_e$ ($\rho \leq \rho_{ped,n_e}$)</td>
<td>$n_e(0.8)$ [10$^{20}$m$^{-3}$]</td>
<td>0.79</td>
</tr>
<tr>
<td>edge $n_e$ ($\rho \geq \rho_{ped,n_e}$)</td>
<td>$n_{e,edge}$ [10$^{20}$m$^{-3}$]</td>
<td>1.34</td>
</tr>
<tr>
<td>$p_{e}(0.8)$ [kPa]</td>
<td>5.94</td>
<td>6.59</td>
</tr>
<tr>
<td>$\bar{n}_e$ [10$^{20}$m$^{-3}$]</td>
<td>1.0</td>
<td>1.2</td>
</tr>
</tbody>
</table>

Table 5.1: Parameters calculated from fitting and the average electron density ($\bar{n}_e$) in the two sets of RF heated discharges which rotate in opposite directions due to different average density levels (1st set: shot 1120221012,011 t:0.9-1.2s, 2nd set: shot 112076019,018 t:0.8-1.3s). $\lambda_{T_e}$ is an exponential fitting parameter for the core $T_e$ profile, and $\mu_{T_e}$ is the slope of the linear fitting line applied to the edge $T_e$ profile. $T_{e,edge}$ indicates the $T_e$ value at $\rho = 1.0$ from the linear fitting line applied to the edge $T_e$ profile. $\rho_{ped,T_e}$ is the radial location which has the minimum difference between the exponential and linear fitting lines. The same definitions are applied to $\lambda_{n_e}, \mu_{n_e}, n_{e,edge}$ and $\rho_{ped,n_e}$ for $n_e$ profiles.

Increases will affect the approximately 25% increase in $n_e(0.8)$. A relatively larger increase in $n_e(0.8)$ (\sim 25%) compared to the decrease in $T_e(0.8)$ (\sim 10%) results in the increase of electron pressure at $\rho = 0.8$, $p_e(0.8)$, in the higher density discharge. Since core $n_e$ and $T_e$ profiles have a similar shape between the two discharges, the higher $p_e(0.8)$ value will indicate the higher pressure profile in the core region and better confinement.

The trend in the fitting parameters between these two discharges is consistent with the analysis results in section 4.5. In the LOC and SOC discharges, we observed an increase in $\mu_{n_e}$ and $n_{e,edge}$ with a decrease in $\mu_{T_e}$ and $T_{e,edge}$ as the average density value increases. A relatively larger increase in edge $n_e$ profiles and $n_e(0.8)$ compared to a decrease in edge $T_e$ profiles and $T_e(0.8)$ results in the increase in $p_e(0.8)$ in the SOC discharge. It is noticeable that the variations between the two discharges in this section are small compared to the Ohmic discharges analyzed in section 4.5, although the rotation reversal occurs clearly in both the Ohmic discharges in section...
4.5 and the pair of RF heated discharges in this section. We must note that the variations in the average density between the two RF discharges are smaller than the variations in the Ohmic discharges in section 4.5. While the average density increases by more than 50% in the SOC discharges compared to the LOC discharges in section 4.5, the average density increases only 20% in the RF heated discharge rotating in the counter-current direction compared to the discharge rotating in the co-current direction.

In order to see the trend in the two RF heated discharges with larger variations in average density, self-similarity analysis was performed for discharges where we observed the reduction of $T_e$ fluctuations in section 5.1.1. The average density varies by 50% between these two discharges ($\bar{n}_e = 0.9 \times 10^{20} m^{-3}$ (the discharge rotating in the co-current direction) and $1.4 \times 10^{20} m^{-3}$ (the discharge rotating in the counter-current direction)). Figure 5-16(a) and (c) shows that the shape of core $T_e$ profiles remains similar across the rotation reversal. We also see that $\lambda_T$ varies within 5% from the "2nd set" column of Table 5.1. We find a similar shape of core $n_e$ profiles between the two discharges in Fig. 5-16(b) and (d). Although the "2nd set" column of Table 5.1 shows an approximately 30% decrease in $\lambda_{n_e}$ in the higher density discharge rotating in the counter-current direction, it is hard to resolve whether or not this difference is meaningful due to the large uncertainty in the $n_e$ data. Since a single $\lambda_{n_e}$ value can be applied to fit the core $n_e$ profiles in both discharges as shown in Fig. 5-16(d), we may be able to say that core $n_e$ profiles retain a similar shape between the two discharges within the uncertainty of the data. It is noticeable from Fig. 5-16(e) and (f) that the variations in the edge $n_e$ profiles between the two discharges are larger than those in the edge $T_e$ profiles. Table 5.1 shows the decrease of $\mu_{T_e}$ and $T_{e,edge}$ by about 25% and 10%, respectively, in the discharge rotating in the counter-current direction (the higher density discharge). The $T_e(0.8)$ value also decreases by around 10% in the higher density discharge. In contrast, $\mu_{n_e}$ and $n_{e,edge}$ increase in the higher density discharge by about 50% and 80%, and $n_e(0.8)$ increases by around 60%. This relatively larger increase in $n_e(0.8)$ with the increase in density results in the larger $p_e(0.8)$ value ($\sim 30\%$) in the higher density discharge, which is connected
Figure 5-15: Profiles in the two RF heated discharges (red: the lower density discharge rotating in the co-current direction (shot 1120221012), blue: the higher density discharge rotating in the counter-current direction (shot 1120221011)) with the fitting lines (solid line: exponential fitting line for the core profile, dashed line: linear fitting line for the edge profile). (a) $T_e$ profiles with the fitting lines in linear scale (b) $n_e$ profiles with the fitting lines in linear scale (c) $T_e$ profile with the fitting line with fixed $\lambda_{T_e}(=3.36)$ in log scale (d) $n_e$ profile with the fitting line with fixed $\lambda_{n_e}(=1.00)$ in log scale (e) Edge $T_e$ profiles with the fitting lines (f) Edge $n_e$ profiles with the fitting lines.
to the better confinement. These analysis results show that larger variations in the average density are correlated with more significant changes in the edge $n_e$ and $T_e$ profiles.

It is also noteworthy that the two sets of RF heated discharges used in this section have similar discharge conditions except for the average density ($\bar{n}_e$). Table 5.1 shows the increase in $p_e(0.8)$ with the increase in $\bar{n}_e$ among these discharges. A similar trend was observed between the LOC and SOC discharges in section 4.5. This consistent trend may suggest that the LOC/SOC transition is not a special issue limited to Ohmic discharges. The physics of the LOC/SOC transition and Ohmic rotation reversals may be related to rotation reversals in RF heated discharges.

So far, we have observed consistent changes in $n_e$ and $T_e$ profiles with an increase in density (or across the rotation reversal due to the increase in the density). As shown in section 5.1.1, $T_e$ fluctuations are also consistently reduced with the increase in density in both RF heated and Ohmic discharges. However, in section 5.1.2, it was shown that $T_e$ fluctuations do not vary significantly with the different rotation phases in the rotation reversal discharge, where $\bar{n}_e$ varied slightly. It is of interest to compare $T_e$ and $n_e$ profiles at the three different phases of toroidal rotation (before/during/after core rotation reversal from co- to counter-current direction) in the same discharge. Figure 5-17(a) and (b) show that $n_e$ and $T_e$ profiles in the core region ($\rho \lesssim 0.8$), where rotation reverses, barely change before, during, and after the rotation reversal, while the core toroidal rotation changes from $\sim 25\text{km/s}$ to $\sim 10\text{km/s}$, which is consistent with the profile analysis results in section 5.2.2. Table 5.2 also shows that the $\lambda_{T_e}$ and $\lambda_{n_e}$ values are similar within 10% across the rotation reversal. Although the evident changes in the shape of edge profiles are not observed as shown in Fig. 5-17(c) and (d), Table 5.2 shows that $T_{e,\text{edge}}$ values decrease by more than 40% and $\mu_{n_e}$ increases by about a factor of two in the reversal and counter-current direction phase (during/after rotation reversal) compared to the co-current direction phase (before rotation reversal), while $\mu_{T_e}$ and $n_{e,\text{edge}}$ values remain similar to within 20% across the rotation reversal. Considering the scattered edge data, it is difficult to conclude whether or not the changes in the edge fitting parameters shown in Table 5.2 are...
Figure 5-16: Profiles in the two RF heated discharges (red: the lower density discharge rotating in the co-current direction (shot 1120706019), blue: the higher density discharge rotating in the counter-current direction (shot 1120706018)) with the fitting lines (solid line: exponential fitting line for the core profile, dashed line: linear fitting line for the edge profile). (a) $T_e$ profiles with the fitting lines in linear scale (b) $n_e$ profiles with the fitting lines in linear scale (c) $T_e$ profile with the fitting line with fixed $\lambda_{T_e}(=3.36)$ in log scale (d) $n_e$ profile with the fitting line with fixed $\lambda_{n_e}(=1.00)$ in log scale (e) Edge $T_e$ profiles with the fitting lines (f) Edge $n_e$ profiles with the fitting lines.
Figure 5-17: $T_e$ and $n_e$ profiles with different toroidal phases (red: co-current (before rotation reversal), green: reversal (during rotation reversal), blue: counter-current (after rotation reversal)) in the rotation reversal discharge in the second set of Ohmic discharges with the fitting lines (solid line: exponential fitting line for the core profile, dashed line: linear fitting line for the edge profile) (a) $T_e$ profiles with the exponential fitting line (b) $n_e$ profiles with the exponential fitting line (c) Edge $T_e$ profiles with fitting lines (d) Edge $n_e$ profiles with fitting lines.

meaningful. For example, we can obtain another possible fitting line for the edge $n_e$ profile in the co-current phase (before reversal) with a small modification in the $n_{e,\text{edge}}$ value. The $n_{e,\text{edge}}$ value was a free parameter for the linear fit before. When we fixed the $n_{e,\text{edge}}$ value in the co-current phase to the level in the reversal phase, $0.53 \times 10^{20} \text{m}^{-3}$, the change in $n_{e,\text{edge}}$ is less than 20%, within the uncertainty. However, this change results in an increase in $\mu_{n_e}$ of about a factor of two, from 0.94 to 1.72. Since we observed that changes in edge profiles get larger with larger variations in the average density, it is more likely that the changes observed in Table 5.2 are due to a scatter in the edge data. However, further study is required to draw a more solid conclusion.
<table>
<thead>
<tr>
<th>Parameters</th>
<th>Co-current</th>
<th>Reversal</th>
<th>Counter-current</th>
</tr>
</thead>
<tbody>
<tr>
<td>core $T_e$</td>
<td>$\lambda_{T_e}$</td>
<td>3.04</td>
<td>3.23</td>
</tr>
<tr>
<td>(ρ ≤ $\rho_{ped,T_e}$)</td>
<td>$T_e(0.8)$ [keV]</td>
<td>0.53</td>
<td>0.48</td>
</tr>
<tr>
<td>edge $T_e$</td>
<td>$\mu_{T_e}$ [keV]</td>
<td>2.10</td>
<td>2.15</td>
</tr>
<tr>
<td>(ρ ≥ $\rho_{ped,T_e}$)</td>
<td>$T_{e,edge}$ [keV]</td>
<td>0.09</td>
<td>0.02</td>
</tr>
<tr>
<td>core $n_e$</td>
<td>$\lambda_{n_e}$</td>
<td>0.71</td>
<td>0.72</td>
</tr>
<tr>
<td>(ρ ≤ $\rho_{ped,n_e}$)</td>
<td>$n_e(0.8)$ $[10^{20} m^{-3}]$</td>
<td>0.78</td>
<td>0.82</td>
</tr>
<tr>
<td>edge $n_e$</td>
<td>$\mu_{n_e}$ $[10^{20} m^{-3}]$</td>
<td>0.94 (1.72)</td>
<td>2.01</td>
</tr>
<tr>
<td>(ρ ≥ $\rho_{ped,n_e}$)</td>
<td>$n_{e,edge}$ $[10^{20} m^{-3}]$</td>
<td>0.62 (0.53)</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td>$\rho_{ped,n_e}$</td>
<td>0.92</td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td>$P_e(0.8)$ [kPa]</td>
<td>6.61</td>
<td>6.30</td>
</tr>
</tbody>
</table>

Table 5.2: Parameters calculated from fitting with different rotation phases in the rotation reversal discharge analyzed in section 5.1.2 ((shot 1120626027, co-current phase (t:0.75-0.85s), reversal phase (t:1.0-1.1s), counter-current phase (t:1.15-1.25s)). $\lambda_{T_e}$ is an exponential fitting parameter for the core $T_e$ profile, and $\mu_{T_e}$ is the slope of the linear fitting line applied to the edge $T_e$ profile. $T_{e,edge}$ indicates the $T_e$ value at ρ = 1.0 from the linear fitting line applied to the edge $T_e$ profile. $\rho_{ped,T_e}$ is the radial location which has the minimum difference between the exponential and linear fitting lines. The same definitions are applied to $\lambda_{n_e}$, $\mu_{n_e}$, $n_{e,edge}$ and $\rho_{ped,n_e}$ for $n_e$ profiles. The values in the parenthesis in the $\mu_{n_e}$ and $n_{e,edge}$ rows in the co-current column are the values obtained when the $n_{e,edge}$ value is fixed to $0.53 \times 10^{20} m^{-3}$. 
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5.5 Discussion & Summary

The study in this chapter is motivated by the reduction of $T_e$ fluctuations near the edge ($r/a \sim 0.85$) in RF heated discharges rotating in opposite directions due to different average density levels, analogous to the trend observed across the LOC/SOC transition, as shown in Fig. 5-18. The correlation between momentum transport related to the rotation reversal and turbulence was suggested in the past [131]. In this chapter, we investigated the correlation between rotation reversal and the changes in turbulence and transport via analysis methods introduced in Chapter 3.

In the pair of RF heated discharges which have different density levels and rotate in opposite directions, we found several similarities with the LOC and SOC discharges analyzed in Chapter 4. First, $T_e$ fluctuations near the edge were reduced across the rotation reversal in both Ohmic and RF heated discharges as shown in Fig. 5-18. Second, profile analysis shows no significant changes in the gradient scale lengths within the uncertainty between these two RF heated discharges. The higher density and lower temperature in the discharge rotating in the counter-current direction makes this discharge more collisional. Similar results were obtained from the LOC and SOC discharges as well. Third, we observed that the sawtooth signals have a longer period and become more irregular in the higher density discharge (co-current rotation) than in the lower density discharge (counter-current rotation) in both Ohmic and RF heated discharges. Fourth, gyrokinetic analysis suggests no changes in the dominant turbulence mode within the uncertainty across the rotation reversal in both Ohmic and RF heated discharge. In other words, we were not able to resolve the changes in the dominant mode between two discharges which rotate in opposite directions regardless of the plasma heating method, while the changes in core toroidal rotation are evident in both cases. Finally, self-similarity analysis shows consistent changes in edge $n_e$ and $T_e$ profiles across the rotation reversal in both RF and Ohmic heated discharges. All these similarities suggest the same physics can be applied in both RF and Ohmic heated discharges to explain the changes in $T_e$ fluctuations near the edge and associated changes with the increase in density or across the rotation reversal.
Figure 5-18: Changes in $T_e$ fluctuations across rotation reversals in Ohmic and RF heated plasmas. Toroidal rotation profile with the change of electron density in (a) Ohmic plasmas, (b) RF heated L-mode plasmas. Coherence spectra of $T_e$ fluctuations in (c) the low density Ohmic plasma (LOC plasma), (d) the low density RF heated L-mode plasma, (e) the high density Ohmic plasma (SOC plasma), (f) the high density RF heated L-mode plasma.
In the Ohmic and RF heated discharges, rotation reversal occurs when large variations in the average density, more than 50% (or large variations in the collisionality) are made. However, we must note that the rotation reversal can occur with smaller changes in the average density (e.g. less than 5%). It is therefore possible that the similarities between the Ohmic and RF heated discharges are related to the collisionality, not the rotation reversal. In order to see the effect of rotation reversal itself, without effects from collisionality, we investigated the changes in turbulence and profiles in one rotation reversal discharge (shot 1120626027), in which rotation reversal occurs with only slight changes in the average density (collisionality). No significant changes in $T_e$ fluctuations near the edge and no change in sawtooth activity were found across the rotation reversal in the rotation reversal discharge. Self-similarity analysis showed that the profiles can change little within the uncertainty while the direction of core rotation reverses, but we cannot eliminate the possible correlation between the edge profile changes and the core rotation reversal.

Similar $T_e$ fluctuations near the edge across the rotation reversal in the rotation reversal discharge suggest that $T_e$ fluctuations near the edge region are not a direct cause (or effect) of the core rotation reversal. Instead, the increase in density or collisionality could explain both phenomena. In other words, the results in this chapter show a correlation between the collisionality and $T_e$ fluctuations. However, it is still inconclusive whether the reduction in $T_e$ fluctuations is due to the increase in collisionality or the changes in the gradient scale lengths, which have large uncertainties. We observed a consistent trend in the edge profiles with the increase in the average density in Ohmic and RF heated discharges through self-similarity analysis. This trend could be linked to the changes in the gradient scale lengths near the edge with the increase in density (or collisionality). Further study is required to clarify this possibility.

The absence of significant changes in edge $T_e$ fluctuations with the different rotation phases in the rotation reversal discharge does not rule out a direct relation between turbulence deeper in the core and momentum transport. At this point, we do not know whether or not $T_e$ fluctuations in the core region, near $r/a=0.6$, where
the rotation reversal occurs, are correlated with the rotation reversal. The gyrokinetic simulation results in the core region, which are the global simulation results deeper in the core region in this section and the local simulation results at r/a=0.6 in Chapter 4, suggests no significant changes in turbulence in the deep core region across the rotation reversal. In the future, we should confirm or refute these simulation predictions with experimental measurements.

It is noteworthy that “wing structure” in the Phase Contrast Imaging (PCI) measurements, mentioned in section 4.1.2, is observed only in the co-current rotation phase, and that this structure is disappeared in the counter-current rotation phase in the rotation reversal discharge with small changes in average density (< 5%) [128, 129]. Thus, this structure is correlated with the rotation reversal, not the increase of density (or collisionality). It is inconclusive whether this structure comes from Doppler shift or changes in turbulence [175]. Nevertheless, this structure and the results in this chapter indicate that, in order to understand rotation reversals, we should classify the changes across rotation reversals into two categories: changes directly related to rotation reversals, which can be observed in the rotation reversal discharge, and changes related to collisionality, not directly connected to rotation reversals, not observed in the rotation reversal discharge.

Self-similarity analysis shows that the changes in the edge profiles and the boundary of the core profiles (T_e(0.8) and n_e(0.8)) become more significant with larger variations in the average density. This result also suggests that the trend observed between the LOC and SOC discharges and RF heated discharges with rotation reversals is related to changes in the density, not directly related to the rotation reversal itself. Related to the negligible change in sawtooth activity across the rotation reversal in the rotation reversal discharge, it is worth noting that the relation of rotation to edge profile changes could be consistent with a related change of the sawtooth activity and a lower T_e profile due to a lower T_e(0.8), leading to a flatter q profile with increasing q_e [142, 49]. Although the decrease in T_e,edge was observed across the rotation reversal in the same discharge, with a similar slope of the linear fitting line for the edge T_e profiles, μT_e, this decrease does not change the core T_e profile signif-
significantly. Table 5.2 shows that $T_e(0.8)$ decreases by less than 10% across the rotation reversal, while we observed a 20-30% decrease across the LOC/SOC transition and the rotation reversal in the 2nd set of RF heated discharges in Tables 4.5 and 5.1.

Although the observations in this chapter suggest no direct relation between rotation reversal and the changes in turbulence and radial pressure profiles, a rotation reversal is still well correlated with the LOC/SOC transition in C-Mod, as shown in Fig. 28 (the energy confinement time, $\tau_E$ vs electron density plot with rotation reversal) in [129]. The correlation between rotation reversal and global confinement changes in Ohmic discharges is still an open question. We must also note that electron heat flux is under-predicted in all non-linear simulations, which may suggest that the contribution of high $k$ (electron scale) turbulence could be significant in the discharges analyzed in this section. Thus, a more complete picture for the relation between turbulence and rotation reversal may be found in simulations considering both electron and ion scale turbulence in the future.
Chapter 6

Energy transport in core plasma in high energy confinement regime: I-mode and H-mode

One of the purposes of turbulence measurements, including $T_e$ fluctuations, will be to understand the correlation between changes in turbulence and the quality of confinement, and to figure out how to improve confinement. In validation study, turbulence measurements will be used to improve our ability to predict transport and overall plasma performance in the future device. In either perspective, the study of changes in turbulence across the low to the high energy or particle confinement regimes, such as I-mode and H-mode, is highly important. In DIII-D, it was shown that $T_e$ fluctuations in the core region are reduced in H-mode compared to L-mode [145, 146]. It will be of interest to study the change in $T_e$ fluctuations in high confinement regimes in C-Mod plasmas. As introduced in section 1.3.5, transport in another high energy confinement regime, I-mode which has H-mode energy confinement and L-mode particle confinement, has been actively studied in C-Mod. However, most studies focus on the edge and pedestal region [174, 82, 43], and the study of how the core plasma and edge plasma are coupled has not been explored in detail in high confinement regimes. In this chapter, we will first investigate the changes in $T_e$ fluctuations inside the pedestal region ($r/a<0.98$) in the I-mode discharge compared to L-mode discharge.
via CECE signal analysis, as explained in section 3.1. Then, the changes in the transport and turbulence characteristics across the L/I transition will be studied using analysis methods explained in section 3.2 and 3.3. We then present the self-similarity in the density and temperature profiles with confinement regimes (L/I/H-modes) via the self-similarity analysis introduced in section 3.4.

6.1 Changes in $T_e$ fluctuations across L/I transition

In this section, we will investigate the changes in $T_e$ fluctuations in the I-mode phase compared to the L-mode phase. We first describe the fluctuations in the steady L- and I-mode discharges. Since I-mode was obtained via the increase of external heating power (Ion Cyclotron Resonance Heating (ICRH) power) in this study, we should separate the effect of higher external power on the measured $T_e$ fluctuations from the effect of changes in confinement regime. The relation between external heating power and $T_e$ fluctuations will be studied by examining one C-Mod discharge with an input power scan.

6.1.1 Reduction of $T_e$ fluctuations in steady I-mode discharges compared to steady L-mode discharges

We first observed the changes in $T_e$ fluctuations near the edge ($r/a\sim0.85$) between L- and I-mode discharges (shot 1120917024, t:0.8-1.3s (L-mode), shot 1120917027, t:0.85-1.3s (I-mode)). Both plasmas were operated at toroidal magnetic field, $B_t=5.5$T in the co-current direction, plasma current, $I_p=1.1$MA, the average electron density, $n_e=1.2\times10^{20}m^{-3}$ in the Lower Single Null (LSN) configuration with $R=0.67m$, $a=0.22m$, elongation, $\kappa=1.6$, lower triangularity, $\delta_l=0.5$, and upper triangularity, $\delta_u=0.25$. The direction of $B_t$ and $I_p$ was set to have ion $\nabla B$ drift direction pointing away from the active x-point. The configuration of these discharge is called reversed field discharge in C-Mod from the direction of $B_t$ and $I_p$, a counter-clockwise direction when we look down a tokamak. This configuration gives a wider operation
Figure 6.1: (a) and (b): Edge fluctuations measured by reflectometry in an L-mode discharge (shot 1120917024) and an I-mode discharge, respectively. In the same manner, (c) and (d): RF heating power [MW] for the L-mode and the I-mode, (e) and (f): \( T_e \) [keV] near the edge \((r/a \sim 0.94)\) in the L-mode and the I-mode, (g) and (h): central chord line averaged density \([10^{20} \text{m}^{-3}]\) in the L-mode and the I-mode, (i) and (j): \( T_e \) [keV] on the magnetic axis in the L-mode and the I-mode. The CECE analysis was performed in the shaded regions.
window for I-mode by increasing the threshold heating power for the L/H transition [180]. The ICRF heating power, $P_{ICRF}$ was varied to obtain the different confinement regimes: $P_{ICRF}=1.6$MW in the L-mode discharge and 2.8MW for the I-mode discharge. Figure 6-1 shows the time series data of these two discharges including the density fluctuations measured by reflectometry [46] near the edge $(r/a=0.96-0.98)$. As shown in Fig. 6-1(a), the L-mode discharge has broadband $n_e$ fluctuations up to 200kHz near the edge. In contrast, in the discharge that accessed the I-mode phase, broadband fluctuations are reduced as the WCM [180] appears in edge region, as shown in the shaded area in Fig. 6-1(b). Accessing I-mode can be also identified from the electron temperature near the edge $(r/a=0.94)$, shown in Fig. 6-1(e) and (f). As the plasma accesses the I-mode phase, we notice the increases in electron temperature near the edge by almost a factor of two in Fig. 6-1(f). Figure 6-1(g) and (h) show that average electron density varies within 10% in the shaded region, in which CECE signal analysis was performed. Both discharges are sawtoothing, as seen in Fig. 6-1(i) and (j). Although the measurement position $(r/a=0.85)$ is far from the sawtooth inversion radius $(r/a=0.4)$, we observe the large amplitude heat pulse from the sawtooth activity near the edge in Fig. 6-1(e) and (f). The effect of this heat pulse to the CECE measurements should be a caveat in this study. However, large heat pulses were observed in both L- and I-mode discharges. Thus, we still can compare $T_e$ fluctuations between these two discharges, although the heat pulse effect should be investigated in the future.

The changes in $T_e$ fluctuations near the edge $(r/a=0.85)$ between the L- and I-mode discharges are shown in Fig. 6-2. In this analysis, we filtered out the low frequency signals ($f < 10$kHz) to remove the parasitic noise explained in Appendix B. We notice the significant changes in $T_e$ fluctuations in the I-mode discharge compared to the L-mode discharge. In the L-mode discharge, the broadband fluctuations up to 150kHz are resolved from both the coherence and cross phase spectra, as shown in Fig. 6-2(a) and (c), with fluctuation level about 1.0% (0-150kHz). In contrast, it is hard to resolve any fluctuations above the random noise in the I-mode discharge, shown in Fig. 6-2(b) and (d). We therefore conclude a more than 60% reduction in
Figure 6-2: (a) Coherence (γ) of two CECE signals in an RF heated L-mode discharge (shot:1120917024). Horizontal dotted line indicates the statistical limit of coherence (b) Coherence (γ) of two CECE signals in an RF heated I-mode discharge (shot:1120917027) (c) the cross phase spectrum of two CECE signals in the L-mode discharge (d) the cross phase spectrum of two CECE signals in the I-mode discharge.
Figure 6-3: The change in $T_e$ fluctuation profile between L-mode and I-mode discharges. The profile was obtained from the series of discharges with the scan of toroidal magnetic field (Adopted from M. Greenwald et al, Nucl. Fus. 53 104004 (2013)).

$T_e$ fluctuations near the edge ($r/a\sim 0.85$) in the I-mode discharge compared to the L-mode discharge.

We then expand the measurement region of this comparison using the other CECE channels in identical discharges and in similar discharges with a slight change of toroidal magnetic field (5.4-5.5T), fixing the other discharge parameters. As a result, the $T_e$ fluctuation profiles measured in the region, $0.75 < r/a < 0.95$, are shown in Fig. 6-3. In this figure, the fluctuation level is marked at the statistical limit (or the sensitivity level), given by Eq. 2.12, when no fluctuations were resolved from the coherence and cross phase spectra. We observe that $T_e$ fluctuation levels decrease in I-mode plasmas compared to L-mode plasmas over the entire CECE accessible measurement region inside the pedestal ($0.8 \leq r/a < 0.95$). In both L- and I-mode plasmas, $T_e$ fluctuations tend to decrease in the inner region, and no fluctuations above the noise level were found in $r/a \leq 0.85$ region in I-mode plasmas.
6.1.2 Changes in $T_e$ fluctuations in an L-mode with RF power scan

We must note that the I-mode regime was accessed by increasing the RF heating power ($P_{ICRF}$) in this study. It is possible that $T_e$ fluctuations are correlated with the RF heating power, not with the confinement regime. In order to investigate this possibility, we compare $T_e$ fluctuations in two discharges (shot 1120917029 and 1120917031). In one discharge (shot 1120917029), I-mode was accessed with the increase of the RF heating power from 2.0MW to 2.7MW. In the second discharge (shot 1120917031), the plasma remained in the L-mode discharge in spite of the increase of the RF heating power from 2.1MW to 2.8MW. By observing changes in $T_e$ fluctuations with different RF power phases in these two discharges, we can study the relation between RF power and $T_e$ fluctuations.

Figure 6-4 shows the time history of these two discharges including edge fluctua-
tions measured by reflectometry [46] at r/a~0.95-0.99. The L/I transition discharge is shown in Fig. 6-4(a)-(c). The L/I transition occurred around 0.95s after the RF power was increased at 0.8s. With the RF trip, the plasma went to the L-mode, and then back to I-mode from around 1.15s, and remained in the I-mode before another RF trip around 1.4s. I-mode can be identified from the WCM, shown in Fig. 6-4(a), and the increase of the Te value near the edge (r/a~0.98) shown in Fig. 6-4(c). In another discharge which has a similar time trace in RF heating power, there is no change in the edge fluctuations and Te value near the edge (r/a~0.98) in the whole time range shown in Figure 6-4(d)-(e). We must note that these two discharges have similar discharge conditions as follows: toroidal magnetic field, Bt=5.6T in the co-current direction, plasma current, Ip=1.1MA, average electron density, \(\bar{n}_e=1.3 \times 10^{20} \text{m}^{-3}\), in the Lower Single Null (LSN) configuration with R=0.67m, a=0.22m, elongation, \(\kappa=1.6\), lower triangularity, \(\delta_l=0.5\), and upper triangularity, \(\delta_u=0.25\).

In order to investigate a correlation between RF power and Te fluctuations, we compared Te fluctuations with the different RF power phases, are shown in red and blue shaded areas in Fig. 6-4, in the L/I transition discharge (shot 1120917029) and the L-mode discharge, which has two RF power phases (shot 1120917031). In this analysis, a high pass filter (f>10kHz) was applied to eliminate noise. The CECE measurement position was r/a~0.9. Since the measurement position is further out than the other measurements shown in Chapter 4,5 and section 6.1 (r/a<0.85), we may need to consider the contribution of density fluctuations in the measurements as explained in section 3.1.2. However, high density and temperature values in these discharges cause the plasma to be optically thick (optical depth, \(\tau > 4\)) at the measurement position. The changes in Te fluctuations in the L- and I-mode phases with different RF power are shown in Fig. 6-5. It is noticeable that Te fluctuations were reduced in the I-mode, which has the higher RF power (~2.7MW), compared to the fluctuations in the L-mode, which has the lower RF power (~2.0MW). In the L-mode phase, we observed Te fluctuations whose relative level is about 1.3% (0-160kHz). In contrast, it is hard to resolve any fluctuations in the I-mode phase shown in Fig. 6-5(b) and (d).
Figure 6-5: (a) Coherence ($\gamma$) of two CECE signals in the L-mode phase of one RF heated discharge (shot:1120917029). Horizontal dotted line indicates the statistical limit of coherence (b) Coherence ($\gamma$) of two CECE signals in the I-mode phase in the same discharge (c) the cross phase spectrum of two CECE signals in the L-mode phase (d) the cross phase spectrum of two CECE signals in the I-mode phase.
Figure 6-6: (a) Coherence (γ) of two CECE signals in the lower RF power L-mode phase of one RF heated discharge (shot:1120917031). Horizontal dotted line indicates the statistical limit of coherence (b) Coherence (γ) of two CECE signals in the higher RF power L-mode phase in the same discharge (c) the cross phase spectrum of two CECE signals in the lower RF power phase (d) the cross phase spectrum of two CECE signals in the higher RF power phase.
Figure 6-6 shows the changes in $T_e$ fluctuations with RF power in the L-mode discharge. In this discharge, no significant changes in $T_e$ fluctuations were found between two different RF power phases. In the lower power phase ($P_{ICRF}=2.1\,\text{MW}$), the relative fluctuation level is around 1.4% (0-200kHz), and the fluctuation level in the higher RF power phase ($P_{ICRF}=2.8\,\text{MW}$) is about 1.3% (0-290kHz). Thus, the two levels in different RF power phases are comparable and within the uncertainty of the measurements (~10%). This observation indicates that $T_e$ fluctuations are not correlated with changes in RF heating power.

From the other CECE channels in the same discharges, we observed consistent reduction of $T_e$ fluctuations in I-mode as shown in Fig. 6-7. Although the other CECE channels are further out than the channels used in Fig. 6-5 and 6-6, the lowest optical depth values at these measurements are around 2.0. The contribution of density fluctuations can vary the $T_e$ fluctuation levels by at most 20% when the optical depth, $\tau$, is 2 with 2% density fluctuations as shown in section 3.1.2. Nevertheless, this uncertainty will not change the main conclusion in Fig. 6-7; the reduction of $T_e$ fluctuations across the L/I transition. These observations indicate that $T_e$ fluctuations inside pedestal regime are reduced in I-mode plasmas compared to L-mode plasmas; not as a result of increased RF power, but due to changes in transport across the L/I transition. We note that these I-mode results are consistent with the observations in H-mode in DIII-D[145, 146]. These measurements and analysis results imply that reductions in core turbulence in I-mode (and maybe in H-mode) are related to the improvement in the energy confinement. In the following sections, we will investigate the changes in transport across the L/I transition using the analysis methods introduced in section 3.2-3.4.
Figure 6-7: (a) The change in $T_e$ fluctuations in the L/I transition discharge (shot 1120917029, t:0.6-0.8s (L-mode phase, $P_{ICRF}=2.0$MW) and t:1.15-1.35s (I-mode phase, $P_{ICRF}=2.7$MW)) (b) The change in $T_e$ fluctuations in the L-mode discharge with RF power changes (shot 1120917031, t:0.6-0.8s ($P_{ICRF}=2.1$MW) and t:1.15-1.35s ($P_{ICRF}=2.8$MW))
6.2 Profile analysis & power balance analysis across the L/I transition

In order to investigate the changes in the profiles across the L/I transition, we performed profile analysis for the discharge where the L/I transition occurred (shot 1101209029). This discharge was run in Upper Single Null (USN) configuration with $B_t(0)=5.7\,\text{T}$, $I_p=1.3\,\text{MA}$ and the following shape parameters, $\kappa=1.7$, $\delta_u=0.6$, $\delta_i=0.3$. Like the discharges in section 6.1, the ion $\nabla B$ drift direction was set to point away from the x-point. The direction of $B_t$ and $I_p$ in this discharge is clockwise, which is a normal field direction in C-Mod. The average electron density, $\bar{n}_e = 2.1 \times 10^{20}\,\text{m}^{-3}$, and there is a sawtoothing activity in this discharge with the inversion radius, $r/a_{\text{inv}} \sim 0.45$. Figure 6-8 shows the fluctuations measured by the reflectometry [46] channel near the edge ($r/a \sim 0.99$) in this discharge. In the L-mode phase ($t \sim 0.7-0.87\,\text{s}$), broadband fluctuations up to 200kHz were observed. The plasma accessed the I-mode phase, which can be identified by the Weakly Coherent Mode (WCM) [180] and the increase of the $T_e$ value near the edge ($r/a \sim 0.99$) at $t \sim 0.93-1.03\,\text{s}$. More details about this discharge can be found in [83, 173].

The profile analysis was performed at one time slice in the L- and I-mode phases in the discharge described in the last paragraph (at $t=0.836\,\text{s}$ (L-mode), $t=0.938\,\text{s}$ (I-mode)). Figure 6-9 shows the profiles of electron density ($n_e$), electron temperature ($T_e$) and ion temperature ($T_i$) and their gradient scale lengths. From the profiles, we first notice that $T_e$ and $T_i$ increase in the I-mode phase compared to the L-mode phase, while $n_e$ changes little across the L/I transition. In the gradient scale lengths, $a/L_n$ and $a/L_T$ do not vary outside the uncertainty ($\sim 20\%$), but $a/L_T$ decreases in the I-mode phase outside the uncertainty ($\sim 30\%$) in $r/a > 0.6$. Since only one time slice was used in this analysis, the region inside sawtooth inversion radius, $r/a_{\text{inv}}$, will not be reliable in this study. We must note that this analysis was performed to obtain the radial profiles in $r/a \leq 0.8$. In other words, the region of interest in this analysis is $r/a \leq 0.8$. As explained in section 3.2.1, more careful analysis is required for the profiles in the outer region ($r/a > 0.8$), and it will be performed in
Figure 6-8: (a) Edge fluctuations of an L/I transition discharge (shot 1101209029) measured by reflectometry (b) RF heating power [MW] (c) $T_e$ [keV] near the edge ($r/a \sim 0.99$).
the future if it is necessary. The reliable region in the profiles shown in Fig. 6-9 is then $r/a_{inv} < r/a \leq 0.8$. We must note that the changes in profiles between L- and I-mode phases in this section refer to the changes in $r/a_{inv} < r/a \leq 0.8$.

We then performed the power balance analysis using the profiles shown in Fig. 6-9 to study the changes in the experimental heat transport across the L/I transition. The reliable region in the results from power balance analysis will also be $r/a_{inv} < r/a \leq 0.8$. As shown Fig. 6-10(a) and (b), electron heat diffusivity is reduced by about 50% in the I-mode phase compared to the L-mode phase, while ion heat diffusivity varies little between the two confinement regimes. Diffusivity, $\chi$, is defined as $\chi = Q/n/\partial T/\partial r$. This result is consistent with the previous study in C-Mod [173], which shows a reduction of the one fluid effective heat diffusivity in I-mode compared to L-mode. Figure 6-10(c) shows that electron heat flux also decreases outside the uncertainty ($\sim 30\%$) in the I-mode phase compared to the L-mode phase. Consistent with Fig. 6-10(b), ion heat flux does not vary significantly across the L/I transition, as shown in Fig. 6-10(d).

From profile analysis and power balance analysis, we observed two changes in the I-mode heat transport compared to the L-mode. First, $a/L T_i$, which drives ITG turbulence, decreases in the I-mode phase outside of $r/a \sim 0.6$. Second, the electron heat transport was reduced in the I-mode phase, while the ion heat transport remains similar within the uncertainty. Both changes can be connected to the reduction of $T_e$ fluctuations, discussed in section 6.1. The decrease of $a/L T_i$ will stabilize the ITG mode. It is therefore possible to explain the reduction of $T_e$ fluctuations as the result of ITG mode suppression. The reduction of electron heat transport in the I-mode phase could also be related to the decrease in the measured $T_e$ fluctuations across the L/I transition. The correlation between the linear ITG mode activity and the reduction of $T_e$ fluctuations in the H-mode was shown in a previous study in DIII-D [146]. We will check this possibility through linear stability analysis in the next section.
Figure 6-9: Profiles and their gradient scale lengths of two time slices at each confinement regime in one C-Mod discharge (shot 1101209029, \( t = 0.836 \)s for L-mode and \( t = 0.938 \)s for I-mode), Red: L-mode phase, Blue: I-mode phase. Adopted from A. E. White et al, 2014, *Physics of Plasmas*, submitted
Figure 6-10: Heat diffusivity and flux for L- and I-mode phases in one C-Mod discharge (shot 1101209029) (red: L-mode phase (t=0.836s), blue: I-mode phase (t=0.938s)) (a) Electron heat diffusivity ($\chi_e$ [m$^2$/s]) (b) Ion heat diffusivity ($\chi_i$ [m$^2$/s]) (c) Electron heat flux ($Q_e$ [MW/m$^2$]), (d) Ion heat flux ($Q_i$ [MW/m$^2$]). A diffusivity, $\chi$ is defined as $\chi = Q/n\partial T/\partial r$. 
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6.3 Linear stability analysis

In this section, we will investigate the reasons for the reduction of turbulence across the L/I transition via linear stability analysis at \( r/a = 0.6 \) and 0.8. The profiles shown in Fig. 6-9 were used without modifications in this study. The initial value solver in the GYRO code was used in the linear simulations in this section to find the dominant mode, which has the fastest growth rate. These simulations consider only ion scale turbulence \( (k_y \rho_s \leq 1.0) \), where \( k_y \) is the poloidal wave number and \( \rho_s \) is the sound gyroradius of main ion, defined as \( \rho_s = c_s/\Omega_{ci} \) with \( c_s = \sqrt{T_e/m_i} \) and \( \Omega_{ci} = eB/m_ic \), and gyrokinetic ions and driftkinetic electrons were used. In these simulations, a negative real frequency of the unstable mode indicates that this mode propagates in the ion diamagnetic direction (ion mode), and the positive real frequency implies the opposite case (electron mode), as explained in section 3.4.

Figure 6-11 shows the dominant modes in the L- and I-mode phases at \( r/a = 0.6 \). We first notice that the ion mode is dominant in both L- and I-mode phases. It is also shown that the growth rate of the dominant mode in the I-mode phase is 20-30\% lower than the growth rate in the L-mode phase. Considering the variations of the growth rate within the uncertainty of gradient scale lengths, shown in Fig. 6-13, this change may not be remarkable, and it would be reasonable to think that growth rates are comparable between two confinement phases at \( r/a = 0.6 \). It is noteworthy that the \( E \times B \) shearing rate, \( \gamma_{E \times B} \), is at \( \sim 25\% \) of the level of the highest growth rate of the dominant mode in both L- and I-mode phases, as shown in Fig. 6-11.

We then move to the radial location of the linear simulations at \( r/a = 0.8 \). The results are shown in Fig. 6-12. We note that the linear simulation results at \( r/a = 0.8 \) are similar to the results at \( r/a = 0.6 \). In both L- and I-mode phases, the ion modes are dominant, and the growth rates of the dominant modes in the two confinement phases are comparable. \( \gamma_{E \times B} \) is about 15\% of the maximum growth rate in the L-mode phase, and is about 25\% of the maximum growth rate in the I-mode phase. Although the ratio of \( \gamma_{E \times B} \) to the maximum growth rate increases in the I-mode phase compared to the L-mode phase, the changes are within the uncertainty and we
Figure 6-11: Linear stability analysis of (a) the L-mode phase and (b) I-mode phase at \( r/a=0.6 \) in one C-Mod discharge (shot 1101209029, \( t=0.836 \) (L-mode phase), \( t=0.938 \) (I-mode phase)). The left figures show the real frequency of the most unstable mode and the right figures show the growth rate of the unstable mode. The negative real frequency indicates the mode propagating in the ion diamagnetic direction. The shaded area indicates the experimental value of the \( E \times B \) shearing rate, \( \gamma_{E \times B} \), with 40% uncertainty.
do not observe the $E \times B$ shearing rate comparable to or higher than the maximum linear growth rate, at which point we can expect the suppression of the linear mode by $E \times B$ shearing. Thus, we do not observe the suppression of the dominant mode by $E \times B$ shearing in the I-mode phase in both $r/a=0.6$ and 0.8, inconsistent with the previous study of H-mode in DIII-D [146] and of I-mode in C-Mod [173]. This inconsistency may suggest that the suppression of turbulence by $E \times B$ shearing is not the main reason for the reduction of $T_e$ fluctuations in the I-mode, or at least, it is not always correlated with the reduction of $T_e$ fluctuations across the L/I transition.

We verified the dominant turbulence mode at $r/a=0.6$ and 0.8 through sensitivity analysis of the growth rate of the most unstable mode with changes in $a/L_{Te}$ and $a/L_{Ti}$. The results of this analysis are shown in Fig. 6-13. The + mark in Fig. 6-13 indicates the experimental values of $a/L_{Te}$ and $a/L_{Ti}$, and the extended + mark by the dotted line shows the estimated uncertainty (30% for $a/L_{Ti}$ and 20% for $a/L_{Te}$). If the extended + sign is in the region where the growth rate is sensitive to $a/L_{Ti}$, this result will indicate that the dominant mode is the ITG mode. In the opposite case, the dominant mode will be the TEM. If the extended + sign is near the boundary between these two regions, the TEM and ITG modes are comparable. Figure 6-13 shows that the extended + sign is in the ITG dominant region in both L- and I-mode phases in both locations, $r/a=0.6$ and 0.8. Thus, the dominant modes found in Fig. 6-11 and 6-12 are ITG mode, and we do not observe the changes in the dominant mode between the L- and I-mode phases in $r/a=0.6$ and 0.8.

Although we do not observe a correlation between the changes in the simulated turbulence and the reduction of $T_e$ fluctuations across the L/I transition, we learned that $E \times B$ shearing may not be responsible for the reduction of $T_e$ fluctuations in I-mode compared to L-mode. However, we must note that only linear stability analysis was performed in this section, and a more realistic picture should be obtained through non-linear simulations. The results or any conclusions from the linear simulations will be preliminary until nonlinear simulations are done in the future.
Figure 6-12: Linear stability analysis of (a) the L-mode phase and (b) I-mode phase at r/a=0.8 in one C-Mod discharge (shot 1101209029 t=0.836 (L-mode phase), t=0.938 (I-mode phase)). The left figures show the real frequency of the most unstable mode and the right figures show the growth rate of the unstable mode. The negative real frequency indicates the mode propagating in the ion diamagnetic direction. The shaded area indicates the experimental value of $E \times B$ shearing rate, $\gamma_{E \times B}$, with 40% uncertainty.
Figure 6-13: Contour of the growth rate of the most unstable mode with changes in $a/L_T$ and $a/L_\rho$ in the $k_y\rho_s$ range [0.1-0.75] in (a) the L-mode phase (shot 1101209029, $t=0.836$s) at $r/a=0.6$ and (b) the I-mode phase (shot 1101209029, $t=0.938$s) at $r/a=0.6$ (c) the L-mode phase at $r/a=0.8$ (d) the I-mode phase at $r/a=0.8$. The + mark indicates the experimental values, and the extended + sign by dotted line indicates the uncertainty.
6.4 Profile shape variations in high energy/particle confinement regime compared to low energy/particle confinement regime

In this section, we will explore the change of profile self-similarity with different confinement phases: L/I/H-modes. In one discharge (shot 1120824006), three different confinement phases were obtained. Table 6.1 shows the discharge conditions. This discharge was run in the Lower Single Null (LSN) configuration with toroidal magnetic field, $B_t=5.5T$, plasma current, $I_p=1.0\text{MA}$, and the following shape parameters: elongation, $\kappa=1.6$, upper triangularity, $\delta_u=0.3$, lower triangularity, $\delta_l=0.5$ with unfavorable ion $\nabla B$ drift direction, pointing away from the x-point. These parameters were constant regardless of confinement regime as shown in Table 6.1. We also notice the increase of the average electron density by about 40% in the H-mode phase compared to L- and I-modes, while the difference in the average electron density between L-mode and I-mode is about 5%. Figure 6-14(a) shows the $n_e$ fluctuations measured by the reflectometry [46] channel near the edge ($r/a\sim0.99$) with different confinement phases, and Fig. 6-14(b)-(d) show the changes in RF heating power [MW], electron temperature on the magnetic axis, and electron temperature near the edge ($\rho \sim 0.9$). In this discharge, the plasma accessed the I-mode phase, which can be identified by appearance of the Weakly Coherent Mode (WCM) [180], between $t\sim0.6-0.8s$, in the edge region. From $t\sim0.8s$, the WCM disappeared and fluctuations were suppressed, which indicates the plasma went into the Edge Localized Mode (ELM)-free H-mode phase [63] until $t\sim1.0s$. At $t\sim1.0s$, the RF power was tripped, and the plasma went back into the L-mode phase. After RF power was recovered to the level at $t=0.8s$, L/I transition and back transition occurred repeatedly. As a result, we can see the WCM and broadband fluctuations up to $200\text{kHz}$ repeatedly as well. We determined the time range for the analysis in each confinement phase as the region which has steady on-axis $T_e$ and $T_i$ near the edge ($\rho \sim 0.9$), as represented by the shaded area in Fig. 6-14.
Figure 6-14: (a) Edge fluctuations of an L/I/H transition discharge measured by reflectometry (b) RF heating power (c) $T_e$ on the magnetic axis (d) $T_e$ near the edge ($\rho \sim 0.9$). The shaded regions indicate the different confinement phases used in the analysis (Blue : L-mode, Green : I-mode, Red : H-mode)
Table 6.1: Discharge conditions of the three confinement phases (L-mode, I-mode and H-mode) in one RF heated discharge. Discharge conditions shown in this table are magnetic configuration (whether Lower Single Null (LSN) or Upper Single Null (USN) or double null configuration), magnetic field on the axis, $B_t(0)$ in Tesla, plasma current, $I_p$, in MA, average electron density, $n_{e,\text{avg}}$, in $10^{20} \text{m}^{-3}$, elongation, $\kappa$, upper triangularity, $\delta_u$, and lower triangularity, $\delta_l$. All shaping parameters ($\kappa, \delta_u$ and $\delta_l$) are the values estimated at the separatrix.

<table>
<thead>
<tr>
<th>magnetic configuration</th>
<th>L-mode</th>
<th>I-mode</th>
<th>H-mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_t(0)$ [T]</td>
<td>5.5</td>
<td>5.5</td>
<td>5.5</td>
</tr>
<tr>
<td>$I_p$ [MA]</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>$n_{e,\text{avg}}$ [$10^{20}\text{m}^{-3}$]</td>
<td>1.4</td>
<td>1.4</td>
<td>2.0</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>1.6</td>
<td>1.6</td>
<td>1.6</td>
</tr>
<tr>
<td>$\delta_u$</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>$\delta_l$</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
</tbody>
</table>

We will first investigate the changes in the shape of the $T_e$ profiles with different confinement phases (L/I/H-modes). Figure 6-15(a) shows $T_e$ profiles with fitting lines in the whole radial region. In all three confinement phases, $T_e$ data in the core region, at least $\rho > 0.5$, are well fit by exponential functions. In Fig. 6-15(b), we can see that $T_e$ data normalized by $T_e(0.8)$ overlap in the $\rho < 0.8$ region for L/I/H-modes, which indicates that the exponential fitting parameter, $\lambda_{T_e}$, does not change significantly across the L to I/H transition. Table 6.2 shows that $\lambda_{T_e}$ varies by about 10% among L/I/H-modes. These results indicate that $T_e$ profiles in the core region are self-similar across the L to I/H transition. At the same time, we note differences in $T_e$ data in the edge region between the low energy confinement regime (L-mode) and the high energy confinement regimes (I/H-modes). In L-mode, edge $T_e$ data are not on the exponential fit line as we observed in the Ohmic and RF heated L-mode discharges in Chapter 4 and 5, while edge $T_e$ data in I/H-modes are well fit by the exponential fit line up to the top of the pedestal region. Thus, in this discharge, the radial region where self-similarity is valid extends to the top of the pedestal region in high energy confinement regimes such as I/H-modes. In other words, the value of $\rho_{\text{ped},T_e}$ increases in I- and H-modes compared to L-mode. Table 6.2 shows $\rho_{\text{ped},T_e}$ increases from 0.75 to 0.96 and 0.97 in I- and H-modes, respectively. From Fig. 6-15(c) and Table 6.2,
we also see that the slope of the linear fit, \( \mu_T \), increases by more than a factor of five in I/H-modes compared to L-mode, while the \( T_e \) value at \( \rho = 1.0 \) from the linear fit, \( T_{e,\text{edge}} \), is similar in I-mode, and even smaller in H-mode compared to L-mode. These results may suggest that the increase of \( \mu_T \) associated with \( \rho_{\text{ped},T_e} \) correlates with the higher energy confinement.

In contrast to the \( T_e \) profiles, the shape of the core \( n_e \) profiles does change in H-mode. Figure 6-15(d) and Table 6.2 show that the exponential fitting parameter of core \( n_e \) profile, \( \lambda_{n_e} \), decreases by about 50% in H-mode compared to L/I-modes, while the \( \lambda_{n_e} \) values between L- and I-modes are almost the same. Figure 6-15(e) shows that core \( n_e \) data normalized by \( n_e(0.8) \) in L-mode overlap with the normalized core \( n_e \) values in I-mode, while the normalized data in H-mode are lower than L/I modes in the core region, which confirms the lower \( \lambda_{n_e} \) in H-mode compared to L/I-modes. The pedestal structure is shown clearly in the H-mode \( n_e \) profiles in Fig. 6-15(f). Figure 6-15(f) also shows that a linear fit works well in the pedestal region. The pedestal in the H-mode \( n_e \) profile results in the remarkable increase of the slope of the linear fit, \( \mu_{n_e} \) and the increase of \( n_e(0.8) \) by 60-80% in H-mode compared to L/I-modes as shown in both Fig. 6-15(f) and Table 6.2. If we assume that the edge \( n_e \) profile sets the boundary condition for the core \( n_e \) profile, the decrease of \( n_{e,\text{edge}} \) by about 30% will not contribute to the increase of core \( n_e \) profile in H-mode, but the significant increase of \( \mu_{n_e} \) in H-mode compared to L/I-modes will be the reason for the increase of the core \( n_e \) profile in H-mode. The increase of \( \mu_{n_e} \) in the high particle confinement regime (H-mode) is analogous to the change in the edge \( T_e \) profile in high energy confinement regimes (I/H-modes) compared to L-mode. In other words, as we observed in \( T_e \) profiles, the increase of \( \mu_{n_e} \) correlates with the increase of the core \( n_e \) profile and the improvement of particle confinement in H-mode.

We also notice the sixfold increase in \( \mu_{n_e} \) in I-mode compared to L-mode from Fig. 6-15(f) and Table 6.2. However, the \( n_e(0.8) \) value increases by about 10% in I-mode compared to L-mode and the scattered \( n_e \) data in L- and I-modes overlap each other in the whole radial region. The sixfold difference is therefore due to lack of accurate measurements. We also note that the increase of \( \mu_{n_e} \) is not always observed
Figure 6-15: $T_e$ profiles in L/I/H-modes (blue: L-mode, green: I-mode, red: H-mode) with the fitting lines (solid line: exponential fitting line for the core profile, dashed line: linear fitting line for the edge profile). (a) $T_e$ profiles with the exponential fitting line in linear scale (b) The normalized $T_e$ profiles by $T_e(0.8)$ with the exponential fitting line in log scale (c) Edge $T_e$ profiles with the fitting lines (d) $n_e$ profiles with the fitting lines in linear scale (e) The normalized $n_e$ profiles by $n_e(0.8)$ with the exponential fitting line in log scale (f) Edge $n_e$ profiles with the fitting lines.
across the L/I transition in other discharges. These observations may indicate that the changes in the edge $n_e$ profile in I-mode compared to L-mode are inconclusive in this study and not remarkable compared to the change of both shape and amplitude of the $n_e$ profile in H-mode.

The changes in the $n_e$ profile in H-mode are associated with not only a higher slope of the linear fitting line in the edge region, $\mu_{n_e}$, but also with the lower exponential fitting parameter in the core region, $\lambda_{n_e}$. Studies in the past have shown density peaking with lower collisionality [10, 60]. Using the definition of collisionality, $\nu_{\text{eff}} = 0.1Z_{\text{eff}} < n_e > R/ < T_e >^2$, where $<$ indicates the volume averaged quantity, major radius, $R$, is in m and $< n_e >$ and $< T_e >$ are measured in $10^{19} m^{-3}$ and keV, respectively, $Z_{\text{eff}}$ was set to 2.0, in [60], $\nu_{\text{eff}} \sim 0.81$ and $n_e(0)/ < n_e > \sim 1.2$ at the H-mode phase in this discharge. These values are qualitatively consistent with Fig. 2 in [60], which implies that the decrease of the exponential fitting parameter, $\lambda_{n_e}$, may also correlate with collisionality. Other previous studies also show that the shape of the $n_e$ profile may vary with collisionality, external heating power or the dominant turbulence mode, while the gradient scale length of $T_e$ profile varies

<table>
<thead>
<tr>
<th>Parameters</th>
<th>L-mode</th>
<th>I-mode</th>
<th>H-mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_{T_e}$</td>
<td>3.12</td>
<td>2.97</td>
<td>2.83</td>
</tr>
<tr>
<td>$T_e(0.8)$ [keV]</td>
<td>0.66</td>
<td>1.09</td>
<td>1.17</td>
</tr>
<tr>
<td>$\mu_{T_e}$ [keV]</td>
<td>2.38</td>
<td>13.93</td>
<td>21.21</td>
</tr>
<tr>
<td>$T_{e,\text{edge}}$ [keV]</td>
<td>0.1</td>
<td>0.1</td>
<td>0.01</td>
</tr>
<tr>
<td>$\rho_{\text{ped},T_e}$</td>
<td>0.75</td>
<td>0.96</td>
<td>0.97</td>
</tr>
<tr>
<td>$\lambda_{n_e}$</td>
<td>0.92</td>
<td>0.90</td>
<td>0.46</td>
</tr>
<tr>
<td>$n_e(0.8)$ [$10^{20} m^{-3}$]</td>
<td>0.98</td>
<td>1.08</td>
<td>1.75</td>
</tr>
<tr>
<td>$\mu_{n_e}$ [$10^{20} m^{-3}$]</td>
<td>1.29</td>
<td>8.31</td>
<td>39.89</td>
</tr>
<tr>
<td>$n_{e,\text{edge}}$ [$10^{20} m^{-3}$]</td>
<td>0.77</td>
<td>0.68</td>
<td>0.46</td>
</tr>
<tr>
<td>$\rho_{\text{ped},n_e}$</td>
<td>0.92</td>
<td>0.97</td>
<td>0.97</td>
</tr>
<tr>
<td>$P_e(0.8)$ [kPa]</td>
<td>10.35</td>
<td>18.84</td>
<td>32.76</td>
</tr>
</tbody>
</table>

Table 6.2: Parameters calculated from fitting with the different confinement phases (L/I/H-modes) in one discharge. $\lambda_{T_e}$ is an exponential fitting parameter for the core $T_e$ profile, and $\mu_{T_e}$ is the slope of the linear fitting line applied to the edge $T_e$ profile. $T_{e,\text{edge}}$ indicates the $T_e$ value at $\rho = 1.0$ from the linear fitting line applied to the edge $T_e$ profile. $\rho_{\text{ped},T_e}$ is the radial location which has the minimum difference between the exponential and linear fitting line. The same definitions are applied to $\lambda_{n_e}, \mu_{n_e}, n_{e,\text{edge}}$ and $\rho_{\text{ped},n_e}$ for $n_e$ profiles.
relatively less [11, 52, 160]. Understanding the change of the core \( n_e \) profile shape (or density peaking) will require more sophisticated analysis and data sorting such as comparison data with different collisionality or dominant turbulence mode obtained from gyrokinetic analysis as well as different particle confinement regimes, which are beyond the scope of this study.

6.5 Discussion & Summary

In this chapter, we presented the change in \( T_e \) fluctuations inside the pedestal region in I-mode compared to L-mode. The core \( T_e \) fluctuations in I-mode plasmas are reduced compared to the fluctuations in L-mode plasmas. From the comparison of \( T_e \) fluctuations in the L/I transition discharge with the L-mode discharge with an RF power scan, we can confirm that the change in \( T_e \) fluctuations is associated with the change in confinement regime, not the change in RF power. CECE measurements in I-mode plasmas imply that not only edge turbulence but also core turbulence in I-mode should be investigated to understand L/I transition physics.

The changes in \( T_e \) fluctuations in H-mode compared to L- or I-mode are not shown in this study. This is because we do not find an appropriate set of discharges which could be used for this comparison. The unstable density level in many H-mode plasmas in C-Mod or high density level near the cutoff of the CECE signals makes CECE measurements difficult in H-mode plasmas. Nevertheless, it is noteworthy that no strong \( T_e \) fluctuations were observed in C-Mod H-mode plasmas in the 2012 campaign. This may suggest that the \( T_e \) fluctuations are reduced in H-mode compared to L-mode. Dedicated experiments should be planned in the future to study the changes in \( T_e \) fluctuations across the L/H transition and also across the I/H transition.

In order to understand the reduction in \( T_e \) fluctuations across the L/I transition and the changes in core turbulence and transport, we investigated changes in profiles and experimental heat transport between L- and I-mode phases in one C-Mod discharge. It was observed that \( a/L_{T_i} \) was reduced in the I-mode phase compared to the L-mode, while \( a/L_{T_e} \) and \( a/L_n \) were remained at similar levels across the L/I
transition. Power balance analysis shows the reduction of electron heat transport in the I-mode phase with a similar level of ion heat transport. These observations can be linked to the reduction of $T_e$ fluctuations in I-mode.

Linear stability analysis was performed at $r/a=0.6$ and 0.8 for the same discharge used in the profile analysis and power balance analysis. We do not observe any significant changes in the dominant mode across the L/I transition in either location. In both L- and I-mode phases, the ITG mode is dominant, and their growth rates are similar. Previous studies showed a correlation between the turbulence suppression by $E \times B$ shearing and the reduction of core turbulence in the high energy confinement regime (in I-mode [173] and in H-mode [146]). However, neither the increase of $E \times B$ shearing rate nor $E \times B$ shearing rate higher than or comparable with the maximum growth rate of the dominant mode is observed in this analysis. It is noteworthy that a different I-mode discharge (shot 1110215023) was used for linear stability analysis in [173] although the discharge used in this study (shot 1101209029) was discussed in [173]. We may need a larger data set to decide whether or not these discharges are outliers. Nevertheless, we can say that $E \times B$ shearing may not always be the reason for the reduction of turbulence and transport across the L/I transition. It is noteworthy that linear analysis is not enough to understand a role of $E \times B$ shearing. Further study using nonlinear analysis is therefore required.

We compared $n_e$ and $T_e$ profiles in different energy confinement regimes (L/I/H-modes) for one discharge. We showed that an exponential fit is valid and similar $\lambda_{T_e}$ values are used in core $T_e$ profiles regardless of confinement regime. However, the core region of the $T_e$ profile, where an exponential fit is valid, extends outward radially towards the top of the pedestal region in I/H-modes in this discharge. Considering the pedestal as the region where the transport properties start to change from the core region, this observation supports the use of the term “pedestal” in L-mode discharges in [142]. This is because the core gradient scale length, one of the parameters related to transport behavior in the core region, starts to change near $\rho \sim 0.8$ in the L-mode $T_e$ profile as it changes from the top of the pedestal in I/H-mode $T_e$ profiles.

It was observed that the slope of the linear fitting for core $T_e$ profiles, $\mu_{T_e}$, increases
more than five times with comparable or lower $T_{e,\text{edge}}$ values in I/H-modes compared to L-mode, while $\lambda_{T_e}$ in the core region varies by around 10% in all confinement regimes, implying that $\mu_{T_e}$ correlates with the improvement of energy confinement. We also observed a remarkable increase in $\mu_{n_e}$ in H-mode compared to L/I-modes. Although $\lambda_{n_e}$ decreases in H-mode compared to L/I-modes, this decrease will cause lower particle confinement, indicating that the increase of $\mu_{n_e}$ correlates with the improvement of particle confinement as the increase of $\mu_{T_e}$ does with the improvement of energy confinement. This finding is consistent with previous studies, which show the correlation between the edge profile and global confinement [63, 62, 118].

However, self-similarity analysis also shows that the extension of the self-similar region in $T_e$ profiles from $\rho \sim 0.8$ to the top of the pedestal is related to the improvement of global energy confinement. The next question will then be about the relation between extension of the self-similarity region and the increase of $\mu_{T_e}$. Assuming the critical gradient model and causality between stiffness (in terms of local heat flux change with the gradient scale length) and self-similarity, it is possible to explain the extension of the self-similarity region as the result of the increase of $T_e$ at $0.8 < \rho < 0.95$ with the higher value of $\mu_{T_e}$. The low $T_e$ in the edge region makes $a/L_{T_e}$ higher than the critical gradient scale length, making the edge region non-stiff [56]. We also see the non-stiffness with low $T_e$ as the decrease of gyro-Bohm power level, the saturated level of the conducted heat flux by turbulent transport. Since gyro-Bohm power is proportional to $T_e^{5/2}$ [48], the lower $T_e$ in the edge region compared to the core region will result in the gyro-Bohm power being lower than the total conduction heat power in the edge region. Thus, the gradient will not be held constant by turbulent transport, but will vary with the total conducted heat flux, making the profile non-stiff. It is noteworthy that the extension of the self-similarity region was also observed in the L-mode discharges with different RF powers in ASDEX-U[138]. In [138], the self-similarity region extends radially outward as RF power increases. This can be explained by the increase of gyro-Bohm power with the increase of temperature. Figures 4 and 6 in [138] show that the gradient scale length of $T_e$ increases abruptly as the value of $T_e$ decreases below a certain value and electron heat trans-
port becomes non-stiff when a gradient scale length of $T_e$ is above a certain point. Figure 1 in [48] also shows that the experimental temperature gradient scale length tends to separate from the critical gradient scale length, as experimental diffusivity is larger than gyro-Bohm diffusivity. Assuming electron heat transport at $0.8 < \rho < 0.95$ is non-stiff in L-mode, then the increase of $\mu T_e$ will increase $T_e$ and decrease $a/LT_e$ and increase gyro-Bohm heat flux, moving this region ($0.8 < \rho < 0.95$) from non-stiff to stiff. If the total conducted heat power is lower than the gyro-Bohm heat flux and the critical gradient scale length at $0.8 < \rho < 0.95$ is close to the critical gradient scale length at $\rho > 0.8$, then the profile at $0.8 < \rho < 0.95$ will also show self-similarity. It is noteworthy that several assumptions are made in this explanation, and these assumptions should be proven in the future. We should note that it is also possible that the extension of the self-similarity region up to $\rho \sim 0.95$ with the fixed $T_{e,\text{edge}}$ results in the increase of $\mu T_e$ or that these two changes do not have a cause-effect relationship. As suggested in [173], localized edge heating may elucidate the relation between the extension of self-similarity and the increase in $\mu T_e$ across the L to I/H transition.

We must note that the previous study in ASDEX-U indicates that the extension of self-similarity region do not have to correlate with the confinement regime. Figure 26(a) in [142] also shows that the outer boundary of the self-similarity region, $\rho_{ped}$, varies from 0.65 to 0.9 in both $T_e$ and $n_e$ profiles. It will be of interest to investigate the extension of the self-similarity region with different discharge conditions in each confinement regime in the future. An exponential fit is also valid for core $n_e$ profiles in all L/I/H-modes. However, the exponential fitting parameter for the core $n_e$ profile, $\lambda_{n_e}$, decreases in H-mode compared to L/I-modes, and it is inconclusive whether the self-similarity region in $n_e$ profiles extends radially outward in H-mode compared to L/I-modes. In addition, it is noteworthy that the self-similar $n_e$ and $T_e$ profiles observed in section 6.4 are consistent with the profile analysis results in section 6.2.

Although $T_e$ fluctuation measurements in this chapter were not performed in the region where $T_e$ profiles are self-similar in all confinement regimes (L/I/H-modes), it is worth noting that the reduction of turbulence in the high energy confinement regimes
(I/H-modes) compared to the low energy confinement regime (L-mode) occurs not only in the edge region but also in the core region, where $T_e$ profiles are self-similar [145, 173]. These studies indicate that the global confinement change is associated with the change not only in the edge region but also in the core region. We may need to consider the relationship among the change of core turbulence, profile self-similarity in the core region and its extension, and the change in edge turbulence and edge profiles to understand the physics related to the change in global confinement.
Chapter 7

Conclusions & Future Work

This thesis work was motivated by anomalous transport in fusion plasmas, introduced in Chapter 1. In order to measure local $T_e$ fluctuations, a new Correlation Electron Cyclotron Emission (CECE) diagnostic was designed and installed in C-Mod, as described in Chapter 2. In Chapter 3, we explained four analysis methods used to investigate the important transport topics in Alcator C-Mod plasmas in this thesis. They are CECE signal analysis, profile analysis, power balance transport analysis using the code, TRANSP [4], and gyrokinetic analysis through the gyrokinetic simulation code, GYRO [28]. It is noteworthy that two different profile analyses were introduced in this chapter. The first analysis method is fitting the profile using B-spline fitting to prepare the input profiles for TRANSP and GYRO. The second analysis method is self-similarity analysis to observe changes in the self-similarity property of the profiles. The second analysis method is adopted from [142]. In Chapter 4, Ohmic confinement transition physics were investigated and we performed a validation study of the gyrokinetic model for electrostatic ion scale turbulence in C-Mod Ohmic discharges. The correlation of rotation reversals and changes in transport was explored in Chapter 5. We also studied transport behavior changes across the low to high confinement regime transition in Chapter 6. This chapter presents conclusions drawn from Chapters 2-6 and future work inspired by this thesis.
7.1 Conclusions

7.1.1 Summary of $T_e$ fluctuation measurements in Alcator C-Mod

Using constraints obtained from gyrokinetic simulations [176], a new CECE diagnostic was designed, built, and installed in C-Mod. Through upgrades in optics and electronics, we learned that the beam pattern of the CECE optics was one of the most important parameters in the CECE measurements. This result is consistent with the predictions from gyrokinetic simulation (GYRO) results [176], which showed that low poloidal resolution, determined by the beam pattern, was the reason for the null results in the past attempt [168]. High poloidal resolution in the CECE measurements in C-Mod would be related to its high magnetic field. As explained in Chapter 1, the turbulent eddy size for ion scale turbulence is on the order of the ion gyroradius, proportional to $1/B$ with magnetic field, $B$. This indicates smaller turbulent eddy size with higher magnetic field. Thus, the unique high magnetic field in C-Mod may make the CECE measurement difficult compared to other Tokamak experiments. Considering that next generation Tokamaks will have high magnetic fields similar to or higher than C-Mod [12, 107], these measurement results will be a good reference for $T_e$ fluctuation measurements in the future Tokamak experiments.

This thesis also provides new experimental observations in each research topic studied in Chapters 4-6. In chapter 4, we found that $T_e$ fluctuations near the edge region tend to decrease across the Ohmic confinement transition. In Chapter 5, we presented a reduction of $T_e$ fluctuations across the rotation reversal in the RF heated discharge. This is consistent with the observations in Chapter 4, since rotation reversals occur across the Ohmic confinement transition. However, we found that $T_e$ fluctuations are correlated with the increase of average density level, not with the rotation reversal directly. In Chapter 6, it was shown that $T_e$ fluctuations decrease in the high confinement regime compared to the low confinement regime. The correlations between $T_e$ fluctuations and these phenomena indicate that $T_e$ fluctuations
are transport relevant. These measurements confirmed the importance of fluctuation measurements for fusion transport research.

7.1.2 Ohmic confinement transition physics and validation study of the gyrokinetic model

In Chapter 4, the Ohmic confinement transition (LOC/SOC transition) was studied using the four analysis methods introduced in Chapter 3. As mentioned in section 7.1.1, we found a reduction of $T_e$ fluctuations near the edge region ($r/a \sim 0.85$) across the LOC/SOC transition. Self-similarity analysis also showed that the changes in edge $n_e$ and $T_e$ profiles are correlated with the LOC/SOC transition. We also notice an increase in ion heat flux with no significant changes outside of the uncertainty in the electron heat transport in the SOC plasma compared to the LOC plasma in $r/a > 0.4$ from experimental power balance analysis using TRANSP. However, most of the turbulence relevant profiles, such as gradient scale length, are similar within the uncertainties, and gyrokinetic analysis via GYRO considering electrostatic ion scale turbulence suggests no linear mode transition across the Ohmic confinement transition.

The validation study of the electrostatic gyrokinetic model including ion scale turbulence was also performed for the LOC and SOC plasmas near the edge region ($r/a \sim 0.85$) by comparing simulated heat fluxes and synthetic $T_e$ fluctuations with the experiments. The existing synthetic CECE diagnostic was improved for the CECE diagnostic in C-Mod for this validation study, as explained in Chapter 3. We found that GYRO can reproduce ion heat flux and local $T_e$ fluctuation levels and spectral shape within the uncertainties, while the simulated electron heat flux is underestimated outside of the uncertainties in both LOC and SOC discharges. It is noteworthy that ion heat transport will be mainly driven by ion scale turbulence and synthetic $T_e$ fluctuations also come from the ion scale turbulence ($k_y \rho_s < 0.3$), while electron heat transport can be driven by both electron and ion scale turbulence. Thus, the validation results, matching both ion heat flux and synthetic $T_e$ fluctuations with the
underestimated electron heat flux, suggest that the contribution of electron scale turbulence (ETG) may be significant near the edge region in C-Mod Ohmic discharges.

Although further study is required to elucidate the LOC/SOC transition physics from the results obtained in Chapter 4, we found that the conventional interpretation of the Ohmic confinement transition, which is that linear mode transition from TEM to ITG is responsible for this transition (LOC - TEM, SOC - ITG), should be revised. First, gyrokinetic analysis suggests no ITG/TEM transition across the Ohmic confinement transition. The validation study results also suggest the importance of ETG modes in C-Mod Ohmic discharges. Thus, instead of a simple linear picture, a more realistic picture should be considered for the LOC/SOC transition, which includes nonlinear interactions of turbulence modes including both ion and electron scale turbulence. We found a correlation between $T_e$ fluctuations at $r/a\sim0.85$ and edge profile changes resolved from self-similarity analysis with the Ohmic confinement transition. In other words, changes in turbulence near the edge and edge radial pressure profiles are correlated with the global confinement transition. We must also note that the predominant interpretation, a simple linear picture of the Ohmic confinement transition, did not specify any local positions. In the future, it is worth studying which radial region is responsible for this global confinement transition in the Ohmic discharges. Further study is required to obtain a more realistic picture of the Ohmic confinement transition.

7.1.3 Rotation reversals in RF heated discharges

In C-Mod, it was observed that the toroidal rotation reverses with an increase in average density, and that the critical density of the Ohmic rotation reversal is well matched with the critical density of the Ohmic confinement transition [129]. The direction of core toroidal rotation was also used to determine the Ohmic confinement regime in this thesis. It is noteworthy that rotation reversals occur in RF heated L-mode discharges with a scan of average density as well [123, 175]. In Chapter 5, we found similarities between the pair of RF discharges rotating in opposite directions with different average density levels and the LOC and SOC discharges studied in
Chapter 4 via analysis methods explained in Chapter 3. We first presented a reduction of $T_e$ fluctuations near the edge across rotation reversal in both Ohmic and RF heated discharges. Second, the gradient scale lengths of $n_e, T_e, T_i$ profiles do not vary significantly across the rotation reversal. Third, we found that sawtooth signals tend to have a longer period and be more irregular across the rotation reversal. Fourth, there was no linear transition of the dominant turbulence mode across the rotation reversal in both Ohmic and RF heated discharges. Finally, we found that changes in edge $n_e$ and $T_e$ profiles are correlated with the rotation reversal in both Ohmic and RF discharges.

We must note that rotation reversal occurs with large variations in the average density (50%) in the Ohmic and RF heated discharges used for the comparison in the last paragraph. This large density difference causes the discharge with higher density level to be more collisional in both Ohmic and RF heated discharges. Thus, it is possible that the similarities observed in Ohmic and RF heated discharges are correlated with the collisionality, not the rotation reversal. In the rotation reversal discharge where the rotation reversal occurs with only a slight change in average density (< 5%), we found no changes in either $T_e$ fluctuations near the edge or sawtooth activity across the rotation reversal. The changes in edge profiles obtained from self-similarity analysis are inconclusive due to the large uncertainty of the data in this discharge, but it is evident that the changes in the edge region across the rotation reversal is not clear, while the rotation reversal is observed clearly in this discharge. These results indicate that the similarities found between Ohmic and RF heated discharges are not directly correlated with rotation reversal, but rather correlated with the collisionality. Nevertheless, we should note that rotation reversals are well correlated with the LOC/SOC transition in C-Mod. Further study is required to understand the relationship between rotation reversals and the LOC/SOC transition.

The similarities observed in the Ohmic and RF heated discharges in Chapter 5 indicate that similar changes in profile and turbulence will occur with a scan of density in fusion plasmas regardless of plasma heating method. In other words, the Ohmic confinement transition is not an issue limited to only Ohmic discharges. This
observation also suggests that the physics related to rotation reversals in RF heated discharges is related to the physics of the LOC/SOC transition and rotation reversals in Ohmic discharges.

7.1.4 Transport analyses in high confinement regime: I-mode and H-mode

This thesis showed that core $T_e$ fluctuations inside the pedestal region were reduced across the transition from L-mode to I-mode. Previous work in DIII-D showed a reduction of core $T_e$ fluctuations in H-mode compared to L-mode [146]. As explained in Chapter 1, I-mode is a high energy confinement regime, but not a high particle confinement regime, while H-mode is a high energy and particle confinement regime. Thus, the previous study in DIII-D [146], which showed a reduction of core $T_e$ fluctuations across the L/H transition, and the $T_e$ fluctuation measurements in I-mode in this thesis suggest that core $T_e$ fluctuations are reduced in high energy confinement regimes compared to low energy confinement regimes. I-mode was accessed by increasing the external RF heating power in the discharges with CECE measurements in this study. To separate the correlation of $T_e$ fluctuations with the confinement regime and with the external heating power, we observed the changes in $T_e$ fluctuations in an L-mode discharge with a scan of external heating power. No significant changes in $T_e$ fluctuations outside the uncertainties were found in this discharge, which indicates that core $T_e$ fluctuations are correlated with the energy confinement regime, not external heating power.

From one C-Mod discharge with an L/I transition, we found a reduction in $a/L_T$, and electron heat transport in the I-mode phase from profile analysis via B-spline fitting on the data of density and temperature, and also from power balance analysis using TRANSP. However, linear stability analysis using GYRO shows no significant changes in dominant turbulence mode between the L- and the I-mode phases. Further study is required to understand the reduction of $T_e$ fluctuations across the L/I transition.
Self-similarity analysis for one C-Mod discharge with an L/I/H transition showed that the shape of core $T_e$ profiles does not vary with confinement regime (L/I/H-modes), but the self-similar region, where an exponential fit is valid, is extended outward radially towards the top of the pedestal region in high energy confinement regimes (I- and H-modes). This result supports the existence of the “L-mode pedestal” used in [142]. In high confinement regimes, a pedestal region is considered to be the region where the transport properties in the core region start to change. In L-mode, the gradient scale length, which is one of the important parameters related to turbulent transport, starts to change around $\rho \sim 0.8$, where $\rho$ is the square root of the normalized plasma volume, while the gradient scale length of the core profile changes abruptly from the top of pedestal region in high energy confinement regimes. Thus, the edge region, where the linear fit is valid, in L-mode could be termed the “L-mode pedestal.”

This analysis also shows that the pedestal region of $n_e$ and $T_e$ profiles in I- and H-modes are well fit by a linear fit as this form works well in the edge L-mode profiles ($\rho \gtrsim 0.8$). We may be able to quantify the pedestal structure in both low and high confinement regimes using the linear fit in the future instead of using the modified tanh fit [65], which is more conventional. It is also noteworthy that this analysis showed that the changes in the edge region associated with the pedestal are correlated with global particle/energy confinement.

7.2 Future work

7.2.1 Improvements in the CECE measurements and analysis

Extension of the $T_e$ fluctuation measurement region

Although we observed a correlation of $T_e$ fluctuations with the Ohmic confinement transition, rotation reversal, and the transition from the low to the high confinement regime, all $T_e$ fluctuation measurements are limited in $r/a \gtrsim 0.75$ in this thesis. This is because the CECE optical system is optimized for measurements near the edge.
region \((r/a=0.8-0.9)\). This limitation results in a caveat in the CECE measurements in Ohmic plasmas due to marginal optical depth values, as explained in Chapter 4. Deeper core measurements are also required to draw more solid conclusion. In Chapter 4, we raised the possibility of a correlation between local turbulence changes near the edge and global confinement. However, it is inconclusive whether the reduction of \(T_e\) fluctuations across the Ohmic confinement transition occur locally, near the edge region, or globally, in the whole radial region. In Chapter 5, it was shown that \(T_e\) fluctuations near the edge are not correlated with the core toroidal reversal. However, we should be cautious to draw a conclusion about the relationship between \(T_e\) fluctuations and core rotation reversal until we study the correlation between \(T_e\) fluctuations in the core region, where rotation reversals occur \((r/a \lesssim 0.6)\), and rotation reversals. Thus, \(T_e\) fluctuation measurements deeper in the core region will be useful for further study related to this thesis.

**Improvements in the CECE signal analysis**

We should note that \(T_e\) fluctuation levels in this thesis were obtained by integrating the cross power spectral density in the frequency range where coherent fluctuations are observed. We used the following criteria to determine the frequency range of the turbulent \(T_e\) fluctuations. First, the signal should be larger than the statistical level of coherence [17]. Second, the cross phase should be smaller than \(\pi/2\) and it should not be fluctuating randomly. Since the two CECE signals used for the correlation analysis come from largely overlapped emission volume, the criteria used here will be reasonable and conservatively correct. However, when we use a CECE diagnostic for other purposes such as the correlation length measurements, they will not be valid. Two signals used in the correlation length measurements may not have an overlapped emission volume, but may rather be separated within the correlation length of the turbulence. Consequently, it is possible to have coherent fluctuations between two CECE signals with a cross phase angle larger than \(\pi/2\) in the correlation length measurements. We must note that cross phase signals will not fluctuate randomly even in this case. In this study, the randomness of the cross phase spectrum was
determined “by eye.” For future measurements, we should have quantitative criteria to determine the randomness of cross phase signals.

Correlation length and phase angle measurements

In this thesis work, the CECE diagnostic was used to measure only $T_e$ fluctuation levels. We should note that the CECE diagnostic can be used to measure other transport relevant quantities. For example, radial correlation length of $T_e$ fluctuations can be measured by scanning a radial distance with the two channels used for the measurements or by comparing the fluctuation levels obtained from the correlation between one specific channel and other channels which have different radial distances from this channel. It would also be possible to measure the phase angle between electron density fluctuations and electron temperature fluctuations, as performed in the previous study in DIII-D [177] if reflectometry and CECE in C-Mod share the same optical system. Obtaining various fluctuating quantities relevant to turbulent transport will be helpful not only in understanding the transport physics but also in validating the gyrokinetic model.

7.2.2 Reduction of uncertainty in GYRO input parameters

We did not obtain a clear conclusion concerning the correlation between changes in $T_e$ fluctuations and changes in turbulence from the gyrokinetic analysis using GYRO performed in this thesis. In Chapter 4, it is difficult to reproduce the reduction of $T_e$ fluctuations across the LOC/SOC transition in nonlinear GYRO runs due to the large variations in the synthetic $T_e$ fluctuations within the uncertainty of input parameters, especially the gradient scale lengths of profiles ($a/L_{T_i}$, $a/L_{T_e}$, and $a/L_n$) and main ion fraction. When we attempted to interpret $T_e$ fluctuation measurements via gyrokinetic analysis in Chapter 4-6, the changes obtained from gyrokinetic simulations between the discharges that have large difference in the measured $T_e$ fluctuations were usually not meaningful within the uncertainties of the GYRO input parameters.

There are two possible ways to explain these results. First, the uncertainty we
have is too large to obtain (or resolve) meaningful results from GYRO. It is also possible that the gyrokinetic model we used (electrostatic ion scale turbulence) does not have enough physics to interpret changes in $T_e$ fluctuation measurements in C-Mod. To check these possibilities, we need to reduce the uncertainty of GYRO input parameters in the future. Discharges which are steady for longer ($\geq 0.5s$) than the discharge in this study will be helpful in reducing the uncertainty of the profiles of $n_e$, $T_e$, and $T_i$ by time averaging. A method which can estimate the main ion fraction more accurately should be developed in the future as well.

### 7.2.3 Caveats in the self-similarity analysis

We should note that the self-similarity analysis in this thesis has caveats, which should be resolved in the future. First, we note that the linear fit for the edge profiles shown in this thesis does not prove or disprove that the edge region has a constant gradient since it is difficult to resolve the gradient values accurately in the edge region due to the large uncertainty of the measured $n_e$ and $T_e$ data. Nevertheless, the results obtained from the self-similarity analysis in this study show that the linear fit can be applied to the edge region within the uncertainties and that the changes in the edge region with different confinement regimes can be quantified by the linear fit. Second, the exponential fitting parameters for $T_e$ and $n_e$ profiles, $\lambda_{T_e}$ and $\lambda_{n_e}$, have uncertainties of approximately 20-25% due to the uncertainty in core $T_e$ and $n_e$ data. Thus, self-similar core profiles observed in this study do not refer to profiles with the exact same shape, but refer to profiles which have similar shape and whose differences cannot be resolved within the uncertainty of the data. We may need to consider shifting the plasma slightly to obtain better spatial resolution and more accurate gradients of $n_e$ and $T_e$ profiles with smaller uncertainty, as performed in [142, 138]. Dedicated experiments to remove the ambiguities in this study due to large uncertainty should be planned in the future.
7.2.4 Future work in the gyrokinetic analysis

Numerical issues in the GYRO simulations

In Chapter 4, when the synthetic $T_e$ fluctuation spectra are compared with the measured spectra, we observed a spurious peak near 30kHz in the synthetic spectra in both LOC and SOC runs, as shown in Fig. 4-26(c) and (d). This peak in the SOC run was mitigated to a reasonable level by changing the numerical setup for the collision calculation, modifying the order of radial basis functions of the collision operator, ORD_RBF, from 3 to 5. This implies that the peak in the synthetic spectra is a numerical issue related to the collision calculation. Although the LOC run with the modified ORD_RBF value was not performed in this study, we expect the suppression of the peak near 30kHz with the change in ORD_RBF value in the LOC run as well. However, it should be confirmed in the future. It is noteworthy that $Q_i(k_y)$ spectra had a strange peak in low $k_y$ region ($k_y\rho_S < 0.1$) in both LOC and SOC runs, as mentioned in section 4.4.2 and that this peak was also mitigated by changing ORD_RBF from 3 to 5. Thus, the peak in $Q_i(k_y)$ spectrum is also related to collisions. It is noted that the collision calculation in GYRO must be improved for a high collisionality regime such as in the pedestal region and near the edge region where GYRO was performed in Chapter 4 [16]. Thus, it is worth trying in the future to perform another gyrokinetic simulation with the collision operator optimized for high collisionality regime (CGYRO [16]) in order to see whether or not these peaks come from the collision issue and to obtain more accurate gyrokinetic analysis results.

Multi-scale gyrokinetic simulation

In both Chapters 4 and 5, nonlinear GYRO runs including only ion scale turbulence under-predicted electron heat transport, which suggests a non-negligible contribution of electron scale turbulence (ETG) to heat transport. Since it is known that electron scale turbulence nonlinearly interacts with ion scale turbulence [77], the gyrokinetic analysis results, including the simulated ion heat flux and synthetic $T_e$ fluctuations, matched with the experiments, as well as the simulated electron heat flux, obtained
in this thesis should be revised in the future through multi scale simulations, which include both electron and ion scale turbulence. We also should build a high-k scattering system on C-Mod to measure electron scale density fluctuations to provide a new constraint on these simulations. While quite difficult, it could be possible to measure electron scale electron temperature fluctuations. Such a measurement would likely not use a radiometer, but perhaps a scattering technique could be developed.

GYRO validation procedure

In nonlinear gyrokinetic analysis using GYRO in Chapter 4, we first found heat flux matched simulations. We then compared synthetic $T_e$ fluctuations and performed the sensitivity analysis from these flux matched runs. We observed that synthetic $T_e$ fluctuations differ by only 10% between LOC and SOC runs in the ion heat flux matched simulations, while the measured $T_e$ fluctuations were reduced by 40% in the SOC run compared to the LOC run. Since $T_e$ fluctuations are more closely related to electron heat flux, and GYRO including only ion scale turbulence underpredicted electron heat flux in both LOC and SOC runs, these simulations may not be optimized for the comparison of $T_e$ fluctuations. It will be of interest to see whether the validation results are similar or different when we find a $T_e$ fluctuation matched simulation first, then compare the simulated heat fluxes with the experimental levels.

Further analysis using GYRO

In this thesis, changes in the turbulence simulated by GYRO between two discharges, which are in different confinement regimes or rotate in opposite directions, were studied by comparing the changes in the dominant mode in linear GYRO runs or the propagating direction of the simulated turbulence in non-linear GYRO runs. We also compared the simulated fluctuating quantities and synthetic $T_e$ fluctuations between these discharges. We must note that changes in turbulent transport can be studied by observing other quantities as well. For example, we can obtain a phase angle between fluctuations of density and potential, and fluctuations of temperature and potential from GYRO simulations. As mentioned in section 1.2.1, these phase angles also affect
turbulent particle and heat fluxes. Thus, studying the changes in these phase angles will clarify the changes in the simulated turbulence. Stiffness is another quantity we can study using GYRO simulations in the future. Here, stiffness refers to the ratio of diffusivity (or heat flux) to the difference between the temperature gradient scale length and its critical gradient scale length. It is possible that the stiffness can change without significant changes in the dominant mode in linear runs, as shown in [172]. Thus, it is worth attempting to check the stiffness to determine the changes in the simulated turbulence.
Part I

Appendices
Appendix A

In-vessel mirror alignment procedure

This chapter presents the alignment procedure for the in-vessel mirrors used in the CECE (Correlation Electron Cyclotron Emission) measurements. The alignment procedure consists of two parts: the pre-alignment of the in-vessel mirrors (flat and parabolic mirrors) in the canister and laser pointers used in this alignment in the laboratory, and the installation and alignment of the mirror canister inside vessel. Since the beam pattern is an important parameter in the CECE measurements in C-Mod, we must minimize any anomalous effects on the beam pattern due to misalignment of the mirror. In this study, we used laser pointers to align the in-vessel mirrors and their canister. Although the CECE measurements were successful in the 2012 campaign, the alignment procedure for the in-vessel mirrors was not perfect, and should be improved. The purpose of this chapter is to record what was done for the alignment to improve this procedure in the future.

A.1 Pre-alignments of in-vessel mirrors in the laboratory

Before installing the in-vessel mirrors in the C-Mod Tokamak, we should align the mirrors in the canister, and also align the laser pointers, which will be used for the alignment in the cell. The diagram for this pre-alignment is shown in Fig. A-1.
In order to align the in-vessel mirrors, we first should align the laser pointer used to align them. We will call this laser the green laser pointer. The alignment procedure of this laser pointer is as follows:

1. Place the green laser pointer on the xyz stage.

2. Using a ruler as a collimator, check whether or not the laser beam’s path is straight. First, place the ruler just in front of laser and check the height and position, as shown in Fig. A-2.

3. Place the ruler away from the laser parallel to the side of the optical table from its original position, and check whether or not the laser hits the same spot.

4. By adjusting the position of xyz stage and laser, ensure that the laser hits the
same spot to align the laser beam with the optical table.

5. Iterate procedure 2-4 until laser is aligned.

6. After the alignment is done, mark the spot where the beam hit the wall.

We will then align the in-vessel mirrors using the aligned laser pointer in the following steps:

1. Draw a vertical line on the wall from the marked spot where the aligned laser beam hit the wall.

2. Attach the co-centric target on the flat and parabolic mirror and adjust the canister so that the laser hits the center of the target.

3. Changing the height of the laser pointer, align the position of the canister so that the laser hits the vertical center line of the target.

4. Remove the target on the mirror, and check the laser on the wall. If the laser does not hit the vertical line on the wall, adjust the parabolic mirror, and iterate procedures 2-4 until the laser hits the vertical line. Figure A-3 shows procedures 3 and 4.

![Figure A-3: Procedures 3-4 in the in-vessel mirror alignment in the laboratory.](image)

5. Finally, if the laser hits the vertical line, fix the position of the parabolic mirror.

For the alignment of the mirror canister, four laser pointers in the rack were used. These laser pointers should be aligned first. We aligned the laser pointers in the rack as follows:

1. Using optical mounts or blocks, place the laser pointer rack parallel to the one side of optical table.

2. Place the target right in front of the rack, and mark where the laser beams from the rack hit the target.
3. Move the laser rack away from the target (~1m) and place the laser pointer rack parallel to the same side of optical table. Separate it from the aligned side the same distance as that between the rack and the side of table in procedure 1.

4. Check where the beams hit the target and if the beams hit a different position to the spot in 3, then adjust the direction of the lasers using the knots in the rack to align the laser. Iterating procedures 1-4 may be required to align the lasers in the rack.

The alignment of the laser pointers in the rack is shown in Fig. A-4.

![Figure A-4: Procedures 2-3 in the alignment of the laser pointers in the rack.](image)

A.2 Alignment of the canister for in-vessel mirrors in the vessel

In the laboratory, we aligned four laser pointers in the rack and in-vessel mirrors in the canister. We should then install the canister in the vessel, and align it using the laser pointers in the rack. The canister will be installed on the outer wall, but the outer wall surface is not flat, and the position from the outer wall is not accurate. Thus, we must correct the position after we install the canister. It is also noteworthy that the canister should be aligned toroidally as well as radially and vertically. The
procedure of the installation and alignment of the canister in the vessel is as follows:

1. Calculate the expected path of the laser beam and the position of the beam on the inner wall based on the target location of the canister in the vessel.

2. Make the inner wall target, and place it at the calculated position on the inner wall.

3. Place the laser pointer rack in front of A port in the C-Mod Tokamak.

4. Install the canister at the target location in the vessel, and turn on the laser pointers. The diagram of this alignment set-up is shown in Fig. A-5.

5. Align the canister by adjusting its position toroidally, vertically and radially until all lasers hit the target, as shown in Fig. A-6(a). Figure A-6(b) shows the laser beams hitting on the inner wall target after the alignment is done.
Figure A-6: (a) The diagram describing the canister alignment (b) The result of the alignment, laser beams hitting the inner wall target, after the alignment is done in 2012.

6. Measure the final position of the canister following the measurement list shown in Fig. A-7.

Figure A-7: The measurement list to record the position of the canister after the alignment is finished.
Appendix B

Parasitic noise in the CECE measurements

Separate from the thermal noise (which is intrinsic to radiometer measurements), there may also be noise from the radiometer electronics that can possibly mask true temperature fluctuations. In this section, the parasitic noise observed in the CECE measurements is reported.

B.1 High frequency noise due to impedance mismatching

As mentioned in section 2.1.2 and 3.1.2, the intrinsic thermal noise is dominant in the fluctuations measured by the radiometer. Since thermal noise is not dependent on frequency, i.e. a white noise, the auto power spectrum of the CECE signal should be nearly flat. However, high frequency noise ($f = 1000 - 1500$kHz) was observed in the auto power spectrum of the CECE signal at the initial phase of the CECE diagnostic, February, 2012.

Figure B-1(a) shows the auto power spectrums of CECE Ch1 in one C-Mod discharge (shot : 1120221012). The blue line shows the auto power spectrum when the discharge is not fully developed yet (t:0.0-0.05 sec), and the red line shows the
Figure B-1: Auto power spectra of CECE Ch1 in (a) shot 1120221012 and (b) shot 1120224010. The red line indicates the auto power spectrum when the plasma is fully developed (t:0.8-0.85sec), and the blue line indicates the spectrum before the plasma is fully developed.
spectrum after the plasma is fully developed. We can see that the amplitude of the red line, which is the auto power when plasma is fully developed, is almost 1000 times higher than the blue line, which is the auto power when the plasma is not fully developed yet. In the blue line, a peak near 100 and 200kHz and a bump near 1000-1500kHz were observed. Since the amplitude of the blue line is three order of magnitude smaller than the red line, we do not need to remove all of this noise. However, the noise near 1000-1500kHz can be also found in the red line, which indicates that this noise gets larger together with the amplitude of real signal. Since this noise was observed in the auto power spectrum in which thermal noise is dominant, and turbulent electron temperature fluctuations are much smaller than the thermal noise, the observed noise can mask real electron temperature fluctuations. Figure B-1(b) shows the auto power spectrum of the same CECE channel (Ch1) in another C-Mod discharge on a different run day (shot : 1120224010). Since the same noise is observed, this noise was not generated by the operating condition related to one specific discharge.

Figure B-2(a) shows the auto power spectrum of CECE Ch2 in the same discharges used in Fig. B-1(a). We can see a similar structure, which is a bump near $f = 1000 - 1500\text{kHz}$. This indicates that this noise does not result from a problem in one specific channel. We observed a similar structure in the rest of the channels as well. Fortunately, we found the origin of this noise. It was identified by adding a 50 ohm termination between the video amplifier and the digitizer. More details about the hardware used in the receiver are discussed in section 2.3.2. It is shown that adding the 50 ohm termination removes the noise near $f = 1000 - 1500\text{kHz}$ in Fig. B-2(b). This indicates that impedance matching is helpful for minimizing the observed noise. It is well known that mismatched impedance between input and output load results in reflected power, generating noise. The input impedance of the digitizer is 5k ohms, while the output impedance of the video amplifier is around 50 ohms. (In the specification, the output impedance of the video amplifier is equal to or larger than 50 ohms, but the data in the test sheet tested only the case when the impedance of the output load is 50 ohms.) After we observed that 50 ohm termination was also
Figure B-2: Auto power spectra of CECE Ch2 in (a) shot 1120221012 and (b) shot 1120224010. The red line indicates the auto power spectrum when the plasma is fully developed (t:0.8-0.85sec), and the blue line indicates the spectrum before the plasma is fully developed. The number of points in each sub data set is 1024.
Figure B-3: Coherence ($\gamma$) spectra of CECE signals in one C-Mod discharge (shot 1120726006, t: 0.8-1.2s) (a) CECE Ch1 and 2 w/o notch filter (b) CECE Ch3 and 4 w/o notch filter (c) CECE Ch1 and 2 w/ notch filter (d) CECE Ch3 and 4 w/ notch filter. The number of points in each ensemble is 4096 to resolve the coherent peaks more evidently.

effective in eliminating the noise near $f = 1000 - 1500$kHz in other channels, 50 ohm termination was added to all CECE channels between the video amplifier and the digitizer, and all fluctuation measurements were performed with 50 ohm termination.

**B.2 Coherent peaks from electronics at $f \approx 100$ and 200kHz**

Coherent peaks near 100 and 200 kHz from the old IF box in fluctuation measurements were observed. One example is shown in Fig. B-3(a) and (b). In Fig. B-3, 4096 points were included in one sub data set in the ensemble averaging, which is four times larger than the number of points usually used in most analysis (=1024) in this study, to
identify this coherent peak clearly. We note that there are no evident fluctuations in Fig. B-3(a), while broadband fluctuations were observed in Fig. B-3(b). Not only in this discharge but also in most measurements, these peaks are observed regardless of existence of broadband fluctuations. Interestingly, we do not observe these coherent peaks in the new IF box, indicating that this noise was generated by the electronics, not real fluctuations. We do not know the origin of this noise, but it is easy to identify. In the analysis, we applied a notch filter to remove these peaks [112]. Figure B-3(c) and (d) shows the coherence spectrum after applying the notch filter. In the analysis, this notch filter is routinely applied.

B.3 Low frequency noise in $f < 10\text{kHz}$

As shown Fig. 2-18, the low frequency CECE signal ($\lesssim 10\text{kHz}$) is filtered out by a passive high pass filter connected to the video amplifier. However, for some discharges, we observed a coherent signal near the DC range ($f \simeq 0\text{kHz}$). Fig. B-4 shows an example. In both figures, we see the coherent peak at very low frequency ($f \simeq 0\text{kHz}$). This noise was observed in both IF boxes. The origin of this low frequency noise is unknown. One relevant observation is that we did not observe this noise in the filters whose center frequency is 4 and 4.25GHz with 200MHz bandwidth, while this noise was observed in other filters, including YIG filters, but we must study this noise more closely.

If we want to compare fluctuations on the same run day and the CECE signals in all discharges have this low frequency noise, we may be able to minimize the contamination from the electronic noise by applying a digital high pass filter during post-processing. In this case, it may be possible to find a trend of electron temperature fluctuations among discharges with different discharge conditions that we intend to change. However, for a broader data base from several different run days, this noise can make it hard to find a trend among the fluctuation data if the CECE signals have the low frequency noise on some run days but do not have it on the other run days. This is the case in section 4.1.3.
Figure B-4: Coherence ($\gamma$) of two CECE signals (a) between Ch1 and Ch2 (Shot: 1120615029, time: 0.7-1.1 sec) (b) between Ch3 and Ch4 (Shot: 1120726015, time: 0.8-1.2 sec).
In order to resolve the trend of electron temperature fluctuations near the edge in Ohmic discharges with the critical density for rotation reversal, we collected data in all Ohmic discharges in the C-Mod 2012 campaign. For some discharges, as shown in Fig. B-4, we observed the low frequency noise, but the other discharges do not have this noise. Including the discharges which have the low frequency noise makes it hard to identify the trend of electron temperature fluctuations in Ohmic discharges. Figure B-5 shows the changes in the electron temperature fluctuations in \( r/a = 0.83 - 0.87 \) including all discharges regardless of low frequency noise. The blue points indicate the discharges which have low frequency noise. As shown in Fig. B-5, it is hard to resolve the trends clearly when the blue points are included. We must note that high pass filtering \( (f > 10\text{kHz}) \) [112] was applied to the blue points in Fig. B-5. This is because the electron temperature fluctuation levels from the discharge with this low frequency noise tend to be higher than the levels from the discharges without this noise. Although the origin of this low frequency peak is unknown, it is evident that this is the noise from the response curve of the high pass filter we used. It is noteworthy that the reduction of electron temperature fluctuations with the increase in density is observed among discharges on the same run day. We then decided to exclude the data points obtained from the discharges which have the low frequency noise in section 4.1.3 to resolve the trend in electron temperature fluctuations near the edge in Ohmic discharges. Table B.1 shows the list of discharges and CECE channels excluded in Fig. 4-5. The low frequency noise was also observed in the discharges used in section 6.1. In this case, all discharges in section 6.1 were performed on the same run day, and we observed the low frequency noise in most discharges. Thus, it is possible to resolve the trend of electron temperature fluctuations among these discharges. Digital high pass filtering \( (f > 10\text{kHz}) \) [112] was used in the analysis in section 6.1 to minimize the effect from the low frequency noise in the measured electron temperature fluctuation level.
Figure B-5: Relative $T_e$ fluctuation levels with $n_{e,avg}/n_{crit}$ at $r/a=0.83-0.87$ in the C-Mod Ohmic discharges including the discharges which have low frequency noise (blue points). For the signals contaminated by low frequency noise, high pass filtering ($f > 10$kHz) was applied, while a high pass filter was not applied to black points, which are from the discharges without this noise. $n_{crit}$ is the critical density for toroidal rotation reversal in the core region, defined as $n_{crit} = 2.8I_p/B^{0.6}$ with $n_{crit}$ in $10^{20}m^{-3}$, on axis toroidal magnetic field, B, in T and $I_p$ in MA. The toroidal rotation reversal in the core region is indicative of the transition from the LOC to SOC according to [129]

<table>
<thead>
<tr>
<th>Shot</th>
<th>Time (sec)</th>
<th>CECE chs</th>
</tr>
</thead>
<tbody>
<tr>
<td>1120726009</td>
<td>0.8-1.2</td>
<td>Ch3 and 4</td>
</tr>
<tr>
<td>1120726014</td>
<td>0.8-1.2</td>
<td>Ch3 and 4</td>
</tr>
<tr>
<td>1120726015</td>
<td>0.8-1.2</td>
<td>Ch3 and 4</td>
</tr>
<tr>
<td>1120726016</td>
<td>0.8-1.2</td>
<td>Ch3 and 4</td>
</tr>
<tr>
<td>1120926025</td>
<td>0.8-1.3</td>
<td>Ch3 and 4</td>
</tr>
<tr>
<td>1120926026</td>
<td>0.9-1.4</td>
<td>Ch3 and 4</td>
</tr>
</tbody>
</table>

Table B.1: The list of discharges and CECE channels in which we observed the low frequency noise in Ohmic discharges, which are blue points in Fig. B-5.
B.4 Negatively coherent noise

As mentioned in section 3.1.1, fluctuation levels can be calculated from either the cross power spectrum or the cross correlation coefficient. However, we observed a sharp dip in the correlation curve. Figure B-6 shows an example. In this discharge (shot 1120720016, t: 0.8-1.4 sec), we observed broadband fluctuations in the 0-150kHz range as shown in the coherence spectrum (Fig. B-6(a)) and the cross phase spectrum (Fig. B-6(b)). In the cross correlation coefficient curve (Fig. B-6(c)), the sharp dip was observed near lag time, $\tau=0$. This noise is critical when we calculate the fluctuation level from the cross coefficient curve since the fluctuation level is proportional to the cross correlation coefficient at $\tau=0$ as shown in Appendix E. The width of the correlation curve will be related to the frequency of the coherent fluctuations. The width of the curve will be comparable to the inverse of the highest frequency of the coherent fluctuations as observed in section 2.4.3. The width of the dip is around $1\mu s$, which corresponds to the value near the applied video bandwidth (1MHz) as shown in Fig. B-6. We also see that the negative dip is added to the structure which has broader width. If we ignore the dip in this broad structure, the correlation time (width) of this structure is around $5\mu s$, which corresponds to 200kHz, close to the highest frequency of the observed broadband fluctuations in Fig. B-6(a) and (b). This may indicate that the correlation curve is affected by the high frequency (near 1MHz) parasitic noise, which are negatively correlated with one another.

In order to verify this speculation, the correlation curves from the same signal in Fig. B-6 with different video bandwidth, $B_{vid}$, values are compared in Fig. B-7. We see that the amplitude of the dip decreases as $B_{vid}$ decreases from 1MHz to 0.5MHz, and it disappears when $B_{vid}=0.3MHz$. It is also noteworthy that the width of the dip when $B_{vid}=0.5MHz$ is broader than the width when $B_{vid}=1MHz$ as shown in Fig. B-7(a) and (b). This may suggest that the mitigation of the dip in Fig. B-7(b) results from filtering of high frequency noise which is negatively coherent. It is inconclusive whether the negatively coherent noise is spread throughout the whole frequency range or the amplitude of this noise is higher in the high frequency range ($>500kHz$). In
either case, it is evident that lower $B_{vid}$ is desirable not only to improve the sensitivity of the radiometer, given in Eq. 2.12, but also to avoid or minimize the effect of this noise.

However, lowering the $B_{vid}$ value limits the measurable fluctuations. In other words, the lowest $B_{vid}$ value will be limited by the frequency range of the measured fluctuations. We observed that the fluctuations are spread near 500kHz in high energy confinement regimes such as I-mode in Chapter 6. In contrast, we do not need to decrease $B_{vid}$ values to minimize the effect of this negatively coherent noise when we use the cross power spectrum to resolve the electron temperature fluctuations. This is because the effect of this noise will be minimized when we integrate the cross power spectrum in the determined frequency range for the observed fluctuations. For this reason, the fluctuation level was calculated from the cross power spectrum rather than the cross correlation coefficient at $\tau=0$. 


Figure B-6: (a) Coherence (b) cross phase spectrum (c) cross correlation curve of two CECE signals in one C-Mod discharge (shot 1120720016, t=0.8-1.4 sec) with IF bandwidth, $B_{IF}=200$MHz and video bandwidth, $B_{vid}=1$MHz.
Figure B-7: Cross correlation curve of two signals used in Fig. B-6 with a different video bandwidth, $B_{vid}$. (a) $B_{vid}=1$MHz (b) $B_{vid}=0.5$MHz (c) $B_{vid}=0.3$MHz.
Appendix C

System noise temperature estimation

This section will describe the simple estimation of the noise temperature of the CECE receiver using the Y-factor method. As mentioned in Chapter 2, the sensitivity of the ECE radiometer is determined by its system temperature. The Y-factor, \( Y \), is defined as the ratio of the noise level of the DUT (Device Under Test) with a noise source to that without a noise source.

\[
Y = \frac{N^{ON}}{N^{OFF}} \tag{C.1}
\]

with the noise level with noise source, \( N^{ON} \), and the noise level without, or turning off, the noise source, \( N^{OFF} \).

As shown in Eq. 2.6, the noise level is proportional to the noise temperature. Then, the Y-factor, \( Y \), can be written in terms of the noise temperature in the following way:

\[
Y = \frac{N^{ON}}{N^{OFF}} = \frac{T^{ON}_s + T_{sys}}{T^{OFF}_s + T_{sys}} \tag{C.2}
\]

where \( T^{ON}_s \) and \( T^{OFF}_s \) are the noise source temperature when the source is turned on and off, respectively. \( T_{sys} \) indicates the system noise temperature.

We then express \( T_{sys} \) in terms of \( Y \) factor as follows:

\[
T_{sys} = \frac{T^{ON}_s - YT^{OFF}_s}{Y - 1} \tag{C.3}
\]
Table C.1: The system temperature estimated from Y-factor method from the test results in section 2.4.1.

In the test using the Y-factor method, a calibrated noise source is used. In other words, we usually know $T_s^{ON}$. The noise source temperature when the source is off, $T_s^{OFF}$, is usually assumed to be room temperature (~290K). Thus, once we measure the Y-factor, the ratio of the noise levels turning on and off the noise source, the system noise temperature will be estimated from Eq. C.3. More detailed analysis related to the Y-factor method, including error analysis for $T_{sys}$ measurements, can be found in [110].

As mentioned in Chapter 2, a calibrated noise source manufactured by HP (346B) was used for the system noise temperature estimation. The noise source temperature can be obtained given the Excess Noise Ratio (ENR) at each frequency, which is defined as,

$$ENR[dB] = 10 \log_1 0[(T_s^{ON} - T_s^{OFF})/T_o] \approx 10 \log_1 0[T_s^{ON}/T_o - 1] \quad (C.4)$$

This approximation was used based on the assumption that $T_s^{OFF} \approx T_o \approx 290K$.

We can then apply the Y-factor method to the results obtained from the IF section test (IF section response (or gain) test) performed in section 2.4.1. As mentioned in section 2.4.1, $T_s^{ON} \sim 0.86-0.87eV$ (10026-10100K) at the frequency range used in this test (8-8.5GHz) from the given ENR of the noise source. Using the test results shown in Table 2.3, the Y-factor and system noise temperature are obtained as shown in Table C.1.

In this test, the system temperature is extremely small, less than 1eV. This may
be because of large amplification. We checked the system temperature in various combinations of amplifiers and attenuators, and the estimated system temperature value was less than 10eV, which is acceptable for $T_e$ measurements, where $T_e$ is in the hundreds of eV to keV range.
Appendix D

Estimation of calibration factor of the CECE diagnostic from the laboratory test

In this section, the calibration factor will be estimated from laboratory tests using a noise source (346B by HP), as performed in section 2.4.1. To be specific, we will use the results shown in Table 2.3. We first need to know the input power of the square law detector. From the gain of the video amplifier in each channel and the response curve of the detector, which can be found in the manual [9], it is possible to estimate the input power of the detector. Table D.1 shows the measured voltage gain of the video amplifier in each channel.

In Table D.1, both the input and output amplitudes were measured by an oscilloscope. While output voltage amplitudes were stable, the input voltage amplitude fluctuated by around 30%. Thus, the measured gain will also have around 30% un-

<table>
<thead>
<tr>
<th></th>
<th>Ch1</th>
<th>Ch2</th>
<th>Ch3</th>
<th>Ch4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input amplitude $[mV_{pp}]$</td>
<td>12.4</td>
<td>12.4</td>
<td>12.2</td>
<td>12.0</td>
</tr>
<tr>
<td>Output amplitude $[V_{pp}]$</td>
<td>7.12</td>
<td>6.60</td>
<td>3.20</td>
<td>4.82</td>
</tr>
<tr>
<td>Gain</td>
<td>574</td>
<td>532</td>
<td>262</td>
<td>402</td>
</tr>
</tbody>
</table>

Table D.1: The gain of amplitude of the video amplifier in each channel. Input signal (sine wave with $f = 1$MHz) is generated by a function generator (33210A by Agilent).
Table D.2: The estimated amplitude of output signal after the square law detector.

<table>
<thead>
<tr>
<th>Voltage gain [mV]</th>
<th>Ch1</th>
<th>Ch2</th>
<th>Ch3</th>
<th>Ch4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1038</td>
<td>959</td>
<td>995</td>
<td>916</td>
</tr>
<tr>
<td>Gain of video amp.</td>
<td>574</td>
<td>532</td>
<td>262</td>
<td>402</td>
</tr>
<tr>
<td>Output amplitude after detector [mV]</td>
<td>1.8</td>
<td>1.8</td>
<td>3.8</td>
<td>2.3</td>
</tr>
</tbody>
</table>

certainty. From the measured voltage gain values in the response test written in Table D.1 (Ch1 : 1038 mV, Ch2 : 959 mV, Ch3 : 995mV, Ch4 : 916 mV), we can estimate the output voltage amplitude after the detector as shown in Table D.2. Then, using the response curve given in the manual [9], shown as Fig. D-1, the estimated input powers are as follows: ~-23dBm (Ch1 and 2), ~-18dBm (Ch3) and ~-20dBm (Ch4). Since we have only a graph in log scale, this estimation is not accurate. Considering 30% uncertainty in the estimated gain of the video amplifiers and the rough estimation of input power from the graph, we will give ±2dB uncertainty in the estimated input power. We did not include background noise power here. This is because the input power from the noise source is the value we know correctly, and ±2dB uncertainty will cover the input power contribution from the background noise power.

![Figure D-1: The response curve of a square law detector (8472B by Agilent), which is taken in [9].](image)

Using the estimation performed so far and Fig. 2-16, we can generate the response
curve of the detector in each channel. The vertical axis of Fig. 2-16 is converted by using the gain of video amplifiers from the response in voltage to the amplitude of the output signal after the detector. The horizontal axis of Fig. 2-16 will be replaced with the estimated input power. The response curve of each detector is shown in Fig. D-2.

Figure D-2: The estimated response curve of the square law detector (8472B by Agilent) in each channel.

Since we know the input power of the noise source (-78.5dBm at 8GHz with 100MHz bandwidth) and the gain from the two amplifiers (total 72dB, 33dB from the 1\textsuperscript{st} amplifier and 39dB from the 2\textsuperscript{nd} amplifier), we can estimate the loss in each channel. For Ch1, the loss from the noise source to the detector will be about 16.5dB (-78.5+72-loss=-23dBm). In the same way, the estimated loss of the rest of the channels will be 16.5dB (Ch2), 11.5dB (Ch3) and 13.5dB (Ch4). Since the same components used in the CECE measurement for the calibration are used in this test except for the additional attenuator and longer SMA cable, the loss from the 1\textsuperscript{st} amplifier to the detector can be estimated. Considering the 16dB attenuator used in the calibration, and that the additional loss from the longer cable is around 5dB, the loss from 1\textsuperscript{st} amplifier to the square law detector in Ch 1 will be 37.5dB (=16.5+16+5). In the same way, the loss in the other channels will be 37.5dB (Ch2), 32.5dB (Ch3) and
Estimation of loss by components before 1\textsuperscript{st} amplifier

![Diagram showing the components and their losses before the 1\textsuperscript{st} amplifier.]

Figure D-3: The estimation of loss in RF section (front end) before 1\textsuperscript{st} amplifier.

34.5dB (Ch4). The estimated losses from the plasma to the 1\textsuperscript{st} amplifier are about 15dB as shown in Fig. D-3.

Now, we know the losses from the plasma to the square law detector, which are 52.5dB (Ch1 and 2), 47.5dB (Ch3) and 49.5dB (Ch4). When the plasma temperature is 1keV, the detected power with IF bandwidth $B_{IF}=100$MHz is about -47dBm. Then, the input power right before the square law detector in Ch1 is -47 dBm+72dB (from amplifiers)-52.5dB=-27.5dBm. In the same way, the input power in the other channels will be -27.5dBm (Ch2), -22.5dBm (Ch3), -24.5dBm (Ch4). Considering ±2dB uncertainty, the estimated output voltage amplitude of Ch1 from the estimated response curve in Fig. D-2 is 0.9mV (0.7-1.2mV from ±2dB uncertainty). In the same way, we can get 0.9mV (0.7-1.2mV), 1.8mV (1.3-2.5mV) and 1.2mV (0.9-1.6mV) for Ch2, Ch3 and Ch4, respectively. Finally, the amplitude of a signal after a video amplifier will be the estimated output voltage multiplied by the gain of the video amplifier. They are 0.52V (0.40-0.69V), 0.48V (0.37-0.64V), 0.47V (0.34-0.66V) and 0.48V (0.36-0.64V) for Ch1, Ch2, Ch3 and Ch4, respectively. Since these results are the estimated values when the plasma temperature is 1keV, the calibration factor [keV/V] will be 1.9keV/V(≈1keV/0.52V) (1.5-2.5keV/V), 2.1keV/V (1.6-2.7keV/V), 2.1keV/V (1.5-2.9keV/V) and 2.1keV/V (1.6-2.8keV/V) for Ch1, Ch2, Ch3 and Ch4, respectively. The results of the estimation in each step are shown in Table D.3. The estimated calibration factors agree with the measured calibration factors in section 2.4.2 within the uncertainty.
<table>
<thead>
<tr>
<th></th>
<th>Ch1</th>
<th>Ch2</th>
<th>Ch3</th>
<th>Ch4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loss from 1\textsuperscript{st} amp. to the detector [dB]</td>
<td>16.5 (14.5-18.5)</td>
<td>16.5 (14.5-18.5)</td>
<td>11.5 (9.5-13.5)</td>
<td>13.5 (11.5-15.5)</td>
</tr>
<tr>
<td>Estimated output amplitude after the detector when $T_e=1$keV [mV]</td>
<td>0.9 (0.7-1.2)</td>
<td>0.9 (0.7-1.2)</td>
<td>1.8 (1.3-2.5)</td>
<td>1.2 (0.9-1.6)</td>
</tr>
<tr>
<td>Estimated output amplitude after the video amp when $T_e=1$keV [V]</td>
<td>0.52 (0.40-0.69)</td>
<td>0.48 (0.37-0.64)</td>
<td>0.47 (0.34-0.66)</td>
<td>0.48 (0.36-0.64)</td>
</tr>
<tr>
<td>Calibration factor [keV/V]</td>
<td>1.9 (1.5-2.5)</td>
<td>2.1 (1.6-2.7)</td>
<td>2.1 (1.5-2.9)</td>
<td>2.1 (1.6-2.8)</td>
</tr>
</tbody>
</table>

Table D.3: The estimated values of loss, output amplitude and the calibration factor of CECE channels. The loss from the plasma to the 1\textsuperscript{st} amplifier is estimated as 15dB.
Appendix E

Derivation of the $T_e$ fluctuation levels from the CECE measurements

E.1 Derivation of $T_e$ fluctuation levels using the cross correlation coefficient

We can think of the CECE signal as having two parts, which are the mean or steady part, $\bar{x}$ and the fluctuation part, $\tilde{x}$. If two signals have common electron temperature fluctuations and do not have any correlated noise, the fluctuation part will consist of two parts, which are thermal noise, $N_{th}$, and common electron temperature fluctuations, $\tilde{T}_e$. Removing the steady part of each signal, the fluctuation part of each signal will be,

$$\tilde{x} = N_{th,x} + \frac{\tilde{T}_e}{c_x} \tag{E.1}$$
$$\tilde{y} = N_{th,y} + \frac{\tilde{T}_e}{c_y} \tag{E.2}$$

where $c_x$ and $c_y$ are the calibration factor of each signal.

Assuming thermal noise is not correlated, from Eq. 3.2 and 3.3, $R_{xx}, R_{yy}$ at $\tau = 0$ are,

$$R_{xx}(0) = N_{th,x}^2 + \left(\frac{\tilde{T}_e}{c_x}\right)^2 \tag{E.3}$$
$$R_{yy}(0) = N_{th,y}^2 + \left(\frac{\tilde{T}_e}{c_y}\right)^2 \tag{E.4}$$
Thermal noise may be uncorrelated with each other if the two signals have disjoint frequency bands. Through cross correlation, thermal noise can be eliminated and common electron temperature fluctuations will be revealed. Then, from Eq. 3.4, \( R_{xy} \) is,

\[
R_{xy}(0) = \frac{\hat{T}^2_e}{(c_x c_y)} \tag{E.5}
\]

Using Eq. E.3-E.5, the cross correlation coefficient when lag time is zero, \( C_{xy}(0) \), will be,

\[
C_{xy}(0) = \frac{\frac{\hat{T}^2_e}{(c_x c_y)}}{\sqrt{(N^2_{th,x} + \hat{T}^2_e/c_x^2)(N^2_{th,y} + \hat{T}^2_e/c_y^2)}} \tag{E.6}
\]

The thermal noise level of the radiometry is given by [15],

\[
N^2_{th,x} = \frac{2B_{vid} \hat{T}^2_e}{B_{IF}} \tag{E.7}
\]

\[
N^2_{th,y} = \frac{2B_{vid} \hat{T}^2_e}{B_{IF}} \tag{E.8}
\]

For the CECE diagnostic in this study \((B_{vid}=0.5\text{MHz},B_{IF}=200\text{MHz})\), the thermal noise level is \(\sim 7\%\) of the mean value of the signal. Considering temperature fluctuations are \(\sim 1\%\), we can ignore the contribution of electron temperature fluctuations in auto correlation functions \((R_{xx}, R_{yy})\).

\[
R_{xx}(0) = N^2_{th,x} + \frac{\hat{T}^2_e/c_x^2}{c_x} \simeq N^2_{th,x} = \frac{2B_{vid} \hat{T}^2_e}{B_{IF}} \tag{E.9}
\]

\[
R_{yy}(0) = N^2_{th,y} + \frac{\hat{T}^2_e/c_y^2}{c_y} \simeq N^2_{th,y} = \frac{2B_{vid} \hat{T}^2_e}{B_{IF}} \tag{E.10}
\]

Using Eq. E.9 and E.10, \( C_{xy}(0) \) will be,

\[
C_{xy}(0) = \frac{\hat{T}^2_e/(c_x c_y)}{\sqrt{(\frac{2B_{vid} \hat{T}^2_e}{B_{IF}}/c_x^2)(\frac{2B_{vid} \hat{T}^2_e}{B_{IF}}/c_y^2)}} = \frac{B_{IF} \hat{T}^2_e}{2B_{vid} \hat{T}^2_e} \tag{E.11}
\]
Thus, the relative fluctuation level \( \frac{\hat{T}_e}{T_e} \) is,

\[
\frac{\hat{T}_e}{T_e} = \sqrt{\frac{2B_{vid}}{B_{IF}} C_{xy}(0)}
\]  

(E.12)

E.2 Derivation of the \( T_e \) fluctuation levels using the cross spectral density function

We can also obtain the relative fluctuation level \( \frac{\hat{T}_e}{T_e} \) by integrating the cross spectral power density, \( G_{xy}(f) \). The root mean square (RMS) fluctuation amplitude of the CECE signal can be obtained by integrating the cross spectral power density in the frequency range in which broadband fluctuations are observed [37]. For uncalibrated signals, the RMS fluctuation amplitude will be proportional to the integral of the cross spectral power density.

E.2.1 Derivation for continuous data

When we have data in the continuous time domain, \( x(t) \), the Fourier transformed quantity, \( X(f) \) is defined as

\[
X(f) = \int_{0}^{\infty} x(t) e^{-j2\pi f t} dt
\]

(E.13)

Since the measurement time is finite, there will be a total time length, \( T \) in the measurements, and we can define the Fourier transformed quantity during a finite time period as follows:

\[
X_T(f) = \int_{0}^{T} x(t) e^{-j2\pi f t} dt
\]

(E.14)

The spectral density function can be calculated from \( X_T(f) \). The autospectral density function (one sided), \( G_{xx}(f) \) is defined as,

\[
G_{xx}(f) = \frac{2}{n_d T_{ens}} \sum_{k=1}^{n_d} |X_{Tens}(f)|^2
\]

(E.15)
where $T_{ens}$ is a time length of a sub data set, and $n_d$ is the number of sub data sets. Thus, $T = T_{ens}n_d$. In addition, $G_{xx}(f)$ is defined as only the positive frequency range.

In the same manner, we can define a cross spectral density function, $G_{xy}(f)$. When we have two data sets, $x(t)$ and $y(t)$, the cross spectral density function, $G_{xy}(f)$ is defined as,

$$G_{xy}(f) = \frac{2}{n_dT_{ens}} \sum_{k=1}^{n_d} |X_{T_{ens}}^*(f)Y_{T_{ens}}(f)|$$

(E.16)

where $X_{T_{ens}}^*(f)$ is the complex conjugate of $X_{T_{ens}}(f)$.

From Eq. E.15 and E.16, we know that spectral density is a time averaged Fourier transformed value. Thus, we can obtain time averaged fluctuations from the spectral density functions. For CECE measurements, fluctuations were obtained through the cross correlation technique. Thus, we can quantify the fluctuations from the cross spectral density function, $G_{xy}$. Although measured CECE signals are uncalibrated, they are proportional to the temperature and its fluctuations. Thus, temperature fluctuations can be calculated as follows:

$$\tilde{T}_e^2 = C_xC_y \int_0^\infty G_{xy}(f)df$$

(E.17)

where $C_x$ and $C_y$ are calibration factor for data set, $x(t)$ and $y(t)$.

In most cases, fluctuations are observed in a finite frequency range, which is from $f_1$ to $f_2$. In that case, temperature fluctuations, $\tilde{T}_e$ will be,

$$\tilde{T}_e^2 = C_xC_y \int_{f_1}^{f_2} G_{xy}(f)df$$

(E.18)

In order to obtain the relative fluctuation level, $\frac{\tilde{T}_e^2}{\tilde{T}_e}$ in an uncalibrated signal, we should find the mean temperature, $\bar{T}_e$, from the signal. According to Parseval's Theorem, the sum of the square of a time series of data is the same as the sum of the square of the Fourier transformed data. When the measured time range is from $t_1$ to
$t_2$ and the total measuring time is $T$, Parseval’s Theorem can be written as below.

$$\int_{t_1}^{t_2} |x(t)|^2 dt = \int_{-\infty}^{\infty} |X_T(f)|^2 df \tag{E.19}$$

The variance for the data is defined as follows:

$$Var[x(t)] = \frac{1}{T} \int_{t_1}^{t_2} |x(t) - \bar{x}(t)|^2 dt = \frac{1}{T} \int_{t_1}^{t_2} |\tilde{x}(t)|^2 dt \tag{E.20}$$

where $\bar{x}(t)$ is the average value of $x(t)$, and $\tilde{x}(t)$ is the fluctuating part. Thus, $x(t)$ can be represented as $x(t) = \bar{x}(t) + \tilde{x}(t)$.

It is known that the variance of data from the radiometer is related to the bandwidths of the radiometer. It is given that,

$$Var[x(t)] = \frac{2B_{vid}}{B_{IF}} \bar{x}(t)^2 \tag{E.21}$$

where $B_{vid}$ is a video bandwidth, and $B_{IF}$ is an IF (Intermediate Frequency) bandwidth.

Using Eq. E.21 and Parseval’s Theorem, we can obtain the information of the mean value from the Fourier transformed quantity. Assuming that we treat only the fluctuating component for the Fourier transform, i.e. $\bar{x}(t) = 0$, variance can be represented as follows:

$$Var[x(t)] = \frac{1}{T} \int_{t_1}^{t_2} |\tilde{x}(t)|^2 dt = \frac{2}{T} \int_{0}^{\infty} |X_T(f)|^2 df \tag{E.22}$$

Then, $\tilde{x}(t)$ can be obtained as below:

$$\tilde{x}(t)^2 = \frac{B_{IF}}{2B_{vid}} \frac{2}{T} \int_{0}^{\infty} |X_T(f)|^2 df \tag{E.23}$$

Mean temperature in CECE measurements can be obtained using a calibration factor in the above equation:

$$\bar{T_e}^2 = c_x^2 \frac{B_{IF}}{2B_{vid}} \frac{2}{T} \int_{0}^{\infty} |X_T(f)|^2 df \tag{E.24}$$
In CECE measurements, two data sets are required. Assuming that the temperature values from the two data sets are the same, the relative fluctuation level will be represented as follows:

\[
\overline{T_e}^2 = c_x c_y \frac{B_{1F}}{2B_{vid}} \frac{2}{T} \left[ \int_0^\infty |X_T(f)|^2 df \int_0^\infty |Y_T(f)|^2 df \right]^{0.5} \tag{E.25}
\]

\[
\frac{\overline{T_e}^2}{\overline{T_e}} = \frac{c_x c_y \int f_{\Delta f} G_{xy}(f) df}{c_x c_y \frac{B_{1F}}{2B_{vid}} \frac{2}{T} \left[ \int_0^\infty |X_T(f)|^2 df \int_0^\infty |Y_T(f)|^2 df \right]^{0.5}} \tag{E.26}
\]

\[
\frac{\overline{T_e}}{\overline{T_e}} = \left[ \frac{2B_{vid} \int f_{\Delta f} G_{xy}(f) df}{2B_{1F} \left[ \int_0^\infty |X_T(f)|^2 df \int_0^\infty |Y_T(f)|^2 df \right]^{0.5}} \right]^{0.5} \tag{E.27}
\]

**E.2.2 Derivation for discrete data**

For real measurements, we will obtain digitized data. Thus, the integral in the previous section will be represented by summing each data point. First of all, the Fourier transformed quantity, \(X_T(f)\) will be,

\[
X_T(f) = \int_0^T x(t) e^{-j2\pi ft} dt = \Delta t \sum_{k=0}^{N-1} x(t) e^{-j2\pi f_k \Delta t} \tag{E.28}
\]

where \(N\) is the number of data points in the time range of interest and \(\Delta t\) is the separation time between two adjacent data points. Discrete data points also give discrete frequency values such as \(f_k = \frac{k}{T}\). Using this discrete frequency value and \(T = N\Delta t\), the above equation can be changed as follows:

\[
X_T(f_k) = \Delta t \sum_{k=0}^{N-1} x(t) e^{-j2\pi f_k \Delta t} \tag{E.29}
\]

It is noteworthy that FFT does not give the same value as the above, since the sampling rate is not considered in the FFT process. The quantity from FFT is the following:

\[
X_k = \frac{X_T(f_k)}{\Delta t} = \sum_{k=0}^{N-1} x(t) e^{-j2\pi f_k \Delta t} \tag{E.30}
\]

Using the definition of \(X_T(f_k)\) and \(X_k\), the spectral density value can be defined.
as below:

\[
G_{xx}(f_{ens,k}) = \frac{2}{n_d T_{ens}} \sum_{n=1}^{n_d} |X_{T_{ens,n}}(f_k)|^2 = \frac{2}{n_d N_{ens} \Delta t} \sum_{n=1}^{n_d} |X_{k_{ens,n}} \Delta t|^2 = \frac{2 \Delta t}{n_d N_{ens}} \sum_{k=1}^{n_d} |X_{k_{ens,n}}|^2
\]

(E.31)

\[
G_{xy}(f_{ens,k}) = \frac{2 \Delta t}{n_d N_{ens}} \sum_{n=1}^{n_d} |X_{k_{ens,n}}^* Y_{k_{ens,n}}|
\]

(E.32)

where \( N_{ens} \) is the number of data points in one subset, and \( X_{k_{ens}} \) is the FFT value from one data subset. It was also assumed that \( x(t) \) and \( y(t) \) have the same sampling rate.

Parseval’s Theorem also should be changed as follows:

\[
\int_{t_1}^{t_2} |x(t)|^2 dt = \int_{-\infty}^{\infty} |X_T(f)|^2 df \rightarrow \sum_{n=1}^{N} |x(k_n \Delta t)|^2 \Delta t = \sum_{k=0}^{N-1} |X_T(f_k)|^2 \Delta f
\]

(E.33)

Then, using the previous definitions,

\[
\sum_{n=1}^{N} |x(k_n \Delta t)|^2 = \sum_{k=0}^{N-1} |X_T(f_k)|^2 \frac{\Delta f}{\Delta t} = \sum_{k=0}^{N-1} |X_k|^2 \frac{\Delta f}{\Delta t} = \frac{1}{N} \sum_{k=0}^{N-1} |X_k|^2
\]

(E.34)

Since the variance in the discrete data will be,

\[
Var[x(t)] = \frac{1}{T} \int_{t_1}^{t_2} |\bar{x}(t)|^2 dt = \frac{1}{N \Delta t} \sum_{k=0}^{N-1} |\bar{x}(t)|^2 \Delta t = \frac{1}{N} \sum_{k=0}^{N-1} |\bar{x}(t)|^2
\]

(E.35)

For data with zero mean value, i.e. \( \bar{x}(t) = x(t) \), Parseval’s theorem can be written as follows:

\[
Var[x(t)] = \sum_{k=0}^{N-1} \frac{|X_k|^2}{N^2}
\]

(E.36)

Following Eq. E.21-E.24, a mean temperature can be expressed as the following:

\[
\bar{T}_e^2 = \frac{c_x c_y B_{IF}}{2 B_{uvd}} \left[ \sum_{k=0}^{N-1} \frac{|X_k|^2}{N^2} \sum_{k=0}^{N-1} \frac{|Y_k|^2}{N^2} \right]^{0.5}
\]

(E.37)
In order to calculate the fluctuation, we must consider the integral of the cross spectral density:

\[ \int_{f_1}^{f_2} G_{xy}(f) \, df = \sum_{k=i_1}^{i_2} G_{xy}(f_{ens,k}) \Delta f_{ens} \]  

(E.38)

where \( i_1 \) and \( i_2 \) are the index numbers corresponding to \( f_1 \) and \( f_2 \), and \( \Delta f_{ens} \) is the frequency resolution bandwidth used in the ensemble averaging, defined as \( \Delta f_{ens} = \frac{1}{f_{ens}} \). Thus, \( \Delta f_{ens} = n_d \Delta f \). Then, the temperature fluctuation will be,

\[ T_{\epsilon, ens}^2 = C_x C_y \int_{f_1}^{f_2} G_{xy}(f) \, df = C_x C_y \sum_{k=i_1}^{i_2} G_{xy}(f_{ens,k}) \Delta f_{ens} \]  

(E.39)

Finally, the fluctuation level will be,

\[ \frac{T_{\epsilon, 2}}{T_{\epsilon, 2}} = \frac{\sum_{k=i_1}^{i_2} G_{xy}(f_{ens,k}) \Delta f_{ens}}{\sum_{k=0}^{N-1} \frac{|X_k|^2}{N^2} \sum_{k=0}^{N-1} \frac{|Y_k|^2}{N^2} 0.5} \]  

(E.40)

\[ \frac{T_{\epsilon, 2}}{T_{\epsilon, 2}} = \left\{ \frac{2B_{vid} \sum_{k=i_1}^{i_2} G_{xy}(f_{ens,k}) \Delta f_{ens}}{B_{IF} \left( \sum_{k=0}^{N-1} \frac{|X_k|^2}{N^2} \sum_{k=0}^{N-1} \frac{|Y_k|^2}{N^2} 0.5 \right)} \right\} 0.5 \]  

(E.41)

### E.2.3 Application in IDL

In order to use Eq. E.41, we need to check the definition and real output value of the FFT from the software we are using. Here, IDL is used. In IDL help, the definition of the FFT value in IDL is,

\[ X_{k,IDL} = \frac{1}{N} \sum_{k=0}^{N-1} x(t) e^{-j2\pi f_n \Delta t} = \frac{1}{N} X_k \]  

(E.42)

If the above definition is correct, Parseval’s theorem will be,

\[ \text{Var}[x(t)] = \sum_{k=0}^{N-1} \frac{|X_k|^2}{N^2} = \sum_{k=0}^{N-1} |X_{k,IDL}|^2 \]  

(E.43)

We can check the above equation using data from CECE. For shot 1120626023, t:0.8-0.9s, the variance of Ch1 is 0.0704. The sum of \( |X_{k,IDL}|^2 \) is exactly same, 0.0704.
Thus, we can check both Parseval's Theorem and the definition of FFT in IDL. In this FFT, no window functions or overlapping processes were applied. An FFT with hanning window, 50% overlapping and ensemble averaging was also tried, to remove noise and obtain a more correct FFT value. The sum of FFT values in this case is 0.0701. The value is slightly decreased because random noise is removed and side lobe leakage is minimized, but the result is within 1% in this case. Thus, we can use either way to calculate the auto power spectrum value to obtain information about mean temperature. To save computation time and obtain a more correct value, the latter method is more desirable.

Considering the FFT definition in IDL, the spectral density value will be,

\[
G_{xx}(f_{ens,k}) = \frac{2\Delta t}{n_dN_{ens}} \sum_{n=1}^{n_d} |X_{kens,n}|^2 = \frac{2\Delta tN_{ens}}{n_d} \sum_{n=1}^{n_d} |X_{kens,IDL,n}|^2
\]

(E.44)

\[
G_{xy}(f_{ens,k}) = \frac{2\Delta t}{n_dN_{ens}} \sum_{n=1}^{n_d} |X^*_{kens,n} Y_{kens,n}| = \frac{2\Delta tN_{ens}}{n_d} \sum_{n=1}^{n_d} |X^*_{kens,IDL,n} Y_{kens,IDL,n}|
\]

(E.45)

Then, the fluctuation level will be,

\[
\frac{\bar{T}_{e}}{T_{e}} = \left\{ \frac{2B_{vid} \Delta f_{ens} \sum_{k_{ens}=1}^{N_{ens}} |X^*_{kens,IDL,n} Y_{kens,IDL,n}|}{B_{IF} \sum_{k=0}^{N-1} |X_{k,IDL}|^2 \sum_{k=0}^{N-1} |Y_{k,IDL}|^2} \right\}^{0.5}
\]

(E.46)

Using \(\Delta f_{ens} = \frac{1}{N_{ens}\Delta t}\),

\[
\frac{\bar{T}_{e}}{T_{e}} = \left\{ \frac{2B_{vid} \sum_{k_{ens}=1}^{N_{ens}} |X^*_{kens,IDL,n} Y_{kens,IDL,n}|}{B_{IF} \sum_{k=0}^{N-1} |X_{k,IDL}|^2 \sum_{k=0}^{N-1} |Y_{k,IDL}|^2} \right\}^{0.5}
\]

(E.47)

When we use ensemble averaging for the calculation of auto power, the equation will be as follows.

\[
\frac{\bar{T}_{e}}{T_{e}} = \left\{ \frac{2B_{vid} \sum_{k_{ens}=1}^{N_{ens}} |X^*_{kens,IDL,n} Y_{kens,IDL,n}|}{B_{IF} \sum_{k_{ens}=0}^{N_{ens}-1} \frac{1}{n_d} \sum_{n=1}^{n_d} |X_{kens,IDL,n}|^2 \sum_{k_{ens}=0}^{N_{ens}-1} \frac{1}{n_d} \sum_{n=1}^{n_d} |Y_{kens,IDL,n}|^2} \right\}^{0.5}
\]

(E.48)
Appendix F

Preparation of GYRO input files for C-Mod Ohmic discharges

This section presents the profile analysis, including the error analysis, performed for the input profiles and parameters used in the power balance analysis using the code, TRANSP, and the gyrokinetic analysis using the code, GYRO, such as density and temperature profiles. Concerning error analysis, the uncertainty for each measured data point can be estimated by the diagnostician. However, not only raw data itself but also gradients in the profiles are important input parameters in the gyrokinetic simulations. The proper gradient value and its uncertainty should be estimated by the simulation-runner so that the uncertainty from input profiles is clarified and the validation study can be done properly.

The parameters related to impurities such as $Z_{\text{eff}}$ and dilution fraction may also be important parameters in the gyrokinetic simulations. $Z_{\text{eff}}$ can affect the transport due to TEM since the collisionality, which affects the trapped particle’s activity, is a function of $Z_{\text{eff}}$. Higher dilution fraction will decrease the transport due to the ITG mode by a dilution of main ions and the modification of the mode-particle resonance [104]. Thus, we should know the correct values of $Z_{\text{eff}}$ and dilution fraction before gyrokinetic simulation.

The turbulence measurements we used for the GYRO validation study in this study are the electron temperature fluctuations measured by Correlation ECE (CECE).
CECE measures the time averaged electron temperature fluctuations during a stationary time period. However, the gyrokinetic simulation is performed at one time slice. It is possible to run several times at different time slices in the stationary time period, but it would be too expensive. Instead of running several time slices, the average profiles and parameters will be used in the simulation. The deviation of the profile or parameter from the averaged value during the stationary time period will be considered to be the uncertainty of the input profile or parameter. For discharges of interest here (shot 1120626023, 1120626028), the stationary time period is 0.9-1.4s.

F.1 Profile analysis for electron temperature and density

As mentioned in Chapter 3, we used fiTS, the fitting tool used in C-Mod, to obtain the radial profiles of electron density ($n_e$) and the electron temperature ($T_e$). The radial profiles at each time slice are usually obtained from fiTS with the default setup, but if the fitting line is not physical, we fix a fitting line by removing outliers or adjusting fitting parameters. Time-averaged profiles are used in this study, and the uncertainty of $n_e$ and $T_e$ profiles and their radial gradients are estimated from the standard deviation of the time averaging. Figure F-1 shows the profiles at each time slice and the time-averaged profile for $n_e$ and $T_e$ in one C-Mod discharge used in this study (shot 1120626023, t=0.9-1.4s). The most relevant parameter from the $n_e$ and $T_e$ profiles in the gyrokinetic simulations are the scale length normalized by minor radius, $a$, $a/L_{n_e}$ and $a/L_{T_e}$ for $n_e$ and $T_e$ profiles, respectively. For a certain profile, $X$, its gradient scale length normalized by minor radius, $a/L_X$, is defined as $a/L_X = a/X \cdot dX/dr$. Both $a/L_{n_e}$ and $a/L_{T_e}$ are calculated from the averaged $n_e$ and $T_e$ profiles and their gradient values among the fitted profiles, and its error is estimated via the error propagation technique as follows:

$$
\left(\frac{\sigma_{a/L_{n_e}}}{a/L_{n_e}}\right)^2 = \left(\frac{\sigma_{n_e}}{n_e}\right)^2 + \left(\frac{\sigma_{dn_e/dr}}{dn_e/dr}\right)^2 + \left(\frac{\sigma_a}{a}\right)^2
$$

(F.1)
Figure F-1: The $n_e$ and $T_e$ profiles fitted by fITs for one C-Mod discharge (shot 1120626023, t:0.9-1.4s). The red line indicates the fitted profiles at each time slice in the stationary time period, and the blue line indicates the time-averaged profile.

\[
\left(\frac{\sigma_{p_e/L_T}}{a/L_T}\right)^2 = \left(\frac{\sigma_{T_e}}{T_e}\right)^2 + \left(\frac{\sigma_{dT_e/dr}}{dT_e/dr}\right)^2 + \left(\frac{\sigma_a}{a}\right)^2 \tag{F.2}
\]

F.2 Ion temperature profile analysis

In Alcator C-Mod, the ion temperature ($T_i$) profile is measured by high resolution x-ray spectroscopy (HIREX) [87, 122]. It is known that there is an offset in the $T_i$ profile measured by HIREX due to hardware issue. Edge $T_i$ profile where $r/a \geq 0.87$ can be obtained by charge exchange recombination spectroscopy (CXRS) [103]. In order to obtain the proper $T_i$ profile, it is required to estimate the proper offset and to determine the proper gradient and its error through fitting or other methods.

F.2.1 Determination of the offset in the $T_i$ profile measured by HIREX

There are several ways to determine the proper offset for the $T_i$ profile from HIREX. We can use the $T_e$ profile near the edge where $T_e \sim T_i$ because of the frequent collisions between electrons and ions, or the $T_i$ profile from CXRS can be used as well. Using these methods, the offset value will be determined mainly by the $T_i$ or $T_e$ values near the edge. Moreover, if the $T_i$ profile from CXRS is reliable, it may be better to
use CXRS data to make the $T_i$ profile instead of using it for the offset estimation. Another method of offset estimation is to compare the calculated neutron rate from the $T_i$ profile measured by HIREX with the measured neutron rate by the neutron detector [14]. Since most neutrons will be generated in the core, this method will be affected by the $T_i$ value in the core. Once the proper offset value is estimated from the neutron rate, then the raw data profile can be generated from core $T_i$ data from HIREX with proper offset and edge $T_i$ data from CXRS. Since the latter method gives constraints on both the core and edge regions, the uncertainty in the $T_i$ profile can be minimized. Thus, the latter method was used in this thesis.

In order to determine the proper offset, two discharges studied in section 4.2-4.4 (shot 1120626023, 1120626028) were used. Both discharges have a stationary period for a long enough time ($\sim0.5$sec) to estimate the measured error from the variance in the stationary period. Figure F-2 shows the measured neutron rate in each shot. The error in the neutron measurement was determined by the standard deviation of the measured neutron rate in the stationary period (0.9-1.4sec). In the neutron rate calculation, the Bosch-Hale parameterization for the $d(d,n)He^3$ reaction [81] was used for the $<\sigma v>$ value and the plasma volume for each flux surface was calculated from EFIT. The dilution fraction, $f_I$ is also an important parameter in this calculation, which is defined as $f_I = \Sigma Z_{I,i}n_{I,i}/n_e$ where $Z_{I,i}$ is the charge state of the $i^{th}$ impurity in the plasma and $n_{I,i}$ is the density of the $i^{th}$ impurity. $f_I = 0.11 - 0.23$ is used for shot 1120626023 and $f_I = 0.027 - 0.063$ is used for shot 1120626028.
(Please see section F.4.1 for details about the estimation of the dilution fraction). The maximum/minimum allowable offset value was determined by finding the offset value which matches the calculated neutron rate to the averaged measured neutron rate in the stationary period plus or minus the standard deviation of the neutron rate in this period when the smallest/largest \( f_I \) value is used. Figure F-3(a) and (b) show the calculated neutron rate with the measured rate. For shot 1120626023, the allowable offset values are 0.014-0.173 keV and for shot 1120626028, they are 0.099-0.168 keV. HIREX data with offset is compared with CXRS data in Figure F-3(c) and (d). We can see that HIREX data is reasonably matched with CXRS data within the error in the offset range. Since the offset in the \( T_i \) profile is due to the hardware problem, this value will not be changed based on specific shot conditions. Thus, it is proper to set the allowable offset range which satisfies the neutron rate comparison for both shots. For these two discharges, the proper range is 0.1-0.169keV. In other words, the proper offset value is ~0.134keV±0.035keV.

\[ \text{F.2.2 Determination of input profile} \]

Although the measured \( T_i \) values are reliable within the uncertainty, it is difficult to determine the gradient from just the measured value. This is because the measured amplitude can be changed within the error, and it will change the gradient more widely than the error of the amplitude. Moreover, we cannot generate the profile by just connecting the measured data points. This is because the measured profile sometimes has a structure that gives very low or high gradient value. This structure, or significantly high/low gradients in the profile is not allowed physically since low gradient in the \( T_i \) profile will decrease turbulent transport, increasing confinement and local \( T_i \) value and its gradient and the opposite phenomena will occur for the high gradient case. Thus, the profile will have a stiff gradient at each radial position and it will be smoothed without any odd points. Nevertheless, we should figure out the correct and proper profile based on the measured raw data points and their errors. Fitting including consideration of error, such as weighting or picking random data within the error, will be one of the best ways to obtain the proper profile, since
Figure F-3: The comparison of measured neutron rate with the calculated neutron rate from the given dilution fraction and the offset of the HIREX $T_i$ data for (a) shot 1120626023 and (b) shot 1120626028. The comparison of HIREX $T_i$ data with the given offset with CXRS data for (c) shot 1120626023 and (d) shot 1120626028.
the fitting will give a profile without unreasonable structure in most cases and can generate the error and a reasonable value for the gradient. B-spline fitting is used in this analysis.

The errors for both $T_i$ data from HIREX and CXRS have already been estimated by diagnosticians. However, the error for HIREX measurements is estimated from photon statistics, which gives an unreasonably small error value. In order to estimate the proper error value, errors from two different sources are added. First, the error from the asymmetry between $T_i$ profiles from lower and higher fields are added. We can assume that the profile in the higher field side is the same as the one in the lower field side, but the measured values are not the exactly same and this difference can be considered as an error in the measurement or analysis. It is also possible that the $T_i$ profile depends on the poloidal angle. However, we assume that the $T_i$ profile does not depend on the poloidal angle. Thus, this asymmetry may be considered as error in both cases. We may also consider the variation in the stationary period as error. Assuming that the plasma is steady during some period, the $T_i$ value should also be steady. Thus, the standard variation of $T_i$ during the stationary period may be used as the random error. For the HIREX $T_i$ data, these three errors are added through the standard error propagation technique. The error in $T_i$ for CXRS, which comes from CXRS data processing (to be specific, it comes from the Doppler broadening width estimation), is estimated by the diagnostician. Error from asymmetry between the lower and higher field side is not available for CXRS data and the number of time points during the stationary period is insufficient to estimate the error. Although only one error source is considered for CXRS data, the error amplitude is comparable to the error of the HIREX data. The HIREX $T_i$ data also have error from the offset. However, the error from the offset is different from the errors from other sources. Unlike random error, the error from the offset will not change the gradient of the $T_i$ profile and it will change the $T_i$ value at all radial points at the same time. Thus, this error should be treated separately.

As mentioned before, the combined $T_i$ data set from HIREX and CXRS will be the most appropriate way to minimize the error from the offset. In the combined $T_i$ data
Figure F-4: Example of the fitting using the randomly picked data from the measured data points within the error at t:0.9s for shot 1120626023 and 1120626028. Black triangle points show the raw data points and points for fitting constraints with the error bar. The blue squares indicate the randomly selected data points from the black triangle points. Random data picked 100 times. Red line indicates the fitting line using 5\textsuperscript{th} order B-spline fitting.

set, HIREX data are used in r/a\leq0.86, and CXRS data are used in the outer region (0.87\leq r/a \leq 1.0). In the fitting process, two constraints are used. The first constraint is for the $T_i$ gradient on the magnetic axis (r/a=0). Physically, the gradient of the $T_i$ profile should be zero at r/a=0. In order to make the gradient of $T_i$ on the magnetic axis zero, 4 more data points whose value is $T_i(0)$ are added in -0.1\leq r/a \leq 0.0 at each time slice in the stationary period. The error for these additional points is the same as the error of $T_i(0)$. The second constraint is for a negative gradient near r/a=1.0. Higher order (\geq 5) B-spline fitting sometimes gives a positive gradient near the edge. A positive gradient is not physically allowed. To prevent this, 4 data points are added in 1.0\leq r/a \leq 1.03 at each time slice. Since ions and electrons will be well coupled through collisions near the edge, $T_i \sim T_e$ is expected. Thus, $T_i \sim T_e$ might not be a bad assumption at the edge. From this assumption, these 4 data points have the same amplitude as the $T_e (r/a=1.0)$ at each time slice. The error for those points is also the same as the error of $T_e (r/a=1.0)$ at each time slice. In addition, it should be mentioned that CXRS data points are interpolated on the HIREX time slice and the reference radial position to facilitate the time averaging of the fitted line.

In order to estimate the error of the fitted profile and its gradient, a $T_i$ data point in each radial region is randomly selected within the error. It is noteworthy that
this random process was set to have a Gaussian distribution whose mean value is the
data value and the standard deviation is the error of the each data point so that the
random error can be taken account of by this random picking process. With the given
offset value (0.135keV) for the HIREX data, the $T_i$ data were selected randomly and
the line is fitted on the randomly selected data set. 100 fitted profiles were made at
each time slice from the repeated random picking process and fitting. The mean value
of the profile and its error are estimated from averaging these fitted profiles and their
standard deviation in the averaging. Since several time slices in the stationary time
period are considered in the simulation and only the profile at one time slice will be
considered in the gyrokinetic simulation as the input profile, all the fitted profiles at
each time slice are included in the averaging. Figure F-4 shows an example of this
process for shots 1120626023 and 028 at a certain time slice. The uncertainty from
the offset can be included only in the $T_i$ profile through error propagation. To be
specific, the error of the $T_i$ profile, $\sigma_{T_i}$ will be,

$$\sigma_{T_i}^2 = \sigma_{random}^2 + \sigma_{offset}^2 \quad (F.3)$$

where $\sigma_{random}$ is the random error and $\sigma_{offset}$ is the error of the offset.

Finally, the most relevant parameter from the $T_i$ profile in gyrokinetic simulation
will be $a/L_{T_i}$. In the same manner used for the $a/L_{n_e}$ and $a/L_{T_e}$ estimations, this
parameter is calculated from the average $T_i$ and its gradient value among the fitted
profiles, and its error is estimated by error propagation. The error of $a/L_{T_i}$, $\sigma_{a/L_{T_i}}$, is,

$$\left(\frac{\sigma_{a/L_{T_i}}}{a/L_{T_i}}\right)^2 = \left(\frac{\sigma_{T_i}}{T_i}\right)^2 + \left(\frac{\sigma_{dT_i/dr}}{dT_i/dr}\right)^2 + \left(\frac{\sigma_a}{a}\right)^2 \quad (F.4)$$

The proper fitting order should be also determined. Here, the reduced chi square,
$\chi_{red}^2$, is used to determine the proper order of fit. $\chi_{red}^2$ is defined as,

$$\chi_{red}^2 = \frac{\chi^2}{\nu} = \frac{1}{\nu} \sum \frac{(X_{fit} - X_{data})^2}{\sigma^2} \quad (F.5)$$
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Figure F-5: Fitting results based on the data at each time slice during the stationary period (0.9-1.4s) for shot 1120626023 and 1120626028. With the given offset (0.135keV), the profile was determined as the average profile among the fitted profiles from each time slice. The dotted lines indicate the error of the profiles. The solid line is the mean value of the profiles.
Table F.1: The value of $\chi^2_{red}$ depending on the fitting order and the manner of treating the data (fitting based on the whole data set or on the data at each time slice and the average the value from each time slice) when the HIREX offset value is 0.099-0.169keV.

Where $\nu$ is the degree of freedom, which is given by N-m-1 with N, the number of observations (the number of data points used in this calculation) and m is the number of fitting parameters.

The $\chi^2_{red}$ indicates the quality of the fitting. $\chi^2_{red} > 1$ indicates that the fitting does not capture the data well and $\chi^2_{red} < 1$ indicates overfitting. $\chi^2_{red} = 1$ is the well fitted case. Thus, we can determine the proper order of fitting from $\chi^2_{red}$. In other words, we can pick the order which gives $\chi^2_{red}$ closest to 1.

Table F.1 shows the $\chi^2_{red}$ value depending on the fitting order for shot 1120626023 and 1120626028. As shown in the table, 6th order fit brings the closest $\chi^2_{red}$ to 1 for shot 1120626023, and 5th order gives the closest $\chi^2_{red}$ to 1 for shot 1120626028. Thus, 6th order and 5th order will be used for shot 1120626023 and 1120626028, respectively. Figure F-5 shows the $T_i$, $dT_i/dr$ and $a/LT_i$ profiles for those two shots, which are fit based on the data points at each time slice with the selected fitting order.

F.3 Toroidal velocity profile analysis

In this section, we present how the profiles of the toroidal velocity ($V_t$) are obtained. The toroidal velocity is measured by high resolution imaging x-ray spectroscopy (HIREX) and charge exchange spectroscopy (CXRS) in this study. As mentioned in Chapter 3, the toroidal velocity measured by HIREX has a large uncertainty in the edge region. For the Ohmic discharges used in the gyrokinetic analysis in Chapter 4, the region of interest is $r/a \sim 0.85$. To constrain the edge $V_t$ profile, we used a CXRS diagnostic. For these Ohmic discharges, only He-like Ar ($Ar^{16+}$) was used.
for the HIREX measurements due to the low temperature in the Ohmic discharges. CXRS measures the velocity of $B^{5+}$. As mentioned in Chapter 3, toroidal velocities of impurities are well coupled. We can therefore generate $V_t$ profiles by combining the data from these two diagnostics.

For the Ohmic discharges used in Chapter 4, the reliable region of the CXRS measurements is $0.85 < r/a < 0.9$. From the HIREX and CXRS measurements, we may have a correct $V_t$ value at $r/a \sim 0.85$. However, the absence of a constraint for the $V_t$ profiles in $r/a > 0.9$ results in a large uncertainty in the radial gradient of the $V_t$ profile, which will be important for the $E \times B$ shearing rate estimation. As applied for $T_t$ profiles, B-spline fitting is applied to obtain the radial profile. Instead of finding the correct order of B-spline fitting, we used three different orders of B-spline fitting (order 4-6) to obtain the $V_t$ profile. Since the gradient of the edge region will vary with the order of the fitting, as shown in Fig. F-6, we may be able to consider the large uncertainty in the gradient of $V_t$ at the edge region by including fitting profiles with different fitting orders. The $V_t$ profile and its gradient values are obtained from time averaging of the fitted profiles at each time slice and at each fitting order. The uncertainties of the $V_t$ profile and its gradient were estimated from the standard deviation in the averaging. The $V_t$ profiles for the C-Mod LOC and SOC discharges used in Chapter 4, obtained as the result of this profile analysis, are shown in Fig. F-7.

### F.4 The estimation of $Z_{eff}$ and dilution

#### F.4.1 Estimation of $Z_{eff}$ and its error

The $Z_{eff}$ value can be obtained from either spectroscopic measurements or a conductivity calculation. The spectroscopic measurements use the bremsstrahlung radiation whose intensity is proportional to $n_e^2 Z_{eff}$ [85]. We can also estimate $Z_{eff}$ from neoclassical conductivity. In this estimation, the plasma current is calculated as a function of $Z_{eff}$ from neoclassical conductivity with measured quantities such as loop voltage, electron density and temperature, and equilibrium analysis from EFIT. Comparing
Figure F-6: The results of the fitted toroidal velocity ($V_t$) profile with raw data measured by HIREX (red) and CXRS (blue) for one C-Mod discharge (shot 1120626023, t:0.9-1.4s) with different orders of B-spline fitting. (a) 4th order (b) 5th order (c) 6th order. The green lines represent the fitted $V_t$ profiles at each time slice.
Figure F-7: The fitted toroidal velocity \( (V_t) \) profiles with the raw data measured by HIREX (red) and CXRS (blue) for (a) the LOC discharge (shot 1120626023, t:0.9-1.4s) and (b) the SOC discharge (shot 1120626028, t:0.9-1.4s). The solid black line indicates the \( V_t \) profile obtained as a result of profile analysis, and the dotted black line shows the uncertainty of the \( V_t \) profile.

The calculated plasma current with the plasma current measured by a Rogowski coil, we can find the \( Z_{\text{eff}} \) value which matches the calculated plasma current to the measured one. As shown in Figure F-8, \( Z_{\text{eff}} \) values from these two different methods are well matched in H-mode plasmas, but there is a discrepancy between the two values in Ohmic plasmas in C-Mod. \( Z_{\text{eff}} \) from bremsstrahlung radiation is usually higher than \( Z_{\text{eff}} \) from neoclassical conductivity. One possible explanation for the discrepancy is background radiation in the bremsstrahlung radiation measurements. Although it is still inconclusive which method gives a correct \( Z_{\text{eff}} \) value, we do not have any serious issues with the neoclassical calculation so far. Thus, the \( Z_{\text{eff}} \) value from the neoclassical calculation will be used in this analysis.

There are several error sources in the neoclassical calculation. First, the error in the measured profiles such as \( n_e \) and \( T_e \) can be propagated in the neoclassical calculation. Since it is hard to calculate the neoclassical conductivity analytically, we cannot apply the error propagation technique to determine the error of \( Z_{\text{eff}} \) due to the measurement error. Instead, the change in the calculated \( Z_{\text{eff}} \) value with \( T_e \) and \( n_e \) profiles with addition or subtraction of their errors is considered to be the error due to \( n_e \) and \( T_e \) measurements. The error in \( Z_{\text{eff}} \) due to the error in \( T_e \) measurements is estimated as the change of \( Z_{\text{eff}} \) value when \( T_e + / - \sigma(T_e) \) is applied. The error from \( n_e \) measurements is estimated in the same way.
Figure F-8: $Z_{ave}$ refers to the $Z_{eff}$ value measured from bremsstrahlung radiation, and $Z_{neo}$ refers to the $Z_{eff}$ value calculated from neoclassical conductivity (a) The comparison of $Z_{ave}$ with $Z_{neo}$ in H-mode plasmas in C-Mod. They are well matched within 20% (b) The difference of $Z_{ave}$ with $Z_{neo}$ in Ohmic plasmas. The difference between two values grows with lower density, and it was known that low plasma current increase the discrepancy in low density Ohmic plasmas in C-Mod.

There will be also the error in measurements from magnetic diagnostics and from the equilibrium analysis from EFIT. One way to estimate the error from both magnetics and EFIT is to compare the measured plasma current with the calculated plasma current from EFIT. This plasma current is calculated from the poloidal B field in the equilibrium and constrained by the magnetics measurements. The discrepancy between the calculated and measured plasma currents may result from the error of the magnetics or EFIT analysis. We can consider the difference in $Z_{eff}$ value depending on which plasma current value to be the propagated error in the neoclassical $Z_{eff}$ value calculation due to the error in the magnetics and EFIT analysis. The $Z_{eff}$ value was calculated using two different plasma current values. The difference of the maximum and minimum $Z_{eff}$ from this calculation was set to range. This is because these two different plasma currents may be considered to be one of possible plasma current values we could pick. The range of $Z_{eff}$ due to the different $I_p$ values is converted to the error, $\sigma$, using the formula in [108].

Another error source is the conductivity (or resistivity) calculation. The neoclassical conductivity was calculated from Sauter's formula [143] with the approximated trapped fraction defined as $\epsilon^{0.5}$, where $\epsilon$ is the local inverse aspect ratio. First, we
Figure F-9: (a) The resistivity value from three different models are compared. TRANSP indicates the TRANSP default model [71]. NCLASS indicates the resistivity value from NCLASS code. Sauter indicates Sauter’s model. The resistivity value is for shot 1120626023, $Z_{eff} = 2.52$ and only Ar is used for impurity with the fraction consistent with $Z_{eff}$ (b) The comparison of resistivity from models calculated from TRANSP with the one from Sauter’s formula with the approximated trapped fraction ($e^{0.5}$). Neo indicates the resistivity with the approximated trapped fraction.

must show that Sauter’s formula gives the correct conductivity (or resistivity) value by comparing another formula or model. Using TRANSP, we compared the resistivity value from Sauter’s formula with two different resistivity values from another formula [71], which is default model in TRANSP, and NCLASS model [76]. It is noteworthy that the trapped fraction will be estimated correctly via TRANSP unlike the calculation for $Z_{eff}$. Figure F-9(a) shows the result for shot 1120626023 when $Z_{eff} = 2.52$ and Ar is used for the impurity with impurity fraction consistent with the $Z_{eff}$ value. As shown in the figure, they are very similar to each other. For shot 1120626028, the result was the same. Thus, we believe that Sauter’s formula gives a reasonable conductivity (resistivity) value. We must also verify the error of the calculated resistivity value due to the use of an approximated trapped fraction. As shown in Fig. F-9(b), the resistivity value is significantly different in the outer region, which has larger trapped fraction. In the neoclassical $Z_{eff}$ calculation, conductivity (or resistivity) is used to obtain the current density, $j$ from Ohm’s law, $j = \sigma E$. Plasma current is then calculated from area integral of the current density. Thus, we can track how the error of conductivity (or resistivity) will propagate in the $Z_{eff}$ calculation. $I_p$ is calculated as follows:
\[ I_p = \int j \, dA = \sum j_i \, dA_i = \sum \sigma_i E \, dA_i \]  

(F.6)

with electric field, E.

Since we know the difference between the resistivity value with the approximated trapped fraction and the one with the correct trapped fraction, we can calculate the difference in \( I_p \) due to the difference in resistivity. The fractional difference of \( I_p \), \( \epsilon_{I_p} \), due to the different resistivity values will be,

\[ \epsilon_{I_p} = \frac{\left[ \sum (\sigma_{i, \text{sauter}} - \sigma_{i, \text{neo}}) E \, dA_i \right]^2}{\left[ \sum (\sigma_{i, \text{sauter}}) E \, dA_i \right]^2} = \frac{\left[ \sum (\sigma_{i, \text{sauter}} - \sigma_{i, \text{neo}}) dA_i \right]^2}{\left[ \sum (\sigma_{i, \text{neo}}) dA_i \right]^2} \]  

(F.7)

where \( \sigma_{i, \text{sauter}} \) is the conductivity calculated from TRANSP using Sauter's formula and \( \sigma_{i, \text{neo}} \) is also conductivity from Sauter's formula but with the approximated trapped fraction \( (\epsilon^{0.5}) \) is used. \( \epsilon_{I_p} \) is \( \sim 0.03 \) for both shot 1120626023 and shot 1120626028. Now, the change in \( Z_{\text{eff}} \) due to the error in the resistivity model can be evaluated by calculating the \( Z_{\text{eff}} \) value with \( I_p \times (1 \pm \epsilon_{I_p}) \). Using the same method used in calculating the error due to EFIT and magnetic measurements, we can find the range from the maximum and minimum value of these trials and convert it to the error, \( \sigma \).

Finally, the variation of \( Z_{\text{eff}} \) during the stationary period is considered to be another error source. Using the errors from different error sources, the error of the calculated \( Z_{\text{eff}} \) can be calculated through error propagation. That is, the error of \( Z_{\text{eff}}, \sigma(Z_{\text{eff}}) \), will be,

\[ \left( \frac{\sigma(Z_{\text{eff}})}{Z_{\text{eff}}} \right)^2 = \left( \frac{\sigma(Z_{\text{eff}, \text{ne}})}{Z_{\text{eff}, \text{ne}}} \right)^2 + \left( \frac{\sigma(Z_{\text{eff}, \text{Te}})}{Z_{\text{eff}, \text{Te}}} \right)^2 + \left( \frac{\sigma(Z_{\text{eff}, \text{mag}})}{Z_{\text{eff}, \text{mag}}} \right)^2 \]

\[ + \left( \frac{\sigma(Z_{\text{eff}, \text{model}})}{Z_{\text{eff}, \text{model}}} \right)^2 + \left( \frac{\sigma(Z_{\text{eff}, \text{st}})}{Z_{\text{eff}, \text{st}}} \right)^2 \]  

(F.8)

where mag indicates error from magnetics and EFIT, model indicates the error from the resistivity model and st indicates the error from the assumption of a stationary period. The value in the denominator for each error term is the mean value of the
Table F.2: The fraction error from each error source for the shot 1120626023 and 1120626028

<table>
<thead>
<tr>
<th>Shot</th>
<th>Time (sec)</th>
<th>$\varepsilon_{Z_{eff,ne}}$</th>
<th>$\varepsilon_{Z_{eff,T_e}}$</th>
<th>$\varepsilon_{Z_{eff,mag}}$</th>
<th>$\varepsilon_{Z_{eff,model}}$</th>
<th>$\varepsilon_{Z_{eff,pl}}$</th>
<th>$\varepsilon_{Z_{eff}}$</th>
<th>$Z_{eff}(\pm \text{error})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1120626023</td>
<td>0.9-1.4</td>
<td>0.0041</td>
<td>0.12</td>
<td>0.016</td>
<td>0.056</td>
<td>0.055</td>
<td>0.14</td>
<td>2.53±0.36</td>
</tr>
<tr>
<td>1120626028</td>
<td>0.9-1.4</td>
<td>0.0052</td>
<td>0.10</td>
<td>0.020</td>
<td>0.061</td>
<td>0.052</td>
<td>0.13</td>
<td>1.48±0.20</td>
</tr>
</tbody>
</table>

Different $Z_{eff}$ values depending on the input parameters of interest. For example, $Z_{eff,ne}$ is the mean $Z_{eff}$ value among the different $n_e$ profiles, which are $n_e$ and $n_e \pm \sigma(n_e)$ and $\sigma(Z_{eff,ne})$ is the standard deviation of these trials.

Using this method, the $Z_{eff}$ value and its error for the shots of interest are calculated. The results are shown in Table F.2, 2.50±0.34 for shot 1120626023 and 1.45±0.17 for shot 1120626028.

### F.4.2 Estimation of the dilution fraction and its error

Unfortunately, we do not have a good way to estimate or measure the dilution fraction in C-Mod plasmas. However, one way we can try is to use impurity line radiation. Assuming collisional reactions are dominant compared to spontaneous ones, brightness of the measured line radiation, $I_{imp}$, is approximated as the product of the electron density and the impurity density, and the sigma-v factor, i.e., $I_{imp} \sim n_e n_{imp} < \sigma v >$.

Since sigma-v factor is a function of temperature, for plasmas whose temperature is similar, $\frac{I_{imp}}{n_{e,\text{line}}} \propto \frac{n_{imp}}{n_e}$. Since spectroscopy measures the line integrated brightness, the line integrated electron density, $n_{e,\text{line}}$, is used. Among Ohmic discharges of interest to this analysis, the above assumption is acceptable. Once we know the calibration factor, $C$, which satisfies $\frac{n_{imp}}{n_e} = C \frac{I_{imp}}{n_{e,\text{line}}}$, the impurity fraction can be estimated from the brightness. Using $Z_{eff} = 1 + \sum f_i Z_i (Z_i - 1) = 1 + \sum C_i \frac{I_{imp}}{n_{e,\text{line}}^2} Z_i (Z_i - 1)$, the $Z_{eff}$ can be used to find the calibration factor. If we know the correct $Z_{eff}$ value and the major impurities in the plasma, the equation for the calibration factor can be solved. For $m$ impurities and $n$ shots, we will have a matrix problem, $XC=Z$ where $X$ is an $m \times n$ matrix with $X_{i,j} = \frac{I_{imp,i}}{n_{e,\text{line},i}} Z_{i,j} (Z_{i,j} - 1)$, $C$ is an $n \times 1$ matrix and $C_j$ is the calibration factor of the $j^{th}$ impurity. $Z$ is the $m \times 1$ matrix with $Z_i = Z_{eff,i} - 1$.

In this analysis, 8 shots and 6 impurities are considered in the matrix problem.
<table>
<thead>
<tr>
<th>shot</th>
<th>time (sec)</th>
<th>$Z_{\text{eff}}(\pm \text{error})$</th>
<th>explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1120131030</td>
<td>1.2-1.3</td>
<td>2.24(±0.56)</td>
<td>F burst</td>
</tr>
<tr>
<td>1120217021</td>
<td>0.6-1.4</td>
<td>1.04(±0.21)</td>
<td>Intrinsic only</td>
</tr>
<tr>
<td>1120224033</td>
<td>1.0-1.3</td>
<td>3.71(±1.02)</td>
<td>Moly burst</td>
</tr>
<tr>
<td>1120203019</td>
<td>1.1-1.4</td>
<td>1.84(±0.28)</td>
<td>Ar burst</td>
</tr>
<tr>
<td>1120203027</td>
<td>0.9-1.1</td>
<td>2.15(±0.33)</td>
<td>N burst</td>
</tr>
<tr>
<td>1120214002</td>
<td>0.7-1.0</td>
<td>1.04(±0.19)</td>
<td>Moly burst</td>
</tr>
<tr>
<td>1120626023</td>
<td>0.9-1.4</td>
<td>2.53(±0.47)</td>
<td>LOC discharge</td>
</tr>
<tr>
<td>1120626028</td>
<td>0.9-1.4</td>
<td>1.48(±0.25)</td>
<td>SOC discharge</td>
</tr>
</tbody>
</table>

Table F.3: The shots used in the calibration factor estimation. The $Z_{\text{eff}}$ value was calculated from neoclassical conductivity and the $n_e$ and $T_e$ profiles from quickfit were used. The error of $Z_{\text{eff}}$ was estimated using Eq F.8.

<table>
<thead>
<tr>
<th></th>
<th>B</th>
<th>N</th>
<th>O</th>
<th>F</th>
<th>Ar</th>
<th>Mo</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calibration factor</td>
<td>0.073</td>
<td>0.23</td>
<td>1.20</td>
<td>0.041</td>
<td>0.0043</td>
<td>0.00082</td>
</tr>
</tbody>
</table>

Table F.4: The calibration factor of each impurity (B, N, O, F, Ar, Mo).

<table>
<thead>
<tr>
<th>shot</th>
<th>time(sec)</th>
<th>$f_B$</th>
<th>$f_N$</th>
<th>$f_O$</th>
<th>$f_F$</th>
<th>$f_{Ar}$</th>
<th>$f_{Mo}$</th>
<th>dilution</th>
<th>$Z_{\text{eff,input}}$</th>
<th>$Z_{\text{eff, output}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1120131030</td>
<td>1.2-1.3</td>
<td>0.0025</td>
<td>0.0021</td>
<td>0.012</td>
<td>0.0023</td>
<td>0.0010</td>
<td>1.36e-5</td>
<td>0.16</td>
<td>2.24</td>
<td>2.24</td>
</tr>
<tr>
<td>1120217021</td>
<td>0.6-1.4</td>
<td>0.0005</td>
<td>0.0003</td>
<td>0.0009</td>
<td>2.73e-5</td>
<td>1.22e-6</td>
<td>2.44e-7</td>
<td>0.012</td>
<td>1.04</td>
<td>1.08</td>
</tr>
<tr>
<td>1120224033</td>
<td>1.0-1.3</td>
<td>0.0036</td>
<td>0.0061</td>
<td>0.021</td>
<td>0.0004</td>
<td>0.0003</td>
<td>0.0010</td>
<td>0.27</td>
<td>3.71</td>
<td>3.71</td>
</tr>
<tr>
<td>1120203019</td>
<td>1.1-1.4</td>
<td>0.0006</td>
<td>0.0009</td>
<td>0.0028</td>
<td>7.44e-5</td>
<td>0.0026</td>
<td>1.91e-6</td>
<td>0.074</td>
<td>1.84</td>
<td>1.85</td>
</tr>
<tr>
<td>1120203027</td>
<td>0.9-1.1</td>
<td>0.0003</td>
<td>0.023</td>
<td>0.0026</td>
<td>3.58e-5</td>
<td>0.0001</td>
<td>1.31e-6</td>
<td>0.18</td>
<td>2.15</td>
<td>2.15</td>
</tr>
<tr>
<td>1120214002</td>
<td>0.7-1.0</td>
<td>0.0007</td>
<td>6.25e-5</td>
<td>0.0003</td>
<td>1.19e-5</td>
<td>5.125e-6</td>
<td>3.84e-7</td>
<td>0.0063</td>
<td>1.04</td>
<td>1.03</td>
</tr>
<tr>
<td>1120626023</td>
<td>0.9-1.4</td>
<td>0.0014</td>
<td>0.0052</td>
<td>0.011</td>
<td>0.0003</td>
<td>0.0023</td>
<td>1.12e-5</td>
<td>0.18</td>
<td>2.53</td>
<td>2.54</td>
</tr>
<tr>
<td>1120626028</td>
<td>0.9-1.4</td>
<td>0.0006</td>
<td>0.0014</td>
<td>0.003</td>
<td>6.48e-5</td>
<td>0.0008</td>
<td>2.24e-6</td>
<td>0.047</td>
<td>1.48</td>
<td>1.42</td>
</tr>
</tbody>
</table>

Table F.5: The fraction of each impurity and dilution from the calibration factor in table F.4. The $Z_{\text{eff}}$ value from the calibration factors is also included, which is similar to the value calculated from neoclassical conductivity.
These 8 shots are 6 Ohmic discharges which have an impurity burst and 2 Ohmic plasmas of particular. Table F.3 shows details about the 8 shots used here. The 6 impurities considered here are B,N,O,F,Ar and Mo. The calibration factor was determined as the value which gives the least squares error, and the dilution fraction was estimated from the calibration factor. Table F.4 shows the calculated calibration factor for each impurity. Using these calibration factors, the dilution fraction and the fraction of each impurity were obtained as shown in Table F.5. These values are the average values during t:0.9-1.4s. One way to determine whether or not this estimation is correct is to compare the boron fraction \(\frac{n_B}{n_e}\) from the calibration factor and the brightness of line radiation with the boron fraction from CXRS measurements. From the CXRS measurements, the boron fraction was 0.0008 for shot 1120626023 (t:0.9-1.4s) and 0.0006 for shot 1120626028(t:0.9-1.4s). As shown by Table F.5, the boron fraction from the calibration factors(0.0014 for shot 1120626023 and 0.0006 for shot 1120626028) is similar to the value from the CXRS measurements. Although this result does not guarantee that the estimation in this section is correct, the consistent boron fraction supports the calculation that the calculated dilution fraction is reasonable.

The error of the dilution fraction can be estimated using a covariance matrix [135]. We can estimate the error propagated from the error in \(Z_{eff}\) through a covariance matrix. The error in \(Z_{eff}\) estimated in the previous section was used to construct the covariance matrix. We can also include the error of the line integrated electron density, which is defined as 5% of the measured value through error propagation. The error in the brightness measurements is not included at this point. The dilution fractions including error are 0.175\(\pm\)0.085 for shot 1120626023 and 0.047\(\pm\)0.027 for shot 1120626028 during t:0.9-1.4s. Under the assumption of a stationary time period, the error of dilution is the averaged value among the error at each time slice during 0.9-1.4s.
Appendix G

Non-adiabatic electron response in $T_e$ fluctuations

A first order electron velocity distribution function perturbed by turbulence has two parts, as shown in Eq. G.1.

$$f_e(\vec{v}) = \frac{e\phi}{T_e} f_{Me} + h(\vec{v})$$  \hspace{1cm} (G.1)

where $f_{Me}$ is a Maxwellian distribution function for electrons and $\phi$ is the turbulent electrostatic potential.

The first term on the right hand side in Eq. G.1 represents an adiabatic (or a Boltzmann) electron response, and the second term shows a non-adiabatic electron response. The electron energy and density fluctuations will be defined as Eq. G.2 and Eq. G.3, respectively.

$$\tilde{E} = \int \frac{1}{2} m_e \vec{v}^2 f_e(\vec{v}) d\vec{v}$$  \hspace{1cm} (G.2)

$$\tilde{n}_e = \int f_e(\vec{v}) d\vec{v}$$  \hspace{1cm} (G.3)

In the first order approximation, electron temperature fluctuations can be ex-
tracted from electron energy fluctuations as shown in Eq. G.4-G.6.

\[ E + \tilde{E} = \frac{3}{2}(n_e + \tilde{n}_e)(T_e + \tilde{T}_e) \]  

(G.4)

where \( E, n_e \) and \( T_e \) are quantities in the equilibrium state, and \( E = \frac{3}{2}n_e T_e \).

\[ \tilde{E} \sim \frac{3}{2}(\tilde{n}_e T_e + \tilde{T}_e n_e) = \frac{3}{2}n_e T_e \left( \frac{\tilde{n}_e}{n_e} + \frac{\tilde{T}_e}{T_e} \right) \]  

(G.5)

\[ \frac{\tilde{T}_e}{T_e} \sim \frac{2}{3} \frac{\tilde{E}}{n_e T_e} - \frac{\tilde{n}_e}{n_e} \]  

(G.6)

\( T_e \) fluctuations can then be calculated from the definitions of \( \tilde{E} \) and \( \tilde{n}_e \). The first and second terms in Eq. G.6 will be calculated as Eq. G.7 and Eq. G.8, respectively.

\[ \frac{2}{3} \frac{\tilde{E}}{n_e T_e} = \frac{2}{3n_e T_e} \int \frac{1}{2} m_e \tilde{v}^2 f_e(\tilde{v}) d\tilde{v} \]

\[ = \frac{2}{3n_e T_e} \int \frac{1}{2} m_e \tilde{v}^2 \left[ \frac{e\phi}{T_e} f_M e + h(\tilde{v}) \right] d\tilde{v} \]

\[ = \frac{e\phi}{T_e} + \frac{2}{3n_e T_e} \int \frac{1}{2} m_e \tilde{v}^2 h(\tilde{v}) d\tilde{v} \]  

(G.7)

\[ \frac{\tilde{n}_e}{n_e} = \frac{1}{n_e} \int f_e(\tilde{v}) d\tilde{v} \]

\[ = \frac{1}{n_e} \left[ \frac{e\phi}{T_e} f_M e + h(\tilde{v}) \right] d\tilde{v} \]

\[ = \frac{e\phi}{T_e} + \frac{1}{n_e} \int h(\tilde{v}) d\tilde{v} \]  

(G.8)

Using the results in Eq. G.7 and G.8, the \( T_e \) fluctuation level is represented as Eq. G.9

\[ \frac{\tilde{T}_e}{T_e} = \left\{ \frac{e\phi}{T_e} + \frac{2}{3n_e T_e} \int \frac{1}{2} m_e \tilde{v}^2 h(\tilde{v}) d\tilde{v} \right\} - \left\{ \frac{e\phi}{T_e} + \frac{1}{n_e} \int h(\tilde{v}) d\tilde{v} \right\} \]

\[ = \frac{2}{3n_e T_e} \int \frac{1}{2} m_e \tilde{v}^2 h(\tilde{v}) d\tilde{v} - \frac{1}{n_e} \int h(\tilde{v}) d\tilde{v} \]  

(G.9)

As shown in Eq. G.9, the non-adiabatic electron response is dominant in \( T_e \) fluctuations.
Appendix H

Error estimation of experimental heat flux via error propagation in C-Mod Ohmic discharges

This section presents error analysis for the experimental heat flux values via power balance analysis using TRANSP in the C-Mod Ohmic discharges used in section 4.2-4.4. As shown in Eq. 3.20, the heat flux values are determined from the conduction and convection power loss in the power balance equation. Thus, we should first estimate the uncertainty of the convection and conduction power losses. The convection power loss is determined by the measured density and temperature profiles and the radial velocity calculated in TRANSP. The conduction power loss is obtained from the power balance equation. To be specific, all terms in the power balance equation except for conduction power loss are obtained from experimental data or modeling, and then we calculate the conduction power loss in the power balance equation.

From Eq. 3.15 and 3.16, the electron conduction power loss, \( \nabla \cdot \vec{q}_{e,\text{cond}} \), is given by,

\[
\nabla \cdot \vec{q}_{e,\text{cond}} = P_{OH} + P_{ext,e} - P_{ion} - P_{rad} - q_{ie} - \frac{3}{2} \frac{\partial}{\partial t} (n_e T_e) - \nabla \cdot (\frac{3}{2} n_e T_e \vec{v}_e) - n_e T_e \cdot \nabla (\vec{v}_e)
\]

(H.1)
with Ohmic power, $P_{OH}$, external heating power absorbed by electrons, $P_{ext,e}$, power loss due to ionization of a neutral, $P_{ion}$, radiation power loss, $P_{rad}$, and power loss by transfer to ions through coulomb collisions, $q_{ie}$. \( \frac{3}{2} \frac{\partial}{\partial t} (n_e T_e) \) represents the change in electron energy, \( \nabla \cdot (\frac{3}{2} n_e T_e \vec{v}_e) \) indicates the convection power loss (\( \nabla \cdot \vec{q}_{e,\text{conv}} \)), and \(-n_e T_e \cdot \nabla(\vec{v}_e)\) denotes the compression power ($P_{e,\text{comp}}$).

In the same manner, ion conduction power loss, \( \nabla \cdot \vec{q}_{i,\text{cond}} \), can be obtained from Eq. 3.17.

\[
\nabla \cdot \vec{q}_{i,\text{cond}} = P_{ext,i} + q_{ie} - P_{CX} - \frac{3}{2} \frac{\partial}{\partial t} (n_i T_i) - \nabla \cdot \left( \frac{3}{2} n_i T_i \vec{v}_i \right) - n_i T_i \cdot \nabla(\vec{v}_i) \quad (H.2)
\]

with the power loss due to charge exchange with neutrals, $P_{CX}$.

Under the assumption that the terms on the right hand side in each equation are not correlated, the uncertainty of the conduction power loss, $\sigma_{\nabla \cdot \vec{q}_{e,\text{cond}}}$ and $\sigma_{\nabla \cdot \vec{q}_{i,\text{cond}}}$, will be,

\[
\sigma^2_{\nabla \cdot \vec{q}_{e,\text{cond}}} = \sigma^2_{P_{OH}} + \sigma^2_{P_{ext,e}} + \sigma^2_{P_{ion}} + \sigma^2_{P_{rad}} + \sigma^2_{q_{ie}} + \sigma^2_{\nabla \cdot \vec{q}_{e,\text{conv}}} + \sigma^2_{P_{e,\text{comp}}} \quad (H.3)
\]

\[
\sigma^2_{\nabla \cdot \vec{q}_{i,\text{cond}}} = \sigma^2_{P_{ext,i}} + \sigma^2_{P_{CX}} + \sigma^2_{q_{ie}} + \sigma^2_{\nabla \cdot \vec{q}_{i,\text{conv}}} + \sigma^2_{P_{i,\text{comp}}} \quad (H.4)
\]

There is no external heating in Ohmic discharges. That is, $P_{ext,e}=P_{ext,i}=0$ in this analysis. We can also simplify Eq. H.3 and H.4 by comparing the amplitude of terms in the power balance equations. Figure H-1 shows the radial profile of each term in the electron and ion power balance equations for the C-Mod Ohmic discharges (LOC and SOC discharges) used in section 4.2-4.4. It is shown that the ion conduction power loss is determined mainly by $q_{ie}$ in $r/a<0.9$ in both LOC and SOC discharges and that $P_{OH}$, $P_{rad}$, and $q_{ie}$ are dominant in the electron power balance equation in $r/a<0.9$ in both discharges. Although it was not shown in the power balance
Figure H-1: The power of each term $[\text{MW/m}^3]$ in the (a) ion and (b) electron power balance equations in the LOC discharge (shot: 1120626023, t: 0.9-1.4s), and the power of each term $[\text{MW/m}^3]$ in the (c) ion and (d) electron power balance equations in the SOC discharge (shot: 1120626028, t: 0.9-1.4s). Energy gain has a positive sign and loss is presented by a negative sign. In the ion power balance figures ((a) and (c)), black: the power transferred from electrons to ions by collisions, $q_{ie}$, purple: the rate of change of ion energy, blue: ion conduction power loss, orange: ion convective power loss, green: ion compressional power, red: power loss due to charge exchange. In the electron power balance figures ((b) and (d)), black: Ohmic heating power, purple: the rate of change of electron energy, blue: electron conduction power loss, red: electron convective power loss, light blue: power loss due to radiation, green: $q_{ie}$, yellow: electron compression power, red: power loss due to ionization.
equations, heat flux values will also vary depending on $Z_{\text{eff}}$ values. The uncertainty due to the error in $Z_{\text{eff}}$ should be also estimated. We will include the uncertainty due to the error in $Z_{\text{eff}}$, $\sigma_{\nabla \cdot \mathbf{q}_{\text{cond},Z_{\text{eff}}}}$, in the uncertainty of the conduction heat flux. The uncertainty of ion and electron conduction power loss in $r/a<0.9$ for the LOC and SOC discharges is then approximately given by,

$$
\sigma_{\nabla \cdot \mathbf{q}_{\text{cond}}} \sim \sigma_{\mathbf{P}_{\text{OH}}} + \sigma_{\mathbf{P}_{\text{rad}}} + \sigma_{\mathbf{q}_{\text{ie}}} + \sigma_{\nabla \cdot \mathbf{q}_{\text{cond},Z_{\text{eff}}}}
$$

(H.5)

$$
\sigma_{\nabla \cdot \mathbf{q}_{\text{cond}}} \sim \sigma_{\mathbf{q}_{\text{ie}}} + \sigma_{\nabla \cdot \mathbf{q}_{\text{cond},Z_{\text{eff}}}}
$$

(H.6)

It is noteworthy that the heat flux is calculated from not only the conduction power loss but also convection power loss, as shown in Eq. 3.20. That is, the divergence of the heat flux equals the power loss due to both conduction and convection, $\nabla \cdot \mathbf{q} = \nabla \cdot \mathbf{q}_{\text{cond}} + \nabla \cdot \mathbf{q}_{\text{conv}}$. Thus, we must evaluate the uncertainty of the convection power loss. However, convection power loss is near zero in both electron and ion power balance equations in both LOC and SOC discharges, as shown in Fig. H-1. We can therefore ignore the uncertainty of the convection power loss, i.e., $\sigma_{\nabla \cdot \mathbf{q}} \sim 0$.

We must then evaluate the uncertainty of $\mathbf{P}_{\text{OH}}$, $\mathbf{P}_{\text{rad}}$, and $\mathbf{q}_{\text{ie}}$ and the uncertainty due to the error in the $Z_{\text{eff}}$ estimation to calculate the uncertainties of the electron and ion conduction power losses. First, $\mathbf{P}_{\text{OH}}$ is defined as $\mathbf{P}_{\text{OH}}(r) = j^2(r)/\sigma(r)$, where $j(r)$ is the current density profile and $\sigma(r)$ is the conductivity. The neoclassical conductivity was used in this study. Since neoclassical conductivity is too complicated to estimate the error analytically, the uncertainty of $\mathbf{P}_{\text{OH}}$ was estimated from the standard deviation of $\mathbf{P}_{\text{OH}}$ in the stationary time period. Second, $\mathbf{P}_{\text{rad}}$ was measured by bolometry [14]. According to the diagnostician responsible for this measurement, the uncertainty of $\mathbf{P}_{\text{rad}}$ was set to 10%. Third, the uncertainty of $\mathbf{q}_{\text{ie}}$ was estimated through error propagation. From the definition of $\mathbf{q}_{\text{ie}}$ in section 3.3 ($\mathbf{q}_{\text{ie}} = \frac{3m_{\text{e}} n_{\text{e}}}{m_{\text{e}} \tau_{\text{e}}} [Z](T_{\text{e}} - T_{\text{i}})$), $\mathbf{q}_{\text{ie}} \propto n_{\text{e}}^2 T_{\text{e}}^{-3/2} (T_{\text{e}} - T_{\text{i}})$ since the electron collision time, $\tau_{\text{e}} \propto n_{\text{e}}^{-1} T_{\text{e}}^{3/2}$. Then, assuming these three terms are not correlated, the uncertainty of $\mathbf{q}_{\text{ie}}, \sigma_{\mathbf{q}_{\text{ie}}}$, will be,
$$\left(\frac{\sigma_{q_{ie}}}{q_{ie}}\right)^2 = \left(\frac{\sigma_{n_e}}{n_e}\right)^2 + \left(\frac{3}{2} \frac{\sigma_{T_e}}{T_e}\right)^2 + \left(\frac{\sigma_{T_e-T_i}}{T_e-T_i}\right)^2$$

(H.7)

with $\sigma_{T_e-T_i}^2 = \sigma_{T_e}^2 + \sigma_{T_i}^2$.

We then calculate $\sigma_{q_{ie}}$ from the uncertainties of $n_e$, $T_e$, and $T_i$ estimated in Appendix F.

It is difficult to estimate the effect of $Z_{eff}$ on the conduction power loss analytically. In this study, we ran two TRANSP runs for each LOC and SOC discharge with $Z_{eff} \pm \sigma_{Z_{eff}}$. The estimated uncertainty of $Z_{eff}$ in Appendix F is used as $\sigma_{Z_{eff}}$. We then have a range of electron/ion conduction power losses by varying $Z_{eff}$ within its uncertainty. Then, using the conversion formula from range to standard deviation, $\sigma_{V_{e,cond}Z_{eff}}$ and $\sigma_{V_{i,cond}Z_{eff}}$ were estimated.

So far, we have estimated the uncertainty of the conduction power loss, approximately the uncertainty of the power loss due to conduction and convection ($\nabla \cdot \vec{q}$), by using the estimated uncertainties on the right hand side in Eq. H.5 and H.6. As shown in Eq. 3.20, the heat flux value at a certain radial point, $r_o$, is obtained by integrating $\nabla \cdot \vec{q}$ from $r=0$ to $r_o$. Since each radial position is deeply correlated, we cannot estimate the uncertainty of the heat flux by randomly varying $\nabla \cdot \vec{q}$ weighted by its uncertainty. Instead, the uncertainty of the electron and ion heat fluxes were estimated from the range of each heat flux value within the uncertainty of $\nabla \cdot \vec{q}$. In other words, the range of each heat flux was obtained by varying $\nabla \cdot \vec{q}$ by its uncertainty ($\nabla \cdot \vec{q} \pm \sigma_{\nabla \cdot \vec{q}}$). This range was then converted to the standard deviation using the conversion formula in [108]. In addition, the uncertainty of heat diffusivity was obtained via error propagation. The heat diffusivity, $\chi$, is defined as $\chi = \frac{\sigma_{cond}}{n \frac{\partial}{\partial r}}$. Assuming that the three terms on the right hand side in the definition of $\chi$ are not correlated, the uncertainty of the heat diffusivity, $\sigma_{\chi}$ will be,

$$\sigma_{\chi}^2 = \sigma_{\sigma_{cond}}^2 + \sigma^2_{n} + \sigma_{\sigma T/\partial r}^2$$

(H.8)

The estimated uncertainties of electron and ion heat fluxes and diffusivities were used in Chapter 4, as shown in Fig. 4-8.
In this study, we assume that there is no correlation among the quantities used in the error propagation, which will not always be true. In the future, we should consider the correlation among the quantities when we apply the error propagation technique.
Appendix I

Details of gyrokinetic analysis performed for C-Mod Ohmic plasmas at $r/a \sim 0.85$

I.1 Development of GYRO simulation base case for C-Mod Ohmic plasmas at $r/a \sim 0.85$

I.1.1 Convergence study in velocity space at $r/a=0.6$

We first performed a convergence study of the local gyrokinetic simulations for an Ohmic discharge (shot 1120626028 at $r/a=0.6$, TRANSP ID: 88249). The parameters varied in this test are as follows: the number of trapped/passing pitch angles (TRAP_GRID, PASS_GRID), the number of grid points in the poloidal direction along a particle orbit (ORBIT_GRID), the number of finite elements used to discretize Maxwell’s equations (BLEND_GRID), and the number of energy grid points (ENERGY_GRID). More information about these input parameters can be found in [28, 2]. The base case for this test was set from the recommendation in [2] and previous GYRO settings in C-Mod (TRAP_GRID=PASS_GRID=4, ORBIT_GRID=BLEND_GRID=6, ENERGY_GRID=8). We then varied these pa-
Table I.1: The numerical setup for velocity space in GYRO runs used in the convergence test for the Ohmic discharge used in this thesis at r/a=0.6.

<table>
<thead>
<tr>
<th></th>
<th>PASS/TRAP_GRID</th>
<th>ORBIT/BLEND_GRID</th>
<th>ENERGY_GRID</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base case</td>
<td>4</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>Test run 1</td>
<td>4</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td>Test run 2</td>
<td>6</td>
<td>9</td>
<td>8</td>
</tr>
<tr>
<td>Test run 3</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 1.2: The time averaged heat flux values of the runs used in the convergence test for the Ohmic discharge used in section 4.2-4.4 (averaging time: 400-820 [a/c_s]).

Table I.2 shows the electron and ion heat fluxes of these runs. For all these runs, heat flux values are obtained by time averaging in the stationary time period more than 400 [a/c_s]. The uncertainty of the heat fluxes is estimated from the standard variation of the time averaging. As shown in Table I.2, both ion and electron heat flux values vary less than 10% although input parameters relevant to the numerical setup in the velocity space varies by about 50%. In other words, the simulated heat fluxes converge with the resolutions in velocity space. This indicates that the numerical setup in the base case is enough for these GYRO runs, and that we can keep the resolution of the base run for other runs using the discharges that have similar conditions. We used the numerical setup from the base run in the GYRO runs for Ohmic discharges at r/a=0.6 and ~0.85 in this thesis.
I.1.2 Numerically well resolved simulation for C-Mod Ohmic plasmas at $r/a \sim 0.85$

First trial using the numerical setup used for the run at $r/a = 0.6$

Figure I-1 shows the results of the first gyrokinetic simulation trial for the plasma in SOC regime (shot 1120626028) at $r/a \sim 0.85$. In the first trial, we used the simulation setup used for the runs at $r/a = 0.6$, where radial domain size, $L_x$ is $\sim 81.0 \rho_s$, poloidal domain size, $L_y$ is $\sim 68.0 \rho_s$ and the highest $k_y \rho_s$ is $\sim 1.0$. Figure I-1(b) shows ion heat flux spectrum on $k_y \rho_s (Q_i(k_y))$ spectrum. This spectrum is the time averaged spectrum while the turbulence is saturated in the simulation. As shown in Fig. I-1(b), the peak of the $Q_i(k_y)$ spectrum is at the lowest $k_y \rho_s$. As explained in section 3.4, the peak at the lowest $k_y \rho_s$ in the $Q_i(k_y)$ spectrum indicates that this simulation is not well resolved numerically. If the peak in the $Q_i(k_y)$ spectrum is at the lowest $k_y \rho_s$, the poloidal resolution (resolution of $k_y \rho_s$) of this simulation will be considered insufficiently to resolve all important turbulence in the simulation. When we have a peak in the low $k_y \rho_s$ region, it will therefore be required to separate this peak from the lowest $k_y \rho_s$ mode by increasing the poloidal resolution. Thus, finer poloidal resolution is required for the case shown in Fig. I-1(b), and finer poloidal resolution required larger poloidal box size. In addition, a square shaped domain is desirable to avoid numerical instabilities. Thus, the radial box size should be increased together with the poloidal box size.

Figure I-1(d) shows the $Q_e(k_y)$ spectrum, which is also a time averaged spectrum while turbulence is saturated in the simulation. The same criteria used for the $Q_i(k_y)$ spectrum can be applied. Although the peak in the $Q_e(k_y)$ spectrum is not at the lowest $k_y \rho_s$, electron heat flux from the highest $k_y \rho_s$ mode is not negligible compared to the peak value. As mentioned above, this indicates that the simulation may not capture all important turbulence modes. In this case, we must increase the maximum $k_y \rho_s$ value included in the simulation. The value at highest $k_y \rho_s$ is about half of the peak value in Figure I-1 (d). It should be at most 10-20% of the peak value. Thus, the simulation needs to include higher $k_y \rho_s$ modes higher than 1.0.
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Figure I-1: Results from the first trial for the SOC plasma (1120626028). Radial domain size, $L_x$ is $\sim 81.0\rho_s$, poloidal domain size, $L_y$ is $\sim 68.0\rho_s$ and the highest $k_y\rho_s$ is $\sim 1.0$. (a) Ion heat flux, $Q_i$, depending on simulation time, $Q_i(t)$ (b) Time-averaged $Q_i$ spectrum on $k_y\rho_s$, $Q_i(k_y)$ spectrum (averaging time : 500-789 \text{[a/c_s]}) (c) Electron heat flux, $Q_e(t)$ plot (d) Time-averaged $Q_e(k_y)$ spectrum (averaging time : 500-789 [a/c_s]).
Numerically well resolved simulations with large domain size

First, the poloidal domain size was increased to resolve the peak at the lowest $k_y \rho_s$ in the $Q_i(k_y)$ spectrum for the SOC discharge (shot 1120626028). The highest $k_y \rho_s$ was fixed near 1.5-1.7. With this $k_y \rho_s$ range, the value at the highest $k_y \rho_s$ in the $Q_i$ spectrum is 10-20% of the peak value. Figure I-2 shows the change in the $Q_i(k_y)$ spectrum with the change in domain size. You can see that the simulation is resolved numerically when the poloidal box size is $274 \rho_s$. A similar box size scan was performed for an LOC plasma (shot 1120626023), and Fig. I-3 shows the results. For the LOC plasma, a well-resolved simulation is obtained when the poloidal box size is $\sim 180 \rho_s$. It is noteworthy that we still have the structure in the low $k_y$ region ($k_y \rho_s < 0.1$) in the well-resolved simulation for both LOC and SOC runs. Due to this low $k_y$ mode, a large box size is required for both LOC and SOC plasmas.

Although a large domain size ($\sim 180-270 \rho_s$) resolves all poloidal modes, this large
domain will violate the gyrokinetic ordering. As explained in section 1.2.3, in gyrokinetics, the velocity distribution function, which is the solution of the Fokker-Planck equation, is separated into two parts, the ensemble-averaged part and the turbulent part. It is assumed that the variation of the turbulent part (or the wavelength of the unstable mode) is close to the gyroradius and the variation of the ensemble-averaged part is close to the machine size (≈a). The variation of the turbulent part is therefore much smaller than the equilibrium part’s variation. With the separation of the ensemble-averaged part and the turbulent part, gyrokinetic simulation solves the drift kinetic and gyrokinetic equations for the first order ensemble-averaged part and the turbulent part, respectively. As the box size increases, the longer wavelength modes are included and it will threaten this fundamental assumption in gyrokinetics. In the LOC and SOC runs performed here, the sound gyroradius of the main ion (deuterium), \( \rho_s \) is \(~0.03\text{cm}\). When the poloidal domain size is \(~180\ \rho_s\), the longest poloidal wavelength of the mode in this simulation is about 6cm. Considering that the minor radius of C-Mod is about 20cm, this simulation will violate gyrokinetic ordering and its result will not be meaningful. For physically meaningful simulations, the longest poloidal wavelength which can be resolved in the simulation will be at most 20\% of the equilibrium length scale, and if we set the minor radius of the plasma to the equilibrium length scale, the largest domain size should be shorter than 150\( \rho_s \) at \( r/a \sim 0.85 \) in the LOC and SOC runs. In addition, one complete run with the
large domain size takes about 200-300k CPU hours and physically 3-5 days including queue waiting time, which is intractable for a sensitivity scan considering both physical hours and the assigned CPU hours. Considering both physics and computing time, the domain size of these simulations should therefore be reduced and it should be at most $\sim 130\rho_s \times \sim 130\rho_s$. However, as shown above, in both LOC and SOC runs, we cannot have numerically resolved simulations with $L_y \sim 130-140\rho_s$. The low $k_y$ peak should be investigated to solve this issue.

**Convergence study for the $k_y\rho_s$ range**

Before we investigate the peak in the low $k_y$ region ($k_y\rho_s < 0.1$), we must justify the maximum value of $k_y\rho_s$ included in the simulation (max. $k_y\rho_s \sim 1.5 - 1.7$). In order to justify the range of $k_y\rho_s$, we performed the run for the LOC discharge with the same domain size used for Fig. I-3, but with a larger maximum $k_y\rho_s$ value, from 1.6 to 2.4. Table I.3 and Fig. I-4 show the comparison of the simulated heat flux and the synthetic $T_e$ fluctuations. In this test, a Gaussian shape point spread function (PSF) was used for the synthetic $T_e$ fluctuations with $1/e^2$ diameter in the radial direction, $l_R=1.0\text{cm}$, and $1/e^2$ diameter in the poloidal direction, $l_{\theta}=0.64\text{cm}$. High pass filtering was also applied to the synthetic $T_e$ fluctuations. As shown in Table I.3, both heat fluxes and synthetic $T_e$ fluctuations are varied within their uncertainties in spite of the increases in $k_y\rho_s$ by about 50%. Figure I-4 also shows that the spectral shapes of $Q(k_y)$ and synthetic $T_e$ fluctuations are not different. Thus, the simulation results converge with the maximum $k_y\rho_s$ value, which indicates that the $k_y\rho_s$ range set in the last section ($k_y\rho_s < 1.6 - 1.7$) is enough for the gyrokinetic simulations for the LOC discharge at $R/a=\sim 0.85$. We will assume that the $k_y\rho_s$ range for the dominant turbulence mode does not vary significantly, so that the same range can be applied to the SOC discharge.

**Investigation of low $k_y$ peak in the well resolved runs**

At this point, one important question will be whether this low $k_y$ mode is physically real or artificial due to any numerical issues or one or some of the uncertain input
Figure 1-4: (a) Time-averaged $Q_i(k_y)$ spectrum with changes in the maximum (b) Time-averaged $Q_e(k_y)$ spectrum (c) Synthetic $T_e$ fluctuation measurements for the GYRO runs used in Table I.3.
<table>
<thead>
<tr>
<th></th>
<th>Ion heat flux [MW/m²]</th>
<th>Electron heat flux [MW/m²]</th>
<th>Synthetic $T_e$ fluctuation level [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Run with max. $k_y \rho_s \sim 1.6$</td>
<td>0.019 ± 0.0017</td>
<td>0.027 ± 0.0021</td>
<td>0.77 ± 0.054</td>
</tr>
<tr>
<td>Run with max. $k_y \rho_s \sim 2.4$</td>
<td>0.021 ± 0.0020</td>
<td>0.028 ± 0.0020</td>
<td>0.84 ± 0.059</td>
</tr>
</tbody>
</table>

Table I.3: The time averaged heat flux values and synthetic $T_e$ fluctuations of the runs with $L_x \sim 171 \rho_s$, $L_y \sim 184 \rho_s$. These two runs have different $k_y \rho_s$ ranges, with maximum $k_y \rho_s$ value, 1.6 and 2.4, respectively. For synthetic $T_e$ fluctuations, a Gaussian shape point spread function was used in both radial and poloidal directions with $1/e^2$ diameter in the radial direction, $l_R=1.0 \text{cm}$, and in the poloidal direction, $l_Z=0.64 \text{cm}$. Averaging time range: 600-1250 $[a/c_s]$ for the run with max. $k_y \rho_s \sim 1.6$, 800-1280 $[a/c_s]$ for the run with max. $k_y \rho_s \sim 2.4$.

parameters such as $E \times B$ shearing rate. Shearing rates in these runs are $0.017 \pm 0.015[c_s/a]$ and $0.0015 \pm 0.022[c_s/a]$ for the LOC and SOC runs, respectively. These values are much lower than the nominal value of the $E \times B$ shearing rate ($\sim 0.05 [c_s/a]$). It is noteworthy that the error of the $E \times B$ shearing rate is about 100% for the LOC run and more than 100% for the SOC run due to the quality of the rotation data at $r/a \sim 0.85$. If the $E \times B$ shearing rate used in this simulation is lower than the real experimental value, which we do not know exactly, it is possible that the low $E \times B$ shearing rate cannot suppress the low $k_y$ mode, which has a long poloidal wavelength, while this mode is suppressed in the real experiment.

In order to study this possibility, an $E \times B$ shearing rate scan within its error is performed for the well-resolved LOC and SOC simulations. Figure I-5 and Figure I-6 show the results of LOC and SOC runs, respectively. In the LOC runs, the results show that the low $k_y$ peak is sensitive to the $E \times B$ shearing rate, and with the highest $E \times B$ shearing rate within the error, this peak is almost suppressed. It is also noteworthy that while the low $k_y$ peak changes more than an order of magnitude with the change in $E \times B$ shearing rate within the uncertainty, the flux in the $k_y \rho_s > 0.1$ region varies within 20-30%. Especially when the $E \times B$ shearing rate is increased, the change in flux in the $k_y \rho_s > 0.1$ region is about 10%. A larger decrease in the $k_y \rho_s < 0.1$ region compared to $k_y \rho_s > 0.1$ is also observed in SOC runs. Thus, it is possible that an $E \times B$ shearing rate lower than the experimental value results in the low $k_y$ peak, which can be suppressed in real experiments.
Figure 1-5: Time-averaged $Q_i(k_y)$ spectrum with the change in $E \times B$ shearing rate, $\gamma_{E \times B}$, within the uncertainty in the LOC plasma (shot 1120626023) with $L_x : 171.0 \rho_s$, $L_y : 184.0 \rho_s$, $k_y \rho_s < 1.6$ (a) $\gamma_{E \times B} = 0.002[c_s/a]$ (b) $\gamma_{E \times B} = 0.017[c_s/a]$ (c) $\gamma_{E \times B} = 0.032[c_s/a]$
Figure I-6: Time-averaged $Q_z(k_y)$ spectrum with the change in $E \times B$ shearing rate, $\gamma_{E \times B}$, within the uncertainty in the SOC plasma (shot 1120626028) with $L_x : 200.0 \rho_s$, $L_y : 274.0 \rho_s$, $k_y \rho_s < 1.6$ (a) $\gamma_{E \times B} = 0.0015 \text{[c}_s/a\text{]}$ (b) $\gamma_{E \times B} = 0.023 \text{[c}_s/a\text{]}$
Figure I-7: Time-averaged $Q_I(k_y)$ spectrum with the order of radial base function for an SOC plasma (shot 1120626028). The heat flux is normalized by the gyro-Bohm flux, $Q_{gb} \sim 1.32 \times 10^{-3} \text{MW/m}^2$. (a) $L_x : 123.4 \rho_s$, $L_y : 137.1 \rho_s$, $k_y \rho_s < 1.1$ averaging time: 450-1000 $[a/c_s]$ with periodic boundary conditions and 5th order radial basis function (b) $L_x : 123.4 \rho_s$, $L_y : 137.1 \rho_s$, $k_y \rho_s < 1.7$ averaging time: 500-990 $[a/c_s]$ with periodic boundary conditions and 5th order radial basis function (c) $L_x : 137.0 \rho_s$, $L_y : 137.0 \rho_s$, $k_y \rho_s < 1.7$ averaging time: 400-790 $[a/c_s]$ with non-periodic boundary conditions and 3rd order radial basis function.
Figure I-8: Time-averaged $Q_i(k_y)$ spectrum with the order of radial base function for LOC plasma (shot 1120626023). The heat flux is normalized by gyro-Bohm flux, $Q_{gb} \sim 1.30 \times 10^{-3} MW/m^2$. (a) $L_x : 104.6 \rho_s$, $L_y : 128.5 \rho_s$, $k_y \rho_s < 1.1$ averaging time : 330-700 $[a/c_s]$ with periodic boundary condition and 5th order radial basis function (b) $L_x : 130.0 \rho_s$, $L_y : 107.0 \rho_s$, $k_y \rho_s < 1.7$ averaging time : 450-890 $[a/c_s]$ with periodic boundary condition and 3rd order radial basis function.

At $r/a \sim 0.85$, the plasma becomes more collisional than in the core. In GYRO simulation, there may be an issue in the accuracy of the collision calculations in highly collisional regime [2]. This possibility should therefore be investigated. The accuracy of the collision frequency can be improved by increasing the order of the radial basis function used to evaluate the collision operator in GYRO. In normal GYRO simulations, 3rd order is used. Figure I-7(a) and (b) show the results of simulation with a 5th order radial basis function for the SOC plasma, which is more collisional than the LOC plasma. In the simulations with a 5th order radial basis function, periodic boundary conditions were used, i.e., $E \times B$ shearing effects are not included. Figure I-7 (c) shows the run with similar box size to Fig. I-7 (a) and (b) but with non-periodic boundary conditions and a 3rd order radial basis function. As shown in the figures, the low $k_y$ peak is mitigated in runs with a 5th order radial basis function although Fig. I-7 (b) still has a peak at the lowest $k_y$. This mitigation implies that this mode might be artificial and is related to a numerical issue. However, we did not see the mitigation of the low $k_y$ mode in the LOC plasma as shown in Fig. I-8. Thus, the collision issue might contribute to this mode partially and the origin of this mode is still inconclusive.

The poloidal wavelength of the low $k_y$ peak in the well-resolved LOC and SOC
Figure I-9: $T_e$ fluctuation auto power spectrum from the well resolved simulations. The black line shows the power spectrum without consideration of the resolution of CECE and the red line shows the synthetic auto power spectrum. (a) LOC $(L_z : 171.0\rho_s, L_y : 184.0\rho_s, k_y\rho_s < 1.6)$ (b) SOC $(L_z : 200.0\rho_s, L_y : 274.0\rho_s, k_y\rho_s < 1.6)$.

runs is about 3-4cm. Figure I-9 shows the $T_e(k_y)$ power spectrum at the CECE measurement position for the numerically well-resolved LOC and SOC run. The black line indicates the GYRO $T_e$ power spectrum without consideration of the finite resolution of CECE measurements and the red line indicates $T_e$ power spectrum with the consideration of the finite resolution of the measurements. As shown in the figure, most modes in the high $k_y$ region are suppressed due to the poloidal resolution of the CECE diagnostic, estimated as $k_y\rho_s < 0.3$ from Gaussian beam calculations. We can also see that the low $k_y$ peak has the largest $T_e$ fluctuation value among the modes which have non-zero poloidal wavelength ($k_y > 0$) and the portion of the low $k_y$ peak becomes larger when poloidal resolution of the CECE diagnostic is considered. In the experiments, the important parameter in $T_e$ fluctuation measurements in C-Mod was the poloidal resolution [167, 176, 153]. If this mode existed with an amplitude similar to the simulation result in the real experiments, the poloidal resolution in the measurements would be less important than the real measurements. In that case, $T_e$ fluctuations could have been measured in the past attempts in 2004.
Resolved runs with the suppression of the low $k_y$ mode in a reasonable small box size

Considering the simulation results so far, it is likely that the low $k_y$ peak is not physically real mode, but is instead artificial. Although simulation results show that a low $E \times B$ shearing rate and inaccurate collision calculations can enhance the low $k_y$ peak, the origin of this mode is still inconclusive. However, it is not possible to obtain physically meaningful simulations with this low $k_y$ peak. If it is possible, this mode should be suppressed within the uncertainty of input parameters to use these simulations for validation and the study of relevant physics. Sensitivity analysis for the low $k_y$ peak in the LOC plasma was performed within the uncertainty of input parameters. As shown in Table I.4, the low $k_y$ peak is suppressed by an increase in the $E \times B$ shearing rate and a decrease in $a/L_n$. As mentioned before, the $E \times B$ shearing rate in both LOC and SOC runs has a large uncertainty and a lower value than the nominal value. Thus, the $E \times B$ shearing rate should be adjusted first to suppress the low $k_y$ mode. From Fig. I-10, the LOC plasma could have a well-resolved simulation with the highest $E \times B$ shearing rate within the uncertainty in a domain size ($L_x : 130.8 \rho_s, L_y : 107.1 \rho_s$) smaller than the resolved run with the experimental $E \times B$ shearing rate. For the SOC plasma, the $E \times B$ shearing rate is not sufficient for the
resolved simulation in smaller domain size ($L_x : 114.3 \rho_s$, $L_y : 130.9 \rho_s$) and $a/L_n$ should also be adjusted within the uncertainty to suppress the low $k_y$ peak. Figure I-11 shows the resolved SOC run in the smaller domain size. The study through GYRO runs for the C-Mod LOC and SOC discharges at $r/a \sim 0.85$ will start from these two runs since both runs are numerically resolved in a reasonable box size by suppressing the low $k_y$ peak within the uncertainty of input parameters.

I.2 Error analysis of the synthetic $T_e$ fluctuation level

In order to estimate the uncertainty of the synthetic $T_e$ fluctuation level, three error sources were considered. They are the uncertainty of the distance between two channels, the uncertainty of the radial broadening width, and the random error of the cross power spectrum. Here, we estimated the uncertainty of the synthetic $T_e$ fluctuation level for the specific case of the local gyrokinetic analysis for the C-Mod Ohmic
Figure I-11: Results of the SOC plasma with a high shearing rate and a high $a/L_n$ within their uncertainties ($\gamma_{E\times B} = 0.023 [c_s/a]$, $a/L_n=1.87$) and a smaller domain size compared to the resolved simulation. (radial domain size, $L_r$ is $\sim 130.9 \rho_s$, poloidal domain size, $L_y$ is $\sim 114.3 \rho_s$ and the highest $k_y \rho_s$ is $\sim 1.7$) (a) $Q_i(t)$ (b) $Q_i(k_y)$ spectrum (averaging time : 650-1070 [a/c_s]) (c) $Q_e(t)$ (d) $Q_e(k_y)$ spectrum (averaging time : 650-1070 [a/c_s]).
Table I.5: The comparison of the plasma current measured by the rogowski coil with the plasma current estimated by equilibrium solver, EFIT for the LOC and SOC discharges (shot 1120626023 (LOC), shot 1120626028 (SOC)). Both values are time averaged during the stationary time period (t:0.9-1.4s).

<table>
<thead>
<tr>
<th></th>
<th>Measured $I_p$ [kA]</th>
<th>Estimated $I_p$ [kA]</th>
<th>Fractional error</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOC (shot 1120626023)</td>
<td>897.8</td>
<td>914.5</td>
<td>$\sim$0.02</td>
</tr>
<tr>
<td>SOC (shot 1120626028)</td>
<td>897.5</td>
<td>915.6</td>
<td>$\sim$0.02</td>
</tr>
</tbody>
</table>

discharges near the edge, which was treated in Chapter 4. For the discharges used in the local GYRO simulation in Chapter 4 (shot 1120626023 (LOC), shot 1120626028 (SOC)), we used two CECE channels whose center frequencies were 241.5GHz and 242GHz, with a 200MHz bandwidth, for the $T_e$ fluctuation measurements. Although error analysis is explained for a certain type of discharge in this section, similar analysis can be done for other cases as well.

First, the uncertainty of the distance between the two channels is estimated from the uncertainty of the radial position of each channel. We can estimate the uncertainty of radial position by considering the uncertainty of the poloidal magnetic field ($B_p$). As explained in Chapter 2, the toroidal magnetic field is well defined in a Tokamak. The poloidal magnetic field is estimated via the equilibrium solver, EFIT [96] in this study. One way to check the uncertainty of the poloidal magnetic field estimated from EFIT is by comparing the plasma current measured by the rogowski coil with the plasma current by EFIT. Table I.5 shows the difference between the two plasma current values for the LOC and SOC discharges used in the local gyrokinetic analysis in this thesis. It is shown that there is a 2% difference in the estimated plasma current value compared to the measured plasma current value in both discharges. Although we cannot say which region has a larger error compared to other regions in the plasma, we can roughly say that the estimated poloidal magnetic field has about 2% uncertainty.

We then calculate the range of the radial position of each channel (CH1 and CH2) used in the CECE measurements by varying poloidal magnetic field within 2%, that is $0.98 \times B_{p,EFIT} - 1.02 \times B_{p,EFIT}$. The ranges of the radial position of two channels are shown in Table I.6. Assuming that three radial positions, $B_p = B_{p,EFIT}, 0.98 \times$
Table 1.6: The range of the radial position of two CECE channels (CH1: a CECE channel with center frequency 242GHz with 200MHz bandwidth, CH2: a CECE channel with center frequency 241.5GHz with 200MHz bandwidth) when the poloidal magnetic field is varied 2% from the estimated value from EFIT. The radial position is estimated from the center frequency, and this value is not mapped on mid-plane. That is, this value indicates the radial position of each channel, which are above midplane (~7cm).

\[B_{p,EFIT}, 1.02 \times B_{p,EFIT}\] are random points, the conversion formula from range to standard deviation [108] can be used. The estimated uncertainty of the radial position is about 0.07cm for both CECE channels. The radial distance between the two channels, \(dx\), is defined as, \(dx = |R_{CH1} - R_{CH2}|\). Assuming the radial position of the two channels are not correlated, the uncertainty of \(dx\) can be estimated through error propagation as shown in Eq. 1.1,

\[
\sigma^2_{dx} = \sigma^2_{R,CH1} + \sigma^2_{R,CH2} \tag{I.1}
\]

The estimated \(\sigma_{dx}\) is about 0.1cm. The estimated \(dx\) value from the center frequency of two channels is about 0.2cm. Thus, \(dx = 0.2 \pm 0.1\) cm in this case.

Second, there will be an uncertainty in the estimation of the radial broadening width. Since the radial broadening width is calculated numerically, as shown in section 2.3.3, it is difficult to find its uncertainty analytically. Nevertheless, a rough estimate is still possible from the uncertainty of the estimated radiation emissivity, \(I(\nu, s)\) with frequency, \(\nu\), and location, \(s\). For the second harmonic measurements, the absorption coefficient, \(\alpha(\nu) \sim n_e T_e \phi(\nu)\), with shape function, \(\phi(\nu)\). The optical depth, \(\tau \sim n_e T_e\) with the tenuous plasma approximation. The definition of these quantities can be found in section 2.3.3. When the plasma is optically thick and the angle of the radiation from the magnetic field is \(\pi/2\), we can find the emissivity of the radiation, \(I(\nu, s)\), as given by,
\[ I(\nu, s) = C_I n_e T_e^{-3/2} \exp\left(-\frac{C_T}{T_e} - C_T n_e T_e\right) \]  

where \( C_I \) and \( C_T \) are constants, and functions of electron mass, charge, and vacuum permittivity. \( C_T \) is defined as, \( C_T = \frac{m_e c^2}{2} \left(1 - \left(\frac{1}{2\pi}\right)^2\right) \).

We can estimate the uncertainty of \( I(\nu, s) \), \( \sigma_I \), by considering the uncertainty of \( n_e \) and \( T_e \) (\( \sigma_{n_e} \) and \( \sigma_{T_e} \)) through error propagation in the following:

\[ \sigma_I^2 = \left(\frac{I}{\partial n_e} \sigma_{n_e}\right)^2 + \left(\frac{I}{\partial T_e} \sigma_T\right)^2 \]  

where \( \frac{\partial I}{\partial n_e} = \frac{I}{n_e} - C_T T_e I \), and \( \frac{\partial I}{\partial T_e} = -\frac{3}{2} \frac{I}{T_e} - C_T n_e I + \frac{C_T}{T_e^2} \).

It is noteworthy that CECE measures the EC radiation in a certain frequency range, not at one specific frequency. We summed 11 emissivity curves within the measured frequency range to consider the bandwidth of the measurements in section 2.2.3. The uncertainty of the measured emissivity curve can be also estimated by propagating the uncertainty of the 11 emissivity curves. In other words, the uncertainty of the emissivity curve at each radial location can be estimated by propagating the uncertainties of the 11 emissivity curves at the same location. In this estimation, it was assumed that the uncertainties of each emissivity curve are perfectly correlated since the 11 emissivity curves are significantly overlapped, as shown in Fig. 2-13. We now have the estimated intensity profile of the measured EC radiation, and its uncertainty. We then randomly generate the intensity profile 100 times by varying each point in the emissivity curve weighted by its uncertainty, and estimated the radial broadening width of each randomly generated intensity profile. The uncertainty of the radial broadening width is determined from the standard deviation of the radial broadening width of the randomly generated intensity profiles. For both LOC and SOC discharges, the fractional uncertainty of the radial broadening width estimated by this method is around 5%.

The random error of the cross power spectrum, which can be obtained from [17] is another error source we can consider. As mentioned in section 3.4, the synthetic fluctuation level is calculated by integrating the synthetic cross power spectrum in a
Table I.7: The changes in the synthetic $T_e$ fluctuation level with changes in the radial distance between two CECE channels, $dx$, and the radial width of the CECE channel, $l_R$, within their uncertainties for the $Q_1$ matched LOC/SOC runs obtained in Chapter 4. The poloidal width of the channel is fixed as 0.64cm, $l_Z = 0.64cm$.

<table>
<thead>
<tr>
<th></th>
<th>$l_R = l_{R,exp}$, $dx=dx_{exp}$</th>
<th>$l_R = l_{R,exp} + \sigma_{dx}$, $dx=dx_{exp} + \sigma_{dx}$</th>
<th>$l_R = l_{R,exp} - \sigma_{dx}$, $dx=dx_{exp} - \sigma_{dx}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOC (shot 1120626023)</td>
<td>0.83±0.01%</td>
<td>0.78±0.01%</td>
<td>0.87±0.01%</td>
</tr>
<tr>
<td>SOC (shot 1120626028)</td>
<td>0.80±0.01%</td>
<td>0.74±0.01%</td>
<td>0.86±0.01%</td>
</tr>
</tbody>
</table>

frequency range we set. In order to estimate the uncertainty from the random error of the cross power spectrum, we generated 100 cross power spectra by randomly varying the data points in the spectrum obtained from the synthetic CECE diagnostic weighted by its uncertainty, and calculate the fluctuation level from each spectrum. From the standard deviation of the fluctuation levels obtained from the randomly generated one hundred cross power spectra, we obtained the uncertainty of the synthetic fluctuation level. However, the uncertainty due to the random error in the cross power spectrum is fairly small, around 1% or less than 1%.

In order to estimate the propagated uncertainty due to the errors in the radial distance between two CECE channels and in the estimated radial broadening width, we first obtain the range of fluctuation levels within these uncertainties. That is, we observed the changes in the fluctuation level with two extreme cases, which will give the highest fluctuation level with the shortest distance between two channels and the smallest radial broadening width ($1/e^2$ diameter in the radial direction) within the estimated uncertainty, and the lowest fluctuation level with the longest radial distance and the largest radial broadening width value. Table I.7 shows the changes in the synthetic $T_e$ fluctuation level with the changes in the radial distance between two channels, $dx$, and the radial broadening width, $l_R$ for the $Q_1$ matched LOC and SOC runs. Although these points are not randomly selected, a rough estimate for the uncertainty can be obtained through the conversion formula from range to standard deviation [108]. As a result, the fractional uncertainty of the synthetic $T_e$ fluctuation level is about 7% for the LOC run, and about 9% for the SOC run. These fractional uncertainties were used in this study. However, we should note that this estimation is crude, and we do not consider the uncertainty from the poloidal beam.
width estimation. The error analysis for the synthetic $T_e$ fluctuation level should be improved in the future.

### I.3 Estimation of uncertainties of rotation relevant parameters and collision frequency in GYRO

This section will describe the uncertainty estimation for rotation relevant parameters, such as rotation frequency, $\omega_o$, $E \times B$ shearing rate, $\gamma_{E \times B}$, and collision frequency, $\nu_e$, in the GYRO runs for the C-Mod Ohmic discharges used in section 4.2-4.4. We must note that we estimate the uncertainties of $\omega_o$ and $\gamma_{E \times B}$ calculated in GYRO based on the radial electric field, $E_r$, value estimated in TRANSP.

A rotation frequency, $\omega_o$, in GYRO is defined as,

$$\omega_o = \frac{cE_r}{RB_p}$$  \hspace{1cm} (I.4)

with major radius at each location, $R$, and poloidal magnetic field, $B_p$.

As described in Eq. 4.1, we can separate $E_r$ into three components: $E_{r,\text{tor}}$, determined by the toroidal velocity ($V_t$) and poloidal magnetic field ($B_p$), $E_{r,\text{pol}}$, determined by the poloidal velocity ($V_p$) and toroidal magnetic field ($B_t$), and $E_{r,\text{dia}}$, determined by the diamagnetic effect ($\nabla p_i$), with $p_i = n_i T_i$. That is, $E_r = E_{r,\text{tor}} + E_{r,\text{pol}} + E_{r,\text{dia}}$. Consequently, $\omega_o$ can be expressed with the same three components as $E_r$ ($\omega_o = \omega_{o,\text{tor}} + \omega_{o,\text{pol}} + \omega_{o,\text{dia}}$). Assuming that these three components of $\omega_o$ are uncorrelated, the uncertainty of $\omega_o$, $\sigma_{\omega_o}$ will be,

$$\sigma^2_{\omega_o} = \sigma^2_{\omega_{o,\text{tor}}} + \sigma^2_{\omega_{o,\text{pol}}} + \sigma^2_{\omega_{o,\text{dia}}}$$  \hspace{1cm} (I.5)

As shown in Fig. 4-25, $E_{r,\text{dia}}$ is negligible compared to $E_{r,\text{tor}}$ and $E_{r,\text{pol}}$. Thus, $\omega_{o,\text{dia}}$ and its uncertainty will be also ignorable. Thus,

$$\sigma^2_{\omega_o} \simeq \sigma^2_{\omega_{o,\text{tor}}} + \sigma^2_{\omega_{o,\text{pol}}}$$  \hspace{1cm} (I.6)
For \( \sigma_{\omega_\text{tor}} \), its uncertainty comes from uncertainties of \( B_p \), \( R \), and \( V_t \). As shown in Appendix I.2, the estimated uncertainty of \( B_p \) was small (\(~ \approx 2\%\)), and the uncertainty of \( R \) is only 0.1cm, which is less than 1% of the \( R \) value (\( > 67 \) cm). Comparing the uncertainty of \( V_t \) (\(~ \geq 10\%\)), these two uncertainties are ignorable. Then, using error propagation, \( \sigma_{\omega_\text{tor}} \) will be,

\[
\frac{\sigma_{\omega_\text{tor}}}{|\omega_\text{tor}|} \approx \frac{\sigma_{V_t}}{|V_t|} \tag{I.7}
\]

Using the uncertainty of \( V_t \) estimated in Appendix F, \( \sigma_{\omega_\text{tor}} \) was obtained in this study. \( \sigma_{\omega_\text{pol}} \) is also mainly determined by the uncertainty of \( V_p \) since \( B_t \) is well known in the experiment, and the uncertainties of \( B_p \) and \( R \) are small. As explained in section 4.4.6, \( V_p \) was estimated from the neoclassical calculation, and it is difficult to estimate the uncertainty of this value. We estimate the uncertainty of \( \omega_\text{pol} \) from the standard deviation of time averaging in the stationary time period of the Ohmic discharges used in section 4.2-4.4. From the estimated \( \sigma_{\omega_\text{tor}} \) and \( \sigma_{\omega_\text{pol}} \), the uncertainty of \( \omega_\text{p} \) was calculated via Eq. I.6.

\[ \gamma_{E \times B} \text{ in GYRO is defined as,} \]

\[
\gamma_{E \times B} = \frac{r}{q} \frac{\partial \omega_\text{p}}{\partial r} = -\frac{r}{q} \frac{\partial}{\partial r} \left[ \frac{cE_r}{RB_p} \right] = \gamma_{E \times B,1} + \gamma_{E \times B,2} \tag{I.8}
\]

where \( r \) is the minor radius at each location, and \( q \) is the safety factor. \( \gamma_{E \times B,1} \) and \( \gamma_{E \times B,2} \) are,

\[
\gamma_{E \times B,1} = -\frac{r}{q} \left[ \frac{1}{RB_p} \frac{\partial cE_r}{\partial r} \right] \tag{I.9}
\]

\[
\gamma_{E \times B,2} = -\frac{r}{q} \left[ cE_r \left( \frac{1}{(RB_p)^2} \left( R \frac{\partial B_p}{\partial r} + B_p \frac{\partial R}{\partial r} \right) \right) \right] \tag{I.10}
\]

In the same manner used for \( \omega_\text{p} \), \( \gamma_{E \times B,1} \) and \( \gamma_{E \times B,2} \) can be also separated as follows:

\[
\gamma_{E \times B,i} = \gamma_{E \times B,i,tor} + \gamma_{E \times B,i,\text{pol}} + \gamma_{E \times B,i,\text{dia}} \tag{I.11}
\]

where \( i=1,2 \).
Assuming $\gamma_{EB,1}$ and $\gamma_{EB,2}$ are uncorrelated, the uncertainty of $\gamma_{EB}$, $\sigma_{\gamma_{EB}}$, will be,

$$\sigma_{\gamma_{EB}}^2 = \sigma_{\gamma_{EB,1}}^2 + \sigma_{\gamma_{EB,2}}^2 \tag{I.12}$$

As discussed in the $\sigma_{\omega_e}$ estimation, the uncertainties of the positions (r and R) and the magnetic fields ($B_p$ and $B_t$) are ignorable. Thus, the uncertainty of the safety factor, q, which is a function of the positions and magnetic fields, is also ignorable. From the almost flat radial profile of $E_{r,\text{dia}}$ shown in Fig. 4-25, we will ignore the uncertainties from the diamagnetic terms ($\sigma_{\gamma_{EB,1,\text{dia}}}$ and $\sigma_{\gamma_{EB,2,\text{dia}}}$). $\gamma_{EB,1,\text{tor}}$ is proportional to $\frac{\partial E_{r,\text{tor}}}{\partial r}$. Using $\frac{\partial E_{r,\text{tor}}}{\partial r}$, the uncertainty of $\gamma_{EB,1,\text{tor}}$, $\sigma_{\gamma_{EB,1,\text{tor}}}$ is,

$$\frac{\sigma_{\gamma_{EB,1,\text{tor}}}}{|\gamma_{EB,1,\text{tor}}|} \approx \frac{\sigma_{\frac{\partial E_{r,\text{tor}}}{\partial r}}}{|\frac{\partial E_{r,\text{tor}}}{\partial r}|} \approx \frac{\sigma_{\frac{\partial V_+}{\partial r}}}{|\frac{\partial V_+}{\partial r}|} \tag{I.13}$$

$\sigma_{\gamma_{EB,1,\text{tor}}}$ is then estimated using the uncertainty of the radial gradient of $V_t$, obtained in Appendix F.

In the same manner, the uncertainty of $\gamma_{EB,2,\text{tor}}$ can be obtained from the uncertainty of $V_t$, estimated in Appendix F, as follows:

$$\frac{\sigma_{\gamma_{EB,2,\text{tor}}}}{|\gamma_{EB,2,\text{tor}}|} \approx \frac{\sigma_{E_{r,\text{tor}}}}{|E_{r,\text{tor}}|} \approx \frac{\sigma_{V_t}}{|V_t|} \tag{I.14}$$

The uncertainties of $\gamma_{EB,1,\text{pol}}$ and $\gamma_{EB,2,\text{pol}}$ are obtained from the standard deviation of the time averaging in the stationary time period. We then calculate the uncertainties of $\gamma_{EB,1}$ and $\gamma_{EB,2}$, and finally, the uncertainty of $\gamma_{EB}$ was obtained through Eq. I.11 and I.12. The estimated uncertainty was used in Chapter 4 and section I.1.

The uncertainty of the collision frequency, $\nu_e$, used in GYRO was also estimated using the error propagation technique. $\nu_e$ is given in GYRO as follows:

$$\nu_e(\epsilon_e) = \frac{\nu_{ee}}{\epsilon_e^{3/2}} \left[ Z_{eff} + H(\epsilon_e^{0.5}) \right] \tag{I.15}$$
with the normalized electron energy, \( \epsilon_e = \frac{E_e}{T_e} = \frac{m_e v_e^2}{2T_e} \) and electron-electron collision frequency, \( \nu_{ee} \). H-function is defined as,

\[
H(x) = \frac{e^{-x^2}}{\pi^{0.5} x^3} + (1 - \frac{1}{2x^2})erf(x) \tag{1.16}
\]

As shown in Fig. I-12, the H-function has a value between 0 and 1. We can roughly estimate the average H-function value is around 0.5. Since \( Z_{eff} \) values in the Ohmic discharges used in section 4.2-4.4 are three to five times larger than the average H-function value (~0.5), we will ignore the uncertainty of the H-function in \( \nu_{ee} \). Using that \( \nu_{ee} \) is proportional to \( n_e T_e^{-3/2} \) and that \( \nu_e \) is proportional to \( \frac{\nu_{ee} Z_{eff}}{\epsilon_{ee}^{3/2}} \), we notice that \( \nu_e \) is proportional to \( n_e Z_{eff} \) (\( \nu_e \propto n_e Z_{eff} \)). Ignoring the correlation between \( Z_{eff} \) and \( n_e \), the uncertainty of \( \nu_e \) can be estimated as follows:

\[
\frac{\sigma_{\nu_e}}{\nu_e} \approx \frac{\sigma_{n_e}}{n_e} + \frac{\sigma_{Z_{eff}}}{Z_{eff}} \tag{1.17}
\]

We can then estimate the uncertainty of \( \nu_e \) from the uncertainty of \( n_e \) and \( Z_{eff} \), estimated in Appendix F. For both LOC and SOC discharges, the uncertainty of \( Z_{eff} \) was dominant, and the fractional uncertainty of \( \nu_e \) is around 20% for both LOC and SOC discharges.
Appendix J

Global gyrokinetic simulations for C-Mod Ohmic plasmas near the edge

In Chapter 4, we used the GYRO runs at the local flux surface to investigate the changes in turbulence between the LOC and SOC discharges. This section will present global simulation results, which include profile variations in the simulation domain, for the same discharges. The global simulations were performed in $r/a=[0.7-0.9]$ and study the changes in transport and $T_e$ fluctuations in global simulations compared to the local simulations.

J.1 Motivation

There are three motivations for the gyrokinetic analysis using global runs. First, in the local runs near the edge ($r/a\sim0.85$), we found a large amplitude peak in the low $k_y$ region ($k_y\rho_s < 0.1$) of the $Q_i(k_y)$ spectrum in both LOC and SOC discharges. A huge domain size ($L \geq 200\rho_s$) was required to resolve this peak, and this domain size threatens the basic gyrokinetic ordering, as explained in Appendix I. Moreover, this peak may not exist in the real experiment. We observed that its amplitude varies with changes in the collision calculation setup and that a very low $E \times B$ shearing rate compared to its nominal value (0.05$|c_s/a|$) in these discharges may result in this peak. Although we do not know the origin of this peak, we should suppress it to
obtain a numerically resolved simulation with a reasonable box size. This peak was suppressed by changing input parameters \( a/L_n \) and \( \gamma_{E \times B} \) within their uncertainties. We should check whether or not this peak is observed in the global runs as well in order to investigate the origin of this peak and to justify the approach used for the local runs near the edge.

Second, the estimated radial broadening width of the CECE measurements is about 1 cm, as shown in Chapter 2. In terms of \( r/a \), the CECE relevant region is \( r/a \sim 0.8 - 0.87 \). We must note that the CECE measurement region is radially broad, not just one point, and that input parameters vary in the CECE measurement region, as shown in Fig. J-1. We must compare the heat fluxes and synthetic \( T_e \) fluctuations with variation of input parameters, including gradient scale lengths, with the results in the local simulations.

Third, as mentioned in Chapter 4, GYRO over-predicts \( Q_i \) deeper in the core region \((r/a < 0.8)\) in Ohmic discharges \([99, 120]\). If turbulence in \( r/a < 0.8 \) affects significantly the turbulence in \( r/a > 0.8 \), the validation study performed in Chapter 4 would not be valid. We must identify whether turbulence near \( r/a \sim 0.85 \) is driven by locally or affected by the turbulence in more unstable region or the region which has high transport level (deeper in core region).

### J.2 Simulation setup & convergence test

The basic setup for the global simulations near the edge is the same as explained in section 3.4. We used gyrokinetic ions and driftkinetic electrons, and 128 grid points were set in velocity space with 8 energies, 8 pitch angles and 2 signs of velocity. Only ion scale turbulence \( (k_y \rho_s \lesssim 1.5) \) was considered in both LOC and SOC runs. As mentioned at the beginning of this section, the radial domain was set to \( r/a = [0.7, 0.9] \). Domain size was set to radial box size, \( L_x, \sim 110 - 120 \rho_s \) by poloidal box size, \( L_y, \sim 100 \rho_s \) with radial spacing, \( \Delta r \sim 0.2 \rho_s \). It is noteworthy that two input parameters are modified to avoid numerical instability in the global runs in this study. First, radial grid spacing was set to be proportional to the local value of \( \rho_s/a \).
Figure J-1: The radial profiles of gradient scale lengths with the CECE relevant (or measurement) region (Green shaded region) for two C-Mod Ohmic discharges used in section 4.2-4.4 (Red: LOC plasma (shot 1120626023, t:0.9-1.4s), blue: SOC plasma (shot 1120626028, t:0.9-1.4s)). (a) $a/L_{ne}$ (b) $a/L_{Te}$ (c) $a/L_{Ti}$. 
(NONUNIFORM_GRID_FLAG=1.0 in GYRO input file). In the local simulation, the radial grid spacing was set to be uniform. Second, the source annihilation rate is increased in the global runs. The source is used to avoid numerical instability from the non-periodic boundary condition in GYRO [28, 3]. The source annihilation rate was set to 1.0 \([c_s/a]\) in the global runs (NU_SOURCE=1.0 in GYRO input file). This value was set to 0.1 \([c_s/a]\) in the local runs.

The simulation setup including the domain size, maximum \(k_y \rho_s\), and the grids in velocity space was justified via the convergence study. The convergence study for the global simulations was performed using the \(Q_1\) matched runs for the LOC and the SOC discharges, which will be discussed in section J.4. In this convergence study, we set the \(Q_1\) matched simulation as the base run, and then varied the following input parameters: poloidal box size, \(L_y\), maximum \(k_y \rho_s\) value included in the simulation, the number of trapped/passing pitch angles (TRAP_GRID, PASS_GRID), the number of grid points in the poloidal direction along a particle orbit, the number of finite elements used to discretize Maxwell's equations (ORBIT_GRID and BLEND_GRID), the number of energy grid points and the location of the largest energy grid point in terms of \(T_e\) (ENERGY_GRID and ENERGY_MAX). The radial box size, \(L_x\), was fixed in this test to prevent changes in turbulence due to newly included flux surfaces with a larger \(L_x\). For the SOC runs, the order of the radial basis function for the collision operator, ORD_RBF, was set to 5.0. The reason for this will be explained in the next section. The simulation setups for the runs used in the convergence study for the LOC and SOC discharges are shown in Table J.1 and J.2, respectively.

We checked the changes in ion and electron heat fluxes among these runs, but not synthetic \(T_e\) fluctuations. Compared to the local simulations, in global simulations it is required to run much longer to implement the synthetic CECE diagnostic. In the local simulations, we could use five to six pairs of the synthetic signals in the simulation domain since the same input parameters are used in the whole simulation domain in the local run, which is helpful to reduce random error. However, the input parameters vary at each point in the global simulations. Thus, we can apply only one pair of the synthetic diagnostics at the same location with measurements in the
<table>
<thead>
<tr>
<th></th>
<th>$L_y \mathrm{[\rho_s]}$</th>
<th>Max. $k_y \rho_s$</th>
<th>PASS &amp; TRAP_GRID</th>
<th>ORBIT &amp; BLEND_GRID</th>
<th>ENERGY_GRID (ENERGY_MAX [$T_e$])</th>
<th>$\Delta r \mathrm{[\rho_s]}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base case</td>
<td>96.0</td>
<td>1.5</td>
<td>4</td>
<td>7</td>
<td>8 (5.0)</td>
<td>0.2</td>
</tr>
<tr>
<td>Test run 1</td>
<td>128.0</td>
<td>1.5</td>
<td>4</td>
<td>7</td>
<td>8 (5.0)</td>
<td>0.2</td>
</tr>
<tr>
<td>Test run 2</td>
<td>96.0</td>
<td>2.0</td>
<td>4</td>
<td>7</td>
<td>8 (5.0)</td>
<td>0.2</td>
</tr>
<tr>
<td>Test run 3</td>
<td>96.0</td>
<td>1.5</td>
<td>6</td>
<td>7</td>
<td>8 (5.0)</td>
<td>0.2</td>
</tr>
<tr>
<td>Test run 4</td>
<td>96.0</td>
<td>1.5</td>
<td>5</td>
<td>10</td>
<td>8 (5.0)</td>
<td>0.2</td>
</tr>
<tr>
<td>Test run 5</td>
<td>96.0</td>
<td>1.5</td>
<td>4</td>
<td>7</td>
<td>12 (7.0)</td>
<td>0.2</td>
</tr>
<tr>
<td>Test run 6</td>
<td>96.0</td>
<td>1.5</td>
<td>4</td>
<td>7</td>
<td>8 (5.0)</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Table J.1: The numerical setup for the global runs used in the convergence test for the LOC discharge used in section 4.2-4.4. $L_x$ was set to 107.8 $\rho_s$ in all runs in this table.

<table>
<thead>
<tr>
<th></th>
<th>$L_y \mathrm{[\rho_s]}$</th>
<th>Max. $k_y \rho_s$</th>
<th>PASS &amp; TRAP_GRID</th>
<th>ORBIT &amp; BLEND_GRID</th>
<th>ENERGY_GRID (ENERGY_MAX [$T_e$])</th>
<th>$\Delta r \mathrm{[\rho_s]}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base case</td>
<td>97.2</td>
<td>1.5</td>
<td>4</td>
<td>7</td>
<td>8 (5.0)</td>
<td>0.2</td>
</tr>
<tr>
<td>Test run 1</td>
<td>126.4</td>
<td>1.5</td>
<td>4</td>
<td>7</td>
<td>8 (5.0)</td>
<td>0.2</td>
</tr>
<tr>
<td>Test run 2</td>
<td>97.2</td>
<td>2.0</td>
<td>4</td>
<td>7</td>
<td>8 (5.0)</td>
<td>0.2</td>
</tr>
<tr>
<td>Test run 3</td>
<td>97.2</td>
<td>1.5</td>
<td>6</td>
<td>7</td>
<td>8 (5.0)</td>
<td>0.2</td>
</tr>
<tr>
<td>Test run 4</td>
<td>97.2</td>
<td>1.5</td>
<td>4</td>
<td>10</td>
<td>8 (5.0)</td>
<td>0.2</td>
</tr>
<tr>
<td>Test run 5</td>
<td>97.2</td>
<td>1.5</td>
<td>4</td>
<td>7</td>
<td>12 (7.0)</td>
<td>0.2</td>
</tr>
<tr>
<td>Test run 6</td>
<td>97.2</td>
<td>1.5</td>
<td>4</td>
<td>7</td>
<td>8 (5.0)</td>
<td>0.15</td>
</tr>
</tbody>
</table>

Table J.2: The numerical setup for the global runs used in the convergence test for the SOC discharge used in section 4.2-4.4. $L_x$ was set to 117.0 $\rho_s$ in all runs in this table.
Table J.3: The time and spatially averaged heat flux values of the runs used in the convergence test for the LOC discharge used in section 4.2-4.4.

<table>
<thead>
<tr>
<th></th>
<th>Averaging time [a/cₙ]</th>
<th>Ion heat flux [MW/m²]</th>
<th>Electron heat flux [MW/m²]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base case</td>
<td>300-600</td>
<td>0.030 ± 0.0051</td>
<td>0.041 ± 0.0050</td>
</tr>
<tr>
<td>Test run 1</td>
<td>300-600</td>
<td>0.028 ± 0.0036</td>
<td>0.041 ± 0.0053</td>
</tr>
<tr>
<td>Test run 2</td>
<td>200-600</td>
<td>0.025 ± 0.0045</td>
<td>0.037 ± 0.0055</td>
</tr>
<tr>
<td>Test run 3</td>
<td>400-1000</td>
<td>0.029 ± 0.0046</td>
<td>0.040 ± 0.0055</td>
</tr>
<tr>
<td>Test run 4</td>
<td>300-600</td>
<td>0.025 ± 0.0032</td>
<td>0.040 ± 0.0044</td>
</tr>
<tr>
<td>Test run 5</td>
<td>350-600</td>
<td>0.029 ± 0.0031</td>
<td>0.044 ± 0.0045</td>
</tr>
<tr>
<td>Test run 6</td>
<td>200-500</td>
<td>0.028 ± 0.0046</td>
<td>0.037 ± 0.0057</td>
</tr>
</tbody>
</table>

Table J.4: The time and spatially averaged heat flux values of the runs used in the convergence test for the SOC discharge used in section 4.2-4.4.

<table>
<thead>
<tr>
<th></th>
<th>Averaging time [a/cₙ]</th>
<th>Ion heat flux [MW/m²]</th>
<th>Electron heat flux [MW/m²]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base case</td>
<td>250-600</td>
<td>0.058 ± 0.0086</td>
<td>0.041 ± 0.0057</td>
</tr>
<tr>
<td>Test run 1</td>
<td>200-600</td>
<td>0.064 ± 0.0096</td>
<td>0.044 ± 0.0063</td>
</tr>
<tr>
<td>Test run 2</td>
<td>330-600</td>
<td>0.064 ± 0.016</td>
<td>0.045 ± 0.010</td>
</tr>
<tr>
<td>Test run 3</td>
<td>300-800</td>
<td>0.062 ± 0.011</td>
<td>0.041 ± 0.0061</td>
</tr>
<tr>
<td>Test run 4</td>
<td>300-600</td>
<td>0.061 ± 0.0099</td>
<td>0.042 ± 0.0065</td>
</tr>
<tr>
<td>Test run 5</td>
<td>300-600</td>
<td>0.069 ± 0.010</td>
<td>0.049 ± 0.0067</td>
</tr>
<tr>
<td>Test run 6</td>
<td>220-560</td>
<td>0.066 ± 0.013</td>
<td>0.044 ± 0.0077</td>
</tr>
</tbody>
</table>

global simulations, and a longer run time is required to have a similar level of random error as obtained in the local simulations. Since each global simulation in this test is expensive, we were not able to run long enough to apply the synthetic diagnostic. Nevertheless, comparing ion and electron heat fluxes may be enough for this purpose since synthetic $T_e$ fluctuations tend to vary with the electron heat flux. Table J.3 and J.4 show the changes in the ion and electron heat fluxes among LOC and SOC runs used in this convergence test, respectively. The heat flux values in these tables are obtained from time and spatial averaging, and their uncertainty was obtained from the standard deviation from the averaging. We notice that the heat flux values are similar within their uncertainties among the runs in this convergence test, which indicates that the average heat flux values converge with the initial simulation setup. Thus, it is acceptable to keep the simulation set-up in the base run for other runs in this section.
Figure J-2: (a) $Q_i(k_y)$ and (b) $Q_e(k_y)$ spectra obtained from the LOC global run with the experimental profiles. (c) $Q_i(k_y)$ and (d) $Q_e(k_y)$ spectra obtained from the SOC global run with the experimental profiles.

**J.3 Global simulation results with experimental profiles**

We first performed the global runs with experimental profiles without any modifications. From these runs, we can check whether the low $k_y$ peak is also observed in the global runs or this peak is observed only in the local runs. We will also gather information on how to obtain the heat flux matched global simulations from the runs with experimental profiles. Figure J-2 shows the $Q_i(k_y)$ and $Q_e(k_y)$ spectra in the LOC and SOC runs with the experimental profiles. We first note that there is no huge peak in the low $k_y$ region in the $Q_i(k_y)$ spectra in both runs. Thus, the low $k_y$ peak is an issue limited to the local runs, and probably not physically meaningful.

However, we notice that the $Q_i$ at the lowest $k_y$ value is still the highest in the $Q_i(k_y)$ spectrum in the SOC run, as shown in Figure J-2(c), although it is not huge
compared to the modes in other wavenumbers. Since the SOC plasma is collisional, we checked the issue related to the collision calculation by changing the order of the radial basis function for the collision operator (ORD_RBF) from 3 to 5. With ORD_RBF=5, the \( Q_i \) at the lowest \( k_y \) value is reduced, but the heat flux values are similar within 10\%, as shown in Fig. J-3. Instead of modifying input parameters or increasing domain size to reduce the \( Q_i \) at the lowest \( k_y \) value, we will set ORD_RBF=5 for the numerically resolved simulations for the SOC discharge.

Figure J-4 shows the comparison of the simulated \( Q_i \) and \( Q_e \) with the experimental values estimated from power balance analysis using TRANSP. In both LOC and SOC runs, \( Q_i \) is over-estimated in \( r/a < 0.8 \), and under-estimated in \( r/a > 0.85 \), while \( Q_e \) is under-estimated in the whole simulation domain. It is noteworthy that the under-prediction of both \( Q_i \) and \( Q_e \) at \( r/a \sim 0.85 \) is consistent with the local simulation results. We compared the heat flux values of these global simulations with the heat flux values in the local simulations with the same input profiles at \( r/a=0.8 \) and at the CECE cold resonance position (\( r/a \sim 0.85 \)). Table J.5 and J.6 show this comparison. The heat flux values of the global simulations are the values at \( r/a=0.8 \) and \( \sim 0.85 \). We notice that the differences in heat flux values between the global and local simulations are within their uncertainties in most cases. (In the LOC runs, the differences in ion heat flux at \( r/a \sim 0.85 \) and electron heat flux at \( r/a=0.8 \) are slightly outside of their uncertainties.) In any case, significant differences were not observed. As mentioned in section 3.4, it is expected that local simulation results are similar to the global simulation results when \( \rho_\ast (= \rho_\pi /a) \) values are small (\( \lesssim 0.002 \)) [29]. Thus, this result is consistent with the expected results from small \( \rho_\ast (= \rho_\pi /a) \) values (0.0014-0.0019) in the local runs used in this comparison. This comparison result also suggests that the over-estimated heat flux deeper in the core region may not significantly affect the results near the edge.
Figure J-3: $Q_i(k_y)$ spectrum in the SOC run with experimental profiles with (a) ORD_RBF=3.0 and (b) ORD_RBF=5.0. Comparison of the experimental $Q_i$ with the simulated $Q_i$ in the SOC runs with the experimental profiles with (c) ORD_RBF=3.0 and (d) ORD_RBF=5.0. Comparison of the experimental $Q_e$ with the simulated $Q_e$ in the SOC runs with the experimental profiles with (c) ORD_RBF=3.0 and (d) ORD_RBF=5.0.

<table>
<thead>
<tr>
<th></th>
<th>$r/a=0.8$ local</th>
<th>$r/a=0.8$ global</th>
<th>$r/a\approx0.85$ local</th>
<th>$r/a\approx0.85$ global</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ion heat flux [MW/m²]</td>
<td>0.054 ± 0.0075</td>
<td>0.045 ± 0.0061</td>
<td>0.025 ± 0.0031</td>
<td>0.017 ± 0.0022</td>
</tr>
<tr>
<td>Electron heat flux [MW/m²]</td>
<td>0.061 ± 0.0083</td>
<td>0.047 ± 0.0054</td>
<td>0.030 ± 0.0033</td>
<td>0.029 ± 0.0033</td>
</tr>
</tbody>
</table>

Table J.5: Comparison of heat flux values between global and local simulations at $r/a=0.8$ and the CECE cold resonance position ($r/a\approx0.85$) for the LOC discharge used in section 4.2-4.4. The experimental profiles without any modifications are used in both simulations.
Figure J-4: The comparison of the simulated heat fluxes from global simulations using experimental profiles with the experimental heat fluxes via power balance analysis using TRANSP. (a) Ion heat flux (b) Electron heat flux in the LOC discharge used in section 4.2-4.4. (c) Ion heat flux (d) Electron heat flux in the SOC discharge used in section 4.2-4.4.

<table>
<thead>
<tr>
<th></th>
<th>$r/a=0.8$</th>
<th></th>
<th>$r/a=0.85$</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>local</td>
<td>global</td>
<td>local</td>
<td>global</td>
</tr>
<tr>
<td>Ion heat flux [MW/m²]</td>
<td>0.12 ± 0.022</td>
<td>0.10 ± 0.022</td>
<td>0.055 ± 0.0072</td>
<td>0.043 ± 0.0093</td>
</tr>
<tr>
<td>Electron heat flux [MW/m²]</td>
<td>0.068 ± 0.012</td>
<td>0.053 ± 0.010</td>
<td>0.035 ± 0.0043</td>
<td>0.032 ± 0.0061</td>
</tr>
</tbody>
</table>

Table J.6: Comparison of heat flux values between global and local simulations at $r/a=0.8$ and the CECE cold resonance position ($r/a=0.85$) for the SOC discharge used in section 4.2-4.4. The experimental profiles without any modifications are used in both simulations.
J.4 The comparison of simulation results between local and global $Q_i$ matched simulations

In order to investigate changes in the synthetic $T_e$ fluctuations compared to the results in the local runs, we will first obtain ion heat flux ($Q_i$) matched simulations, and the synthetic $T_e$ fluctuations in the $Q_i$ matched global simulations will be compared with the synthetic fluctuations in the $Q_i$ matched local simulations. The main purpose of this comparison is to investigate the changes in synthetic $T_e$ fluctuations due to profile variations in the point spread function (PSF), which was introduced in section 3.4. Thus, we will suppress the higher $Q_i$ in $r/a < 0.8$, and try to match $Q_i$ in the CECE relevant region ($r/a=0.8$-0.87). We also ran these simulations for long enough (> 2500 [a/cs]) to obtain synthetic $T_e$ fluctuations with small random error.

In the $Q_i$ matched simulations, we varied $a/L_{T_i}$ within the uncertainty in the CECE relevant region, but outside the CECE relevant region, $a/L_{T_i}$ was modified outside its uncertainty to match $Q_i$, as shown in Fig. J-5. Figure J-6 shows that the simulated $Q_i$ in the global simulations with the modified $T_i$ profiles in Fig. J-5 are matched with the experimental level in most radial regions as well as the CECE relevant region within the uncertainty.

We then compared the results of these global $Q_i$ matched simulations with the results from local $Q_i$ matched simulations. Table J.7 shows the comparison of the heat flux and synthetic $T_e$ fluctuation levels between local and global $Q_i$ matched simulations. The heat flux values in the global runs are the simulated values at the same location where the local runs were performed. We note that the differences in the heat flux values and the synthetic $T_e$ fluctuation levels between local and global $Q_i$ matched runs are less than their uncertainties. The synthetic fluctuation spectra of local and global $Q_i$ matched runs are shown in Fig. J-7. We see no significant changes in the spectral shape between local and global simulations. Both spectra are less Doppler shifted than the measured spectrum. As expected from the similar fluctuation levels in Table J.7, the amplitudes of these spectra are also similar in both local and global simulations. This may indicate that the profile variations within the
Figure J-5: (a) The comparison of the modified $T_i$ profile for the $Q_i$ matched simulation with the experimental $T_i$ profile in the LOC discharge used in section 4.2-4.2. (b) The fractional changes in the modified $a/L_T$, in the $Q_i$ matched simulation compared to the experimental $a/L_T$, in the LOC discharge. (c) The comparison of the modified $T_i$ profile for the $Q_i$ matched simulation with the experimental $T_i$ profile in the SOC discharge used in section 4.2-4.2. (b) The fractional changes in the modified $a/L_T$, in the $Q_i$ matched simulation compared to the experimental $a/L_T$, in the SOC discharge.
Figure J-6: The comparison of the simulated ion heat flux (black) in the simulations with the $T_i$ profile in Fig. J-5 with the experimental level (red) in the (a) LOC and (b) SOC discharges used in section 4.2-4.2. The comparison of the simulated electron heat flux (black) in the simulations with the $T_i$ profile in Fig. J-5 with the experimental level (red) in the (c) LOC and (d) SOC discharge used section 4.2-4.2. The dotted lines indicate the uncertainty, estimated from the standard deviation of the time averaging. The vertical dotted line indicates the boundary between the real simulation domain and the buffer region.
Table J.7: The comparison of the time averaged heat flux values and synthetic $T_e$ fluctuations between local and global $Q_i$ matched simulations. The heat flux values in the global simulations are the values at the location where local simulations were performed ($r/a$~0.85).

<table>
<thead>
<tr>
<th></th>
<th>Ion heat flux [MW/m²]</th>
<th>Electron heat flux [MW/m²]</th>
<th>Synthetic $T_e$ fluctuation level [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local $Q_i$ matched LOC run</td>
<td>0.026 ± 0.0032</td>
<td>0.031 ± 0.0036</td>
<td>0.86 ± 0.06</td>
</tr>
<tr>
<td>Global $Q_i$ matched LOC run</td>
<td>0.030 ± 0.0089</td>
<td>0.031 ± 0.0089</td>
<td>0.76 ± 0.05</td>
</tr>
<tr>
<td>Local $Q_i$ matched SOC run</td>
<td>0.053 ± 0.0085</td>
<td>0.041 ± 0.0085</td>
<td>0.82 ± 0.07</td>
</tr>
<tr>
<td>Global $Q_i$ matched SOC run</td>
<td>0.057 ± 0.018</td>
<td>0.036 ± 0.012</td>
<td>0.72 ± 0.06</td>
</tr>
</tbody>
</table>

Figure J-7: The comparison of the synthetic $T_e$ fluctuations in local (blue) and global (red) $Q_i$ matched simulations in the (a) LOC and (b) SOC discharges used in section 4.2-4.4. The measured $T_e$ fluctuations (black) are also plotted.

PSF (or the CECE emission volume) do not significantly affect the synthetic $T_e$ fluctuations.

J.5 Investigation of the effect of changes in the inner radial region on the outer region

In this section, we will study the changes in the outer radial region in the global simulations ($r/a$> 0.8), where the CECE measurements are relevant, when we modify the input parameter in the inner radial region ($r/a$< 0.8). To be specific, we will increase $a/L_T$, the most sensitive input parameter in the local runs, by 20% in $r/a$< 0.75 from the $T_i$ profiles used in the $Q_i$ matched simulations. We then observe the changes in the heat fluxes and synthetic $T_e$ fluctuations. Figure J-8 shows the changes...
Figure J-8: The fractional changes in \( a/L_{Ti} \) in the runs used in this section from the \( Q_i \) matched simulations. (a) The run for the LOC discharge (b) the run for the SOC discharge. The black shaded area indicates the CECE relevant region, and the red shaded area indicates the region where \( a/L_{Ti} \) is increased by about 20%.

in \( a/L_{Ti} \) in the runs used in this section compared to \( a/L_{Ti} \) in the \( Q_i \) matched runs. It is difficult to increase \( a/L_{Ti} \) step-wise from a certain point. Instead, as shown in Fig. J-8, \( a/L_{Ti} \) increases gradually from \( r/a \sim 0.76 \), and increases in \( a/L_{Ti} \) are about 20% in \( r/a < 0.75 \) in both LOC and SOC runs.

We first see the changes in ion heat fluxes from Fig. J-9(a) and (b). We notice the shape of the simulated \( Q_i \) profile changes in the \( r/a < 0.75 \) region in both LOC and SOC runs. Although the changes in \( Q_i \) with an approximately 20% increase in \( a/L_{Ti} \) in \( r/a < 0.75 \) are within the uncertainty, it is clearly shown that the changes in \( a/L_{Ti} \) modifies the \( Q_i \) profile shape and its amplitude in \( r/a < 0.75 \) in both runs, which suggest that \( Q_i \) is driven by local parameters. However, there was no significant changes (\( \leq 10\% \)) in the amplitude of \( Q_e \) and its profile shape, as shown in Fig. J-9(c) and (d). Synthetic \( T_e \) fluctuations, shown in Fig. J-9(f) and (g), increase with the changes in \( a/L_{Ti} \) in \( r/a < 0.75 \) in both LOC and SOC runs. In the LOC run, the changes are outside the uncertainty, and the changes are marginally less than the uncertainty in the SOC run. In both cases, the changes in synthetic \( T_e \) fluctuations are larger than the changes in \( Q_e \). Further study is required to understand why only the \( Q_i \) profile changes its shape while the \( Q_e \) profile retains a similar shape with the increase in \( a/L_{Ti} \) in \( r/a < 0.75 \), and to understand the relatively larger changes in synthetic \( T_e \) fluctuations compared to changes in \( Q_e \).
Figure J-9: The comparison of ion heat flux between the $Q_i$ matched simulation (black) and the run with the 20% increase of $a/L_{Ti}$ in $r/a < 0.75$ from the $T_i$ profile used in the $Q_i$ matched run for (a) the LOC discharge and (b) the SOC discharge. The comparison of electron heat flux between the same local and global simulations in (c) the LOC case and (d) the SOC case. The comparison of synthetic $T_e$ fluctuations between the same local and global simulations in (e) the LOC case and (f) the SOC case. The dotted line indicates the uncertainty, which is the standard deviation of the time averaging, and the vertical dotted line indicates the boundary between the real simulation domain and the buffer region.
J.6 Summary

In this section, we compared the global simulation results with the local simulation results used in section 4.4. We found that the low \( k_y \) peak, which was observed in the local simulations, was not observed or was not significant in the global simulations, which suggests that this peak is not physically meaningful, and may be related to a numerical issue in the local simulations. The profile variations in the CECE emission volume or point spread function (PSF) used for synthetic \( T_e \) fluctuations do not significantly affect the synthetic \( T_e \) fluctuation results. However, we found that increasing \( a/L_T \) by 20\% in \( r/a < 0.75 \) affects synthetic \( T_e \) fluctuations in \( r/a > 0.8 \). This global effect should be investigated more in the future.
Appendix K

Lists of C-Mod shots and codes used in the thesis

K.1 List of C-Mod shots used in this thesis

Chapter 2
section 2.4.2
Discharges on run day 1120210, 1120214, 1120216, 1120217
shot 1120221014
Chapter 3
section 3.1.2
shot 1120502021
Chapter 4
section 4.1-4.4
shot 1120626023, 1120626028
Shots used in Fig. 4-5 are shown in Table K.1.
section 4.5
shot 1120620027, 1120620028, 1120626023, 1120626027, 1120626028
Chapter 5
section 5.1, 5.4
shot 1120706018, 1120706019, 1120626027
<table>
<thead>
<tr>
<th>shot (time)</th>
<th>CECE channel</th>
<th>Frequency range [kHz] for $T_e/T_e$ level</th>
</tr>
</thead>
<tbody>
<tr>
<td>1120626023 (0.9-1.4s)</td>
<td>'01' &amp; '02'</td>
<td>0-170</td>
</tr>
<tr>
<td>1120626028 (0.9-1.4s)</td>
<td>'01' &amp; '02'</td>
<td>70-170</td>
</tr>
<tr>
<td>1120627001 (0.8-1.2s)</td>
<td>'01' &amp; '02'</td>
<td>0-80</td>
</tr>
<tr>
<td>1120627002 (0.8-1.1s)</td>
<td>'01' &amp; '02'</td>
<td>0-95</td>
</tr>
<tr>
<td>1120627009 (0.9-1.2s)</td>
<td>'01' &amp; '02'</td>
<td>0-60</td>
</tr>
<tr>
<td>1120627011 (0.8-1.1s)</td>
<td>'01' &amp; '02'</td>
<td>0-60</td>
</tr>
<tr>
<td>1120627012 (0.8-1.2s)</td>
<td>'01' &amp; '02'</td>
<td>0-80</td>
</tr>
<tr>
<td>1120627013 (0.8-1.1s)</td>
<td>'01' &amp; '02'</td>
<td>0-40</td>
</tr>
<tr>
<td>1120720019 (0.9-1.4s)</td>
<td>'03' &amp; '04'</td>
<td>0-235</td>
</tr>
<tr>
<td>1120720020 (0.8-1.3s)</td>
<td>'03' &amp; '04'</td>
<td>no fluct.</td>
</tr>
<tr>
<td>1120720021 (0.8-1.3s)</td>
<td>'03' &amp; '04'</td>
<td>no fluct.</td>
</tr>
<tr>
<td>1120726001 (0.8-1.2s)</td>
<td>'03' &amp; '04'</td>
<td>0-100</td>
</tr>
<tr>
<td>1120726003 (1.2-1.5s)</td>
<td>'03' &amp; '04'</td>
<td>0-120</td>
</tr>
<tr>
<td>1120726004 (0.8-1.2s)</td>
<td>'03' &amp; '04'</td>
<td>0-90</td>
</tr>
<tr>
<td>1120726005 (0.8-1.2s)</td>
<td>'03' &amp; '04'</td>
<td>0-100</td>
</tr>
<tr>
<td>1120726007 (0.8-1.2s)</td>
<td>'03' &amp; '04'</td>
<td>0-100</td>
</tr>
<tr>
<td>1120809017 (0.7-1.0s)</td>
<td>'03' &amp; '04'</td>
<td>0-110</td>
</tr>
<tr>
<td>1120919011 (0.8-1.3s)</td>
<td>'15' &amp; '16'</td>
<td>0-180</td>
</tr>
<tr>
<td>1120919012 (0.9-1.2s)</td>
<td>'15' &amp; '16'</td>
<td>0-135</td>
</tr>
<tr>
<td>1120919013 (0.8-1.3s)</td>
<td>'01' &amp; '02'</td>
<td>0-100</td>
</tr>
<tr>
<td>1120919014 (0.8-1.3s)</td>
<td>'01' &amp; '02'</td>
<td>0-100</td>
</tr>
<tr>
<td>1120919015 (0.9-1.2s)</td>
<td>'01' &amp; '02'</td>
<td>5-100</td>
</tr>
<tr>
<td>1120919016 (1.0-1.4s)</td>
<td>'01' &amp; '02'</td>
<td>0-100</td>
</tr>
<tr>
<td>1120919018 (1.0-1.4s)</td>
<td>'01' &amp; '02'</td>
<td>0-80</td>
</tr>
<tr>
<td>1120926032 (1.0-1.3s)</td>
<td>'01' &amp; '02'</td>
<td>40-190</td>
</tr>
<tr>
<td>1120926033 (0.8-1.1s)</td>
<td>'01' &amp; '02'</td>
<td>5-160</td>
</tr>
<tr>
<td>1120926034 (0.9-1.4s)</td>
<td>'01' &amp; '02'</td>
<td>0-90</td>
</tr>
</tbody>
</table>

Table K.1: List of shots used in Fig. 4-5. The CECE channel and frequency range used for $\tilde{T}_e/T_e$ level are also presented. "no fluct." indicates that there were no fluctuations which could be resolved.
<table>
<thead>
<tr>
<th>shot (time)</th>
<th>CECE channel</th>
<th>Frequency range [kHz] for $\bar{T}_e/T_e$ level</th>
</tr>
</thead>
<tbody>
<tr>
<td>1120917023 (0.8-1.3s)</td>
<td>'01' &amp; '02'</td>
<td>no fluct.</td>
</tr>
<tr>
<td>1120917023 (0.8-1.3s)</td>
<td>'03' &amp; '04'</td>
<td>250-500</td>
</tr>
<tr>
<td>1120917023 (0.8-1.3s)</td>
<td>'15' &amp; '16'</td>
<td>no fluct.</td>
</tr>
<tr>
<td>1120917024 (0.8-1.3s)</td>
<td>'01' &amp; '02'</td>
<td>0-150</td>
</tr>
<tr>
<td>1120917024 (0.8-1.3s)</td>
<td>'03' &amp; '04'</td>
<td>0-200</td>
</tr>
<tr>
<td>1120917024 (0.8-1.3s)</td>
<td>'15' &amp; '16'</td>
<td>0-150</td>
</tr>
<tr>
<td>1120917025 (0.8-1.3s)</td>
<td>'01' &amp; '02'</td>
<td>no fluct.</td>
</tr>
<tr>
<td>1120917025 (0.8-1.3s)</td>
<td>'03' &amp; '04'</td>
<td>0-200</td>
</tr>
<tr>
<td>1120917025 (0.8-1.3s)</td>
<td>'15' &amp; '16'</td>
<td>0-200</td>
</tr>
<tr>
<td>1120917026 (0.8-1.3s)</td>
<td>'01' &amp; '02'</td>
<td>0-130</td>
</tr>
<tr>
<td>1120917026 (0.8-1.3s)</td>
<td>'03' &amp; '04'</td>
<td>0-170</td>
</tr>
<tr>
<td>1120917026 (0.8-1.3s)</td>
<td>'15' &amp; '16'</td>
<td>0-150</td>
</tr>
<tr>
<td>1120917027 (0.85-1.3s)</td>
<td>'01' &amp; '02'</td>
<td>no fluct.</td>
</tr>
<tr>
<td>1120917027 (0.85-1.3s)</td>
<td>'03' &amp; '04'</td>
<td>200-550</td>
</tr>
<tr>
<td>1120917027 (0.85-1.3s)</td>
<td>'15' &amp; '16'</td>
<td>250-580</td>
</tr>
</tbody>
</table>

Table K.2: List of shots used in Fig. 6-3. The CECE channel and frequency range used for $\bar{T}_e/T_e$ level are also presented. “no fluct.” indicates that there were no fluctuations which could be resolved.

section 5.2, 5.3
shot 1120221011, 1120221012

Chapter 6
section 6.1.1
Shots used in Fig. 6-3 are shown in Table K.2.

section 6.1.2
shot 1120917029, 1120917031

section 6.2-6.3
shot 1101209029

section 6.4.
shot 1120824006

K.2 List of codes used in this thesis

In C-Mod cluster
Calculation of the CECE measurement position and optical depth
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