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Abstract

The intrinsic and scale-dependent properties of nanofibers (NFs), nanowires, and nanotubes have made them the focus of many application-specific nanostructured materials studies. However, various NF morphology and proximity effects can lead to $>1000\times$ reductions in the performance of NF-based material architectures, such as bulk materials and structures comprised of scalable aligned NF arrays. The physical and chemical origins of these effects, along with the concomitant structure-property mechanisms of materials comprised of aligned NFs, are not currently known and cannot be properly integrated into existing theories. This originates, in part, from an incomplete understanding of the morphology of real NF systems, particularly in three-dimensions.

Through experiments, theory, and multi-scale simulation, this dissertation presents a framework capable of modeling the stochastic 3D morphology of a relevant NF system, carbon nanotubes (CNTs), assembled into aligned CNT (A-CNT) arrays. New descriptions of the multi-wall A-CNT morphology demonstrate that the CNT tortuosity, quantified via sinusoidal amplitude-wavelength waviness ratio ($w$), decreases significantly from $w \approx 0.2$ to 0.1 as the CNT volume fraction ($V_f$) is increased from $V_f \sim 1$ to 20%. Using these new relations, a 3D stochastic morphology description is presented, and used to quantify the mechanical behavior of A-CNT arrays, A-CNT polymer matrix nanocomposites (A-PNCs), and A-CNT carbon matrix nanocomposites (A-CMNCs) via a mechanics analysis that was previously applied to carbon nanocoils. Focusing on deformations in the A-CNT axial reinforcement direction, torsion and shear deformation mechanisms, which are governed by the low (<1 GPa) intrinsic shear modulus of the CNTs, are shown to have an effective compliance contribution of >90% in the experimental A-CNT $w$ regime, and are inferred to be the physical mechanisms responsible for the previously observed $\sim 100\times$ increase in the A-CNT effective indentation modulus as $V_f$ is increased from $\sim 1$ to 20%. In the case of A-PNCs, the polymer matrix effectively eliminates the torsion compliance contribution, so that the observed $\sim 2\times$ enhancement in the effective axial elastic modulus of A-PNCs as $V_f$ is increased from $\sim 1$ to 20% is explained. The geometry of the graphitic crystallites that comprise the pyrolytic carbon (PyC) matrix of A-CMNCs is found to not evolve significantly at pyrolysis temperatures of 1000 to 1400°C, and crystallite size estimates from Raman spectroscopy reveal that the Tuinstra-Koenig correlation disagrees with the sizes measured by x-ray diffraction, suggesting a new amorphization transition crystallite size of 6 nm instead of 2−3 nm. In the case of A-CMNCs, CNT reinforcement is shown to lower the energy barrier (inferred through the pyrolysis temperature) for meso-scale self-organization of the graphitic crystallites of the PyC matrix, while having no effect on the PyC matrix on the atomic scale. Mechanical property analysis and modeling indicates that the aerospace materials selection criterion of the A-CMNCs can be enhanced to $>8\text{ GPa} \times (\text{g/cm}^3)^{-2}$ at $V_f > 20\%$ (experimentally we observe a value of $\sim 5\text{ GPa} \times (\text{g/cm}^3)^{-2}$ at $V_f \sim 10\%$). A-CMNCs introduced
in this work have the potential to outperform state-of-the-art superhard materials, such as diamond ($\approx 7.8 \, \text{GPa} \times (\text{g/cm}^3)^{-2}$) and cubic boron nitride ($\approx 5.2 \, \text{GPa} \times (\text{g/cm}^3)^{-2}$).

Using the structure-property prediction tools developed in this thesis, precise tailoring and prediction of application-specific performance of aligned NF based architectures is enabled, and specific new understanding of A-CNT systems is established. Future paths of study that enable the design and manufacture of several classes of next-generation materials are recommended.
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1.1 Reported mechanical and thermal properties of CNTs. (a) Specific modulus-specific strength plot comparing the properties of composite materials to other engineering materials, such CNTs. (b) Thermal properties of CNTs as a function of their diameter showing that their phonon transport properties are diminished as a function of their diameter based on the plot reported in Marconnet et al. Since CNTs promise higher specific stiffness, specific strength, and phonon transport properties, many groups are currently working on their incorporation into composite architectures. . 31

1.2 Reported stiffness for CNT systems as a function of their size, original to this thesis, reproduced from Stein, Lewis, and Wardle. The plot shows how the elastic modulus \( E \), when normalized by the CNT volume fraction \( V_f \), scales with the number of CNTs enclosed in the structure demonstrating that isolated CNTs and CNT bundles/fibers exhibit \( E/V_f > 100 \) GPa, whereas larger scale CNT pillars and arrays exhibit \( E/V_f \approx 1 \) GPa. . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

2.1 Scaling of effective \( k_{\text{eff}} \) electrical conductivity \( \sigma_{\text{eff}} \) as a function of the CNT volume fraction \( V_f \) for unaligned CNTs (U-CNTs), A-CNTs, and A-PNCs, underscoring that the \( \sigma_{\text{eff}} \) previously reported for CNT systems is lower than the \( \sigma > 10^8 \) S/m figure predicted by theory at room temperature. . . . . . . . . . . . . . . . . 36

2.2 Thermal properties of CNTs, graphene, and other carbon allotropes at room temperature as presented by Pop et al. (a) Plot summarizing the effective \( k_{\text{eff}} \) thermal conductivity \( (k_{\text{eff}}) \) values of CNTs, graphene, graphite, and diamond illustrating that suspended graphene, CNTs, and diamond can achieve \( k \sim 3000 \) W/mK. (b) \( k_{\text{eff}} \) as a function of the phonon MFP showing that suspended graphene achieves the highest \( k_{\text{eff}} \) value because it has the longest MFP \( (\sim 600 \text{ nm}) \) . . . . . . . . . . . . . . . . 38
2.3 Scaling of the 2D modulus ($E_{2D}$) and 3D modulus ($E_{3D}$) of graphene as a function of the defect density as presented by López-Polín et al. This plot shows that carefully tuning the defect density can enhance the mechanical properties of graphene, whereas > 1% missing atoms in graphene will lead to diminished stiffness. 

2.4 Illustration showing the treatment of the C–C bond as an effective structural element by the MSM approach as presented by Eberhardt and Wallmersperger.

2.5 Illustration of the atomistic and corresponding mesoscopic treatment of a CNT as presented by Cranford and Buehler.

4.1 Real wavy A-CNTs and theoretical frameworks. (a) Representative HRSEM image of wavy A-CNTs. (b) Illustration of the CNT morphology normally assumed in existing theoretical frameworks, which neglect the CNT waviness, and the wavy CNTs with realistic stochastic morphologies generated using the simulation framework presented here.

4.2 3D morphology of the A-CNTs that comprise A-PNCs visualized via quantitative electron tomography as presented by Natarajan et al.

4.3 Tortuosity ($\tau$) as a function of waviness ratio ($w$) for sinusoidal (Eq. 4.1a) and helical (Eq. 4.1b) functional forms of the CNT morphology. Inset shows an illustration of $w$ using the sinusoidal amplitude/wavelength ($a/\lambda$) functional form, and $w$ for the helical functional form (not illustrated) would be evaluated by defining the helix radius as $a$.

4.4 Illustration of $N$, and the effective constitutive triangles that comprise each coordination. The average of $\Gamma_{\text{min}}$ and $\Gamma_{\text{max}}$, defined as $\Gamma$, is used in throughout this dissertation as an easily accessible measure of the morphology of A-CNT ($\rightarrow \Gamma$).

4.5 Three-dimensional morphology simulation details. (a) Illustration of the simulation scheme, origin of $\Gamma$ from $N$, and the top view of an initialized simulation cell comprised of collimated 100 CNTs for $N = 4$ (square packing) and $N = 6$ (hexagonal packing). (b) Initialized simulation comprised of 100 wavy CNTs showing how the average node displacements in the $x-y$ plane and $z$ direction are tied to the $a$ and $\lambda$ that originate from the experimentally-quantified sinusoidal $w$ ($\rightarrow w = a/\lambda$) and used to generate wavy CNTs.
4.6 Unit cell used in the analysis defined using the average displacement in the $x - y$ plane ($\Delta r$) and 10 nodes in the $z$ direction ($\Delta z$). $\Delta r$ and $\Delta z$ are tied to the amplitude ($a$) and wavelength ($\lambda$) from the waviness ratio ($w = a/\lambda$) which is used to simulate the morphology of the CNTs in three dimensions. The radius of curvature ($R_c$) is evaluated using the unit cell, and is used to approximate the maximum CNT volume fraction that the simulation can be used to study as discussed below.

4.7 Factors that link $\chi(w)$ and $\zeta(w)$ to $w$ for A-CNTs studied in this work. (a) $\chi(w)$ scaling with $w$ demonstrating that CNT interactions with the hard boundaries that define the confining volume are significant at $w \gtrsim 0.3$ where $\chi(w)$ transitions from a linear scaling (see Eq. 4.6a) to a power scaling. (b) $\zeta(w)$ scaling with $w$ demonstrating that CNT-boundary interactions are significant at $w \gtrsim 0.3$ where $\zeta(w)$ transitions from a power scaling (see Eq. 4.6b) to a linear scaling.

4.8 Standard error scaling and $V_f$ validity regime. (a) Scaling in standard error of the measured $\Gamma$ values demonstrating the importance of number of CNTs in the simulation ($n$), and replicating the familiar $1/\sqrt{n}$ standard error scaling for Gaussian statistics. (b) Plot showing the evolution of the CNT alignment, represented by $R_c$, as a function of $w$.

4.9 Evolution of the CNT waviness with packing. (a) Cross-sectional HRSEM micrographs of A-CNT arrays at $V_f$ ranging from $\sim 1 - 20$ vol. % CNTs showing the reduction in CNT waviness. (b) Plot demonstrating that $w$ can be reduced by $\sim 50\%$ by increasing $V_f$ from $\sim 1$ vol. % CNTs to $\sim 20$ vol. % CNTs.

4.10 Impact of waviness ($w$) on the packing morphology of A-CNT arrays for square and hexagonal close packing. (a) Evolution of the waviness correction (see Eq.(4.4)) for square packing ($\Omega_{\square}$) as a function of $w$ showing that the scaling of $\Omega_{\square}$ can be represented by three power laws at $w < 0.05$, $0.05 \leq w \leq 0.125$, and $w > 0.125$, and that square packing is best suited for A-CNT systems with $w \gtrsim 0.15$ where $\Omega_{\square}$ increases very gradually. (b) Scaling of the waviness correction (see Eq.(4.4)) for hexagonal packing ($\Omega_{\hexagon}$) with $w$ showing that $\Omega_{\hexagon}$ can be described by two power laws at $w < 0.1$, and $w \geq 0.1$, and that hexagonal packing is best suited for CNT systems with $w \lesssim 0.05$ where $< 1\%$ error will be induced by neglecting the CNT waviness.
4.11 Evolution of morphology of A-CNTs as a function of their $V_f$. (a) Experimentally determined $\Gamma$ as a function of $V_f$, previously reported theoretical scaling of $\Gamma$ with $V_f$ for collimated A-CNTs, and the simulated scaling of $\Gamma$ with $V_f$ for wavy A-CNTs. Inset: scaling of $\Omega$ with $V_f$. (b) The evolution of $N$ during packing resulting from the previously reported theoretical scaling for collimated A-CNTs and their bundles, and the simulated scaling for wavy A-CNTs showing that integration of CNT waviness into the theoretical framework is necessary to attain a coordination number scaling that is applicable beyond $V_f = 20\%$.

5.1 Elastic behavior of A-CNTs under compression as presented by Cao et al. (a) Illustration of the buckling modes of A-CNTs. (b) Resulting stress-strain curve and $E_{eff}$ for A-CNTs.

5.2 Deformation mechanisms of a carbon nanocoil as presented by Chen et al.

5.3 Illustration and scaling of the compliance contribution ($\rightarrow \xi_{mode}/\xi_{tot}$ where $\xi_{tot} = \sum \xi$) of the four deformation modes as a function of the waviness ratio ($w$) at CNT volume fraction ($V_f$) of $V_f = 1\%$ CNTs.

5.4 Contribution of extension, shear, bending, and torsion deformation mechanisms (see Eq. 5.1 to the effective compliance ($\rightarrow \xi_{mode}/\xi_{tot}$ where $\xi_{tot} = \sum \xi$) of wavy CNTs as a function of the waviness ratio ($w$) and CNT volume fraction. (a) Deformation mode contributions for CNTs with $V_f \approx 5\%$. (b) Deformation mode contributions for CNTs with $V_f \approx 10\%$. (c) Deformation mode contributions for CNTs with $V_f \approx 20\%$. (d) Deformation mode contributions for CNTs with $V_f \approx 40\%$.

5.5 Elastic response of wavy aligned CNTs. (a) Plot of the effective axial modulus of wavy CNTs ($E_{cnt}(w)$) normalized by the intrinsic modulus of straight CNTs ($E_{cnt}(0)$) as a function of $w$ and $V_f$ indicating that waviness can lead to orders of magnitude reductions in modulus. (b) Plot comparing the scaling of the effective modulus with $V_f$ ($\rightarrow E_{cnt}(V_f)$) for the $10^5$ simulated wavy CNTs (via Eq. 5.3) to the previously reported experimental and theoretical scaling of $E_{cnt}(V_f)$. This plot shows that the shear modulus ($G$) of the CNTs, which dominates the torsion and shear deformation mechanisms, governs the scaling of $E_{cnt}(V_f)$. 
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6.1 Experimentally determined and rule of mixtures predicted $V_f$ scaling of $E_{pnc}$. (a) Plot comparing the experimental scaling of $E_{pnc}(V_f)$ to the values predicted by rule of mixtures for $E_{pm} \approx 3.1$ GPa showing the large overpredictions of rule of mixtures. (b) Plot comparing the experimental scaling of $E_{pnc}(V_f)$ to the values predicted by rule of mixtures for $E_{pm} \approx 4.7$ GPa showing again the orders of magnitude overpredictions of $E_{pnc}$ by rule of mixtures.

6.2 Top view of a simulated carbon nanotube (CNT) illustrating the two-dimensional random walk that comprises the waviness (left), side view of an aligned carbon nanotube polymer matrix nanocomposite (A-PNC) comprised of simulated wavy CNTs (center), and illustration of the unit cell used in the morphology and mechanical property analysis (right) showing the three CNT deformation modes that contribute to the elastic response of the wavy CNTs in the A-PNC.

6.3 Contribution of extension, shear, and bending deformation mechanisms (see Eq. 6.2a) to the effective compliance ($\xi_{mode}/\xi_{tot}$ where $\xi_{tot} = \sum \xi$) of wavy CNTs that comprise the A-PNC as a function of the waviness ratio ($w$) and ratio of the intrinsic CNT longitudinal and shear moduli ($Y/G$) for $Y/G = 1000$ (●), $Y/G = 250$ (■), $Y/G = 100$ (▲), and $Y/G = 10$ (▲). (a) Extension mode contributions. (b) Shear mode contributions. (c) Bending mode contributions.

6.4 Plot of the effective modulus of wavy CNTs ($E_{cnt}(w)$) as a function of the waviness ratio ($w$) demonstrating that waviness can lead to orders of magnitude reductions in stiffness.

6.5 Axial modulus scaling with $V_f$ for A-PNCs. (a) Plot comparing the scaling of $E_{pnc}(V_f)$ as a function of the CNT morphology (via Eq. 6.1 $\rightarrow w(V_f)$ and Eqs. 6.2a−6.2f) to a previously reported experimental and FEA scaling of $E_{pnc}(V_f)$ where the effective shear modulus of the CNTs is $G \approx 3.1$ GPa. This plot shows that including the evolution of $w$ with $V_f$ better represents observed scaling of $E_{pnc}(V_f)$, and that A-CNT infusion with a polymer to form A-PNCs reduces $w(V_f)$ by $\approx 25\%$ ($\rightarrow \Lambda \approx 0.75$). (b) Plot comparing the scaling of $E_{pnc}(V_f)$ as a function of the CNT morphology (via Eq. 6.1 and Eqs. 6.2a−6.2f) to a previously reported experimental and FEA scaling of $E_{pnc}(V_f)$ where $G \approx 4.7$ GPa. This plot demonstrates that a $\approx 10\%$ reduction in $w(V_f)$ ($\rightarrow \Lambda \approx 0.9$) during A-PNC synthesis can best represent the previously observed scaling of $E_{pnc}(V_f)$. 

---
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7.1 Structure and geometry of the graphitic crystallites that comprise PyC. (a) Illustration of exemplary LD and HD packing structures of graphitic crystallites in PyC where a ~ 15% increase in density from LD to HD is typical. (b) Illustration of $L_a$ and $L_c$ used to approximate the size and geometry of the crystallites that comprise PyCs, and their relationship with the [100] and [001] $hkl$ lattice directions that orthogonal to the (100) and (002) lattice planes. Note: for the illustrated 3-layer crystallite, $L_c$ is twice the inter-layer separation.

7.2 Illustration of the previously proposed mechanism of graphite transformation into defective diamond consisting of three stages: (1) graphite $\rightarrow$ nanocrystalline (NC) graphite; (2) NC graphite $\rightarrow$ amorphous carbon (a-C); (3) a-C $\rightarrow$ tetrahedral amorphous carbon (ta-C). (a) Position of the G band as a function of amorphization stage ($sp^3$) character demonstrating that the maximum G peak position occurs between stages 1 and 2. (b) Inverse of the ratio of the intensities of the G and D bands ($I_G/I_D$) illustrating that the minimum value of $I_G/I_D$ occurs between stages 1 and 2. Reproduced from Ferrari and Robertson.

7.3 Previously reported scaling of $H_V$ for LD (●, and ■) and HD (▼) PyCs as a function of $L_a$, (a), and $L_c$, (b), showing the wide spread and a lack of a robust trend.

7.4 Previously reported scaling of hardness ($H_V$), estimated via nanoindentation, to the effective modulus ($E_{eff}$) of a variety of carbon and silicon based materials as presented Gogotsi et al.

7.5 Theoretical framework and model predictions for the PyC matrix density ($\rho_{pyc}$). (a) Illustration of the crystallite stacking and unit cell representing the structure of an LD PyC exhibiting an ‘open structure’. (b) Plot of $\rho_{pyc}$ as a function the crystallite orientation angle ($\theta_{oa}$) for a variety of crystallite geometries ($L_a/L_c$).

7.6 Illustration of the indentation technique utilized to experimentally quantify the mechanical behavior of the PyCs and A-CMNCs, i.e. hardness ($H_V$). The inset presented illustrations of the deformation mechanisms that govern the measured $H_V$, and the model orientation angle ($\theta_{th}$) where they are most relevant.
7.7 XRD analysis results for in situ pyrolysis of PyCs, A-CNTs, and A-CMNCs as a function of $T_p$. (a) XRD patterns of phenolic resin pyrolysis (transforming into PyC) showing the evolution of the (002) and (100) peaks. (b) XRD patterns of A-CNTs heated up to 1500°C demonstrating that heat treatments at $\lesssim 1000^\circ$C lead to little change in the original CNT structure. (c) XRD patterns of A-PNC precursors transforming into A-CMNCs.

7.8 XRD analysis results for ex situ pyrolysis of PyCs as a function of the pyrolysis temperature ($T_p$). (a) XRD patterns showing the evolution of the (002) and (100) peaks as a function of $T_p$. (b) $L_a$ and $L_c$ as a function of $T_p$. (c) $d_{002}$ evolution as a function of $T_p$.

7.9 XRD analysis results for ex situ pyrolysis of A-CMNCs as a function of $T_p$. (a) XRD patterns showing the evolution of the (002), (100), and (110) peaks as a function of $T_p$. (b) $L_a$ and $L_c$ as a function of $T_p$. (c) $d_{002}$ evolution as a function of $T_p$.

7.10 Raman spectroscopy analysis results as a function of $T_p$ utilizing samples from both the in situ and ex situ pyrolysis approaches. (a) Raman spectra (experimental curves and fits via Eq. 7.4) showing the evolution of the D and G bands as a function of $T_p$. (b) Evolution of $I_D/I_G$ and $A_D/A_G$ as a function of $T_p$. (c) Scaling of $\gamma_D$ and $\gamma_G$ as a function of $T_p$.

7.11 Scaling of the intensity ratio of the D- and G-bands ($I_D/I_G$) as a function of the crystallite size ($L_a$) showing that the previously proposed approximations of $L_a$ from $I_D/I_G$ (Eq. 7.3) are not representative here. Since the $I_D/I_G \propto L_a^{-1}$ scaling proposed by Eq. 7.3a and Eq. 7.3b are not exhibited by the experimental data, whereas $I_D/I_G \propto L_a^2$ scaling proposed in Eq. 7.3c is more representative of the experimental data, Eq. 7.10, which modified the intersection point of Eq. 7.3c and Eq. 7.3b to a more realistic value ($\rightarrow L_a \approx 6.5 \pm 0.5$ nm, instead of $\sim 2 - 3$ nm), is the only scaling relation that is able to capture the trend in the data.

7.12 Raman spectroscopy analysis results for A-CMNCs as a function of the CNT volume fraction ($V_f$). (a) Raman spectra (experimental curves and fits via Eq. 7.4) showing the evolution of the D and G bands as a function of $V_f$. (b) Evolution of $I_D/I_G$ and $A_D/A_G$ as a function of $V_f$. (c) Scaling of $\Gamma_D$ and $\Gamma_G$ of the D and G bands as a function of $V_f$.
7.13 Representative FTIR spectra for *in situ* pyrolysis of PyCs and A-CNTs as a function of the pyrolysis temperature \((T_p)\). (a) FTIR spectra for cured phenolic resin transforming into PyC for \(T_p\) up to 1000°C illustrating that \(-\text{OH}\) groups are present on the surface of the PyCs, and that C–O, H\(_2\)O and methylene groups are released as byproducts of the pyrolyzation leading the bands at 1233 cm\(^{-1}\) and 1474 cm\(^{-1}\) to disappear, and a band corresponding to a more complex polyaromatic system to appear at 1636 cm\(^{-1}\). (b) FTIR spectra of A-CNTs before and after thermal treatment at \(T_p = 1500°C\) demonstrating that \(-\text{OH}\) groups are present on the surface of the CNTs, as observed previously, and that the CNTs that comprise the A-CNTs are highly thermally stable since no chemical structure alterations are seen at \(< 1800\) cm\(^{-1}\).

7.14 Representative FTIR spectra for *ex situ* pyrolysis of PyCs and A-CMNCs as a function of the pyrolysis temperature \((T_p)\). (a) FTIR spectra for PyCs as a function of \(T_p\) up to 1400°C. (b) FTIR spectra of A-CMNCs as a function of \(T_p\) up to 1400°C showing slight changes in the chemical structure of A-CMNCs as a function of \(T_p\).

7.15 Evolution of PyC density, \(\rho_{pyc}\) (from Eq. 7.6), as a function of crystallite geometry, \(L_a/L_c\), and orientation angle, \(\theta_{oa}\). The predictions of Eq. 7.6 agree very well with previous data on \(\rho_{pyc}\) for HD PyCs (from Zhang et al.), but overestimates \(\rho_{pyc}\) for LD PyCs (from the current work, Yajima et al., and Zhang et al.) due to the presence of a significant amount of \(> 100\) nm diameter pores in such PyCs.

7.16 Scaling of hardness \((H_V)\) as a function of pyrolysis temperature \((T_p)\) for the PyCs studied here, and in previous works. Good agreement with Eq. 7.7b indicates that the low inter-layer shear modulus of the graphitic crystallites governs the measured \(H_V\).

7.17 Hardness \((H_V)\) as a function of apparent density \((\rho)\) for the PyCs studied here and various other PyCs, carbon materials, and superhard materials such as carbides, nitrides, oxides, and phosphides showing that for lightweight applications such as aerospace (*i.e.* design parameter of \(H_V/\rho^2\)), PyCs are among the leading candidate materials.
7.18 Axial modulus scaling with $V_f$ for A-CMNCs. The scaling of $E_{cmnc}(V_f)$ as a function of the CNT morphology (via Eq. 7.9) is compared to the experimentally quantified $E_{cmnc}(V_f)$ that was converted from $H_V$ using the previously reported empirical conversion factor of $E_{cmnc}/H_V \sim 8 - 12 \times$. Additionally, the theoretical and experimental $E_{cmnc}(V_f)$ results are compared to the results of a previous simulation study on an A-CMNC that has an a-C matrix.

7.19 Hardness ($H_V$) as a function of density ($\rho$) for the A-CMNCs studied here and various other PyCs, carbon materials, and superhard materials as summarized in Figure 7.17. This plot shows that A-CMNCs synthesized at $V_f > 30\%$ could outperform diamond in super lightweight aerospace structure that use $H_V/\rho^2$ design parameter for materials selection.
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## Abbreviations and Symbols

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>a-C</td>
<td>Amorphous carbon</td>
</tr>
<tr>
<td>A-CMNC</td>
<td>Aligned carbon nanotube carbon matrix nanocomposite</td>
</tr>
<tr>
<td>A-CNT</td>
<td>Aligned carbon nanotube</td>
</tr>
<tr>
<td>A-PNC</td>
<td>Aligned carbon nanotube polymer matrix nanocomposite</td>
</tr>
<tr>
<td>BSM</td>
<td>Bead and spring model</td>
</tr>
<tr>
<td>BWF</td>
<td>Breit-Wigner-Fano (band)</td>
</tr>
<tr>
<td>c–BN</td>
<td>Cubic boron nitride</td>
</tr>
<tr>
<td>C/C</td>
<td>Carbon fiber reinforced carbon</td>
</tr>
<tr>
<td>CM</td>
<td>Continuum modeling</td>
</tr>
<tr>
<td>CNT</td>
<td>Carbon nanotube</td>
</tr>
<tr>
<td>FEA</td>
<td>Finite element analysis</td>
</tr>
<tr>
<td>FTIR</td>
<td>Fourier transform infrared (spectroscopy)</td>
</tr>
<tr>
<td>HD</td>
<td>High density (pyrolytic carbon)</td>
</tr>
<tr>
<td>HRSEM</td>
<td>High resolution scanning electron microscopy</td>
</tr>
<tr>
<td>HRTEM</td>
<td>High resolution transmission electron microscopy</td>
</tr>
<tr>
<td>LD</td>
<td>Low density (pyrolytic carbon)</td>
</tr>
<tr>
<td>LJ</td>
<td>Lennard-Jones potential</td>
</tr>
<tr>
<td>MD</td>
<td>Molecular dynamics</td>
</tr>
<tr>
<td>MFFM</td>
<td>Mesoscopic force field model</td>
</tr>
<tr>
<td>MFP</td>
<td>Mean free path</td>
</tr>
<tr>
<td>MSM</td>
<td>Molecular structural model</td>
</tr>
<tr>
<td>NC</td>
<td>Nanocrystalline</td>
</tr>
<tr>
<td>NCM</td>
<td>Nano-scale continuum modeling</td>
</tr>
<tr>
<td>NF</td>
<td>Nanofiber</td>
</tr>
</tbody>
</table>
PyC Pyrolytic carbon
RVE Representative volume element
ta-C Tetrahedral amorphous carbon
U-CNT Unaligned carbon nanotube
vdW Van der Waals interactions
XPS X-ray photoelectron spectroscopy
XRD X-ray diffraction
\( \alpha \) Shear coefficient of a carbon nanotube assuming hollow cylinder geometry, []
\( \beta_{002} \) Full width at half maximum of the (002) peak in XRD, \(^{[\circ]}\)
\( \beta_{100} \) Full width at half maximum of the (100) peak in XRD, \(^{[\circ]}\)
\( \beta_{110} \) Full width at half maximum of the (110) peak in XRD, \(^{[\circ]}\)
\( \chi(w) \) Waviness dependent displacement parameter in directions perpendicular to carbon nanotube alignment direction, []
\( \Delta r \) Average displacement perpendicular to wavy carbon nanotube alignment direction, [nm]
\( \Delta z \) Average displacement along the wavy carbon nanotube alignment direction, [nm]
\( \delta_{\text{helix}} \) Standard deviation of helical tortuosity, []
\( \delta_{\text{sin}} \) Standard deviation of sinusoidal tortuosity, []
\( \delta_{\text{sinw}} \) Standard deviation of sinusoidal waviness ratio, []
\( \Gamma \) Average inter-carbon nanotube spacing in aligned carbon nanotube arrays, [nm]
\( \gamma_D \) Half width half maximum of the D-band in Raman Spectroscopy, [cm\(^{-1}\)]
\( \gamma_{G,a-C} \) Half width half maximum of the amorphous carbon G-band in Raman Spectroscopy, [cm\(^{-1}\)]
\( \gamma_G \) Half width half maximum of the G-band in Raman Spectroscopy, [cm\(^{-1}\)]
\( \Gamma_{\max} \) Maximum inter-carbon nanotube spacing in aligned carbon nanotube arrays, [nm]
\( \Gamma_{\min} \) Minimum inter-carbon nanotube spacing in aligned carbon nanotube arrays, [nm]
\( \Lambda \) Scaling factor quantifying polymer infusion induced carbon nanotube waviness reduction, []
\( \lambda \) Sinusoidal waviness wavelength, [nm]
\( \lambda_{\text{xrd}} \) Wavelength of the incident x-ray radiation, [nm]
\( R \) Coefficient of determination, []
\( \mu_{\text{helix}} \) Mean value of helical tortuosity, []
\(\mu_{s}^{\sin}\)  Mean value of sinusoidal tortuosity, []
\(\mu_{w}^{\sin}\)  Mean value of sinusoidal waviness ratio, []
\(\nu\)  Poisson ratio, []
\(\Omega\)  Waviness correction factor for aligned carbon nanotube arrays, []
\(\omega\)  Raman shift, [cm\(^{-1}\)]
\(\Omega_{\bigcirc}\)  Waviness correction factor for hexagonal packing, []
\(\omega_{D}\)  Peak position of D-band in Raman Spectroscopy, [cm\(^{-1}\)]
\(\omega_{G}\)  Peak position of G-band in Raman Spectroscopy, [cm\(^{-1}\)]
\(\omega_{\text{int}}\)  Half width of the Raman integration regime, [cm\(^{-1}\)]
\(\Omega_{\Box}\)  Waviness correction factor for square packing, []
\(\rho_{\text{cnt}}\)  Carbon nanotube intrinsic density, [g/cm\(^{3}\)]
\(\rho_{g}\)  Density of single crystal graphene/graphite, [g/cm\(^{3}\)]
\(\rho_{\text{pyc}}\)  Pyrolytic carbon apparent density, [g/cm\(^{3}\)]
\(\sigma_{\text{eff}}\)  Effective electrical conductivity, [S/m]
\(\theta_{100}\)  Position of the (002) peak in XRD, [°]
\(\theta_{100}\)  Position of the (100) peak in XRD, [°]
\(\theta_{110}\)  Position of the (110) peak in XRD, [°]
\(\theta_{\text{oa}}\)  Graphitic crystallite orientation angle for PyC density model, [°]
\(\theta_{\text{th}}\)  Theoretical orientation of graphitic crystallites for hardness estimation, [°]
\(\theta_{\triangle}\)  Isosceles angle of the constitutive triangles at each coordination number, [°]
\(\tau\)  Tortuosity, also known as stochastic waviness, []
\(\tau^{(w)}_{\text{helix}}\)  Effective tortuosity evaluated via carbon nanotube waviness ratio assuming helical geometry, []
\(\tau^{(w)}_{\sin}\)  Effective tortuosity evaluated via carbon nanotube waviness ratio assuming sinusoidal geometry, []
\(\xi_{\text{bending}}\)  Bending compliance contribution, [m/N]
\(\xi_{\text{extension}}\)  Extension compliance contribution, [m/N]
\(\xi_{\text{mode}}\)  Compliance contribution of a deformation mechanism, [m/N]
\(\xi_{\text{shear}}\)  Shear compliance contribution, [m/N]
\(\xi_{\text{torsion}}\)  Torsion compliance contribution, [m/N]
\(\xi_{\text{tot}}\)  Total compliance contribution, [m/N]
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\zeta(w)$</td>
<td>Waviness dependent displacement parameter in the direction parallel to carbon nanotube alignment direction, []</td>
</tr>
<tr>
<td>$A$</td>
<td>Cross-sectional area of a carbon nanotube assuming hollow cylinder geometry, [nm$^2$]</td>
</tr>
<tr>
<td>$A_D$</td>
<td>Integrated intensity of the D-band in Raman Spectroscopy, [cm$^{-1}$]</td>
</tr>
<tr>
<td>$A_G$</td>
<td>Integrated intensity of the G-band in Raman Spectroscopy, [cm$^{-1}$]</td>
</tr>
<tr>
<td>$C_{11}$</td>
<td>In-plane tension/compression stiffness constant, [GPa]</td>
</tr>
<tr>
<td>$C_{33}$</td>
<td>Out-of-plane tension/compression stiffness constant, [GPa]</td>
</tr>
<tr>
<td>$C_{44}$</td>
<td>Inter-layer shear stiffness constant, [GPa]</td>
</tr>
<tr>
<td>$D_i$</td>
<td>Carbon nanotube inner diameter, [nm]</td>
</tr>
<tr>
<td>$D_o$</td>
<td>Carbon nanotube outer diameter, [nm]</td>
</tr>
<tr>
<td>$E_{2D}$</td>
<td>Two-dimensional graphene elastic modulus, [N/m]</td>
</tr>
<tr>
<td>$E_{3D}$</td>
<td>Three-dimensional graphene elastic modulus, [TPa]</td>
</tr>
<tr>
<td>$E_{cmnc}(w)$</td>
<td>Waviness dependent effective longitudinal A-CMNC elastic modulus, [GPa]</td>
</tr>
<tr>
<td>$E_{cm}$</td>
<td>Pyrolytic carbon matrix effective elastic modulus, [GPa]</td>
</tr>
<tr>
<td>$E_{cnt}(w)$</td>
<td>Waviness dependent effective longitudinal carbon nanotube array elastic modulus, [GPa]</td>
</tr>
<tr>
<td>$E_{eff}$</td>
<td>Effective elastic modulus, [GPa]</td>
</tr>
<tr>
<td>$E_{pm}$</td>
<td>Polymer matrix effective elastic modulus, [GPa]</td>
</tr>
<tr>
<td>$E_{pnc}(w)$</td>
<td>Waviness dependent effective longitudinal A-PNC elastic modulus, [GPa]</td>
</tr>
<tr>
<td>$G$</td>
<td>Effective carbon nanotube shear modulus, [GPa]</td>
</tr>
<tr>
<td>$H_{V,th}$</td>
<td>Theoretical pyrolytic carbon hardness, [GPa]</td>
</tr>
<tr>
<td>$H_V$</td>
<td>Vickers hardness, [GPa]</td>
</tr>
<tr>
<td>$hk\ell$</td>
<td>Miller indices, []</td>
</tr>
<tr>
<td>$I$</td>
<td>Area moment of inertia assuming hollow cylinder geometry, [nm$^4$]</td>
</tr>
<tr>
<td>$I(\omega)$</td>
<td>Raman intensity, [a.u.]</td>
</tr>
<tr>
<td>$I_D$</td>
<td>Intensity of the D-band in Raman Spectroscopy, [a.u.]</td>
</tr>
<tr>
<td>$I_{G,a-C}$</td>
<td>Intensity of G-band of amorphous carbon in Raman Spectroscopy, [a.u.]</td>
</tr>
<tr>
<td>$I_G$</td>
<td>Intensity of the G-band in Raman Spectroscopy, [a.u.]</td>
</tr>
<tr>
<td>$J$</td>
<td>Polar moment of inertia assuming hollow cylinder geometry, [nm$^4$]</td>
</tr>
<tr>
<td>$K(w)$</td>
<td>Waviness dependent effective longitudinal carbon nanotube spring constant, [N/m]</td>
</tr>
<tr>
<td>$k_{eff}$</td>
<td>Effective thermal conductivity, [W/mK]</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
</tr>
<tr>
<td>$L_{1D}$</td>
<td>Height of a carbon nanotube along alignment direction, [nm]</td>
</tr>
<tr>
<td>$L_{3D}$</td>
<td>True arc length of a carbon nanotube, [nm]</td>
</tr>
<tr>
<td>$L_a$</td>
<td>Graphitic crystallite size for the pyrolytic carbon matrix, [nm]</td>
</tr>
<tr>
<td>$L_c$</td>
<td>Graphitic crystallite thickness for the pyrolytic carbon matrix, [nm]</td>
</tr>
<tr>
<td>$N$</td>
<td>Effective two-dimensional coordination number for aligned carbon nanotubes, []</td>
</tr>
<tr>
<td>$n$</td>
<td>Number of carbon nanotubes, []</td>
</tr>
<tr>
<td>$n_{xrd}$</td>
<td>Constant for Bragg’s law that determines reflection order, []</td>
</tr>
<tr>
<td>$t_{hold}$</td>
<td>Hold time at pyrolysis temperature for carbon matrix manufacturing, [min]</td>
</tr>
<tr>
<td>$T_p$</td>
<td>Pyrolyzation temperature, [°C]</td>
</tr>
<tr>
<td>$V_f$</td>
<td>Carbon nanotube volume fraction, [%]</td>
</tr>
<tr>
<td>$w$</td>
<td>Waviness ratio assuming sinusoidal function form, []</td>
</tr>
<tr>
<td>$x$</td>
<td>Direction perpendicular to the carbon nanotube alignment direction, []</td>
</tr>
<tr>
<td>$Y$</td>
<td>Theoretical effective longitudinal carbon nanotube Young’s modulus, [TPa]</td>
</tr>
<tr>
<td>$y$</td>
<td>Direction perpendicular to the carbon nanotube alignment direction, []</td>
</tr>
<tr>
<td>$z$</td>
<td>Direction parallel to the carbon nanotube alignment direction, []</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

Current state of the art structural materials face a number of key challenges, and the use of nanofiber (NF) architectures with controlled morphology as structural elements could enable the design and manufacture of next-generation materials with enhanced performance and functionality. Some of the key capabilities that are desired in next-generation materials are summarized below. Many high value applications require multi-functional materials that are both lightweight, and incorporate power system elements, e.g. energy harvesting and storage. Another example is high value space applications, such as colonization and manned spaceflight for extended periods of time, require the development of better shielding materials, which would mitigate the greatest environmental risk to humans in space, radiation. These new advanced materials could be used to shield both astronauts and electronics from a wide variety of radiation species, such as electromagnetic, galactic cosmic, and solar cosmic radiation. Another important problem faced by aerospace structures is thermal management and protection, which requires lightweight and flexible materials with highly anisotropic thermal properties. These non-isotropic materials, which are scalable to large structures, could act as thermal insulators in one direction, and thermal conductors in another direction, thereby mitigating thermal hot spots and problems with thermal cracking. Many general transportation and vehicle applications also require their materials to have properties that are highly tailorable, while remaining multi-functional, lightweight, and providing improved damage tolerance. Finally, materials that are specifically designed to operate in extreme environments, which include heat, radiation, highly oxidizing environments, and both high and low pressures, are fundamental to many current industries, such as aerospace and nuclear power, and future industries, such as space mining and exploration. In summary, next-generation advanced materials will need to possess a high degree of
multi-functionality, while being lightweight and highly resistant to their extreme operating environments. While materials that simultaneously fulfill all of these requirements do not currently exist, aligned NF based architectures, especially those comprised of carbon nanotubes (CNTs), could be engineered and tailored to exhibit all of these properties. In the remainder of this Chapter, the use of NF architectures to create the next-generation of structural materials is discussed, and the outline of the work pursued in this thesis is presented.

1.1 Aligned Carbon Nanotubes for Next-Generation Materials

The predicted (and sometimes realized) electrical,\textsuperscript{[1–4]} thermal,\textsuperscript{[5–8]} and mechanical properties of one dimensional nanoscale systems,\textsuperscript{[9–11]} such as nanowires, nanofibers, and nanotubes, has motivated decades of research into their application in centimeter to meter-scale material solutions with widespread societal impact, e.g. microprocessors, medical devices, energy storage and harvesting devices, and high strength low density structural materials.\textsuperscript{[12–18]} Due to their intrinsic elastic modulus $\gtrsim 1$ TPa ($\sim 2 \times$ that of SiC and $5 \times$ that of steel), theoretical intrinsic thermal conductivity $> 1000$ W/mK (potentially higher than that of diamond, and several times that of copper), and potential for superconductivity via ballistic electron transport, CNTs are one of the prime candidates for the design and manufacture of next-generation materials.\textsuperscript{[12]} When organized into aligned CNT (A-CNT) arrays, the fabrication of highly scalable nanostructured architectures with tunable properties becomes possible.\textsuperscript{[12,18]} To take full advantage of the exceptional and highly anisotropic intrinsic properties of NFs, especially CNTs, many recent studies focused on the use of A-CNTs in nanocomposite structures.\textsuperscript{[18–28]} See Figure 1.1 for a specific modulus vs. specific strength (Figure 1.1a) and thermal conductivity vs. diameter (Figure 1.1b) plots demonstrating the potential performance enhancements that may result through integration of CNTs into composites. However, the properties reported by these previous studies were far lower than the properties predicted using current theory.\textsuperscript{[12]}

Some of the main reasons why existing models cannot accurately predict the behavior of CNTs in scalable architectures, such as A-CNT arrays, are the various CNT morphology and proximity effects.\textsuperscript{[13,14,18,29]} Non-idealities in morphology are one of the main reasons why the intrinsic properties of CNTs could only be attained in architectures comprised of a small number of CNTs,\textsuperscript{[30–33]} where CNTs have ideal straight morphologies. In large assemblies, where the CNTs normally have non-ideal morphologies, effective CNT array properties up to three orders of magnitude lower than
expected were observed.\cite{29,34–40} See Figure 1.2 for a plot of the stiffness of CNT structures as a function of their size. This large discrepancy in the properties of CNTs in scalable structures, such as CNT arrays, originates from their complicated stochastic three-dimensional morphology and the local curvature, commonly known as waviness or tortuosity, that results from their synthesis process.\cite{40–42} In this dissertation, theoretical and simulation tools that show how CNT waviness and proximity effects govern the behavior of CNT arrays and their composites are developed.

In this thesis, A-CNT arrays were grown in a 22 mm internal diameter quartz tube furnace at atmospheric pressure \textit{via} a thermal catalytic chemical vapor deposition process, very similar to a previously described process,\cite{19,22,43} with ethylene as the carbon source. The CNTs were grown on 10 mm $\times$ 10 mm Si substrates forming A-CNT arrays that are $\gtrsim$ 1 mm tall, and are comprised of multiwalled CNTs that have an average outer diameter of $\approx$ 8 nm (3 – 7 walls\cite{44} with an average inner diameter of $\approx$ 5 nm),\cite{45} evaluated intrinsic CNT density of $\approx$ 1.7 g/cm$^3$,\cite{28} average inter-CNT spacing of $\approx$ 80 nm, and corresponding volume fraction of $\sim$ 1% CNTs.\cite{43,45,46} See Chapter 4 for additional details about the morphology of the A-CNTs. The mechanical behavior of the CNTs was studied in both free-standing array form (see Chapter 5), and in A-CNT composite forms (see Chapters 6 and 7). This was achieved using a simulation framework capable of modeling $> 10^5$ CNTs with realistic 3D morphologies,\cite{40–42} and using a previous analysis developed for
Figure 1.2: Reported stiffness for CNT systems as a function of their size, original to this thesis, reproduced from Stein, Lewis, and Wardle.\textsuperscript{[40]} The plot shows how the elastic modulus ($E$), when normalized by the CNT volume fraction ($V_f$), scales with the number of CNTs enclosed in the structure demonstrating that isolated CNTs and CNT bundles/fibers exhibit $E/V_f > 100$ GPa,\textsuperscript{[30–35]} whereas larger scale CNT pillars and arrays exhibit $E/V_f \lesssim 1$ GPa.\textsuperscript{[29,36–39]}

the mechanical behavior of carbon nanocoils.\textsuperscript{[47]} Since A-CNT architectures could pave the road to next-generation material architectures with exceptional properties, but their desired properties could not be attained in previous work, this thesis focuses on studying the origin of the orders of magnitude over-prediction of the A-CNT composite properties from the underlying physics, and recommending future paths of study that could minimize such performance unpredictability.

### 1.2 Thesis Outline

In this dissertation, the evolution of the CNT morphology as a function of packing proximity is evaluated, and the influence of CNT morphology on the mechanical properties of A-CNT arrays and their composites is quantified. These findings are used to elucidate the physical mechanisms that lead to stiffness losses in A-CNT structures, and to recommend future paths of study that would enable better tuning and prediction of the 3D elastic constitutive relations of A-CNT arrays and
A-CNT based composites with a variety of matrix chemistries and nano-structures.

In Chapter 2, an overview of previously synthesized A-CNT architectures and their observed properties is presented, followed by a discussion of the shortcomings of these current generation materials including their possible physical origin, and the previous ways these limitations were overcome. Next, the work that motivated and enabled the development of the theoretical and simulation tools presented here are discussed, and the ways these tools can be used to better predict and understand the behavior of A-CNT architectures is outlined.

In Chapter 3, the objectives of this dissertation are articulated, and the general approach employed for understanding and predicting the mechanical behavior of A-CNT arrays and their composites is described.

In Chapter 4, the developed multi-scale simulation framework is described in detail, and is used to describe the evolution of the packing morphology of CNTs, via their effective two-dimensional coordination number, as a function of their volume fraction ($V_f$). These findings are used to quantitatively describe the morphology of the CNTs in three-dimensions, and to recommend future areas of study that would enable more precise modeling of the self-organization of CNTs during the growth process leading to less uniform (more bundled), and thereby more representative, local $V_f$.

In Chapter 5, the simulation framework, along with a previously reported mechanical model that was originally developed for carbon nanocoils, is used to predict the effective stiffness of the CNTs that comprise A-CNTs arrays as a function of the four deformation mechanisms: extension, shear, bending, and torsion. Using previously reported nanoindentation data measured for A-CNTs for $V_f$ ranging from $\sim 1 - 20\%$, the deformation mode that dominates the elastic response of A-CNT arrays is identified, and the observed orders of magnitude enhancement in A-CNT array modulus is explained more robustly. These findings are used to quantify the impact of the shear modulus of the A-CNTs on their performance as reinforcing agents, and to recommend further experimental, theoretical, and simulation work that will enable robust prediction of the mechanical behavior of A-CNTs during deformation without ignoring or assuming an overly simplistic CNT-CNT interaction potential.

In Chapter 6, the simulation framework is applied to A-CNT polymer matrix nanocomposites (A-PNCs), and is used to predict their effective stiffness assuming that the polymeric matrix prevents the free movement of the CNTs, and thereby eliminates the torsion deformation mode. Using previously reported uniaxial tension and nanoindentation data measured for A-PNCs at $V_f$ ranging from $\sim 1 - 20\%$, the impact of the ratio of the CNT longitudinal modulus and polymer matrix mod-
ulus is quantified, and the lower than expected enhancement of the effective longitudinal modulus of the A-PNCs is explained in detail. These findings are used to approximate the three-dimensional elastic constitutive relations of A-PNCs, and to recommend further experimental and computational work that will enable representative prediction of the performance of A-PNC layers in macroscopic hybrid material architectures where interfacial phenomena dominate the mechanical behavior.

In Chapter 7, the structure-property relations of the carbon matrix for A-CNT carbon matrix nanocomposites (A-CMNCs) manufactured using industry compatible polymer derived-ceramics processing is presented. Using the simulation framework, the effective stiffness of A-CMNCs is predicted for $V_f$ ranging from $\sim 1 - 20\%$, and is compared to the experimentally evaluated mechanical properties of A-CMNCs attained using Vickers microhardness, and previously reported literature values for A-CMNCs. These findings are used to compare the A-CMNCs to a variety of other reference engineering materials, and to recommend paths of study that would enable manufacture of A-CMNC with enhanced and precisely predictable mechanical behavior.

In Chapter 8, the important findings of this dissertation are summarized and perspectives on these discoveries are provided. Next, recommendations for future studies in the areas of A-CNT nanocomposite synthesis and processing, morphology characterization and modeling, and material property testing and prediction are made.
Chapter 2

Background

Aligned NF architectures have tremendous potential for many high value applications, especially where low density and high multi-functionality are a necessity. However, the widespread adoption of such materials, especially as A-CNTs, is hindered by the performance limitations of their current generation nanocomposites. A-CNTs are the most well-studied aligned NF architecture. These limitations include orders of magnitude lower than predicted stiffness, and underwhelming thermal and electrical properties. To design next-generation material architectures that achieve the full potential of CNTs, the morphological (meso-scale) origins of these problems first need to be understood. The next Section contains an overview of current generation A-CNT materials with a focus on the attainable physical properties, and the likely physical origins of the underwhelming performance of these A-CNT systems are discussed. In the next Section, the multi-scale theoretical and simulation tools recently developed to better predict the behavior of these materials are introduced, and the challenges that limit the accuracy of property prediction are discussed. In the remainder of this Chapter, the previous overly-simplistic assumptions that need to be revisited are outlined, and the road-map for the development, and eventual coupling into a unified multi-scale framework, of simulations that could address these issues at each of their respective length-scales is presented.

The purpose of this Chapter is to provide the general background necessary for understanding the overall motivation and state of the art for the work performed in this dissertation. To make sure that the presented work can be understood fully, subsequent Chapters will provide additional detailed background information when necessary.
2.1 Overview of A-CNT Physical Properties

While there a variety of CNT physical properties that can be exploited in materials design, this section will focus on the three most commonly studied A-CNT properties: electrical, thermal, and mechanical. In this Section, the properties of a selection of previously produced A-CNT architectures, that include both pure A-CNT systems and A-CNT nanocomposites, are explored, and their performance, which is a function of the underlying CNTs, is evaluated.

The most common measure of electron transport efficacy in A-CNT systems is the effective electrical conductivity ($\sigma_{\text{eff}}$). Early work on idealized (singlewalled) CNTs predicted their $\sigma_{\text{eff}}$ along the CNT length to exceed $10^8$ S/m at room temperature,\[54\] but such a figure could not be realized in A-CNT systems, e.g. A-CNT arrays and A-PNCs,\[20,48–53\] especially when the CNTs are comprised of multiple walls. Some of the best recent studies have reported that their A-CNT systems exhibit axial $\sigma_{\text{eff}} \sim 10^4 – 10^5$ S/m,\[48,52,53\] which are orders of magnitude lower than expected. See Figure 2.1 for a plot of the previously reported axial $\sigma_{\text{eff}}$ values as a function of the $V_f$ of the CNT system.\[48\] This large difference originates from CNT non-idealities that are characterized at two different length-scales: atomic structure (nano-scale $\rightarrow \lesssim 1$ nm) and morphology (meso-scale $\rightarrow 10 – 100$ nm).

![Figure 2.1: Scaling of electrical conductivity ($\sigma_{\text{eff}}$) as a function of the CNT volume fraction ($V_f$) for unaligned CNTs (U-CNTs),\[48\] A-CNTs,\[49\] and A-PNCs,\[20,48,50–53\] showing that the $\sigma_{\text{eff}}$ previously reported for CNT systems is lower than the $\sigma > 10^8$ S/m figure predicted by theory at room temperature.](image)
Atomic structural factors that can hinder electron transport in CNTs include vacancies and Stone-Wales defects,\cite{55-57} which are known electron scattering sites in graphitic materials,\cite{58-61} but are native to CNTs synthesized using scalable techniques, e.g. CVD.\cite{46,62} These structural defects in CNTs can also lead to the (exohedral) adsorption of ambient humidity onto the CNT walls,\cite{46,57} which could further diminish electron transport along the CNT length through the Poole-Frenkel conduction mechanism,\cite{63-66} and may also increase the CNT-CNT junction resistance,\cite{67,68} which plays a key role in the transport of electrons in A-CNT arrays and their composites.\cite{59,60} Also, due to the fluctuation of CNT-CNT interactions during the CNT synthesis process, many A-CNT arrays have very high degrees of local curvature on the meso-scale,\cite{74} and such curvature is associated with band gaps that hinder electron transport along the tube.\cite{75,76} Therefore, to avoid large over-predictions of the electron transport properties in A-CNT based materials, theoretical and simulation frameworks must accurately model the CNTs in the nano- and meso-scales, and the common assumptions of pristine CNTs with perfectly straight and collimated morphologies should be used with the utmost care.

Phonon transport in A-CNTs is normally quantified using their effective thermal conductivity ($k_{\text{eff}}$). Early theoretical studies on pristine singlewalled CNTs predicted that these 1D nanomaterials can exhibit effective $k_{\text{eff}}$ that exceeds 3000 W/mK parallel to the CNT length at room temperature,\cite{77-79} however these values of $k_{\text{eff}}$ could not be attained in A-CNT systems.\cite{12,80,81} The best figures for the axial $k_{\text{eff}}$ reported in recent experimental and theoretical studies for A-CNT systems comprised of $> 10^3$ CNTs are on the order of $\sim 100$ W/mK,\cite{19,81} which is more than $10\times$ lower than predicted by theory, and cannot be accounted for by the variations in $k_{\text{eff}}$ induced by differences in CNT length,\cite{82} defect density,\cite{83} and number of walls.\cite{84} See Figure 2.2 for a plot of the $k_{\text{eff}}$ values previously reported for CNTs, graphene, and other carbon allotropes, and how $k_{\text{eff}}$ scales with the size and mean free path (MFP) of graphene, as presented by Pop et al.\cite{85} Similar to electron transport, this underwhelming phonon transport performance of A-CNT architectures originates from CNT non-idealities at two different length-scales: $\lesssim 1$ nm scale, and $10 – 100$ nm scale, i.e. meso-scale. At the $\lesssim 1$ nm scale, defects such as divacancies, inter-layer bonds, and Stone-Wales defects lead to phonon scattering both for acoustic and optical phonons and heat carrying electrons,\cite{60,85-90} thereby limiting heat transport and diminishing $k_{\text{eff}}$ of CNTs that exhibit these structural defects by up to $100\times$.\cite{90-92} At the $10 – 100$ nm scale, CNT edge/surface roughness (e.g. local variation in the CNT diameter) and curvature lead to acoustic phonon scattering,\cite{93-95} which may not be a dramatic effect in CNTs that are longer than the phonon mean free path,\cite{96-98}
Figure 2.2: Thermal properties of CNTs, graphene, and other carbon allotropes at room temperature as presented by Pop et al.\textsuperscript{[85]} (a) Plot summarizing the thermal conductivity ($k_{\text{eff}}$) values of CNTs, graphene, graphite, and diamond illustrating that suspended graphene, CNTs, and diamond can achieve $k \sim 3000 \text{ W/m}\cdot\text{K}$. (b) $k_{\text{eff}}$ as a function of the phonon MFP showing that suspended graphene achieves the highest $k_{\text{eff}}$ value because it has the longest MFP (~ 600 nm).\textsuperscript{[85]}

but may diminish the CNT energy carrying capacity.\textsuperscript{[60,85,99]} Such phonon scattering strongly affects heat transport in CNTs because, unlike other electrically conductive nanomaterials, acoustic phonons are the dominant heat carrier in graphene and CNTs,\textsuperscript{[99,100]} and their conductance governs $k_{\text{eff}}$. Therefore, to minimize the over-predictions of the thermal transport efficacy of A-CNT based materials, the development of multi-scale simulation frameworks that can account for the CNT non-idealities on the $\lesssim 1 \text{ nm}$ and $10 - 100 \text{ nm}$ scales is required, and is an important area of study that may enhance material property prediction capabilities.

Mechanical behavior of A-CNTs is normally quantified using their effective elastic modulus ($E_{\text{eff}}$). The $E_{\text{eff}}$ for pristine CNTs systems parallel to the CNT length is normally assumed to be of similar magnitude as the in-plane $E_{\text{eff}}$ of the graphitic crystallites that comprise highly ordered pyrolytic graphite, where $E_{\text{eff}} \sim 1 \text{ TPa}$.\textsuperscript{[3,12,101]} However, as discussed in Chapter 1, the best figures of the axial $E_{\text{eff}}$ recently reported for CVD grown large-scale A-CNT systems, i.e. $> 10^6 \text{ CNTs}$, are on the order of $\sim 1 - 1000 \text{ MPa}$,\textsuperscript{[29,36–39]} which is more than three orders of magnitude lower than expected.\textsuperscript{[40,102]} The dramatically diminished stiffness of A-CNT architectures originates from two mechanisms: in-plane and out-of-plane defect-mediated intrinsic CNT stiffness losses; and CNT morphology governed deformation mode, e.g. extension, shear, bending, and torsion, contribution to the CNT effective stiffness. In-plane defects, such as vacancies and Hackelite defects and ‘grain boundaries’, and out-of-plane defects, such as inter-layer bonds, are known to enhance the compliance of CNTs both along their alignment direction,\textsuperscript{[103–111]} and radial direction,\textsuperscript{[112]} while enhanc-
ing their inter-layer shear moduli. As discussed earlier, these defects are inevitable for CVD grown CNTs, especially multiwalled CNTs, but previous work indicates that their presence should not lead to stiffness losses that exceed 50% of the original value of $E_{\text{eff}} \rightarrow \sim 0.5$ TPa, and recent work on graphene indicates that controlled introduction of defects may actually enhance $E_{\text{eff}}$ by up to $2 \times$. See Figure 2.3 for the scaling of the two-dimensional ($E_{\text{2D}}$) and three-dimensional ($E_{\text{3D}}$) $E_{\text{eff}}$ of graphene as a function of the defect density showing this effect as presented by López-Polín et al. Morphology activation of the shear and torsion deformation modes, which are dominated by the low intrinsic shear modulus ($G$) of CNTs that can have a value similar to the transverse shear modulus of turbostratically stacked graphene/graphite, i.e. $0.1 \text{ GPa} \lesssim G \lesssim 1 \text{ GPa}$, can lead to orders of magnitude losses in the CNT effective stiffness. Since even the most well-aligned A-CNTs previously reported in the literature, e.g. ‘super-aligned’ A-CNTs, do have some non-negligible degree of tortuosity, these CNT morphology mediated losses require creativity to overcome, and recent work on CNT densification shows that CNT proximity interactions at higher $V_f$ can diminish the local curvature in CNTs, and effectively limit the contribution of the shear and torsion deformation modes to the effective $E_{\text{eff}}$. Therefore, to enable reliable prediction of the mechanical behavior of A-CNT systems, representative measures of the three-dimensional morphology of CNTs and the nature and concentration of their native wall

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2.3.png}
\caption{Scaling of the 2D modulus ($E_{\text{2D}}$) and 3D modulus ($E_{\text{3D}}$) of graphene as a function of the defect density as presented by López-Polín et al. This plot shows that carefully tuning the defect density can enhance the mechanical properties of graphene, whereas $>1\%$ missing atoms in graphene will lead to diminished stiffness.}
\end{figure}
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defects must be integrated into theoretical and simulation frameworks.

This Section presented the currently attainable electrical, thermal, and mechanical properties of A-CNT architectures, and the physical origin of their far from anticipated performance. In addition, we will consider nanocomposites comprised of A-CNTs in this thesis. The literature on A-CNT based nanocomposites is nearly vanishingly small and is used in the discussion of the relevant sections in Chapters 6 and 7. In the next Section, existing state-of-the-art multi-scale modeling and simulation tools will be reviewed, and how they currently model CNTs to better account for their complex underlying physical phenomena will be discussed.

2.2 State-of-the-Art Multi-scale Modeling and Simulation Techniques

Since representative modeling of the behavior of CNT based architectures requires solving two sets of governing equations, i.e. quantum/atomistic mechanics equations of state in $\lesssim 1$ nm scale and the classical/continuum mechanics equations of state at the meso-scale, many recent theoretical and simulation frameworks have embraced multi-scale approaches to account for all the underlying physics. In this Section, two emerging multi-scale modeling techniques that have garnered much interest in recent years will be presented, and they include hybrid atomistic/continuum techniques and meso-scale frameworks. Although this Section will mainly explore the application of these techniques to the mechanical behavior of A-CNT systems, since this dissertation focuses on the mechanical property prediction of A-CNT based materials, extension of these techniques to enable prediction of the A-CNT phonon and electron transport properties makes these techniques important in general to the future application of A-CNT materials in high value industrial applications.

Hybrid simulations of atomistic and continuum modeling methods have the potential to offer the best of both worlds: true quantum mechanical treatment of phenomena that occur at the $\sim 1$ nm scale, and classical treatment of phenomena that occur at the $\sim 1 \mu$m scale and above. This hybrid approach is commonly utilized for A-CNT composites, and works by treating the representative volume element (RVE) around the CNTs, which includes the C atoms that comprise the CNTs and the (polymer) matrix region close to the CNT surface known as the ‘interphase’ region, using an atomistic technique such as molecular dynamics (MD), while the rest of the matrix is modeled using a continuum modeling (CM) technique, such as micromechanics, utilizing either an analytical or finite element analysis (FEA). However, these hybrid techniques are limited by the large computational expense of the atomistic simulation, and also require several simplifications to model a
complex structure such a CNT. To overcome this challenge, more recent studies have developed nano-scale CM (NCM) techniques that replace the C−C bond with a continuum element. The most common way this is achieved is by treating the C−C bond as a structural member with properties obtained by atomistic modeling, which is commonly known as the molecular structural model (MSM).

See Figure 2.4 for an illustration of how the MSM approach treats the C−C bond as an effective structural element as presented by Eberhardt and Wallmersperger. Through recent extensions and improvements of the original MSM approaches, such as improving the underlying chemical force field description to ensure consistency in terms of energy, the NCM approach was shown to be an effective compromise between atomistic and continuum techniques. This analysis was successfully utilized to model CNTs containing a few simple kinds of wall defects. However, while NCM and hybrid atomistic-continuum simulations are promising, they cannot accurately replicate the morphology of CNTs, whose contribution to the observed stiffness losses in A-CNT systems far eclipses the contribution of structural defects, and explains why

![Figure 2.4: Illustration showing the treatment of the C−C bond as an effective structural element by the MSM approach as presented by Eberhardt and Wallmersperger.](image-url)
most of these techniques yield predictions of $0.4 \, \text{TPa} \leq E_{\text{cnt},||} \leq 3.0 \, \text{TPa}$, which are still at least 3 orders of magnitude greater than experimental data.\textsuperscript{[128]}

Coarse-grained meso-scale simulations promise the ability to simultaneously account for inter-CNT interactions while reproducing the experimentally observed CNT morphology.\textsuperscript{[138]} This is normally achieved by discretizing the CNTs that comprise the A-CNT arrays in two ways: (1) by representing the CNTs as a collection of point masses connected by linear springs, commonly known as the bead and spring model (BSM);\textsuperscript{[125,138–147]} and (2) by describing the motion of a CNT with respect to the dynamics of nodal point masses that are connected by flexible cylinders, commonly known as the mesoscopic force field model (MFFM).\textsuperscript{[91,94,144,148–153]} Both of these techniques are able to account for the electrostatic interactions of the CNTs \textit{via} an analytical potential, such as the common 12-6 Lennard-Jones (LJ) potential.\textsuperscript{[91,94,125,138,139,141–153]} See Figure 2.5 for a schematic illustrating the atom-scale, nm-scale, and meso-scale treatment of a CNT as presented by Cranford and Buehler.\textsuperscript{[125]} Recent work on coarse-grained simulations of CNTs have had much success in re-producing their self-organization where bundles form,\textsuperscript{[91,94,138,141–143,146,147,149–152]} e.g. during the growth process or during mechanical manipulation,\textsuperscript{[138,141–143,147]} and their mechanical deformation as a result of an applied stimuli,\textsuperscript{[138,141–143,146,147]} such as load applied \textit{via} a

![Figure 2.5: Illustration of the atomistic and corresponding mesoscopic treatment of a CNT as presented by Cranford and Buehler.\textsuperscript{[125]}](image-url)
However, these meso-scale techniques are not particularly well-suited to account for atomic-scale defects,[138] such as Stone-Wales or Hackelite defects, and waviness that is not of simple function form,[154] both of which could be native to the tortuous CNTs that are modeled via the mesoscopic approximation.[40–42,46] Also, these models assume that electrostatic interactions within the mesoscopically discretized CNTs are uniform and of simple analytical form, e.g. the LJ potential normally used to model van der Waals (vdW) interactions.[91,94,125,138,139,141–153] However, the CNT-CNT electrostatic interactions may not be purely vdW in nature in CNTs with native wall defects and adsorbed gas species,[40–42,46] which means that this coarse-grained meso-scale is best used for single-walled CNTs with low defect concentrations. Since these techniques could enable the modeling of CNTs with realistic morphologies, but information on the three-dimensional morphology of A-CNTs was not available until very recently,[155–157] very little is currently known about how the three-dimensional morphology of A-CNTs relates to their mechanical behavior, and other physical properties, but these meso-scale techniques offer a promising methodology to achieve property prediction in A-CNT systems comprised of CNTs with non-reducible stochastic wavy morphologies.

This Section presented the current state-of-the-art techniques to approximate the CNTs that comprise A-CNT arrays, and simulate their mechanical behavior. In the next Section, the limitations that hinder the property prediction capabilities of these existing techniques will be reviewed, their origin from the assumptions currently employed to model the CNTs that comprise A-CNT architectures will be presented, and the course of study necessary for future work to simplify and overcome these challenges will be proposed.

2.3 The Path Toward More Accurate Property Prediction Tools

Although Sections 2.1 and 2.2 discussed in detail the two main kinds of non-idealities that exist in CNTs and how they influence the physical properties, and therefore performance, of A-CNT systems, these factors cannot be integrated into the current generation theoretical and simulation frameworks that underpin material property prediction toolboxes. To make up for these shortcomings of current generation models, a number of simplifying assumptions are made, and the major ones focusing on modulus prediction include:

- The CNT bonding character is pristine and contains no defects such as vacancies, Stone-Wales/dislocations, and out-of-plane bonds.
The CNT geometry/structure can be adequately modeled using a cylinder with effective parameters, e.g. effective wall thickness, that unify continuum and atomistic predictions.

The interactions of the CNT walls, e.g. inter-layer load transfer, are very small relative to the CNT intrinsic contributions, and can be neglected altogether.

The CNT morphology can be approximated using a simple functional form, e.g. perfectly straight ‘collimated’ morphology or sinusoidal/helical ‘wavy’ morphology.

Inter-CNT interactions can be represented using highly idealized analytical potentials, such as the 12-6 LJ potential.

While eliminating all of these assumptions will take significant effort, and is currently not possible, recently available data can enable the development of multi-scale simulations that could address these issues at each of their respective length-scales. To achieve this, an array of simulations that work on the following characteristic length-scales need to be developed and coupled:

- **< 1 nm scale**: MD simulation that models the many-body interaction (covalent and electrostatic) of atoms both in regular hexagonal structures, out-of-plane bonds, divacancies, hackelite defect loops, and Stone-Wales dislocations.

- **1 – 10 nm scale**: NCM simulation that models the effective interactions of pristine and defective regions within the CNTs.

- **10 – 10^3 nm scale**: coarse-grained meso-scale simulation that re-produces the 3D stochastic morphology of real CNTs that comprise A-CNT arrays and assembles the NCM/MD regions in real 3D space. This simulation, in combination with the MD simulation, should be used to evaluate the inter-CNT interactions within the A-CNT systems.

- **> 10^3 nm scale**: CM modeling that utilizes the generated ‘wavy’ A-CNT arrays to predict the behavior of A-CNT systems comprised of > 10^5 CNTs.

Since MD simulations that are capable of efficiently modeling the behavior of defective CNT regions are currently in their infancy, effectively accounting for the true structure and many-body interactions within CNTs remains a challenge. Also, since properly accounting for the defective regions is not currently possible, representative NCM simulation of the forces that exist within CNTs poses an additional challenge. Additionally, since the mechanical behavior of A-CNT systems is
dramatically influenced by their non-idealities on the $10^{-3}$ nm scale, but effective ways to account for the stochastic three-dimensional CNT morphology do not currently exist, this dissertation will focus on overcoming this challenge via the development of a coarse-grained meso-scale simulation that accurately re-produces the experimentally observed CNT morphology (see Chapter 4 for details), and the coupling of the generated ‘wavy’ A-CNT arrays to a CM model to efficiently predict the mechanical behavior of A-CNT arrays (see Chapter 5) and A-CNT based polymer- and carbon-matrix nanocomposites (see Chapters 6 and 7).

2.4 Conclusions

In this Chapter, the known electrical, thermal, and mechanical properties of A-CNT based systems were presented, and the physical origins of their underwhelming performance in macroscopic material structures were established. The current state-of-the-art property prediction tools that have the potential to account for these non-idealities and direct further work with the end goal of synthesizing A-CNT based materials with enhanced properties were reviewed, and the limitations of these models and future paths of study that could help overcome these challenges were discussed. In the next Section, the objectives of this thesis are outlined, and a framework for meeting these objectives, informed by the works discussed in this Section, is presented.
Chapter 3

Objectives and Approach

To realize A-CNT architectures with tunable anisotropic physical properties for next-generation material applications, the evolution of the three-dimensional CNT morphology as a function of processing must be understood. Additionally, to enable accurate prediction of the mechanical behavior of A-CNT systems, a clear understanding of the effects of CNT morphology on the compliance contribution of the CNT deformation mechanisms must be developed.

3.1 Objectives

The objectives of this dissertation are to gain insight into the effects of CNT atomistic structure and morphology on the performance of A-CNT arrays and their nanocomposites. This required the development of several key theoretical models and simulation frameworks to help understand the implications of the experimental results, and to gain more insight into the general behavior of A-CNTs and materials comprised of A-CNTs.

3.2 General Approach

This dissertation can be organized into two primary areas of investigation: quantification and simulation of the evolution of the three-dimensional packing morphology of A-CNTs as a function of their $V_f$; and mechanical property characterization, modeling, and prediction for A-CNT arrays, A-PNCs, and A-CMNCs. The strategies used in each stage, their limitations, and the origin of their limitations are outlined in the remainder of this Chapter, and the results of the work outlined here can be found in subsequent Chapters.
3.2.1 Three-dimensional Morphology of A-CNTs

The A-CNT morphology study focused on quantifying the evolution of the CNT waviness as a function of packing proximity, which is controlled via the $V_f$ (at a range of 1 vol. \% CNTs $\leq V_f \leq 20$ vol. \% CNTs), and modeling the packing structure of A-CNT systems in a highly scalable simulation capable of studying $> 10^5$ CNTs with realistic stochastic morphologies. Through the course of this thesis, the ability to model and describe A-CNT arrays transitioned from deterministic fits to analytic expressions (such as sinusoidal waviness) to a stochastic description. This study required quantification and analysis of the A-CNT morphology using experiments, theory, and simulation, (see Chapter 4 for more details) and each approach includes the following elements:

**Experimental:** evolution of waviness with $V_f$

- Evaluation of the deterministic waviness ratio ($\omega$) assuming a sinusoidal functional form via cross-sectional high resolution scanning electron microscopy (HRSEM) of A-CNT arrays at 1 vol. \% CNTs $\leq V_f \leq 20$ vol. \% CNTs.
- Conversion of deterministic waviness ($\omega$) into stochastic waviness, known as the tortuosity ($\tau$) using both sinusoidal and helical functional forms.

**Theory:** waviness-corrected morphology

- Evaluation of deterministic waviness correction factor for square ($\Omega_{square}$) and hexagonal ($\Omega_{hex}$) packing of aligned NF arrays as a function of $\omega$.
- Modeling of the deterministic waviness correction factor for A-CNT arrays ($\Omega$) as a function of $V_f$ and the inter-CNT spacing ($\Gamma$).
- Calculation of the effective two-dimensional coordination number ($N$) for A-CNTs with stochastic wavy morphologies.

**Simulation:** A-CNT arrays with stochastic three-dimensional morphology

- Development of meso-scale technique to replicate the effective two-dimensional random walk transverse to the CNT alignment direction (i.e. $x - y$ plane) that gives rise to the stochastic wavy morphology during A-CNT growth, with appropriate discretization of the A-CNTs along their alignment direction (i.e. $z$ direction).
- Evaluation of the average $x - y$ ($\Delta r$) and $z$ ($\rightarrow \Delta z$) displacements.
Calculate the average arc length of each CNT in the array \((\equiv \tau)\), and iteratively adjust \(\Delta z\) until \(\tau\) for the A-CNT array matches the experimentally evaluated stochastic waviness assuming sinusoidal function form \((\rightarrow \tau(w)_{\sin})\).

Definition of a characteristic unit cell used to model the CNT waviness, and evaluation of non-dimensional coefficients that connect the stochastic \(\Delta r\) and \(\Delta z\) used to model the three-dimensional CNT morphology to the deterministic \(w\) evaluated from experiments.

The simulated array of wavy A-CNTs, whose three-dimensional morphology closely resembles the packing structure of experimentally observed A-CNTs, is then used to quantify the compliance contribution of the four modes of deformation that can occur in wavy CNTs, following a previous analysis on carbon nanocoils: extension, shear, bending, and torsion. These compliance contributions are then used to predict the mechanical behavior of A-CNT systems, as detailed in Section 3.2.2. CNT-CNT interaction effects are not explicitly modeled but are captured implicitly at higher packing fractions (see discussion in Section 3.2.3).

### 3.2.2 Mechanical Property Prediction for A-CNT Systems

Since the mechanical properties of A-CNT composites are strongly influenced by the elastic behavior of the underlying A-CNT arrays, the property prediction study began with A-CNT arrays that have no matrix material in the inter-CNT region (see Chapter 5), was extended to A-PNCs that have a thermoset epoxy polymeric matrix that is not affected by CNT packing (see Chapter 6), and concluded with A-CMNCs that have a pyrolytic carbon (PyC) matrix that evolves with CNT proximity (see Chapter 7). Mechanical property predictions for each of these materials required slightly different model inputs, sets of assumptions, and experimental data for validation, as detailed here:

**A-CNTs:** effective array stiffness for non-interacting CNTs

- The extension, shear, bending, and torsion mechanisms are all assumed to be active, and the combination of their contribution yields the effective spring constant of the CNTs as a function of \(w\) \((\rightarrow K(w))\).
- The intrinsic Young’s modulus of CNTs \((Y)\) has a value of \(Y \sim 1\) TPa, whereas \(G\) for CNTs has a value of \(G \sim 1\) GPa.
- The A-CNT array effective modulus as a function of \(w\) \((\rightarrow E_{\text{cnt}}(w))\) is also a function of \(V_f\), since \(w\) evolves with \(V_f\).
Predicted $E_{\text{cnt}}(w)$ results are compared to previously reported $E$ values for A-CNTs measured using nanoindentation (Ref. 29), and the value of $G$ is used to analyze the $E$ scaling previously reported by Ref. 29.

**A-PNCs:** effective nanocomposite stiffness *via* rule of mixtures for constant elastic modulus of the polymer matrix ($E_{\text{pm}}$)

> The extension, shear, and bending mechanisms are all assumed to be active, while torsion is assumed to be eliminated by the polymer matrix, and the combination of their contribution yields $K(w)$.

> $Y$ for CNTs has a value of $Y \sim 1$ TPa, whereas $G$ for CNTs has a value of $G \sim 1$ GPa when $G \geq E_{\text{pm}}$, and $G \approx E_{\text{pm}}$ when $G < E_{\text{pm}}$.

> The A-PNC effective modulus as a function of $w$ ($\rightarrow E_{\text{pnc}}(w)$) is approximated *via* rule of mixtures of $E_{\text{cnt}}(w)$ and $E_{\text{pm}}$.

> Predicted $E_{\text{pnc}}(w)$ results are compared to previously reported $E$ values for A-PNCs measured using nanoindentation (Ref. 50) and tensile tests (Ref. 158), and a factor that quantifies the reduction in $w$ as a result of polymer infusion ($\Lambda$) is used to analyze the previously reported $E$ scaling from Ref. 50 and Ref. 158.

**A-CMNCs:** effective nanocomposite stiffness *via* rule of mixtures for evolving elastic modulus of the PyC matrix ($E_{\text{cm}}$)

> The extension, shear, and bending mechanisms are all assumed to be active, while torsion is assumed to be eliminated by the PyC matrix, and the combination of their contribution yields $K(w)$.

> $E_{\text{cm}}$ is modeled using the size ($L_a$) and thickness ($L_c$) of the graphitic crystallites that comprise the PyC, both of which evolve with $V_f$.

> $Y$ for CNTs has a value of $Y \sim 1$ TPa, whereas $G$ for CNTs has a value of $G \sim 1$ GPa when $G \geq E_{\text{cm}}$, and $G \approx E_{\text{cm}}$ when $G < E_{\text{cm}}$.

> The A-CMNC effective modulus as a function of $w$ ($\rightarrow E_{\text{cmnc}}(w)$) is approximated *via* rule of mixtures of $E_{\text{cnt}}(w)$ and $E_{\text{cm}}$.

> Predicted $E_{\text{cmnc}}(w)$ results are compared to $E$ values for A-CMNCs measured using Vickers microhardness testing and recently reported simulation results for A-CMNCs modeled using an amorphous carbon matrix from Ref. 159.
By predicting the behavior of these three kinds of A-CNT comprised material systems, property prediction for many other types of A-CNT based materials is enabled, since the analyses presented in Chapters 4 – 6 can be modified to accommodate a wide variety of CNT morphologies and matrix material structure and chemistry.

### 3.2.3 Limitations of Current Work

Although the approaches outlined in Section 3.2.1 and Section 3.2.2 of this Chapter are an advance, there were some limitations that were imposed by the current state-of-the-art of characterization and modeling techniques:

**Three-dimensional Morphology of A-CNTs:**

- The CNT bundling characteristics/formation and CNT-CNT interaction within A-CNT systems could not be included in the current approach because the evolution of the CNT electrostatic interactions as a function of CNT proximity is not currently known.

- CNT entanglement/interpenetration could not be modeled because true 3D descriptions of the topology of CNTs that comprise A-CNT arrays is currently unavailable.

**Mechanical Property Prediction for A-CNT Comprised Materials:**

- Influence of CNT-CNT frictional effects during deformation could not be studied because of lack of experimental 3D CNT morphology data.

- Impact of matrix on the CNT morphology in nanocomposites could not be directly studied because of insufficient experimental data on the evolution of the packing geometry and topology of A-CNT during polymer infusions, and subsequent curings, with a secondary material.

- Explicit inclusion of the (polymer-CNT or PyC-CNT) interphase region was not possible because of a lack of experimental and simulation data on their micro/nanostructure and mechanical properties/behavior.

- Property prediction on A-CNT systems with $V_t > 20\%$ could not be included here because experimental data on such CNT systems is not currently available due to manufacturing challenges.

Additional work that can enable future studies to overcome these limitations can be found in Chapter 8.
Chapter 4

Morphology of Aligned Carbon Nanotube Architectures

To predict how CNT non-idealities affect the performance of A-CNT systems, the morphology of A-CNT arrays must first be explored and analyzed in three-dimensions. While the morphology of A-CNTs was previously characterized in a wide variety of ways, quantification of the three-dimensional morphology of A-CNTs was not possible until very recently, and this Chapter presents an approach to simulate A-CNT arrays comprised of > 10^5 CNTs with realistic stochastic morphologies using a previously developed theoretical framework for the A-CNT packing structure, and experimental A-CNT morphology quantifications. Using this knowledge, structure-property relations of A-CNT arrays and their composites can be developed, allowing more precise control over the performance of materials comprised of A-CNTs.

This Chapter presents the experimental, theoretical, and simulation approach utilized to quantify and model the morphology of A-CNT arrays in three-dimensions. A-CNTs are a model NF architecture, and many of the techniques and quantifications presented here are generally applicable to other NF systems. The 3D analysis of the A-CNT packing structure is achieved through four easily accessible morphology measures of CNTs: inter-CNT spacing ($\Gamma$), two-dimensional coordination number ($N$), sinusoidal waviness ratio ($w$), and CNT volume fraction ($V_f$).\(^1\)

\(^1\)Parts of this Chapter previously appeared in Refs. 40 and 41
4.1 Current State of the Art of A-CNT Morphology Quantification

As briefly mentioned above, this Chapter focuses on the experimentally guided theory and simulation tools that were developed to model the stochastic morphology of the CNTs that comprise A-CNT arrays. In this Section, previous deterministic efforts to quantify the morphology of A-CNTs are reviewed, and recently developed techniques that enable the direct evaluation of the three-dimensional morphology of A-CNTs are discussed.

Although previous works on CVD grown A-CNTs have reported that the CNTs that comprise scalable arrays have waviness/tortuosity that is not negligible,\cite{72,74,153,160,161} is directly tied to the parameters used in the synthesis process,\cite{72,73} and strongly impacts their behavior,\cite{72,73} existing theoretical models usually assume idealized collimated A-CNTs ($w = 0$) for simplicity.\cite{43,46} To account for this waviness, previous studies have used the sinusoidal functional form of $w$, characterized by the ratio of the amplitude ($a$) and wavelength ($\lambda$) of the sine waves ($\rightarrow w = a/\lambda$), and have shown that $w \gtrapprox 0.2$ for the as-synthesized A-CNT arrays used throughout this dissertation.\cite{50,70,158} See Figure 4.1a for a high resolution scanning electron micrograph of the cross-sectional morphology of as-grown A-CNTs demonstrating their significant waviness. These models mention that since a precise description of the CNT waviness was not available at the time, further work is required to appropriately account for waviness when modeling the evolution of the CNT packing morphology.\cite{43} In this Chapter, A-CNT arrays comprised of $10^5$ CNTs with realistic morphologies are simulated, and the impact of the CNT waviness on an easily accessible measure of the CNT morphology, $\Gamma$, and the $N$ that specifies the A-CNT packing geometry are presented. See Figure 4.1b for an illustration of the collimated ($w = 0$) idealization utilized by some previous studies, and the simulated wavy A-CNTs studied here.

While previous studies on quantifying the morphology of A-CNTs used 2D imaging techniques, such as HRSEM and high resolution transmission electron microscopy (HRTEM), these techniques are not well suited for extracting all of the parameters that characterize the complex three-dimensional morphology of the CNTs, e.g. bundling points, angular dispersion, and waviness.\cite{157,162} These 3D morphology features can be quantified \textit{via} quantitative electron tomography, which is emerging as one of the preferred approaches to visualize nanostructured materials in 3D,\cite{155,163–165} and was recently utilized to study A-CNTs arrays,\cite{166,167} and A-PNCs manufactured over a range of $V_f$.\cite{157} See Figure 4.2 for the 3D morphology of the A-CNTs that comprise A-PNCs visualized \textit{via} quantitative electron tomography as presented by Natarajan et al.\cite{157} The
Figure 4.1: Real wavy A-CNTs and theoretical frameworks. (a) Representative HRSEM image of wavy A-CNTs. (b) Illustration of the CNT morphology normally assumed in existing theoretical frameworks, which neglect the CNT waviness, and the wavy CNTs with realistic stochastic morphologies generated using the simulation framework presented here.

Key measure of 3D waviness used throughout this dissertation is $\tau$, which can be readily extracted from the 3D CNT reconstructions, and can be converted back to an effective 2D waviness description, i.e., $w$, by assuming a functional form, such as the common sinusoidal functional form used here and throughout the literature (see Section 4.2.1). Using $\tau$, this Chapter develops a simulation framework that is capable of modeling 3D A-CNT arrays with a stochastic representation of waviness.

This Section introduced previous morphology quantification efforts, and the cutting edge approach to characterizing A-CNT systems in 3D. In the remainder of this Chapter, the experimental, theoretical, and simulation efforts undertaken to model the A-CNT morphology, along with their resulting 3D visualizations, are presented and discussed.
4.2 Morphology Characterization, Modeling, and Simulation

In this Section, experimental, theoretical, and simulation methodologies are presented. Section 4.2.1 contains the experimental details, and equations that enable conversion from the deterministic \( w \) to the stochastic \( \tau \). Section 4.2.2 outlines the theoretical framework used to quantify the impact of waviness on the packing structure of A-CNTs. Section 4.2.3 details the developed simulation framework utilized to model the stochastic morphology of A-CNT systems in 3D. These tools will be used to analyze and model the three-dimensional morphology of A-CNTs, and to recommend future paths of study that will enable better more representative simulation of the morphology of A-CNT systems.

4.2.1 Experimental Quantification of A-CNT Waviness

To estimate the waviness evolution of A-CNT arrays as a function of packing proximity, \( w \) was approximated from images of the cross-sectional morphology of CNT arrays with \( 1\% \lesssim V_f \lesssim 20\% \) taken using an HRSEM (JEOL 6700, 3.0 mm working distance, \( 1 – 1.5 \) kV accelerating voltage),\(^{[40,43,46,70]}\) and by assuming a sinusoidal function form for \( w \). At each \( V_f \), \( w \) was approximated from 30 CNTs (\( \to n = 30 \)). To convert from a deterministic waviness description (defined by \( w \)) to a stochastic one, \( \tau \) of the CNTs, which is defined as the ratio of the true (arc) length of the CNTs

Figure 4.2: 3D morphology of the A-CNTs that comprise A-PNCs visualized via quantitative electron tomography as presented by Natarajan et al.\(^{[157]}\)
to the measured height of the CNT array in the $z$ direction, should be used instead of $w$. $\tau$ can be defined as follows for $w$ that have sinusoidal ($\rightarrow \tau(w)_{\text{sin}}$) or helical ($\rightarrow \tau(w)_{\text{helix}}$) functional forms (Eq. 4.1 and Eq. 4.2 are simplified using $\rightarrow w = a/\lambda$ and setting $a = 1$):\[^70\]

$$
\tau(w)_{\text{sin}} = \frac{1}{0} \int \sqrt{1 + (2\pi w \cos(2\pi z))^2} \, dz
$$

(4.1a)

$$
\tau(w)_{\text{helix}} = \sqrt{1 + (2\pi w)^2}
$$

(4.1b)

Figure 4.3: Tortuosity ($\tau$) as a function of waviness ratio ($w$) for sinusoidal (Eq. 4.1a) and helical (Eq. 4.1b) functional forms of the CNT morphology. Inset shows an illustration of $w$ using the sinusoidal amplitude/wavelength ($a/\lambda$) functional form, and $w$ for the helical functional form (not illustrated) would be evaluated by defining the helix radius as $a$.

See Figure 4.3 for a plot of $\tau_{\text{sin}}$ and $\tau_{\text{helix}}$ evaluated via Eq. 4.1a and Eq. 4.1b. The mean, standard deviation, and uncertainty of $\tau$ using both the sinusoidal ($\rightarrow \mu_{\tau}^{\text{sin}}$, $\delta_{\tau}^{\text{sin}}$ and $\delta_{\tau}^{\text{sin}}/\sqrt{n}$, respectively) and helical ($\rightarrow \mu_{\tau}^{\text{helix}}$, $\delta_{\tau}^{\text{helix}}$ and $\delta_{\tau}^{\text{helix}}/\sqrt{n}$, respectively) functional forms can be found in Table 4.1 in Section 4.3.2.

### 4.2.2 Theoretical Framework for Deterministic Waviness Corrected A-CNT Packing Geometry

This Section contains the equations used to compute the inter-CNT spacings, and the accessible exohedral CNT array porosity.
4.2.2.1 Inter-CNT Spacing Relations

A previous study\textsuperscript{[43]} developed the following relationship between $\Gamma$, $V_f$, the CNT outer diameter ($D_o$), and $N$ of an idealized A-CNT system (See Fig. 4.4 for an illustration of the geometry):

$$\Gamma = D_o \left( (11.77(N)^{-3.042} + 0.9496) \sqrt{\frac{\sqrt{3}\pi}{6V_f}} - 1 \right)$$

$$N = 2.511(V_f) + 3.932$$

Note that the previous study found that packing coordination increased strongly with $V_f$ (see Eq. 4.2b), likely due to the biaxial densification utilized to create high $V_f$ arrays from as-grown ($V_f \sim 1\%$) arrays. Using the isosceles angle ($\theta_\Delta$) of the constitutive triangles at each $N$, the minimum ($\Gamma_{\text{min}}$) and maximum ($\Gamma_{\text{max}}$) inter-CNT spacings can be separated from $\Gamma$, yielding the following:

$$\theta_\Delta = \pi \left( \frac{1}{2} - \frac{1}{N} \right)$$

$$\Gamma_{\text{min}} = 2 \left( \frac{\Gamma}{1 + 2 \cos (\theta_\Delta)} \right)$$

$$\Gamma_{\text{max}} = 4 \cos (\theta_\Delta) \left( \frac{\Gamma}{1 + 2 \cos (\theta_\Delta)} \right)$$
4.2.2.2 Waviness Correction for Square and Hexagonal Packing

To quantitatively evaluate the impact of waviness on the morphology of the A-CNT arrays, a measure that can be relatively easily assessed experimentally was selected: \( \Gamma \). To approximate \( \Gamma \) for the simulated wavy CNTs (see Section 4.2.3), the difference in position in the \( x-y \) plane for each CNT was calculated using the separation of the current CNT, for example a CNT in the center of a square unit cell located in layer B (see Figure 4.5 in Section 4.2.3 for an illustration), with its neighboring CNTs as follows: the inter-CNT separation for CNTs in the same layer, \( i.e. \) the two neighboring CNTs in layer B for the exemplary CNT, which yields \( \Gamma_{\text{min}} \). \( \Gamma \) was approximated by simply taking the average of \( \Gamma_{\text{min}} \) and \( \Gamma_{\text{max}} \).[43] The CNTs on the outer boundary were treated differently to account for the missing neighbor CNTs, but have a very small contribution \( \ll 0.1\% \) overall if sufficiently large simulation cells are used \( (n \gtrsim 1600) \). The contribution of the CNT waviness to \( \Gamma \) was included in the analysis as follows:

\[
\Gamma(w) = \Omega(w)\Gamma(w = 0)
\]

(4.4)

Where \( \Omega \) is the waviness correction with a value that is \( > 1 \) for \( w > 0 \), and \( \Gamma(w = 0) \) is evaluated using \( N \) and \( V_f \) using the previously reported theoretical framework.[43]

4.2.3 Simulation Framework for Stochastic 3D A-CNT Morphology

Here the various components that enable simulation of the A-CNT morphology both stochastically and in 3D are discussed.

4.2.3.1 Three-Dimensional Morphology Simulation Scheme

To simulate wavy CNTs, each CNT was discretized into an array of nodes in three dimensions \( (xyz) \) space. The position of the first node was determined using the constitutive triangles that are defined by the two dimensional \( (x-y \) plane) coordination number \( (N) \), which was discussed in detail previously.[43,46] See Figure 4.5 for illustration of the constitutive triangles that define each \( N \). Since values of \( N \) that fall between square \( (N = 4) \) and hexagonal \( (N = 6) \) close packing may not propagate properly in the \( x-y \) plane, CNTs were initialized in layers, and each layer was arranged in a manner analogous to Bernal stacking \( (i.e. \) ABAB type stacking) to facilitate the formation of constitutive triangles with appropriate dimensions as defined by \( N \) and \( V_f \).[43] See Figure 4.5 for an illustration of the layer-like arrangement of the first nodes of the discretized CNTs, and for exemplary initialized
Figure 4.5: Three-dimensional morphology simulation details. (a) Illustration of the simulation scheme, origin of $\Gamma$ from $N$, and the top view of an initialized simulation cell comprised of collimated 100 CNTs for $N = 4$ (square packing) and $N = 6$ (hexagonal packing). (b) Initialized simulation comprised of 100 wavy CNTs showing how the average node displacements in the $x$–$y$ plane and $z$ direction are tied to the $a$ and $\lambda$ that originate from the experimentally-quantified sinusoidal $w$ ($\rightarrow w = a/\lambda$) and used to generate wavy CNTs.

Simulations comprised of 100 CNTs ($\rightarrow n = 100$) for $N = 4$ and $N = 6$. To apply the appropriate waviness to all other nodes, the displacement of each node relative to the node that precedes it, defined as $\Delta r$, was evaluated using the $a$ extracted from $w$, and the node displacement increment in the $z$ direction was set at a magnitude of $0.05\lambda$, which has a value equal to $\Gamma_{\text{max}}$ [40,46] so that a unit cell comprised of 10 nodes (see Figure 4.5b for illustration) will have a total $z$ displacement, defined as $\Delta z$, of magnitude $\lambda/2$. See Section 4.2.3.2 for a discussion about the unit cell used in the analysis. Since the waviness of the CNTs is inherently random, the displacement specified by the evaluated $a$ was independently applied to the nodes of the CNT in both $x$ and $y$ directions using Gaussian distributions. Using Gaussian distributions to apply the node displacements has two distinct advantages: 1) The mean and standard deviations (normally $\gtrsim 50\%$ of the mean values) [40,50,158] of $w$ can be used to directly specify the waviness, which may not be true with other distributions; 2)
the node displacements are no longer uniform nor deterministic, e.g. as in cases where sinusoidal or helical functional forms were assumed,\textsuperscript{[168–172]} likely leading to more realistic morphologies. Also, while the current method does not explicitly account for CNT-CNT interactions, e.g. van der Waals (vdW) interactions used in recent modeling efforts,\textsuperscript{[139,147,173]} in the three-dimensional morphology evolution, the stochastic nature of the CNT array morphology implicitly accounts for the attractive and repulsive forces that would be experienced by the CNTs, while avoiding the assumption of a simplistic electrostatic potential that may not be representative for CNTs with native defects and other adsorbed species.\textsuperscript{[46]} The main difference between the current method, and modeling efforts that include electrostatic interactions, is that CNT arrays simulated here might form fewer bundles/aggregates, but such an effect should be very small when averaged over a sample size of $> 10^5$ CNTs. See Figure 4.5b for a top-view snapshot of a single wavy CNT along the $z$ direction demonstrating the random-walk like nodal displacement, and for a side view snapshot of a simulation comprised of $n = 100$ wavy CNTs. To ensure that the waviness generated using the scheme used here is consistent with the amount of waviness that would result if a simple sinusoidal functional form was used instead, the separation of the nodes in the $z$ direction was adjusted so that the ratios of the true length of the CNT ($L_{3D}$) to the measured height of the CNT in the $z$ direction ($L_{1D}$) for both schemes were matched. The $L_{3D}/L_{1D}$ ratio is a common way to evaluate $\tau$ of the CNTs, and since $\tau$ does not depend on the functional form, $a$, and $A$ of the waviness, the $L_{3D}/L_{1D}$ ratio is a more flexible measure by which the waviness of CNTs can be quantified and compared between systems.

4.2.3.2 Unit Cell Analysis for Simulating Morphology in 3D

To define the unit cell used in the analysis, one has to consider two displacements: the $\Delta r$, i.e. the two-dimensional random walk; and $\Delta z$, i.e. the nodal displacement. Each unit cell was comprised of 10 nodes whose $z$ separation has a magnitude of $0.05\lambda$ ($\rightarrow 0.5\lambda$ for 10 nodes) as mentioned in Section 4.2.3.1, where $\lambda$ is the characteristic wavelength of the waviness from $w$. See Figure 4.6 inset for illustration of the unit cell used in this analysis. Using the geometry of the unit cell shown in Figure 4.6, $\Delta r$, $\Delta z$, and the local radius of curvature of the CNT ($R_c$) from the intersecting chord theorem can be defined as follows:

$$\Delta r = \chi(w)\lambda$$

(4.5a)
\[
\Delta z = \zeta(w) \left( \frac{\lambda}{2} \right)
\]

\[
R_c = 0.5 \left( \Delta r + \frac{\Delta z^2}{16\Delta r} \right)
\]

where \( \chi(w) \) is a factor that relates the average of the displacement of the CNTs in the \( x - y \) plane, a stochastic quantity, to the deterministic \( w \), and \( \zeta(w) \) connects the separation of the nodes that bound the unit cell in the \( z \) direction, a quantity that is varied to control the average stochastic tortuosity of each wavy CNT (see Eq. 4.5), to the deterministic \( w \). To approximate \( \chi(w) \) and \( \zeta(w) \), the average \( \Delta r \) and \( \Delta z \) are evaluated (see Figure 4.7) leading to the following functional forms:

\[
\chi(w) = a_3 w
\]

\[
\zeta(w) = a_4 (w)^{b_4} + c_4
\]

where \( a_3 = 0.8794 \) (coefficient of determination \( R^2 = 0.9999 \)); and \( a_4 = -0.0748, b_4 = 0.6459, \) and \( c_4 = 0.4260 \) (\( R^2 = 0.9962 \)). The fits in Eq. 4.6 begin to deviate significantly from the simulation data at \( w > 0.3 \), an effect that originates from interactions with the simulation box that confines each CNT and (in the model) prevents the CNTs from venturing outside of their confining box. This forces the CNTs to be non-interacting, and ensures that the system can be treated as dilute. Such an approximation is likely reasonable when the CNTs are not all in bundles, e.g. in A-CNT volume fractions that are far below the theoretical maximum of \(\sim 83.45\%\) CNTs.\(^{[43]}\) Since the CNT-CNT electrostatic interactions are not well understood, and require further study to properly

Figure 4.6: Unit cell used in the analysis defined using the average displacement in the \( x - y \) plane \((\to \Delta r)\) and 10 nodes in the \( z \) direction \((\to \Delta z)\). \( \Delta r \) and \( \Delta z \) are tied to the amplitude \( (a) \) and wavelength \( (\lambda) \) from the waviness ratio \((w = a/\lambda)\) which is used to simulate the morphology of the CNTs in three dimensions. The radius of curvature \( (R_c) \) is evaluated using the unit cell, and is used to approximate the maximum CNT volume fraction that the simulation can be used to study as discussed below.
simulate and model, this study was limited to $w \lesssim 0.3$ where $\chi(w)$ is a constant and $\zeta(w)$ varies by $\lesssim 10\%$.

4.3 Results and Discussion

In this Section, the experimental, theoretical, and simulation results are presented. Section 4.3.1 contains error scaling of the 3D morphology analysis, and the maximum $V_f$ that the simulation can be utilized to study. Section 4.3.2 contains the experimental results of the $w$ scaling with $V_f$. Section 4.3.3 uses the $w$ evolution with packing proximity to quantify the impact of waviness on the packing morphology of A-CNT arrays via $\Gamma$, and concludes with the scaling of $\Omega$ with $V_f$ that enables the waviness of A-CNT arrays to be accounted for when modeling their effective packing structure (via $N$).

4.3.1 Evaluation of Morphology Error Scaling and Validity Regime for Simulation Framework

To simulate the morphology of CNTs in 3D, each CNT was discretized into an array of nodes in $xyz$ space as discussed in detail in Section 4.2.3. The width of the confining two-dimensional area that bounds the node displacements of CNTs was defined using the CNT $\Gamma_{\text{min}}$ and $\Gamma_{\text{max}}$ ($e.g. \approx 64$ nm and $\approx 92$ nm at $V_f \approx 1$ vol. % CNTs) quantified previously,\cite{43,46} including the evolution of the packing morphology of the CNTs as their $V_f$ is increased via densification. To approximate...
the error scaling of the morphology measurement with the size of the \(n \times n\) simulation cell, the model standard error of \(\Gamma\) was evaluated as a function of \(n\), and is plotted in Figure 4.8a. As Figure 4.8a demonstrates, the familiar standard error scaling of \(\propto 1/\sqrt{n}\) is exhibited, and to ensure a standard error of \(\lesssim 0.1\%\), a simulation size of \(n > 10^5\) \((\sim 320 \times 320 = 1.024 \times 10^5\) CNTs) is used throughout this dissertation. Also, since the tortuosity dependent local radius of curvature \((R_c)\) of the CNTs strongly influences their elastic response and may determine the maximum valid \(V_f\) for the model to be representative, \(\Delta r\) and \(\Delta z\) were used to evaluate \(R_c\) via Eq. 4.5c in Section 4.2.3.2. See Figure 4.8b for an illustration of \(R_c\) evaluated using 10 nodes, and the scaling of \(R_c\) with \(w\).

Figure 4.8: Standard error scaling and \(V_f\) validity regime. (a) Scaling in standard error of the measured \(\Gamma\) values demonstrating the importance of number of CNTs in the simulation \((n)\), and replicating the familiar \(1/\sqrt{n}\) standard error scaling for Gaussian statistics. (b) Plot showing the evolution of the CNT alignment, represented by \(R_c\), as a function of \(w\).
and \( V_f \). As Figure 4.8b demonstrates, \( R_c \) plateaus at \( 0.1 \leq w \leq 0.3 \) and has a value of \( \sim 1 \text{ nm} \) for \( V_f = 40\% \) CNTs, a value that is on the same order of the curvature of ripples that are expected to form on the surface of \( \sim 8 \text{ nm} \) diameter (\( \sim 1.5 \text{ nm} \) wall thickness) CNTs during buckling,\[174,175]\) indicating that the simulation results are physical for \( V_f \leq 40\% \) CNTs. A note should be made that \( R_c \sim 1 \text{ nm} \) is on the same order as the variations in the CNT inner and outer diameter that were reported previously,\[70\] and that such nanoscale surface features can arise through either Stone-Wales or inter-wall defects.\[62,176–178\] To ensure that \( R_c \) is evaluated for an amount of waviness that is generalizable to other non-stochastic descriptions, \( e.g. \) sinusoidal or helical functional forms, \( \Delta z \) was controlled so that \( L_{3D}/L_{1D} \), also known as \( \tau \), for the stochastic system matched the \( L_{3D}/L_{1D} \) ratio (\( i.e. \) \( \tau \)) for the deterministic sinusoidal description at each value of \( w \). See Section 4.2.3 for details. To evaluate the impact of CNT proximity effects on their morphology, the evolution of \( w \) as a function of the \( V_f \) was quantified.

### 4.3.2 Experimental Quantification of A-CNT Waviness Evolution with \( V_f \)

The waviness of the A-CNT arrays was evaluated employing a simple sinusoidal amplitude-wavelength (\( a/\lambda \)) definition of \( w \), and was approximated from HRSEM images of the cross-sectional morphology of the A-CNT arrays. See Figure 4.9a for exemplary HRSEM micrographs of A-CNT arrays as a function of \( V_f \), and for an illustration of the waviness quantification using a sinusoidal definition of \( w \). Note that these HRSEM images were taken from both edges, and the middle region, of the grown A-CNT arrays, to ensure that the \( w \) estimated here is representative for the entire volume of the A-CNT arrays. Since HRSEM images of the morphology of the CNT arrays are projections of a three-dimensional system onto a two-dimensional surface, information about the waviness in the transverse direction (\( i.e. \) the direction parallel to incident electron beam, in the \( x-y \) plane of Figure 4.6) is lost and must be accounted for. To account for the loss of depth information, a correction factor of \( \sqrt{2} \) was applied to simulate a mean view angle of 45° (\( \lambda \) is independent of the view angle and requires no correction).\[50\] See Figure 4.9b for a plot of the evaluated \( w \) as a function of \( V_f \). As Figure 4.9b illustrates, CNT confinement at higher \( V_f \) both reduces the mean values and statistical uncertainties of \( w \) significantly from \( \sim 0.2 \pm 0.02 \) at \( V_f \approx 1\% \) CNTs to \( \sim 0.1 \pm 0.01 \) at \( V_f \approx 20\% \) CNTs (See Table 4.1 for details, and Appendix A for the raw waviness data). Note that the experimental \( V_f \) is simply calculated from the geometry change of the as-grown \( V_f \approx 1\% \) A-CNT arrays to the higher \( V_f \) due to the biaxial mechanical densification method employed here.\[22\] The values for \( w \) at \( V_f \approx 1\% \) CNTs are on the same order as previously reported for similar A-CNT sys-
tems, $w \simeq 0.2 \pm 0.1$,\textsuperscript{[50,179]} and are in agreement with recently reported $\tau (\to L_{3D}/L_{1D})$ evolution of similar A-CNTs during densification, where $\to L_{3D}/L_{1D}$ decreased from $\sim 1.2 (\to w \sim 0.15)$ at the as-grown state ($V_f \sim 3\%$ CNTs) to $\sim 1.06 (\to w \sim 0.08)$ for A-CNTs densified by a factor of $6 \times (V_f \sim 20\%$ CNTs).\textsuperscript{[45]} Since the statistical uncertainty (and standard deviation) of $w$ decreases significantly during packing, but the A-CNT morphology remains very stochastic (the standard deviation of $w$ is consistently at $\gtrsim 50\%$ of the mean value of $w$ as shown by Table 4.1), representative descriptions of the CNT waviness and morphology must account for both the mean and uncertainty in $w$. Therefore, to simulate the observed scaling of $w$ as a function of $V_f$, both the mean ($\mu_w^{\text{sin}}$) values of $w$ and the standard deviation in $\mu_w^{\text{sin}}$ ($\delta_w^{\text{sin}}$) were fit independently via power laws using the theoretical maximum $V_f$ of 83.45% CNTs, where both the mean and standard deviation of $w$ have a value of 0,\textsuperscript{[43]} leading to the following scaling relations (with coefficient of determination

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.9.png}
\caption{Evolution of the CNT waviness with packing. (a) Cross-sectional HRSEM micrographs of A-CNT arrays at $V_f$ ranging from $\sim 1 \sim 20$ vol. $\%$ CNTs showing the reduction in CNT waviness. (b) Plot demonstrating that $w$ can be reduced by $\sim 50\%$ by increasing $V_f$ from $\sim 1$ vol. $\%$ CNTs to $\sim 20$ vol. $\%$ CNTs.}
\end{figure}
\( R^2 = 0.9996 \) for Eq. 4.7a and \( R^2 = 0.9812 \) for Eq. 4.7b:

\[
\mu_w^{\text{Sin}}(V_f) = -0.04967(V_f)^{0.3646} + 0.2489 \quad (4.7a)
\]

\[
\delta_w^{\text{Sin}}(V_f) = -0.0852(V_f)^{0.2037} + 0.2100 \quad (4.7b)
\]

Using the scaling relations presented in Eq. 4.7, the impact of waviness on the mechanical behavior of CNT arrays was explored in Chapter 5.

Table 4.1: Experimentally determined \( w \) and \( \tau \) from Eq. 4.1 as a function of \( V_f \). The included values of experimental mean and standard deviation \( \mu_w^{\text{Sin}}, \delta_w^{\text{Sin}}, \mu_\tau^{\text{Sin}}, \delta_\tau^{\text{Sin}}, \mu_\tau^{\text{Helix}}, \text{ and } \delta_\tau^{\text{Helix}} \) were approximated from 30 CNTs \( \rightarrow n = 30 \). See Appendix A for the raw waviness data.

<table>
<thead>
<tr>
<th>( V_f ) [%]</th>
<th>Experimental waviness (sinusoidal)</th>
<th>Sinusoidal tortuosity</th>
<th>Helical tortuosity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.198 0.119</td>
<td>1.352 0.352</td>
<td>1.596 0.556</td>
</tr>
<tr>
<td>6</td>
<td>0.159 0.098</td>
<td>1.253 0.243</td>
<td>1.414 0.414</td>
</tr>
<tr>
<td>10.6</td>
<td>0.127 0.072</td>
<td>1.171 0.147</td>
<td>1.279 0.272</td>
</tr>
<tr>
<td>20</td>
<td>0.101 0.049</td>
<td>1.109 0.097</td>
<td>1.184 0.161</td>
</tr>
</tbody>
</table>

### 4.3.3 Waviness Corrected A-CNT Packing Structure

Since square \( (N = 4) \) and hexagonal \( (N = 6) \) packing are the most commonly assumed coordinations,\(^{[43]} \) but dependence on CNT waviness is not currently known, \( \Gamma \) was evaluated as a function of \( w \) for \( 0 \leq w \leq 0.3 \) which are representative of the typical range of the experimentally observed A-CNT waviness.\(^{[40,70,157]} \) Using \( \Gamma \) at \( w = 0 \) \( \rightarrow \Gamma(w = 0) \), \( i.e. \) morphology of idealized collimated CNTs, the waviness correction for \( N = 4 \) \( \rightarrow \Omega_{\Box} \) and \( N = 6 \) \( \rightarrow \Omega_{\bigodot} \) was evaluated \( \text{via} \) Eq. (4.4). See Figure 4.10 for plots demonstrating the scaling of \( \Omega_{\Box} \) and \( \Omega_{\bigodot} \) with \( w \). As Figure 4.10a demonstrates, the scaling of \( \Omega_{\Box} \) with \( w \) can be described by power laws at three different regimes \( (R^2 > 0.997) \):

\[
\Omega_{\Box}(w) = \begin{cases} 
4(w)^{1.6} + 1, & w < 0.05 \\
-0.0012(w)^{-1.2} + 1.076, & 0.05 \leq w \leq 0.125 \\
-0.0057(w)^{-0.47} + 1.076, & 0.125 < w \leq 0.3
\end{cases} \quad (4.8)
\]

These three modes may be associated with physical effects with (1) initiation \( \rightarrow 0 \leq w < 0.05 \), where the CNTs are just starting to fill the inter-CNT region, (2) crowding \( \rightarrow 0.05 \leq w \leq 0.125 \),
Figure 4.10: Impact of waviness (w) on the packing morphology of A-CNT arrays for square and hexagonal close packing. (a) Evolution of the waviness correction (see Eq.(4.4)) for square packing ($\Omega$) as a function of $w$ showing that the scaling of $\Omega$ can be represented by three power laws at $w < 0.05$, $0.05 \leq w \leq 0.125$, and $w > 0.125$, and that square packing is best suited for A-CNT systems with $w \geq 0.15$ where $\Omega$ increases very gradually. (b) Scaling of the waviness correction (see Eq.(4.4)) for hexagonal packing ($\Omega$) with $w$ showing that $\Omega$ can be described by two power laws at $w < 0.1$, and $w \geq 0.1$, and that hexagonal packing is best suited for CNT systems with $w \lesssim 0.05$ where $< 1\%$ error will be induced by neglecting the CNT waviness.

where the CNTs are starting to feel their neighbors (or bounding box in the simulation) that is characteristic of the formation of significant CNT bundles/junctions, and (3) saturation ($\rightarrow 0.125 < w \leq 0.3$), where the CNTs have already filled up most of the inter-CNT space and are perhaps slowly adding more CNT junctions/bundles. Figure 4.10a also indicates that $\Omega$ is nearly constant at $w \gtrsim 0.15$, where $\Omega \approx 1.07$, meaning that square close packing is best suited for approximating the morphology of CNT arrays with significant waviness. As Figure 4.10b illustrates, the evolution of $\Omega$ with $w$ is characteristic of power laws at two different regimes:

$$
\Omega(w) = \begin{cases} 
2.5(w)^{1.5} + 1, & w \leq 0.1 \\
-0.00143(w)^{-1.56} + 1.082, & 0.1 < w \leq 0.3
\end{cases}
$$

(4.9)

The first two modes are consistent with the initiation ($\rightarrow 0 \leq w \leq 0.1$) and crowding ($\rightarrow 0.1 < w \leq 0.3$) modes of $\Omega$, but since the first two modes span larger regimes for $\Omega$, and the saturation mode is not yet seen in Figure 4.10b, the saturation mode of $\Omega$ will occur later at $w > 0.3$. Also,
since the first mode of $\Omega_\square$ extends up to $w \approx 0.1$, Figure 4.10b indicates that hexagonal close packing will be best for CNTs with a small amount of waviness, where neglecting waviness will not incur a significant amount of error in the average packing morphology. Since $\Omega_\square$ and $\Omega_\bigcirc$ are non-dimensional ratios of $\Gamma$ that natively include the CNT diameter contribution, the results presented in Figure 4.10 are independent of the CNT diameter. To properly account for waviness in real A-CNT arrays, where $N$ is not constant as $V_f$ is increased, the previously reported scaling of evolution of the morphology exemplary system of A-CNTs, i.e. via $\Gamma$, as a function of the $V_f$ is explored, and the recently reported scaling of $w$ for this system as a function of $V_f$ is used to quantify the evolution of $N$ as a function of CNT packing.

Recent experimental work has demonstrated that, in an exemplary system of chemical vapor deposition (CVD) grown millimeter-long A-CNTs, $\Gamma$ is reduced from $\sim 80$ nm to $\sim 10$ nm as $V_f$ is increased from $\sim 1$ vol. % CNTs to $\sim 20$ vol. % CNTs. See Figure 4.11a for the previously reported experimental values of $\Gamma$. To better understand and model how $\Gamma$ and $\Omega$ scale with $V_f$, the previous work assumed that the CNTs are collimated (i.e. not wavy), and using a continuous two-dimensional coordination number ($N$) model, extracted the effective coordination number at each $V_f$. Using the theoretical data point of $N = 6$ at $V_f = 83.4$ % CNTs, the previous study showed that $N$ scales linearly with $V_f$ (See Figure 4.11b). Such a scaling relation assumes that very few CNT bundles form throughout the range of $V_f$, which might be reasonable for $V_f \lesssim 20$% CNTs (where experimental data was provided), but is likely not true for $V_f > 20$% where the formation of CNT bundles with $N = 6$ is likely more pronounced. The key limitation of the previous analysis was that the CNT waviness could not be integrated into the $\Gamma$ description used to calculate $N$, which can lead to errors in the evaluated $N$, as shown in Figure 4.10. Using the experimental scaling relation of the mean and standard deviation of $w$ with $V_f$ (see Eq. 4.7), the scaling of $\Gamma$ and $\Omega$ with $V_f$ was simulated and can be found in Figure 4.11a. As Figure 4.11a demonstrates, the simulated scaling of $\Gamma$ with $V_f$ agrees very well with both the experimental and previous theoretical model results, and $\Omega$ scales linearly with $V_f$ ($R^2 = 0.9969$) for sinusoidal waviness:

$$\Omega = -0.002V_f + 1.072 \quad (4.10)$$

See Table 4.2 for the calculated $\Gamma$ and $\Omega$ values as a function of $V_f$ using the simulated wavy A-CNT arrays. Using these simulation results, $N$ was evaluated for CNTs with more realistic morphologies (see Figure 4.11b). As Figure 4.11b illustrates, the scaling of $N$ with $V_f$ for wavy A-CNTs
Figure 4.11: Evolution of morphology of A-CNTs as a function of their $V_f$. (a) Experimentally determined $\Gamma$ as a function of $V_f$, previously reported theoretical scaling of $\Gamma$ with $V_f$ for collimated A-CNTs,\(^{[43]}\) and the simulated scaling of $\Gamma$ with $V_f$ for wavy A-CNTs. Inset: scaling of $\Omega$ with $V_f$. (b) The evolution of $N$ during packing resulting from the previously reported theoretical scaling for collimated A-CNTs and their bundles,\(^{[43]}\) and the simulated scaling for wavy A-CNTs showing that integration of CNT waviness into the theoretical framework is necessary to attain a coordination number scaling that is applicable beyond $V_f = 20\%$.

is very different from the previously reported linear scaling relation for collimated CNTs, and has the following form ($R^2 = 0.9984$):

$$N(V_f) = \begin{cases} 
0.2(V_f)^{0.6} + 4.1, & V_f \lesssim 40\% \\
6, & V_f \gtrsim 40\% 
\end{cases} \quad (4.11)$$

See Table 4.3 for the calculated values of $N$ for the wavy A-CNT arrays. Eq. 4.11 indicates that at $V_f \approx 40\%$ CNTs, hexagonal ($N = 6$) packing is exhibited throughout the A-CNT arrays.
This makes sense because spatial inhomogeneities in both $\Gamma$ and $V_f$ are very significant at low ($\lesssim 10 \times \rightarrow V_f \sim 10\%$) densifications,\cite{46} but becomes much less pronounced in higher densifications due to CNT-CNT confinement/proximity interactions.\cite{29} These CNT-CNT proximity interactions, which were previously shown to have a significant influence on the A-CNT array behavior at $V_f \gtrsim 5\%$,\cite{46} will lead the A-CNTs to transition from the as-grown square ($N = 4$) packing structure to the lower energy, and more ideal, hexagonal ($N = 6$) close packing structure. Note that Eq. 4.11 is a reasoned extrapolation beyond $V_f > 20\%$ but the analysis cannot currently be validated due to lack of experimental data beyond $V_f \sim 20\%$. Further work is required to quantify the impact of the CNT proximity/confinement interactions on the evolution of the packing morphology of A-CNT arrays during densification.

Table 4.2: $\Gamma$ and $\Omega$ as a function of $V_f$, evaluated using the simulation described in Section 4.2.3.

<table>
<thead>
<tr>
<th>$V_f$ [%]</th>
<th>$\Gamma$ [nm]</th>
<th>$\Omega$ []</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.6</td>
<td>106.44</td>
<td>1.0685</td>
</tr>
<tr>
<td>0.7</td>
<td>97.81</td>
<td>1.0689</td>
</tr>
<tr>
<td>0.8</td>
<td>90.75</td>
<td>1.0682</td>
</tr>
<tr>
<td>0.9</td>
<td>85.00</td>
<td>1.0686</td>
</tr>
<tr>
<td>1</td>
<td>80.06</td>
<td>1.0681</td>
</tr>
<tr>
<td>1.5</td>
<td>63.42</td>
<td>1.0676</td>
</tr>
<tr>
<td>2</td>
<td>53.51</td>
<td>1.0673</td>
</tr>
<tr>
<td>3</td>
<td>41.72</td>
<td>1.0656</td>
</tr>
<tr>
<td>4</td>
<td>34.69</td>
<td>1.0639</td>
</tr>
<tr>
<td>5</td>
<td>29.89</td>
<td>1.0618</td>
</tr>
<tr>
<td>6</td>
<td>26.36</td>
<td>1.0600</td>
</tr>
<tr>
<td>7</td>
<td>23.62</td>
<td>1.0584</td>
</tr>
<tr>
<td>8</td>
<td>21.41</td>
<td>1.0564</td>
</tr>
<tr>
<td>9</td>
<td>19.58</td>
<td>1.0544</td>
</tr>
<tr>
<td>10</td>
<td>18.03</td>
<td>1.0522</td>
</tr>
<tr>
<td>11</td>
<td>16.71</td>
<td>1.0503</td>
</tr>
<tr>
<td>12</td>
<td>15.55</td>
<td>1.0480</td>
</tr>
<tr>
<td>13</td>
<td>14.53</td>
<td>1.0461</td>
</tr>
<tr>
<td>14</td>
<td>13.63</td>
<td>1.0443</td>
</tr>
<tr>
<td>15</td>
<td>12.81</td>
<td>1.0422</td>
</tr>
<tr>
<td>16</td>
<td>12.08</td>
<td>1.0399</td>
</tr>
<tr>
<td>17</td>
<td>11.41</td>
<td>1.0379</td>
</tr>
<tr>
<td>18</td>
<td>10.80</td>
<td>1.0355</td>
</tr>
<tr>
<td>19</td>
<td>10.24</td>
<td>1.0336</td>
</tr>
<tr>
<td>20</td>
<td>9.72</td>
<td>1.0315</td>
</tr>
<tr>
<td>21</td>
<td>9.25</td>
<td>1.0294</td>
</tr>
<tr>
<td>22</td>
<td>8.81</td>
<td>1.0275</td>
</tr>
<tr>
<td>23</td>
<td>8.39</td>
<td>1.0254</td>
</tr>
</tbody>
</table>
Table 4.3: $N$ estimated for A-CNT arrays as a function of $V_f$, evaluated using previously reported experimental data (see Figure 4.11).

<table>
<thead>
<tr>
<th>$V_f$ [%]</th>
<th>$N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$4.30 \pm 0.05$</td>
</tr>
<tr>
<td>6</td>
<td>$4.70 \pm 0.03$</td>
</tr>
<tr>
<td>10.6</td>
<td>$4.90 \pm 0.1$</td>
</tr>
<tr>
<td>20</td>
<td>$5.30 \pm 0.05$</td>
</tr>
</tbody>
</table>

4.4 Conclusions and Recommendations for Future Work

This Chapter presented experimental, theoretical, and simulation approaches utilized to quantify and model the evolution of the three-dimensional morphology of the CNTs that comprise A-CNT systems with packing proximity. The experimental results, based on 2D surface SEM analysis of waviness, indicate that $w$ for the A-CNTs decreases non-linearly as a function of $V_f$, where $w \sim 0.2$ at $V_f \approx 1\%$ CNTs and $w \sim 0.1$ at $V_f \approx 20\%$ CNTs. Further work to elucidate the origin of the observed waviness reduction is required, and future study of the morphology of A-CNT arrays in three dimensions via a newly developed quantitative electron tomography technique is planned.\[157\] Using the developed multi-scale simulation capable of modeling $>10^5$ CNTs with realistic stochastic morphologies, this Chapter shows that oversimplifying or neglecting the CNT waviness can lead to errors in $\Gamma$ that may exceed 10\%, and that the ideal hexagonal close packing is best suited for A-CNT arrays with minimal waviness, whereas square close packing ($N = 4$) works best for A-CNT arrays with noticeable waviness ($w > 0.1$). Using the scaling of $\Gamma$ and $w$ as a function of $V_f$,\[40,43\] the simulation shows that $N$ increases much faster than previously expected as the A-CNT arrays are being densified. Since the inter-CNT proximity effects can strongly influence the evolution of the packing morphology of A-CNT arrays, but their precise contribution is not currently known, additional work is required to quantify the impact of CNT-CNT interactions as a function of $\Gamma$. Once the CNT proximity interactions can be accurately described as a function of the inter-CNT separation, the simulation scheme developed here could be extended to predict the evolution of the CNT morphology during packing, potentially enabling the design and fabrication of higher performing devices, such as membranes for water filtration whose permeability directly relates to the morphology,\[70,146\] or CNT architectures with tunable mechanical behavior, where the waviness governs the stiffness of the CNTs.\[40\]

In the next Chapter, the morphology information presented here, along with the simulated A-CNT arrays with realistic stochastic CNT morphologies, are used to analyze the underlying physical
mechanisms that govern the mechanical behavior of A-CNT arrays during elastic deformation.
Chapter 5

Elastic Modeling of Aligned Carbon Nanotube Arrays

To predict the mechanical behavior of A-CNT arrays comprised of CNTs that cannot be approximated using a highly simplified collimated morphology, the elastic response of A-CNTs with stochastic three-dimensional morphologies must be modeled and analyzed. Although the mechanical properties of A-CNT arrays were modeled previously in a number of ways, these existing models could not properly account for the random morphology of the CNTs that comprise aligned arrays, and this Chapter presents the methodology used to utilize the three-dimensional morphology information of the CNTs that comprise the simulated A-CNT arrays (from Chapter 4) to evaluate the effective axial elastic modulus of A-CNT arrays as a function of packing proximity. Using this model, the mechanical behavior of A-CNT arrays can be predicted, and the orders of magnitude enhancement of stiffness previously observed during densification can be explained from the underlying physics, enabling more precise tuning of the elastic properties of A-CNTs. This is achieved by evaluating the compliance contribution of the four deformation mechanisms of a wavy CNT: extension, shear, bending, and torsion.\(^1\)

5.1 Compliance Prediction of A-CNT Arrays

As briefly mentioned above, this Chapter presents a mechanics framework that utilizes 3D A-CNT morphology information to model the elastic behavior of A-CNT arrays. In this Section, previously reported results for experimentally determined stiffness of A-CNT arrays are outlined, and

---

\(^1\)Parts of this Chapter previously appeared in Ref. 40
recent developments that enable better prediction of the stiffness of A-CNT arrays through the incorporation of more representative descriptions of the CNT morphology into mechanical models are discussed.

Early modeling efforts have shown that while the intrinsic $Y$, or wall modulus, of CNTs can be $>1$ TPa in tension,\cite{30-33,118} deviations from the normally assumed straight cylindrical column structure of the CNTs can lead to orders of magnitude reductions in stiffness coefficients of A-CNTs.\cite{158,168,169} These reductions in stiffness could originate from the large anisotropy in the axial $E_{\text{eff}}$ of a CNT, where $Y$ has a value similar to the in plane modulus of graphene,\cite{180} but $G$ can be as low as 0.1 GPa,\cite{118} a value similar to the transverse shear modulus of turbostratically stacked graphene/graphite.\cite{116,117} Previous work has ascribed the very low $E_{\text{eff}}$ of A-CNTs to compression induced buckling of A-CNTs, but buckling can only account for $\sim 10 \times$ reduction in $E_{\text{eff}}$ ($\rightarrow E_{\text{eff}} \sim 10 - 100$ GPa),\cite{102,181} and not the 4 to 6 orders of magnitude reductions in $E_{\text{eff}}$ reported for A-CNT arrays ($\rightarrow E_{\text{eff}} \sim 1 - 100$ MPa).\cite{138,102,181-189} See Figure 5.1 for an illustration of A-CNTs buckling under compression (Figure 5.1a), and the resulting stress-strain curve and $E_{\text{eff}}$ for A-CNTs (Figure 5.1b). To explain the order of magnitude overpredictions of $E_{\text{eff}}$ in A-CNTs, more recent studies have developed model that are capable of better approximating the A-CNT morphology, and have shown that waviness is the primary morphological effect responsible for the large reduction in the stiffness of CNTs in A-CNT arrays.\cite{102}

However, while recent work has shown that more representative descriptions of the A-CNT array morphology can account for the large reductions previously reported for $E_{\text{eff}}$ of A-CNTs,\cite{102} these results were obtained using a highly idealized sinusoidal CNT geometry and contained de-

![Figure 5.1: Elastic behavior of A-CNTs under compression as presented by Cao et al.\cite{181} (a) Illustration of the buckling modes of A-CNTs. (b) Resulting stress-strain curve and $E_{\text{eff}}$ for A-CNTs.](image)
formation mechanisms, meaning that the physics underlying the CNT mechanical behavior were not explored in detail. The deformation mechanisms that contribute to the elastic response of wavy A-CNTs were previously explored in detail for a similar one-dimensional carbon system, the carbon nanocoil, and showed that there are significant contributions by the torsion and shear mechanisms that are normally neglected.\textsuperscript{[47,190]} However, while these results are applicable to the simple helix geometry that carbon nanocoils exhibit, wavy A-CNTs exhibit a more complicated three-dimensional morphology that cannot be adequately described using simple geometrical models. In this Chapter, the three-dimensional descriptions of the A-CNT array morphology are used to study the contribution of (axial) stretching, shear, bending, and torsion on the deformation of wavy CNTs, explaining that the observed large reductions in stiffness of CNT arrays originate from the deformation mechanisms (torsion and shear) dominated by the low $G$ exhibited by A-CNTs.

This Section reviewed the experimentally determined underwhelming $E_{\text{eff}}$ of A-CNTs, and discussed how incorporation of representative descriptions of the 3D morphology of A-CNTs can enable more accurate prediction of their $E_{\text{eff}}$. In the remainder of this Chapter, the analysis utilized to evaluate the mechanical behavior of A-CNT arrays from their 3D morphology is presented, and the scaling of $E_{\text{eff}}$ as a function of CNT packing proximity is discussed.

5.2 Modeling of A-CNT Mechanical Behavior

As briefly discussed in the previous Section, the stiffness of a wavy CNT is analyzed using the principle of virtual work, similar to a previous study of the deformation of a carbon nanocoil.\textsuperscript{[47]} In this analysis, four deformation mechanisms are considered: extension, shear, bending, and torsion. See Figure 5.3 inset for an illustration of the four modes that contribute to the deformation of a wavy
CNT. Similar to the previous analysis,[47] one unit cell, which is defined as a segment bound by two 

nodes in the z direction, is used to evaluate the contribution of the four deformation modes. How-
ever, unlike the previously explored helical carbon nanocoils,[47] the wavy CNTs simulated here are 

stochastic, i.e. a random walk in three dimensions, such that the geometry of the unit cell in the x – y 

plane needs to be determined numerically for each node of a wavy CNT instead of being defined 

analytically as would be the case for other deterministic descriptions of waviness, e.g. sine waves or 

helices. The correlations used to define the unit cell are presented in Section 5.2.1, the morphology 
dependent effective A-CNT compliance and \( E_{\text{eff}} \) of A-CNTs are discussed in Section 5.2.2, and a 
guide for applying this mechanical analysis to other NF systems is presented in Section 5.3.

### 5.2.1 Unit Cell Analysis

Using \( \Delta r \) and \( \Delta z \) as defined in Chapter 4, the extension (\( \xi_{\text{extension}} \)), shear (\( \xi_{\text{shear}} \)), bending (\( \xi_{\text{bending}} \)), and torsion (\( \xi_{\text{torsion}} \)) contributions can be derived from the correlations previously reported for a 
carbon nanocoil and are as follows:[47]

\[
\begin{align*}
\xi_{\text{extension}} &= \left( \frac{\Delta z^2}{\Delta r^2 + \Delta z^2} \right) \left( \frac{L_{3D}}{YA} \right) = \left( \frac{\zeta(w)^2}{4\chi(w)^2 + \zeta(w)^2} \right) \left( \frac{L_{3D}}{YA} \right) \\
\xi_{\text{shear}} &= \left( \frac{\Delta r^2}{\Delta r^2 + \Delta z^2} \right) \left( \frac{L_{3D}}{GA} \right) = \left( \frac{4\chi(w)^2}{4\chi(w)^2 + \zeta(w)^2} \right) \left( \frac{L_{3D}}{GA} \right) \\
\xi_{\text{bending}} &= \left( \frac{\Delta r^2 \Delta z^2}{\Delta r^2 + \Delta z^2} \right) \left( \frac{L_{3D}}{YI} \right) = \left( \frac{\chi(w)^2 \zeta(w)^2 \lambda^2}{4\chi(w)^2 + \zeta(w)^2} \right) \left( \frac{L_{3D}}{YI} \right) \\
\xi_{\text{torsion}} &= \left( \frac{\Delta r^4}{\Delta r^2 + \Delta z^2} \right) \left( \frac{L_{3D}}{GJ} \right) = \left( \frac{4\chi(w)^4 \lambda^2}{4\chi(w)^2 + \zeta(w)^2} \right) \left( \frac{L_{3D}}{GJ} \right)
\end{align*}
\]

where \( L_{3D} = \tau(w) \sin \Delta z \) and represents the arc length of the CNT between the two nodes in the z 
direction (see Chapter 4 for the scaling of \( \tau(w) \sin \) with \( w \)), \( A \) is the cross-sectional area of the CNTs 
defined by the inner (\( D_i \approx 5 \text{ nm} \)) and outer (\( D_o \approx 8 \text{ nm} \))[28,45] diameters which are representative of 
the CNTs studied here and in Ref. 29, \( I \) and \( J \) are the area and polar (i.e. torsion) moments of inertia 
of a hollow solid (i.e. no nested walls) cylinder, and \( \alpha \) is the shear coefficient for a multiwalled 
CNT (MWCNT) that has the following form:[118]

\[
\alpha = \frac{7 + 6\nu \left( 1 + (D_i/D_o)^2 \right)^2 + (20 + 12\nu) (D_i/D_o)^2}{6(1 + \nu) \left( 1 + (D_i/D_o)^2 \right)^2}
\]
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where $\nu$ is the Poisson ratio with an assumed value of $\nu \sim 0.3$ ($\rightarrow \alpha \approx 1.3$ for the CNTs studied here). Using these correlations, the mechanical behavior of CNTs with waviness defined by the mean and uncertainty in $w$ (see Chapter 4) is studied via an array of $10^5$ simulated CNTs, and the physical origin of the scaling of the CNT array stiffness as a function of CNT proximity is evaluated in the next Sections.

5.2.2 A-CNT Array Effective Modulus from Compliance Contribution of Deformation Modes

Using Eq. 5.1 and $V_f$, $K(w)$ and $E_{cnt}(w)$ can be defined as follows:

$$K(w) = (\xi_{\text{extension}} + \xi_{\text{shear}} + \xi_{\text{bending}} + \xi_{\text{torsion}})^{-1}$$

$$E_{cnt}(w) = K(w) \left( \frac{L_{3D}}{A} \right) V_f$$

5.3 Guide for Applying This Simulation Framework to Other Aligned Nanofiber Systems

The 3D morphology and mechanical behavior of other A-CNT arrays, and NF arrays in general, can be predicted using the simulation framework presented here by following the steps outlined below:

Part I 3D morphology initialization

1. Determine the CNT geometry (i.e. inner and outer diameters), and the value and/or range of $V_f$ that will be used in the study. These parameters can either be assumed, or be experimentally/theoretically evaluated.

2. Evaluate the average minimum and maximum inter-CNT separations ($\Gamma_{\text{min}}$ and $\Gamma_{\text{max}}$). This can be done by assuming a packing coordination (either square or hexagonal close packing), or preferably using the model previously developed for quantifying the packing morphology of CNTs.\[43,46\] These values are evaluated using the CNT outer diameter and $V_f$, and are used to define the confining area of each CNT.

3. Approximate $w$ of the CNTs. This can be done by either assuming the value and/or scaling of $w$ with $V_f$, or by experimentally evaluating the evolution of $w$ with packing...
proximity (as detailed in Chapter 4). If the average tortuosity ($\tau$) of the CNTs is known instead of $w$, $\tau$ can be converted to $w$ (see Chapter 4).

4. Initialize the confining box of each CNT starting at the first node. For simplicity, place the first node in the middle of the confining area, and define the separation of each node of each CNT in the $x-y$ plane using $\Gamma_{\text{min}}$ and $\Gamma_{\text{max}}$.

5. Place the second node using the position of the first node, and a small $x-y$ plane displacement evaluated using the waviness amplitude $\lambda$ ($\lambda$ is set as the average inter-CNT separation here), $w$, and a normally distributed random number with a value ranging from 0 to 1 (e.g. ‘rand’ in MATLAB). The displacement of the second node in the $z$ direction should be evaluated using the number of nodes that comprise each $\lambda$ (i.e. the simulation resolution, where 20 nodes for each $\lambda$ was used in this study).

6. Repeat this process until all the nodes for each CNT are generated. If a node falls outside of the confining area, place that node at the boundary.

7. Evaluate the average arc length ($\equiv \tau$) of each CNT in the array, and adjust the node displacement in the $z$ direction until $\tau = \tau(w)_{\text{sin}}$.

8. Sample and record the average $x-y$ ($\rightarrow \Delta r$) and $z$ ($\rightarrow \Delta z$) displacements for $\lambda/2$, and evaluate the coefficients $\chi(w)$ and $\zeta(w)$.

**Part II** effective axial elastic modulus prediction

1. Input the CNT geometry, intrinsic moduli, and morphology parameters into Eqs. 5.1 and 5.3.

2. Solve numerically at each $V_f$ by sampling the stiffness of each CNT (i.e. using the unit cells that comprise the CNT and their respective $\tau$), and average over the entire CNT array.

3. Repeat for the entire $V_f$ range.

**5.4 Results and Discussion**

In this Section, the contribution of the deformation modes to the effective A-CNT axial compliance is presented (see Section 5.4.1), and the scaling of $E_{\text{cnt}}(w)$ as a function of packing proximity is discussed (see Section 5.4.2).
5.4.1 Deformation Mode Contribution to Effective A-CNT Compliance

Contributions of the extension, shear, bending, and torsion deformation modes (see Figure 5.3 for illustration) to the effective compliance of A-CNT arrays as a function of $w$ can be found in Figure 5.3 ($V_f \sim 1\%$ CNTs) and Figure 5.4 ($V_f \sim 5\%, 10\%, 20\%$, and $40\%$ CNTs). As Figure 5.3 shows, at the experimentally measured $w \approx 0.2 \pm 0.1$ (from Chapter 4) for $\sim 1$ vol. $\%$ CNTs, the torsion mechanism by far dominates the effective compliance of A-CNT arrays, with the shear deformation mechanism a distant second. As Figure 5.4a and Figure 5.4b show, the shear and torsion deformation mechanisms both dominate (with approximate equal contribution) the effective A-CNT array compliance at the measured $w$ for $V_f \sim 5\%$ and $10\%$. Finally, Figure 5.4c and Figure 5.4d demonstrate that at high $V_f$ ($\gtrsim 20\%$) the shear deformation mechanism by far dominates the effective compliance of A-CNT arrays, with the torsion deformation mechanism a distant second. These results show that the very low $G (\rightarrow Y/G \sim 10^3)$ of A-CNT arrays leads to significant stiffness losses due to shear and torsion deformations, and that the bending deformation mechanism is not a source of significant stiffness losses in this specific A-CNT system.

Figure 5.3: Illustration and scaling of the compliance contribution ($\rightarrow \xi_{\text{mode}}/\xi_{\text{tot}}$ where $\xi_{\text{tot}} = \sum \xi$) of the four deformation modes as a function of the waviness ratio ($w$) at CNT volume fraction ($V_f$) of $V_f = 1\%$ CNTs.
Figure 5.4: Contribution of extension, shear, bending, and torsion deformation mechanisms (see Eq. 5.1 to the effective compliance \( \xi_{\text{mode}}/\xi_{\text{tot}} \) where \( \xi_{\text{tot}} = \sum \xi \) of wavy CNTs as a function of the waviness ratio \( w \) and CNT volume fraction. (a) Deformation mode contributions for CNTs with \( V_f \approx 5\% \). (b) Deformation mode contributions for CNTs with \( V_f \approx 10\% \). (c) Deformation mode contributions for CNTs with \( V_f \approx 20\% \). (d) Deformation mode contributions for CNTs with \( V_f \approx 40\% \).

5.4.2 A-CNT Array Effective Modulus Scaling

See Figure 5.5a for a plot of the ratio of the axial modulus scaling of wavy CNTs (\( \rightarrow E_{\text{cnt}}(w) \)) from Eq. 5.3 normalized by the modulus of collimated CNTs (\( \rightarrow E_{\text{cnt}}(0) \)) for \( G \sim 1 \) GPa. As Figure 5.5a demonstrates, CNT waviness significantly impacts their mechanical properties, and leads to a two orders of magnitude drop in modulus (\( \rightarrow E_{\text{cnt}}(w)/E_{\text{cnt}}(0) \gtrsim 10^{-2} \)) at \( w \approx 0.05 \) and three orders of magnitude drop in modulus (\( \rightarrow E_{\text{cnt}}(w)/E_{\text{cnt}}(0) \gtrsim 10^{-3} \)) at \( w \approx 0.2 \) for CNTs with \( D_0 \sim 8 \) nm. This large change in \( E_{\text{cnt}}(w) \) is attributed to the small value of \( G \) in the CNTs, which is more than three orders of magnitude smaller than \( Y \), and leads the shear (see Eq. 5.1b) and torsion (see Eq. 5.1d) deformation modes to contribute \( \gtrsim 98\% \) of the effective compliance of the wavy CNTs at \( w \gtrsim 0.05 \) (see Section 5.4.1). Since the A-CNTs studied here are treated as non-interacting and
cannot escape their confining volumes, the size of the confining box was considered by varying $V_f$ from 1% CNTs to 40% CNTs. As Figure 5.5a illustrates, the as-grown CNT arrays ($V_f \approx 1\%$ CNTs), which have waviness characterized by the largest local curvature and experience a larger torsion contribution ($\gtrsim 50\%$ of the effective CNT compliance at $w \gtrsim 0.05$, see Figure 5.3), exhibit the largest reductions in effective modulus due to waviness, e.g. $E_{\text{cnt}}(w)/E_{\text{cnt}}(0) \gtrsim 10^{-4}$ at $w \sim 0.20$, while densified CNTs ($V_f \gtrsim 5\%$ CNTs), which have incrementally smaller local curvature and exhibit a larger shear contribution ($\gtrsim 80\%$ of effective compliance at $w \gtrsim 0.02$, see Section 5.4.1), are relatively less sensitive to waviness and see smaller reductions in the CNT effective stiffness.
with \( w \), \( E_{\text{cnt}}(w)/E_{\text{cnt}}(0) \) for \( V_f \approx 40\% \) CNTs is \( \gtrsim 3 \times \) larger than \( E_{\text{cnt}}(w)/E_{\text{cnt}}(0) \) for \( V_f \approx 5\% \) CNTs at \( w \gtrsim 0.10 \). Using the scaling of \( w \) with \( V_f \rightarrow w(V_f) \), Eq. 5.3 can be used to predict the mechanical behavior of CNT arrays as a function of their \( V_f \rightarrow E_{\text{cnt}}(V_f) \). See Figure 5.5b for a plot of \( E_{\text{cnt}}(V_f) \) for \( 0.1 \text{ GPa} \lesssim G \lesssim 2 \text{ GPa} \) evaluated using \( 10^5 \) simulated wavy CNTs (→ standard error of \( \lesssim 0.5\% \)). As Figure 5.5b demonstrates, the value of \( G \) has a very strong impact on \( E_{\text{cnt}}(V_f) \), where \( G \approx 0.9 \pm 0.3 \text{ GPa} \) agrees very well with the previously reported experimental values of \( E_{\text{cnt}}(V_f) \) that were approximated using two nanoindentation tip geometries (spherical and Berkovich).\[29\] In the previous study, the observed large increase in stiffness was explained through a first order theoretical model for collimated \( \rightarrow w = 0 \) CNTs that uses the average inter-CNT separation at a certain \( V_f \rightarrow r \text{ ranging from 10 nm to 80 nm} \), and the minimum inter-CNT separation \( \sim 5 \text{ nm} \) that is controlled by CNT proximity effects, to approximate \( E_{\text{cnt}}(V_f) \) given a starting point of \( E_{\text{cnt}}(V_f = 1\%) \sim 4 \text{ MPa} \).

While the results of the previously reported theoretical model are in good agreement with the results of the simulated wavy CNTs with \( G \approx 0.9 \pm 0.3 \text{ GPa} \) reported here (see Figure 5.5b), the simulation results give a clear physical origin for the observed mechanical behavior of the CNT arrays, \( i.e. \) deformation occurs mostly through shear and torsion, whereas the theoretical model, which had no access to information relating the CNT waviness to their elastic properties,\[29\] could not provide the morphological origin of the observed behavior. These results illustrate that the inclusion of a representative description of the CNT waviness is necessary to properly describe their mechanical behavior from the underlying physics.

### 5.5 Conclusions and Recommendations for Future Work

This Chapter presented a modeling framework that allows the integration of the 3D morphology information into mechanical property prediction for A-CNT arrays. Modeling results indicate that the CNT waviness, quantified \( w \), is responsible for more than three orders of magnitude reduction in the effective axial A-CNT array stiffness. Also, by including information on the \( V_f \) scaling of both the mean value and statistical uncertainty of the CNT waviness, the simulation is able to replicate the experimentally measured axial A-CNT array elastic modulus,\[29\] and show that the observed non-linear enhancement of the array stiffness as a function of the CNT close packing originates from the low \( G \) of the CNTs which governs the shear and torsion deformation mechanisms. Additionally, the modeling results show that, while the bending deformation mechanism is normally assumed to dominate the effective compliance contribution in A-CNT systems, shear and torsion
actually dominate in the experimental regime of waviness. Also, once additional information on the morphology of A-CNT arrays in three dimensions is available, the CNT-CNT electrostatic interactions in the small (≲ 10 nm) and intermediate (≈ 10 – 100 nm) regimes, which may not be purely van der Waals in nature but lead to bundle formation and significant moisture adsorption in ambient conditions,[46] will be analyzed, and their contribution to the elastic response of A-CNT arrays will be modeled.

In the next Chapter, the mechanical analysis presented here, along with the 3D morphology information from Chapter 4, are used to study the mechanical behavior of an A-PNC.
Chapter 6

Aligned Carbon Nanotube Polymer Matrix Nanocomposites

To predict the mechanical behavior of A-PNCs made using CVD grown A-CNT arrays, where neglecting or assuming that the A-CNT waviness is of a simple function form is not adequate. Though the effective elastic modulus of A-PNCs was modeled both analytically and numerically in many previous studies, these previous works all approximated the waviness of the CNTs that comprise the A-PNCs using unrepresentative sinusoidal and/or helical functional forms, and this Chapter presents the approach used to combine the effective stiffness contribution of the stochastic waviness A-CNT array (from Chapter 5) with that of the polymeric matrix to calculate the effective A-PNC axial elastic modulus scaling with $V_f$.

This Chapter presents the modeling approach used to predict the effective elastic modulus of A-PNCs using the mechanical behavior of A-CNT arrays quantified in Chapter 5, and a constant elastic modulus for the polymeric matrix material. This is achieved by applying rule of mixtures, and by assuming that the polymeric matrix effectively eliminates the torsion deformation mechanism of the CNTs that comprise the A-PNCs.1

6.1 Elastic Axial Stiffness Prediction for A-PNCs

As briefly mentioned above, this Chapter presents a mechanics framework that utilizes 3D A-CNT morphology information to model the elastic behavior of A-PNCs. In this Section, previously reported results for experimentally determined stiffness of A-PNCs are reviewed, and recent develop-

---

1Parts of this Chapter previously appeared in Ref. 42 and Ref. 191
ments that enable better prediction of the effective stiffness of A-PNCs through the incorporation of more representative descriptions of the CNT morphology into mechanical models are discussed.

CNTs were the subject of many previous studies on polymer nanocomposites comprised of aligned (e.g. A-CNT arrays)\[^{50,158,192–196}\] and unaligned (e.g. CNT powders)\[^{156,168–172,195–213}\] CNT morphologies. The results of these previous studies, which used pure analytical (e.g. Mori-Tanaka model used in conjunction with the classic Eshelby solution),\[^{170,192,193,197,198,200–202}\] pure numerical (e.g. finite element models coupled with experiments),\[^{195,203}\] or hybrid approaches of continuum micromechanics,\[^{168,169,171,172,205–209}\] are in overall agreement that any curvature (i.e. waviness) of the CNTs significantly reduces their effective reinforcement modulus when compared to idealized straight (i.e. collimated) CNTs. Also, previous work on A-PNCs has demonstrated that the CNT waviness could lead to composite moduli that are more than an order of magnitude lower than the ones predicted by rule of mixtures analysis of collimated CNTs.\[^{50,158}\] See Figure 6.1 for a plot comparing the experimentally determined $E_{pnc}$ from Ref. 158 (Figure 6.1a) and Ref. 50 (Figure 6.1b) showing that rule of mixtures for $Y > 100$ GPa ($\rightarrow Y/E_{pm} > 50$) does not lead to accurate predictions of the $E_{pnc}$ scaling with $V_f$. Additionally, as noted by Chapter 4, the waviness

\[
\begin{align*}
\text{Figure 6.1: Experimentally determined and rule of mixtures predicted $V_f$ scaling of $E_{pnc}$. (a) Plot comparing the experimental scaling of $E_{pnc}(V_f)$ to the values predicted by rule of mixtures for $E_{pm} \approx 3.1$ GPa showing the large overpredictions of rule of mixtures.}^{158} \\
\text{(b) Plot comparing the experimental scaling of $E_{pnc}(V_f)$ to the values predicted by rule of mixtures for $E_{pm} \approx 4.7$ GPa showing again the orders of magnitude overpredictions of $E_{pnc}$ by rule of mixtures.}^{50}
\end{align*}
\]
of the CNTs is significantly reduced when $V_f$ is increased.\cite{143,157,158} However, existing theoretical and numerical models can only describe the CNT waviness using rudimentary approaches, such as assuming a sinusoidal or helical functional forms,\cite{168–172,179} and cannot account for the scaling of $w$, a common measure for quantifying waviness, with $V_f$.

As discussed in the previous Chapter, oversimplifications of the CNT morphology lead to non-representative predicted stiffness contributions of the CNTs to the effective elastic modulus of the A-PNCs,\cite{40,102} thereby hindering property prediction capabilities. Additionally, while more complete descriptions of the CNT morphology, e.g. the ones presented in Chapter 4, are slowly becoming available, such information cannot be readily integrated into existing theoretical models that rely on simple CNT geometries to create meshes/RVEs. In this Chapter, the three-dimensional descriptions of the A-CNT array morphology are used to directly study the contribution of extension, shear, bending, and torsion to the effective compliance of CNTs in A-PNCs using an analysis similar to that of Chapter 5, and to show that the observed A-PNC stiffness enhancement reported for high $V_f$ A-PNCs depends on $E_{pm}$ and is strongly influenced by the waviness of the underlying A-CNTs. In the remainder of this Chapter, the analysis utilized to evaluate the mechanical behavior of A-PNCs from their 3D morphology is presented, and the scaling of $E_{pnc}$ as a function of CNT packing proximity is discussed.

### 6.2 Modeling of A-PNC Elastic Behavior

This Section presents the modified scaling of $w$ (from Chapter 4) used to simulate the morphology of the A-CNTs that comprise A-PNCs (see Section 6.2.1), and the modifications to the mechanical analysis (from Chapter 5) that were made to accommodate the presence of a polymeric matrix (see Section 6.2.2).

#### 6.2.1 Waviness Evolution

As discussed in Chapter 4, the waviness of the A-CNT arrays as a function of $V_f$ ($\rightarrow w(V_f)$) was previously evaluated from SEM images of the cross-sectional morphology of A-CNT arrays using a simple sinusoidal amplitude-wavelength ($\rightarrow a/\lambda$) definition of $w$.\cite{40} The results presented in Chapter 4 show that CNT confinement leads both the mean values and standard errors of $w$ to decrease significantly from $\approx 0.20 \pm 0.02$ at $V_f \approx 1\%$ CNTs to $\approx 0.10 \pm 0.01$ at $V_f \approx 20\%$ CNTs, and that the following scaling relation for $w(V_f)$ is representative:\cite{40,42}
\[ w(V_f) = \Lambda (-0.04967(V_f)^{0.3646} + 0.2489 \pm (-0.0852(V_f)^{0.2037} + 0.2100)/\sqrt{n}). \]  

(6.1)

where \( n = 30 \) CNTs,\(^{40}\) and \( \Lambda \) is a scaling factor.\(^{42}\) \( \Lambda \) physically represents the impact of polymer infusion, and subsequent curing, on the morphology evolution of the CNTs that comprise the A-PNC, and has a value of \( 0 \leq \Lambda \leq 1 \), where \( \Lambda = 1 \) indicates no change in CNT morphology (i.e. waviness of CNTs that comprise the A-PNC is the same as a pure CNT array), and \( \Lambda < 1 \) indicates that polymer infusion reduces the CNT waviness. \( w(V_f) \) from Eq. 6.1 will be used in the remainder of this Chapter to both evaluate the impact of waviness on the mechanical properties of the A-PNCs, and to approximate the influence of polymer wetting on the waviness of the CNTs.

### 6.2.2 Mechanical Modeling and Effective CNT Modulus

The stiffness of wavy CNTs is analyzed using the principle of virtual work similar to the analysis presented in Chapter 5 for the elastic behavior of wavy A-CNT arrays,\(^{40}\) which was based on a previous study of the deformation of carbon nanocoils.\(^{47}\) Since the polymer matrix will restrict the movement of the CNTs during deformation, the analysis used here assumes that deformation via torsion is minimal, consistent with the findings of a recent study of A-PNC deformation during compression,\(^{214}\) and thereby consists of three primary deformation mechanisms: extension, shear, and bending. An illustration of the three modes that contribute to the deformation of a wavy CNT in the A-PNC can be found in Figure 6.2. The compliance contributions of \( \xi_{\text{extension}} \), \( \xi_{\text{shear}} \), and \( \xi_{\text{bending}} \) can be used with \( V_f \) to evaluate \( K(w) \), \( E_{\text{cnt}}(w) \), and \( E_{\text{pnc}}(V_f) \) from rule of mixtures as follows:

\[
\begin{align*}
\xi_{\text{extension}} &= \left( \frac{\Delta z^2}{\Delta r^2 + \Delta z^2} \right) \left( \frac{L_{3D} A}{Y A} \right) \quad (6.2a) \\
\xi_{\text{shear}} &= \left( \frac{\Delta r^2}{\Delta r^2 + \Delta z^2} \right) \left( \frac{L_{3D} \alpha}{G A} \right) \quad (6.2b) \\
\xi_{\text{bending}} &= \left( \frac{\Delta r^2 \Delta z^2}{\Delta r^2 + \Delta z^2} \right) \left( \frac{L_{3D}}{Y I} \right) \quad (6.2c) \\
K(w) &= (\xi_{\text{extension}} + \xi_{\text{shear}} + \xi_{\text{bending}})^{-1} \quad (6.2d) \\
E_{\text{cnt}}(w) &= K(w) \left( \frac{L_{3D} A}{A} \right) \quad (6.2e) \\
E_{\text{pnc}}(V_f) &= E_{\text{cnt}}(w(V_f)) V_f + E_{\text{pm}}(1 - V_f) \quad (6.2f)
\end{align*}
\]
Figure 6.2: Top view of a simulated carbon nanotube (CNT) illustrating the two-dimensional random walk that comprises the waviness (left), side view of an aligned carbon nanotube polymer matrix nanocomposite (A-PNC) comprised of simulated wavy CNTs (center), and illustration of the unit cell used in the morphology and mechanical property analysis (right) showing the three CNT deformation modes that contribute to the elastic response of the wavy CNTs in the A-PNC.

where \( L_{3D} \) is the arc length of the two nodes in the \( z \) direction \((\rightarrow L_{3D} = \tau(w)\Delta z \) where \( \tau(w) \) is the average CNT tortuosity defined by \( w \) using a sinusoidal waviness scheme\),\(^{40}\) \( E_{pm} \) is the elastic modulus of the polymer matrix, \( Y \) and \( G \) are the intrinsic moduli of the CNTs, \( A \) is the cross-sectional area of the CNTs (hollow cylinder geometry), \( I \) is the area moment of inertia of a hollow cylinder exhibiting \( D_i \) and \( D_o \) of the CNTs, and \( \alpha \) is the shear coefficient.\(^{118}\) Similar to Chapter 5, \( A \) and \( I \) are evaluated using \( D_i \sim 5 \text{ nm} \) and \( D_o \sim 8 \text{ nm} \),\(^{28,45}\) which are representative of the CNTs studied here and in Refs. 158 and 50. The analysis carried out here assumes that the \( Y \) of the CNTs is constant, and has a value of \( \sim 1 \text{ TPa} \),\(^{12,30}\) while \( G \) (shear modulus of the CNTs) is governed by the elastic properties of the polymeric matrix, where \( G \approx 1 \text{ GPa} \) when \( G > E_{pm} \), and \( G \approx E_{pm} \) when \( G \leq E_{pm} \). Since previous morphology characterization of the polymeric matrix in the A-PNCs found no evidence that CNT confinement leads to polymer morphology changes characteristic of the formation of an interphase region,\(^{22,50}\) Eqs. 6.2a–6.2f assume that the polymer matrix and wavy CNTs are perfectly bound (i.e. perfect load transfer). Previous work in Ref. 215 showed that when the interphase size is very small and the CNT-polymer interfacial strength is \( \gtrsim 150 \text{ MPa} \), as reported by recent studies,\(^{117,216,217}\) the assumption of perfect bonding will have a very small impact on the predicted effective modulus of the A-PNCs. Also, another important feature of the simulated CNT arrays used in this study is that their CNT-CNT interactions, such as the van der Waals (vdW) interactions used in recent modeling effort,\(^{139,147,173}\) are not included explicitly, but are instead integrated into the randomness of the CNTs in the arrays which implicitly accounts for fluctuations in their electrostatic interactions.\(^{40}\) This avoids the assumption of an idealized
electrostatic potential (e.g. vdW) that may not accurately describe the behavior of CNTs with native defects and adsorbed species. The main difference between the current method, and modeling efforts that include electrostatic interactions, is that CNT arrays simulated here might have fewer CNT-CNT junctions, i.e. a more uniform local $V_f$, but since the CNTs in the A-PNCs are bound by the polymer matrix and cannot freely move, such an effect will be very small when averaged over a sample size of $10^5$ CNTs. Since this simulation framework can be used to study CNT arrays with $V_f$ up to 40% CNTs (see Chapter 4), a value near the maximum $V_f$ achievable via mechanical densification of chemical vapor deposition grown $\sim 8$ nm outer diameter CNTs, the results of this analysis will be physical for the entire range of experimentally accessible $V_f$ of the A-PNCs studied here, although to date only $V_f$ up to 20% has become available.

### 6.3 Results and Discussion

In this Section, the contribution of the deformation modes to the effective A-PNC compliance is presented (see Section 6.3.1), and the scaling of $E_{pnc}(w)$ as a function of packing proximity is discussed (see Section 6.3.2).

#### 6.3.1 Deformation Mode Contribution to Axial Effective A-PNC Compliance

The elastic response of a CNT in the A-PNC is governed by the longitudinal, i.e. $Y$, and shear, i.e. $G$, effective CNT moduli. Since $G$ for the CNTs that comprise the A-PNC will likely not exceed the inter-plane modulus of graphite ($\sim 30$ GPa), or be much smaller than $G \sim 1$ GPa previously reported for wavy CNTs, $Y/G$ was varied from $Y/G = 10$ to 1000 to represent the full of range of expected CNT effective stiffness contributions. See Figure 6.3 for the compliance contributions of each deformation mode ($\xi_{\text{mode}}/\xi_{\text{tot}}$ where $\xi_{\text{tot}} = \sum \xi$). Figure 6.3a illustrates that for $Y/G = 10, 100, 250,$ and 1000, extension governs the elastic response of the CNTs at $w < 0.03$ by contributing $> 50\%$ of the effective CNT compliance. However, at $w > 0.03$, the anisotropy of $Y$ and $G$ determines the deformation mechanism that dominates the elastic response, where $Y/G = 10$ leads to bending contributing $> 50\%$ of the effective CNT compliance (Figure 6.3c), while at $Y/G = 100, 250,$ and 1000 the shear deformation mechanism contributes $> 50\%$ of the effective CNT compliance (Figure 6.3b). Also, while bending is the most important mode for $Y/G < 100$, Figure 6.3b demonstrates that the shear contribution to the effective CNT compliance is $> 10\%$, meaning that previous analyses that only focused on bending and extension may yield predicted A-PNC moduli
that are not representative.\textsuperscript{[168,169]} While recent simulation results are overall in agreement that the longitudinal stiffness of CNT arrays and their composites will be diminished by orders of magnitude as CNT waviness/curviness is increased,\textsuperscript{[102,171,172,195,202,209,213]} this Section shows that the observed large stiffness losses originate from the large compliance contribution of the shear deformation mode governed by $G$ (see Figure 6.3b), and that this effect can be mitigated by either choosing a stiffer matrix material ($\rightarrow$ smaller $Y/G$) or by decreasing the CNT waviness ($\rightarrow$ smaller $w$).

![Figure 6.3: Contribution of extension, shear, and bending deformation mechanisms (see Eq. 6.2a) to the effective compliance ($\rightarrow \xi_{\text{mode}}/\xi_{\text{tot}}$ where $\xi_{\text{tot}} = \sum \xi$) of wavy CNTs that comprise the A-PNC as a function of the waviness ratio ($w$) and ratio of the intrinsic CNT longitudinal and shear moduli ($\rightarrow Y/G$) for $Y/G = 1000$ (●), $Y/G = 250$ (■), $Y/G = 100$ (▲), and $Y/G = 10$ (△). (a) Extension mode contributions. (b) Shear mode contributions. (c) Bending mode contributions.](image)

### 6.3.2 A-PNC Array Effective Modulus Scaling

As Figure 6.4 demonstrates, waviness has a strong impact on the effective CNT stiffness, where $w \gtrsim 0.05$ leads to $E_{\text{cnt}}(w)$ reductions $> 10\times$, and $w \gtrsim 0.3$ leads to $> 50\times$ reductions in $E_{\text{cnt}}(w)$. Additionally, Figure 6.4 shows that as the value of $Y/G$ is reduced, which could also be achieved by using a stiffer polymeric matrix where $E_{\text{pm}} > G$ (e.g. $E_{\text{pm}} = 5$ GPa will reduce $Y/G$ from 1000 to 200), $E_{\text{cnt}}(w)$ is enhanced by orders of magnitude. Using the scaling of $E_{\text{cnt}}(w)$, and the evolution of $w$ with the CNT volume fraction ($V_f$) that was recently reported\textsuperscript{[40]}, the effective stiffness of A-PNCs with a variety of CNT $V_f$ ($\rightarrow E_{\text{pnc}}(V_f)$) can be predicted.
Figure 6.4: Plot of the effective modulus of wavy CNTs ($E_{\text{cnt}}(w)$) as a function of the waviness ratio ($w$) demonstrating that waviness can lead to orders of magnitude reductions in stiffness.

$E_{\text{pnc}}(V_f)$ was evaluated via Eqs. 6.2a–6.2f up to 20% CNTs, and was compared to the experimental and FEA results of two recent studies of A-PNCs comprised of $\sim 8$ nm diameter CNTs.$^{[50,158]}$ In both studies, $E_{\text{pm}}$ was larger than the intrinsic $G$ recently evaluated for these wavy A-CNTs ($\sim 1$ GPa, see Chapter 5 for details), which means that the polymeric matrix effectively reinforces the CNTs in their transverse direction, and that CNTs contribute little to the PNC shear modulus such that $G \approx E_{\text{pm}}$, an assumption consistent with previous FEA analyses of A-PNCs. See Figure 6.5a for $E_{\text{pnc}}(V_f)$ evaluated experimentally, via FEA, and using the current simulation for $E_{\text{pm}} = 3.1$ GPa ($\rightarrow Y/G \approx 323$) from Ref. 158, and Figure 6.5b for $E_{\text{pnc}}(V_f)$ approximated by experiments, FEA, and the current simulation scheme for $E_{\text{pm}} = 4.7$ GPa ($\rightarrow Y/G \approx 213$) from Ref. 50. Since polymer infusion might reduce the waviness of the CNTs, $E_{\text{pnc}}(V_f)$ is evaluated for $w(V_f)$ that is scaled by $0.4 \leq \Lambda \leq 1.0$ (see Eq. 6.1). As Figure 6.5a demonstrates, the scaling of $w(V_f)$ has a very strong impact on $E_{\text{pnc}}(V_f)$, where $\Lambda \approx 0.75$ ($\rightarrow \approx 25\%$ reduction in $w(V_f)$) agrees very well with the previously reported experimental values of $E_{\text{pnc}}(V_f)$. As Figure 6.5b demonstrates, scaling of $w$ has a pronounced impact on $E_{\text{pnc}}(V_f)$, where $\Lambda \approx 0.9$ ($\rightarrow \approx 10\%$ reduction in $w(V_f)$) agrees very well with the previously reported experimental values of $E_{\text{pnc}}(V_f)$.

It is hypothesized that capillary infusion affects both the waviness as well as the bundling, i.e. the number of CNT junctions that govern electron transport,$^{[45,70,218]}$ and the average separation of the A-CNTs, causing an effective reduction in waviness as suggested by the scaling of $E_{\text{pnc}}(V_f)$ report here. In the previous studies, the observed enhancement in stiffness was explained through FEA performed on wavy CNTs described via a sinusoidal functional form of the waviness (See...
Figure 6.5: Axial modulus scaling with $V_f$ for A-PNCs. (a) Plot comparing the scaling of $E_{pnc}(V_f)$ as a function of the CNT morphology (via Eq. 6.1 $\rightarrow w(V_f)$ and Eqs. 6.2a–6.2f) to a previously reported experimental and FEA scaling of $E_{pnc}(V_f)$ where the effective shear modulus of the CNTs is $G \approx 3.1$ GPa.$^{158}$ This plot shows that including the evolution of $w$ with $V_f$ better represents observed scaling of $E_{pnc}(V_f)$, and that A-CNT infusion with a polymer to form A-PNCs reduces $w(V_f)$ by $\approx 25\%$ ($\rightarrow \Lambda \approx 0.75$). (b) Plot comparing the scaling of $E_{pnc}(V_f)$ as a function of the CNT morphology (via Eq. 6.1 and Eqs. 6.2a–6.2f) to a previously reported experimental and FEA scaling of $E_{pnc}(V_f)$ where $G \approx 4.7$ GPa.$^{50}$ This plot demonstrates that a $\approx 10\%$ reduction in $w(V_f)$ ($\rightarrow \Lambda \approx 0.9$) during A-PNC synthesis can best represent the previously observed scaling of $E_{pnc}(V_f)$.

In Ref. 158, the FEA results illustrated that the waviness of the CNTs in the A-PNCs appears to decrease significantly as $V_f$ is increased, but since the previous simulation could only analyze CNTs with a constant $w$,$^{158}$ the scaling of $E_{pnc}$ with $V_f$ could not be accurately reproduced. The ability of the simulation scheme reported here to use representative descriptions of the magnitude and evolution of the stochastic CNT waviness when modeling $E_{cnt}$ can lead to more accurate predictions of the mechanical behavior of A-PNCs (via $E_{pnc}$) as a function of the CNT morphology (via $w$) and packing (via $V_f$).

6.4 Conclusions and Recommendations for Future Work

This Chapter presented a modeling framework that allows the integration of the 3D morphology information of A-CNT arrays into mechanical property prediction for A-PNCs. Modeling results indicate that the CNT waviness, quantified via $w$, is responsible for more than three orders of magnitude reduction in the effective CNT axial elastic modulus. Also, by including information on both the uncertainty and $V_f$ scaling of the waviness, the simulation is able to replicate the experiment-
tally measured $E_{\text{pnc}}$\textsuperscript{[50,158]} and outperform the mechanical property predictions of previous FEA models that were only capable of analyzing CNTs with a constant $v$. Additionally, the simulation indicates that the presence of a polymer matrix reduces the waviness of the A-CNTs in the A-PNC by $\approx 10\% - 25\%$ when compared to the waviness of pure A-CNT arrays. Further work to elucidate the origin of the observed waviness reduction is required, and future study of the morphology of A-CNT arrays and A-PNCs via three-dimensional quantitative electron microscopy is planned.\textsuperscript{[157]} Also, once additional information on the three-dimensional morphology of A-CNT arrays and A-PNCs is available, the full elastic constitutive relations (beyond the important axial stiffness) of these architectures will be analyzed and simulated. Using this simulation framework, more accurate material property predictions for CNT and other nanofiber based architectures may become possible, potentially enabling the design and fabrication of next-generation multifunctional materials with controlled properties.

In the next Chapter, the modified mechanical analysis presented here, along with the 3D morphology information from Chapter 4, are used to study the mechanical behavior of an A-CMNC.
Chapter 7

Carbon Matrix and Aligned Carbon Nanotube Carbon Matrix Nanocomposites

To predict the mechanical behavior of A-CMNCs made using the pyrolysis of A-PNCs, where the matrix properties cannot be assumed to remain constant as a function of processing, the stiffness contribution of A-CNT arrays must be combined with the structure-property relations of a PyC matrix with evolving nanostructure. Although there are a large number of studies from the last several decades that relate the structure of PyCs to their mechanical properties, many of these previous works do not include sufficient information about the structure and morphology of the graphitic crystallites that comprise their PyCs. The incomplete characterization of most previously studied PyCs hinders the development of structure-mechanical property relations that are generalizable to PyCs synthesized using a variety of precursor carbon sources and processing techniques. Through extensive characterization of the graphitic crystallite geometry and bonding character and their effect on the mechanical behavior of the PyCs and resulting A-CMNCs, this Chapter presents the approach used to combine the effective stiffness contribution of the A-CNT array (from Chapter 5) with that of a PyC matrix with evolving mechanical properties to approximate the A-CMNC elastic modulus scaling with $V_f$. Using these results, the elastic properties of A-CMNCs can be engineered to maximize their performance in lightweight applications, potentially enabling the design and manufacture of aerospace structures with reduced mass, enhanced hardness, and wider temperature operating regimes.
This Chapter presents the modeling approach utilized to predict the effective axial elastic modulus of A-CMNCs using the mechanical behavior of A-CNT arrays quantified in Chapter 5, and PyC matrix contribution quantified via the structure-mechanical property relations that are established through their experimentally determined crystallite dimensions ($L_a$ and $L_c$), and Vickers hardness ($H_V$). Similar to the analysis performed on A-PNCs in Chapter 6, the modeling approach detailed here utilizes rule of mixtures to couple the contributions of the A-CNTs and PyC matrix, and assumes that the PyC matrix effectively eliminates the torsion deformation mechanism of the CNTs that comprise the A-CMNCs.

7.1 Structure and Mechanical Properties of PyCs and A-CMNCs Derived via Polymeric Precursors

As briefly mentioned above, this Chapter develops structure-mechanical property relations of the PyC matrix and presents a mechanics framework that utilizes 3D A-CNT morphology information to model the elastic behavior of A-CMNCs. In this Section, previously reported experimental results for the structure and properties of PyCs is reviewed, and the current state-of-the-art in A-CMNCs made via both carbon deposition and polymer-derived ceramics processing is discussed.

Previous studies on the synthesis of A-CMNCs, made via the typical synthesis routes of polymer derived ceramics,[219–222] demonstrated that CNT confinement leads to higher hardness, but were not able to analyze the reinforcement mechanism.[26,27] Since the mechanical properties of the PyC matrix of the A-CMNCs likely contribute significantly to the stiffness of the nanocomposites, evaluation of the dependence of the mechanical behavior of the PyCs on processing is the first step towards quantification of the CNT reinforcement mechanism. Since the mechanical properties of PyCs are a function of the nano/microstructure, which strongly depends on the pyrolyzation process including temperature ($T_p$), the evolution of nanostructure and mechanical behavior of the PyCs as a function of $T_p$ must be understood. The original chemical structure of the polymeric precursor can strongly influence the evolution of the resulting PyC, and based on early work reported in Ref. 223, there are two kinds of PyCs: low density (LD) also known as ‘non-graphitizing’ PyCs; and high density (HD) also known as ‘graphitizing’ PyCs. The main difference between LD and HD PyCs is that, although they both form graphitic crystallites characterized by $L_a$, from the (100) and (110) 3D lattice planes (i.e. via the [100] and [110] Miller indices also known as $hk\ell$), and $L_c$, from the (002) lattice plane (i.e. via the [002] $hk\ell$), the graphitic crystallites in HD have a narrower orienta-
Figure 7.1: Structure and geometry of the graphitic crystallites that comprise PyC. (a) Illustration of exemplary LD and HD packing structures of graphitic crystallites in PyC where a $\sim 15\%$ increase in density from LD to HD is typical. (b) Illustration of $L_a$ and $L_c$ used to approximate the size and geometry of the crystallites that comprise PyCs, and their relationship with the [100] and [001] $hkl$ lattice directions that orthogonal to the (100) and (002) lattice planes. Note: for the illustrated 3-layer crystallite, $L_c$ is twice the inter-layer separation.

tation distribution, *i.e.* texture, and exhibit significant $L_c$ growth at $T_p \lesssim 2000^\circ C$, *i.e.* the crystallites in HD PyCs have a lower aspect ratio characterized by $L_a/L_c$ than the crystallites that comprise LD PyCs.\[223\] See Figure 7.1 for an illustration of the nanostructure of LD and HD PyCs along with the relevant graphitic crystallite geometries quantified *via* $L_a$ and $L_c$ that originate from the (100) and (002) lattice planes. These differences that distinguish HD PyCs from LD PyCs still hold at $T_p \gtrsim 3000^\circ C$,\[223\] and have a strong impact on how graphitic crystallites of HD and LD PyCs evolve when processed at both high ($T_p \gtrsim 1500^\circ C$) and low ($T_p \lesssim 1500^\circ C$) temperatures.

There are a number of characterization tools that can be used to study the structural evolution of PyCs as a function of processing. The most common approach is to approximate $L_a$ and $L_c$ for carbon materials through x-ray diffraction (XRD). To calculate the average equivalent $L_a$ and $L_c$ of the graphitic crystallites that comprise the PyCs, the (100) and (002) peaks of the XRD pattern are used in conjunction with the Scherrer equations as follows:\[224\text{--}226\]

$$L_c = \frac{0.89 \lambda_{xrd}}{\beta_{002} \cos(\theta_{002})}$$ \hspace{1cm} (7.1a)

$$L_a = \frac{1.84 \lambda_{xrd}}{\beta_{100} \cos(\theta_{100})}$$ \hspace{1cm} (7.1b)

where $\lambda_{xrd}$ is the wavelength of the incident x-ray radiation (normally $\sim 0.154$ nm corresponding to a Cu source), $\beta_{002}$ and $\beta_{100}$ are the full width at half maximum of the (002) and (100) peaks,
and $\theta_{002}$ and $\theta_{100}$ are the positions of the (002) and (100) peaks. The peak position and full width at half maximum of the (110), $\theta_{110}$ and $\beta_{110}$, can also be used in Eq. 7.1a (i.e. instead of $\theta_{100}$ and $\beta_{100}$, respectively) to yield an independent and supplemental approximation of $L_a$, but the (110) peak may not appear in the XRD pattern until the PyC has gone through graphitization at very high temperature ($T_p > 3000^\circ$C),[227] and may therefore be unavailable for PyCs synthesized at low $T_p$.

Another geometry parameter for the structure of the graphitic crystallites is the (002) inter-layer separation ($d_{002}$) that is determined using the Bragg’s law as follows:

$$n_{\text{xrd}} \lambda_{\text{xrd}} = 2d_{002} \sin(\theta_{002}) \tag{7.2}$$

where $n_{\text{xrd}}$ is an integer that corresponds to the number of (002) layers the incident radiation traveled before being reflected ($\rightarrow n_{\text{xrd}} = 1$ is normally assumed since that corresponds to highest reflection probability). Using XRD, the general geometry of the graphitic crystallites can be approximated, but another technique needs to be used to discern the bonding character of the graphitic crystallites of the PyCs: Raman spectroscopy.

Raman spectroscopy is a widely used non-destructive technique for studying defects and disorder in carbon materials.[62,228–230] The two characteristic peaks used to analyze carbon materials are the D-band normally found at $\sim 1335 - 1350$ cm$^{-1}$ which is representative of defects/disorder in the (002) plane, and the G-band found at $\sim 1580 - 1600$ cm$^{-1}$ which corresponds to the in-plane sp$^2$ bond stretching.[62,228–232] A common way to analyze Raman spectra and discern whether one material/sample is more or less graphitic than another is to evaluate the intensity ($I_D/I_G$) and/or area ($A_D/A_G$) ratios of the D- and G-bands of the Raman spectrum.[228,229,233,234] These quantities, i.e. $I_D/I_G$ and $A_D/A_G$, can also be utilized to approximate $L_a$ using the following previously proposed scaling relations:[228,233,234]

$$L_a = 4.4 \left( \frac{I_D}{I_G} \right)^{-1} \tag{7.3a}$$

$$L_a = 2.4 \times 10^{-10} \lambda_{\text{raman}}^4 \left( \frac{A_D}{A_G} \right)^{-1} \tag{7.3b}$$

$$L_a = \sqrt{\frac{1}{0.55} \left( \frac{I_D}{I_G} \right)} \tag{7.3c}$$

where $\lambda_{\text{raman}}$ is the laser excitation wavelength used during Raman spectroscopy (normally $\sim 500 - 800$ nm for most studies). Eqs. 7.3a–7.3c are only approximate, and can be further clas-
sified into two types by utilizing the previously proposed three-stage model of the transformation of graphite into diamond-like tetrahedral amorphous carbon (see Figure 7.2 for an illustration of the model). The three stages of the previously reported model consist of the following transformations: (1) graphite → nanocrystalline (NC) graphite; (2) NC graphite → amorphous carbon (a-C); (3) a-C → tetrahedral amorphous carbon (ta-C). For the bulk of graphitic materials, including polymer derived PyCs, the two most applicable stages are stages 1 and 2, and each stage has a correlation of $I_D/I_G$ and/or $A_D/A_G$ (they are sometimes used interchangeably in the literature) to estimate $L_a$ from Raman spectroscopy. For stage 1, which is the most heavily studied, the most widely accepted correlation is $L_a \propto A_D/A_G$, i.e. Eq. 7.3a and Eq. 7.3b.

Figure 7.2: Illustration of the previously proposed mechanism of graphite transformation into defective diamond consisting of three stages: (1) graphite → nanocrystalline (NC) graphite; (2) NC graphite → amorphous carbon (a-C); (3) a-C → tetrahedral amorphous carbon (ta-C). (a) Position of the G band as a function of amorphization stage (sp$^3$) character demonstrating that the maximum G peak position occurs between stages 1 and 2. (b) Inverse of the ratio of the intensities of the G and D bands ($I_G/I_D$) illustrating that the minimum value of $I_G/I_D$ occurs between stages 1 and 2. Reproduced from Ferrari and Robertson.
However, for small values of $L_a$, corresponding to a large number of defects, the linear relationship proposed for stage 1 will eventually fail, and previous studies proposed the use of $L_a \propto \sqrt{A_D/A_G}$ for $L_a \lesssim 3$ nm. As shown by Figure 7.2, the $I_D/I_G$ (and $A_D/A_G$) hits a maximum at the intersection of stage 1 and stage 2, and decreases on either side of the maximum, the analysis of an additional parameter is needed to determine whether the PyCs are in stage 1 or 2: the half width half maximum of the D- and G-bands ($\gamma_D$ and $\gamma_G$, respectively). Recent work indicates that $\gamma_D$ and $\gamma_G$ will decrease as the PyCs becomes more graphitic and the typical defect separation within the (002) plane of the graphitic crystallites ($L_D$) decreases. This decrease in $\gamma_D$ and $\gamma_G$ corresponds to the PyC approaching stage 1 (more order, larger $L_D$) from stage 2 (less order, smaller $L_D$), where $I_D/I_G$ and $A_D/A_G$ increase towards their maximum that occurs at the onset of stage 1. By combining the evolution of $I_D/I_G$ and $A_D/A_G$ with the scaling of $\gamma_D$ and $\gamma_G$ as a function of $T_p$, a wide variety of information can be extracted about the defects present in the graphitic crystallites that comprise the PyCs, but Raman spectroscopy is not suitable to determine the functional groups present in the PyCs. Given the PyC transformation, functional groups can provide additional insight into the process.

One of the most widely utilized techniques to analyze the functional groups present in carbon materials is x-ray photoelectron spectroscopy (XPS). However, although XPS is very adept at analyzing the functional groups present on the surface of carbon materials, e.g. carbon fibers, XPS is not sufficiently sensitive to minor structural features and cannot analyze the chemical structure on the bulk level. XPS measurements are also very time consuming. To overcome these challenges of XPS, another versatile and powerful analysis method for evaluating the chemical structure of carbon materials can be used: Fourier transform infrared (FTIR) spectroscopy. FTIR can only provide qualitative information about the chemistry of carbon materials, and cannot determine the chemical composition of the sample surface. FTIR can, on the other hand, detect very small chemical changes that arise due to pyrolysis, making FTIR potentially useful for discerning the evolution of functional groups present in throughout the entire volume, as opposed to just the surface, of the PyCs as a function of $T_p$, and subsequently the development of the PyC structure-mechanical property relations.

Since high-temperature processing enables the migration of defects in the graphitic crystallites that comprise the PyCs, evaluation of the mechanical behavior of the PyCs as a function of processing (here we choose $T_p$) is of interest. Because the PyCs studied here were previously shown to have $> 60\%$ porosity, the mechanical properties reported in this Chapter were estimated
using a microscale indentation technique known as the Vickers microhardness test, which enables the quantification of the Vickers hardness ($H_V$) of the material. Recent studies of the mechanical behavior of defective graphene indicates that the presence of lattice vacancies leads to reduced stiffness,\textsuperscript{[110,190,243]} and that processing that evolves the microstructure of the PyCs from stage 2 to stage 1, such as higher $T_p$, will lead to significantly higher elastic moduli and strengths.\textsuperscript{[110]}

However, previous works on LD and HD PyCs processed at $T_p$ up to 2000$^\circ$C showed that the mechanical properties of the PyC can either be enhanced or diminished depending on the $T_p$.\textsuperscript{[241,242,244]}

Based on the data presented in these previous works, this non-monotonic scaling of the mechanical properties of studied PyCs as a function of $T_p$ might originate from changes in $L_a$ and $L_c$, but the large spread and lack of obvious trend in the reported data likely prevented the development of a unified scaling relation that relates the crystallite structure and morphology to the observed $H_V$ results. See Figure 7.3 for the previously reported $H_V$ results for LD and HD PyCs as a function of $L_a$ and $L_c$. Additionally, conflicting simulation results reported in the literature for size effects in graphene flakes have not helped provide a robust explanation for the observed experimental $H_V$ for PyCs.\textsuperscript{[245–247]}

This confusion originates from both the incomplete characterization

![Figure 7.3: Previously reported scaling of $H_V$ for LD (●, ■) and HD (▲) PyCs as a function of $L_a$, (a), and $L_c$, (b), showing the wide spread and a lack of a robust trend.\textsuperscript{[241,242]}](image)
of the morphology and structure of the graphitic crystallites that comprise the PyCs and the lack of understanding of the physical mechanism that dominates the PyC mechanical behavior, since the stiffness constants that govern the elastic response of layered carbon materials can vary by orders of magnitude depending on the structure and morphology (especially inter-layer bonding character) of the graphitic crystallites.\textsuperscript{[116]} In this Chapter, morphological, structural, and chemical information collected during the PyC experimental characterization is used to develop a scaling relation that couples $L_a$, $L_c$, and $d_{002}$ to the $H_V$ evolution as a function of $T_p$ observed here and in Ref. 241 and Ref. 242.

Recent studies on have demonstrated that A-CMNCs can be manufactured using either carbon vapor infiltration,\textsuperscript{[248–251]} or through vapor/liquid phase polymer infiltration pyrolysis (\textit{i.e.} polymer-derived carbon).\textsuperscript{[252–257]} The presence of A-CNTs was recently found to assist with the graphitic crystallite formation in PyCs,\textsuperscript{[257,258]} which was attributed to interphase formation,\textsuperscript{[259]} and as $V_f$ was increased, \textit{i.e.} higher degree of CNT confinement, $L_a$ in the graphitic crystallites was found to increase.\textsuperscript{[254,255,257]} Additionally, thermal treatment with $T_p > 2000^\circ C$ showed that significant graphitization of the PyC matrix is possible,\textsuperscript{[256,257,259,260]} \textit{i.e.} the mixture of hexagonal, rhombohedral, and turbostratic/amorphous carbon phases were ‘healed’ to form predominantly hexagonal graphite.\textsuperscript{[259]} Mechanical property characterization indicated that A-CMNCs can outperform the current state-of-the-art high temperature carbon-based engineering material,\textsuperscript{[256,257]} carbon fiber reinforced carbon (C/C), and that as $T_p$ is increased (\textit{i.e.} graphitization occurred), the mechanical properties of the A-CMNCs were degraded.\textsuperscript{[256,257,259]} However, the $E_{eff}$ results for A-CMNCs reported in Ref. 256 and Ref. 257 were quantified \textit{via} uniaxial tensile testing, where strains to failure of $\lesssim 1\%$ were observed (\textit{i.e.} brittle failure).\textsuperscript{[256,257]} While $E_{eff}$ for superhard brittle materials, \textit{e.g.} diamond and cubic boron nitride (c−BN), was successfully approximated \textit{via} tension in previously reported simulations,\textsuperscript{[261–266]} experimental characterization of $E_{eff}$ \textit{via} tensile testing may not yield representative results since such brittle materials, especially c−BN,\textsuperscript{[265]} have a high propensity to cleave along preferred crystallographic directions,\textsuperscript{[262–266]} and/or may have tensile deformation mode that involve individual bond-breaking events that lead to significantly diminished strength under tension like in cubic boron carbon nitride (BC$_2$N).\textsuperscript{[266]} This means that while the $E_{eff}$ results presented in Ref. 256 and Ref. 257 might be representative, $E_{eff}$ estimated using compression techniques, \textit{e.g.} especially indentation,\textsuperscript{[267]} will be more reliable.\textsuperscript{[262–269]} Additionally, Ref. 267 showed that a conversion factor of $\sim 10\times$ can be used to approximate the (compression) $E_{eff}$ of superhard materials from their indentation hardness.\textsuperscript{[267]} See Figure 7.4 for the previously reported
scaling of the hardness, estimated via nanoindentation, to the $E_{\text{eff}}$ of a variety of PyC, glassy carbon, silicon carbide (SiC), carbide-derived carbon (CDC), diamond-like carbon (DLC), nanocrystalline diamond, single crystal silicon (Si) as presented by Gogotsi et al.\textsuperscript{[267]} Using this conversion factor, the hardness results of PyCs and A-CMNCs, estimated via Vickers microhardness ($H_V$), can be directly compared to other superhard materials and their composites, and the physics underlying the reinforcement of the PyCs with A-CNTs in the A-CMNCs can be explored.

This Section reviewed the previously reported experimental results for the structure and mechanical property characterization of PyCs, and the current state-of-the-art in A-CMNCs made via both carbon deposition and polymer-derived ceramics was discussed. In the remainder of this Chapter, characterization and analysis utilized to establish the structure-property relations of PyCs is presented, and the experimentally and theoretically evaluated scaling of $E_{\text{cmnc}}$ (axial effective modulus of the A-CMNC) as a function of CNT packing proximity is discussed.
7.2 Synthesis and Processing Techniques

A-CNT arrays were grown via a previously described thermal catalytic chemical vapor deposition (CVD) process using ethylene as the carbon source.\textsuperscript{[19–22]} The CNTs were grown on $1 \text{ cm} \times 1 \text{ cm}$ Si substrates forming A-CNT arrays that are $\sim 1 \text{ mm}$ tall, and are composed of multiwalled CNTs that have an average outer diameter of $\sim 8 \text{ nm}$ (3–7 walls with an inner diameter of $\sim 5 \text{ nm}$ and intrinsic CNT density $\rho_{\text{cnt}} \sim 1.7 \text{ g/cm}^3$),\textsuperscript{[28,44]} $\Gamma \sim 80 \text{ nm}$,\textsuperscript{[43]} and $V_f \sim 1\%$ CNTs.\textsuperscript{[44]} A post-growth H$_2$ anneal\textsuperscript{[48]} is used to weaken the attachment of the CNTs to the catalyst layer, which enables the easy delamination of the A-CNT forest from the Si substrate using a standard lab razor blade, thereby allowing further CNT processing to be performed in their free-standing state.

Fabrication of A-PNC precursors via vacuum assisted wetting was performed by first gently depositing free-standing CNT forests into hollow cylindrical plastic molds, ensuring that the primary axis of the CNTs in the forest was orthogonal to the plane of the mold. The A-CNT forest was then infused with a de-gassed phenolic resin (Durite SC-1008, Momentive Specialty Chemicals, Inc.) at $40^\circ\text{C}$ under vacuum for $\sim 24 \text{ hr}$, forming the A-PNC precursors.\textsuperscript{[26–28]} No attempt to remove adsorbed water\textsuperscript{[46]} was made. The polymer precursors were then cured for $6 \text{ hr}$ at $80^\circ\text{C}$ at atmospheric pressure.\textsuperscript{[26–28]} Re-infusion of A-CMNCs with polymer resin (for \textit{in situ} pyrolysis only) was done by immersing the A-CMNCs that were pyrolyzed once in a diluted phenolic resin (with 40\% by mass acetone) for $\sim 72 \text{ hr}$ in acetone, and then curing for $30 \text{ min}$ at $80^\circ\text{C}$ at atmospheric pressure.\textsuperscript{[27]} Pure phenolic resin samples were prepared by first pouring the de-gassed resin into a square rubber mold, and then curing at $80^\circ\text{C}$ for $6 \text{ hr}$ at atmospheric.

The samples were then heat treated to transform the phenolic resin into PyC, and to potentially form new wall defects in the CNTs, while enabling the native CNT wall defects to migrate and annihilate.\textsuperscript{[177]} The CNTs, phenolic resin, and A-PNCs were pyrolyzed both \textit{in situ} and \textit{ex situ}: \textit{in situ} pyrolysis was performed using a high temperature x-ray diffraction holder at atmospheric pressure in an He environment; and \textit{ex situ} pyrolysis was performed using a commercial hot wall tube furnace (STT-1600, from SentroTech Corp.) with a $89 \text{ mm}$ (3.5 in) inner diameter SiC tube in an Ar environment. \textit{In situ} pyrolysis was performed at a ramp rate of $10^\circ\text{C/min}$ at the following $T_p$ and hold times ($t_{\text{hold}}$) of $t_{\text{hold}} = 2 \text{ hr}$ for PyCs and A-CNTs, and $t_{\text{hold}} = 2 \text{ hr}$ for A-CMNCs: $600^\circ\text{C}$ (PyCs, A-CMNCs, and A-CNTs), $800^\circ\text{C}$ (PyCs and A-CNTs), $1000^\circ\text{C}$ (PyCs, A-CMNCs, and A-CNTs), and $1500^\circ\text{C}$ (A-CNTs only). Three samples were pyrolyzed at each $T_p$. \textit{Ex situ} pyrolysis was performed at a ramp rate of $4^\circ\text{C/min}$ (furnace maximum) at the following $T_p$ and $t_{\text{hold}} = 30 \text{ min}$.
for both PyCs and A-CMNCs: 600°C, 800°C, 1000°C, 1200°C, and 1400°C. Five samples were pyrolyzed at each $T_p$.

### 7.3 Structure-Mechanical Property Characterization and Modeling

In this Section, characterization to evaluate the graphitic crystallite geometry and morphology (Section 7.3.1.1), bonding character (Section 7.3.1.2), and chemical structure (Section 7.3.1.3) are detailed, and the mechanical behavior characterization (Section 7.3.2.1) and modeling (Section 7.3.2.2 and Section 7.3.2.3) approaches are discussed.

#### 7.3.1 Structure and Morphology Characterization

Here, the XRD, Raman spectroscopy, and FTIR spectroscopy experimental methods are presented.

##### 7.3.1.1 XRD Analysis

XRD was used to analyze the structural evolution of the A-CNTs, phenolic resin, and A-PNCs during the heat treatments as outlined in Section 7.2. XRD analysis during the in situ pyrolysis approach was done via the in situ high temperature holder of a Rigaku SmartLab x-ray diffractometer operating with Cu Kα radiation. The operating parameters for the in situ pyrolysis approach were 45 kV and 200 mA, and the step scanning interval was 0.02° ($2\theta_{xrd}$). PANalytical X’Pert Pro was used to analyze samples processed using ex situ pyrolysis. For the ex situ pyrolysis approach, Cu Kα radiation was passed through a 2° anti-scattering slit with a 0.04 rad Soller slit in X’celerator mode. The XRD experiment for the ex situ pyrolysis approach was performed at 45 kV and 40 mA with a scanning step interval of 0.02° ($2\theta_{xrd}$). LaB$_6$ was used as the standard material for all measurements.

##### 7.3.1.2 Raman Spectroscopy Analysis

For both the in situ and ex situ pyrolysis approaches, Raman spectra were collected using a LabRam HR800 Raman microscope (Horiba Jobin Yvon) with 532 nm (2.33 eV) laser excitation through a 10× objective (N.A. 0.25). Several spots on each PyC and A-CMNC sample were studied to ensure that representative data was used when calculating the $I_D/I_G$ and $A_D/A_G$. To facilitate the analysis of the defect information provided by Raman spectroscopy, the Raman spectra were fit using two Lorentzian distributions corresponding to the graphitic D-band (centered at $\omega_D \sim 1350$ cm$^{-1}$), a-C
G-band (centered at $\omega_{G,a-C} \sim 1500$ cm$^{-1}$), and the Breit-Wigner-Fano distribution that corresponds to the graphitic G-band (centered at $\omega_G \sim 1590$ cm$^{-1}$). Background corrected Raman spectra, characterized by the Raman shift ($\omega$) and intensity ($I(\omega)$), were fit using the following expression:

$$I(\omega) = I_D \left( \frac{\gamma_D^2}{(\omega - \omega_D)^2 + \gamma_D^2} \right) + I_{G,a-C} \left( \frac{\gamma_{G,a-C}^2}{(\omega - 1500)^2 + \gamma_{G,a-C}^2} \right) + I_G \left( \frac{\left( 1 + \frac{\omega - \omega_D}{\gamma_D} \right)^2}{1 + \left( \frac{\omega - \omega_G}{\gamma_G} \right)^2} \right)$$

(7.4)

where $I_D$ and $I_{G,a-C}$ are the Raman intensities of the Lorentzian distributions that fit the graphitic D-band and a-C G-band, respectively, and $I_G$ and $q$ are the Raman intensity and coupling coefficient of the Breit-Wigner-Fano (BWF) band that fits the graphitic G-band. The fitting expression detailed in Eq. 7.4 yielded very good agreement ($R^2 > 0.99$) with the experimental Raman spectra of PyCs and A-CMNCs at $1000$ cm$^{-1} \leq \omega \leq 1800$ cm$^{-1}$, and $I_D/I_G$ was evaluated simply using the $I_D$ and $I_G$ from the Lorentzian and BWF fits of the D- and G-bands, while $A_D/A_G$ was evaluated using the areas of the Lorentzian and BWF fits of the D- and G-bands ($A_D$ and $A_G$, respectively). $A_D$ and $A_G$ were evaluated as follows:

$$A_D = \int_{\omega_D - \omega_{int}}^{\omega_D + \omega_{int}} I_D \left( \frac{\gamma_D^2}{(\omega - \omega_D)^2 + \gamma_D^2} \right) d\omega$$

(7.5a)

$$A_G = \int_{\omega_G - \omega_{int}}^{\omega_G + \omega_{int}} I_G \left( \frac{\left( 1 + \frac{\omega - \omega_D}{\gamma_D} \right)^2}{1 + \left( \frac{\omega - \omega_G}{\gamma_G} \right)^2} \right) d\omega$$

(7.5b)

where $\omega_{int} = 125$ cm$^{-1}$ and corresponds to half the width of the Raman shift integration regime centered around $\omega_D$ and $\omega_G$. The approximate values of $I_D/I_G$, $A_D/A_G$, $\gamma_D$, and $\gamma_G$ are presented in Section 7.4.1.2.

**7.3.1.3 FTIR Analysis**

FTIR was performed for both the *in situ* and *ex situ* pyrolysis approaches using a FTIR6700 Fourier Transform Infrared Spectrometer (Thermo Fisher Scientific, Inc.), and the chemical structure was analyzed using the OMNIC software (Thermo Fisher Scientific, Inc.). The attenuated total reflection mode technique was used to study the chemistry of a cured phenolic resin baseline, and the KBr pellet method was employed in transmission mode to study the A-CNTs, PyCs, and A-CMNCs. All
FTIR signal was transformed to absorbance mode during the analysis. An average of 32 scans with a resolution of 8 cm\(^{-1}\) were taken for each sample, and 3 samples were tested at each \(T_p\).

### 7.3.1.4 Theoretical Framework for Matrix Density Scaling with Crystallite Geometry

Since knowing the evolution of the PyC matrix density (\(\rho_{\text{pyc}}\)) as a function of the crystallite geometry is useful for robust development of the PyC structure-property relations, a geometric model was developed to estimate the impact of \(L_a\) and \(L_c\) on \(\rho_{\text{pyc}}\). This was achieved by defining a unit cell that encompasses two graphitic crystallites, their orientation angle (\(\theta_{oa}\)), and the subtended ultramicropores that form due to crystallite orientation, or lack thereof (see Figure 7.5a for an illustration of the unit cell as a function of \(\theta_{oa}\), illustrating an exemplary ‘open structure’ that is characteristic of LD PyCs). This defines a simple geometric relation for \(\rho_{\text{pyc}}\):

\[
\rho_{\text{pyc}} = \rho_g \left( \frac{1}{1 + 0.5 \left( \frac{L_a}{L_c} \right) \sin(\theta_{oa}) \cos(\theta_{oa})} \right)
\]  

(7.6)

where \(\rho_g\) is the density of single crystal graphite (\(\rightarrow \rho_g \sim 2.25\) g/cm\(^3\)), and \(0^\circ \leq \theta_{oa} \leq 45^\circ\). \(\theta_{oa} = 0^\circ\) physically represents an ideal graphene/graphite structure, where the crystallites are perfectly aligned, while \(\theta_{oa} = 45^\circ\) represents an isotropic LD PyC (\(i.e.\) ‘open’) structure, where the crystallites are completely randomly oriented. See Figure 7.5 for the scaling of \(\rho_{\text{pyc}}\) as a function of \(\theta_{oa}\) for a variety of \(L_a/L_c\). Analysis of the predictions Eq. 7.6 when compared to experimental \(\rho_{\text{pyc}}\) values is presented in Section 7.4.1.4. While the different crystallite orientation defined by \(\theta_{oa}\) may

![Figure 7.5: Theoretical framework and model predictions for the PyC matrix density (\(\rho_{\text{pyc}}\)). (a) Illustration of the crystallite stacking and unit cell representing the structure of an LD PyC exhibiting an ‘open structure’. (b) Plot of \(\rho_{\text{pyc}}\) as a function the crystallite orientation angle (\(\theta_{oa}\)) for a variety of crystallite geometries (\(L_a/L_c\)).](image-url)
not be the most energetically favored states found in close packed PyCs, a mixture of many crystal-lite orientations can more realistically model a disordered PyC that is far from the ideal structure expected for single crystal graphite.

### 7.3.2 Hardness Scaling

Here, the experimental Vickers microhardness technique is outlined (see Section 7.3.2.1), and the PyC (see Section 7.3.2.2) and A-CMNC (see Section 7.3.2.3) mechanical behavior modeling approaches are discussed.

#### 7.3.2.1 Experimental Vickers Microhardness Evaluation

Vickers microhardness testing was done for samples synthesized via both the *in situ* and *ex situ* pyrolysis approaches using a LECO LM Series Microhardness Tester (LECO Corp.) by placing each mounted sample under a 50× objective magnification lens. Indentation was performed via a standard pyramidal diamond tip by applying 1.0 kgf (∼ 9.8 N) at each spot for 15 s, and $H_V$ was approximated at each $T_p$ by indenting (indentation depth ∼ 10 µm) 5 samples at least 10 times ($→$ 50 measurements per $T_p$). $H_V$ as a function of $T_p$, along with the corresponding density of (dried) PyCs and A-CMNCs can be found in Table 7.3.

#### 7.3.2.2 Theoretical Framework for Hardness Scaling with Crystallite Size and Thickness

To model the mechanical behavior of PyCs, the relevant deformation modes that would be activated during indentation must first be discussed. As analyzed in detailed in a previous study,[116] graphitic carbons have very anisotropic elastic constants for in-plane extension ($C_{11}$), out-of-plane extension ($C_{33}$), and inter-layer shear ($C_{44}$). See Table 7.1 for a summary of the reported experimental and theoretical values of $C_{11}$, $C_{33}$, and $C_{44}$, and Figure 7.6 for their illustration. As Table 7.1 demonstrates, $C_{11} \gg C_{33} \gg C_{44}$, especially for turbostratic carbons where $C_{11} > 3000 \times C_{44}$ and

<table>
<thead>
<tr>
<th>Graphite Type</th>
<th>Approach</th>
<th>$C_{11}$ [GPa]</th>
<th>$C_{33}$ [GPa]</th>
<th>$C_{44}$ [GPa]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hexagonal (ABA)</td>
<td>Experimental</td>
<td>1109 ± 16</td>
<td>39 ± 7</td>
<td>5.0 ± 3.0</td>
</tr>
<tr>
<td></td>
<td>Theoretical</td>
<td>1109</td>
<td>29 – 42</td>
<td>4.5 – 4.8</td>
</tr>
<tr>
<td>Turbostratic</td>
<td>Experimental</td>
<td>1060 ± 20</td>
<td>37 ± 1</td>
<td>0.18 – 0.35</td>
</tr>
<tr>
<td></td>
<td>Theoretical</td>
<td>1080 ± 3</td>
<td>25 – 37</td>
<td>0.16 – 0.34</td>
</tr>
</tbody>
</table>
\(C_{33} > 100 \times C_{44}\). This indicates that the inter-layer shear deformation mode governed by \(C_{44}\) will dominate the mechanical behavior of the graphitic crystallites (> 90% effective compliance contribution) that comprise the PyC matrix, while the deformation modes governed by \(C_{11}\) and \(C_{33}\) will contribute < 10% of the effective compliance of the PyCs, especially when the crystallite orientation angle \(\theta_{th} \sim 45^\circ\) (i.e. isotropic crystallite orientation). Additionally, Table 7.1 illustrates that \(C_{44}\) is strongly dependent on the crystallite morphology, since bernal stacked (ABAB) graphite has a 10\(\times\) larger \(C_{44}\) than turbostratic graphite. This means that knowledge of \(d_{002}\) is essential, since \(d_{002} \approx 0.34\) nm is normally ascribed to ABAB graphite \((C_{44} \sim 4.5\) GPa\), while \(d_{002} > 0.35\) nm is usually classified as turbostratic graphite/carbon \((C_{44} \sim 0.35\) GPa\). Also, since it was recently shown that the presence of inter-layer bonds can increase the pulling force needed for inter-layer shear \((\propto C_{44})\) by > 3\(\times\) in graphene and CNTs,\(^{[113]}\) meaning that the crystallite area \((\propto L_e^2)\), which correlates the number of inter-layer bonds in a graphitic crystallite to the defect density, should also scale the effective hardness measured \textit{via} indentation. Finally, since the inter-layer shear strain is a function of \(L_e, L_e^2\) (by dimensional analysis) should also scale the effective hardness measured \textit{via} indentation. The following general and reduced forms of the scaling of the theoretical indentation

---

Figure 7.6: Illustration of the indentation technique utilized to experimentally quantify the mechanical behavior of the PyCs and A-CMNCs, \textit{i.e.} via hardness \((H_V)\). The inset presented illustrations of the deformation mechanisms that govern the measured \(H_V\), and the model orientation angle \((\theta_{th})\) where they are most relevant.
hardness \((H_{\text{V,th}})\) as a function of \(L_a, L_c, C_{11}, C_{33}, C_{44}, \) and \(\theta_{\text{th}}\) are proposed:

\[
H_{\text{V,th}} \propto \left( \frac{\cos(\theta_{\text{th}})}{C_{11}} + \frac{\sin(\theta_{\text{th}})}{C_{33}} + \frac{\sin(2\theta_{\text{th}})}{C_{44}} \left( \frac{L_c}{L_a} \right)^2 \right)^{-1}
\]

\[
\leftrightarrow H_{\text{V,th}} \propto C_{44} \left( \frac{L_a}{L_c} \right)^2
\]

where the approximation of Eq. 7.7a made in Eq. 7.7b is reasonable for \(10^\circ \leq \theta_{\text{th}} \leq 80^\circ\), and fails at \(10^\circ > \theta_{\text{th}}\), where the \(C_{11}\) in-plane deformation dominates, and at \(80^\circ < \theta_{\text{th}}\), where the \(C_{33}\) out-of-plane deformation dominates. Analysis of the \(H_{\text{V,th}}\) predictions from Eq. 7.7b are discussed and compared to experimental \(H_{\text{V}}\) values in Section 7.4.2.1.

### 7.3.2.3 Effective Axial A-CMNC Modulus via 3D A-CNT Morphology

As discussed in Chapter 6, the waviness of the A-CNT arrays as a function of \(V_f\) that was previously evaluated from SEM images of the cross-sectional morphology of A-CNT arrays using a simple sinusoidal amplitude-wavelength \((\to a/\lambda)\) definition of \(w\) could be reduced due to polymer infusion.\(^{[42,191]}\)

The previously proposed relationship to re-scale \(w(V_f)\) in A-PNCs where the waviness is reduced as in that polymer infusion is as follows (from Chapter 6):

\[
w(V_f) = \Lambda(-0.04967(V_f)^{0.3646} + 0.2489 \pm (-0.0852(V_f)^{0.2037} + 0.2100)/\sqrt{n}). \tag{7.8}
\]

where \(\Lambda\) is a scaling factor that physically represents the impact of polymer infusion, and subsequent curing, on the morphology evolution of the CNTs that comprise the A-CMNCs.\(^{[42,191]}\) Since A-CMNCs are made via the pyrolysis of A-PNC precursors, the previously evaluated \(\Lambda \approx 0.76 \pm 0.04\) for A-PNCs,\(^{[191]}\) which represents a \(\approx 24 \pm 4\%\) reduction in the waviness of the original A-CNT arrays, is used throughout this Chapter to model the mechanical behavior of A-CMNCs as a function of \(V_f\). Note that this is an approximation as the polymers are not the same, but no information is available to draw a distinction between polymer types.

The stiffness of the wavy A-CNTs that comprise the A-CMNCs is analyzed using the principle of virtual work similar to the analysis presented in Chapter 6 for the elastic behavior of the wavy A-CNT that comprise the A-PNCs.\(^{[40,42]}\) Since the PyC matrix will restrict the movement of the CNTs during deformation, similar to the polymer matrix in A-PNCs studied in Chapter 6, the analysis used here assumes that deformation via torsion is minimal and consists of three primary deformation mechanisms: extension, shear, and bending. The compliance contributions of \(\xi_{\text{extension}}, \xi_{\text{shear}}, \) and
\( \varepsilon_{\text{bending}} \) can be used with \( V_f \) to evaluate \( K(w) \), \( E_{\text{cnt}}(w) \), as discussed in Chapter 6. Using rule of mixtures, \( E_{\text{cmnc}}(V_f) \) can be evaluated as follows:

\[
E_{\text{cmnc}}(V_f) = E_{\text{cnt}}(w(V_f))V_f + E_{\text{cm}}(1 - V_f)
\]  

(7.9)

where \( L_{3D} \) is the arc length of the two nodes in the \( z \) direction (\( \rightarrow L_{3D} = \tau(w)\Delta z \) where \( \tau(w) \) is the average CNT tortuosity defined by \( w \) using a sinusoidal waviness scheme),\(^{[40]} \) \( E_{\text{cm}} \) is the elastic isotropic modulus of the carbon matrix that is converted from the experimentally determined \( H_V \) using a conversion factor of \( \sim 10 \pm 2 \times,^{[267]} \) \( Y \) and \( G \) are the intrinsic moduli of the CNTs, \( A \) is the cross-sectional area of the CNTs (hollow cylinder geometry), \( I \) is the area moment of inertia of a hollow cylinder exhibiting \( D_i \) and \( D_o \) of the CNTs, and \( \alpha \) is the shear coefficient.\(^{[118]} \) Similar to Chapters 5 and 6, \( A \) and \( I \) are evaluated using \( D_i \sim 5 \) nm and \( D_o \sim 8 \) nm,\(^{[28,45]} \) which are representative of the CNTs studied here. The analysis carried out here assumes that the \( Y \) of the CNTs is constant, and has a value of \( \sim 1 \) TPa,\(^{[12,30]} \) while \( G \) is governed by the elastic properties of the polymeric matrix, where \( G \approx 1 \) GPa when \( G > E_{\text{cm}} \), and \( G \approx E_{\text{cm}} \) when \( G \leq E_{\text{cm}} \). Additionally, since \( H_V \) evolves as a function of \( V_f \), the \( V_f \) evolution of \( E_{\text{cm}} \) is included in Eq. 7.9. Also, like in Chapter 6, perfect load transfer between the CNTs and PyC matrix is also assumed here, and this approximation is further analyzed in Section 7.4.1. Additionally, like in Chapters 5 and 6, the CNT-CNT interactions are not included explicitly in the current analysis, but are instead integrated into the randomness of the CNTs in the arrays which implicitly accounts for fluctuations in their electrostatic interactions.\(^{[40]} \) As discussed previously, this leads to simulated A-CNT arrays with a more uniform local \( V_f \),\(^{[40,41]} \) but since the CNTs in the A-CMNCs are bound by the polymer matrix and cannot freely move, such an effect any effect from this will be very small when averaged over a sample size of \( 10^5 \) CNTs.\(^{[40,41]} \) Since this simulation framework can be used to study CNT arrays with \( V_f \) up to 40 vol. % CNTs (see Chapter 4),\(^{[40]} \) a value near the maximum \( V_f \) achievable via mechanical densification of chemical vapor deposition grown \( \sim 8 \) nm outer diameter CNTs,\(^{[29]} \) the results of this analysis will be physical for the entire range of experimentally accessible \( V_f \) of the A-CMNCs studied here.

### 7.4 Results and Discussion

Here, the results of the experimental characterization and modeling of the crystallite geometry (see Section 7.4.1.1), bonding character (see Section 7.4.1.2), chemical structure (see Section 7.4.1.3),
and apparent density (see Section 7.4.1.4) are presented, and the processing-dependent structure-property relations of the PyC matrix are established (see Section 7.4.2.1) and applied to quantify the hardness scaling of the A-CMNCs as a function of $V_f$ (see Section 7.4.2.2).

### 7.4.1 PyC Structure and Morphology

#### 7.4.1.1 Graphitic Crystallite Size and Thickness Scaling

The XRD patterns for the *in situ* and *ex situ* pyrolysis approaches can be found in Figure 7.7 (*in situ*) and Figure 7.8 (*ex situ*) and are summarized in Table 7.2. As Figure 7.7a (*in situ*) and Figure 7.8a (*ex situ*) illustrate, the diffraction patterns (smoothed using 64-point and 32-point moving averages for Figure 7.7a and Figure 7.8a, respectively) of phenolic resin transforming into PyC exhibit two main peaks of interest: the first is observed at $18^{\circ} \leq 2\theta \leq 22^{\circ}$ and belongs to the (002) plane, the second is observed at $2\theta \approx 43^{\circ}$ and belongs to the (100) plane. The translation of the (002) peak and large changes in intensity of the (100) peak (relative to the (002) peak) are indicative of a decrease in average crystallite curvature (i.e. fluctuation of the $d_{002}$) and a turbostratic stacking order. Turbostratic stacking order is further supported by the evolution of $d_{002}$ as a function of $T_p$, as shown in Table 7.2 and Figure 7.8c (*ex situ*), which show that although $d_{002}$ decreases with $T_p$, $d_{002}$ plateaus at $d_{002} \sim 0.37$ nm and a $d_{002} \lesssim 0.34$ nm value indicative of bernal (i.e. ABAB) stacked graphite is not observed. Additionally, the (002) peak may also be related to both annihilation of native defects and an increase in $L_c$ of the graphitic crystallites. These results indicate that while higher $T_p$ leads to lower crystallite curvature and disorder, the crystallites are still not truly graphitic in nature through $T_p = 1400$°C, since the (002) peak is at $2\theta < 26.5^{\circ}$ ((002) peak position for graphite), and that the glassy crystallite arrangement that is expected for phenol-formaldehyde undergoing pyrolysis likely holds. The diffraction patterns also exhibit a broad low-angle peak at $2\theta = 16.5^{\circ}$, which is attributed to adjacent chains of linear polymer, and was not analyzed further. Using the (002) and (100) peaks, the geometry of the graphitic crystallites that comprise the PyCs can be studied further.

As Table 7.2 and Figure 7.8b (*ex situ*) illustrate, both $L_a$ and $L_c$ increase with increasing $T_p$ up to $T_p \sim 1000$°C (the maximum $T_p$ for the *in situ* experiment), where the *ex situ* pyrolysis results indicate that $L_a$ plateaus at $L_a \sim 6.3$ nm while $L_c$ continues increasing past $L_c \sim 2$ nm. These values of $L_a$ and $L_c$ indicates that the PyCs studied here are non-graphitizing LD PyCs ($\rightarrow L_a/L_c = 2 - 3$) that suggests an 'open structure'. Phenolic resin is classified as a resole (i.e. a hard carbon)
Figure 7.7: XRD analysis results for in situ pyrolysis of PyCs, A-CNTs, and A-CMNCs as a function of $T_p$. (a) XRD patterns of phenolic resin pyrolysis (transforming into PyC) showing the evolution of the (002) and (100) peaks. (b) XRD patterns of A-CNTs heated up to 1500°C demonstrating that heat treatments at $\lesssim 1000°C$ lead to little change in the original CNT structure. (c) XRD patterns of A-PNC precursors transforming into A-CMNCs.

and will therefore not yield graphite even after experiencing temperatures in excess of 2000°C, but rather will produce vitreous (glassy) carbons.

The results of the XRD analysis of A-CNTs undergoing thermal treatment in situ are summarized in Figure 7.7b. The XRD patterns (smoothed using a 64-point moving average) confirm the
graphitic nature of the CNTs. Assuming an AB (Bernal) graphitic stacking, the major peaks of the XRD pattern are identified as (002), (100) and (110) at 2θ ≈ 26°, 42°, and 78° respectively (these peaks may shift slightly in comparison to the reference graphite pattern). However, recent work has called into question whether the CNT structure most closely resembles AB (hexagonal) graphitic stacking, and an AA' (orthorhombic) stacking was suggested instead. Such a change in reference pattern would cause the (hkℓ) plane indexes for the peaks at ~ 42° and 78° to be transformed to (020) and (200) respectively. Since the information required to determine the stacking order in the CNTs was not available for this study, AB stacking was assumed for the re-

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>in situ</td>
<td>2.69 ± 0.43</td>
<td>1.11 ± 0.08</td>
<td>0.376 ± 0.004</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>600</td>
<td>in situ</td>
<td>3.52 ± 0.10</td>
<td>1.44 ± 0.16</td>
<td>0.378 ± 0.10</td>
<td>6.70 ± 0.47</td>
<td>1.91 ± 0.01</td>
<td>0.390 ± 0.008</td>
</tr>
<tr>
<td></td>
<td>ex situ</td>
<td>4.00 ± 0.22</td>
<td>1.67 ± 0.21</td>
<td>0.395 ± 0.011</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>800</td>
<td>in situ</td>
<td>4.40 ± 0.02</td>
<td>1.62 ± 0.08</td>
<td>0.364 ± 0.100</td>
<td>6.40 ± 0.58</td>
<td>1.80 ± 0.13</td>
<td>0.380 ± 0.004</td>
</tr>
<tr>
<td></td>
<td>ex situ</td>
<td>5.40 ± 0.36</td>
<td>1.82 ± 0.06</td>
<td>0.379 ± 0.004</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>1000</td>
<td>in situ</td>
<td>4.83 ± 0.41</td>
<td>2.32 ± 0.35</td>
<td>0.354 ± 0.100</td>
<td>6.60 ± 0.16</td>
<td>1.81 ± 0.04</td>
<td>0.376 ± 0.045</td>
</tr>
<tr>
<td></td>
<td>ex situ</td>
<td>6.30 ± 0.17</td>
<td>1.88 ± 0.02</td>
<td>0.372 ± 0.003</td>
<td>6.30 ± 0.22</td>
<td>1.95 ± 0.08</td>
<td>0.377 ± 0.001</td>
</tr>
<tr>
<td>1200</td>
<td>ex situ</td>
<td>6.10 ± 0.10</td>
<td>1.88 ± 0.04</td>
<td>0.376 ± 0.003</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>1400</td>
<td>ex situ</td>
<td>6.40 ± 0.15</td>
<td>1.99 ± 0.10</td>
<td>0.376 ± 0.004</td>
<td>6.20 ± 0.25</td>
<td>2.02 ± 0.02</td>
<td>0.375 ± 0.004</td>
</tr>
</tbody>
</table>
mainder of this Chapter, and further work is planned to better quantify the stacking group most representative of the CNTs. As Figure 7.7b illustrates, there are little changes in the XRD pattern at $T_p$ of up to 1000°C, indicating thermal stability. These results are consistent with previous Raman experiments that showed little change in the bonding character of CNTs that were heat treated using the A-CMNC pyrolyzation conditions. However, at 1500°C, significant drops in intensity of the (002), (100), and (110) peaks can be seen (see Figure 7.7b). These decreases in intensity might indicate the formation of new wall defects, but since this temperature is close to the limit of stability of divacancies in graphite ($\approx 1400^\circ$), the more likely explanation is that the CNTs are starting to experience thermal break-down/decomposition. Further work is necessary to determine mechanism responsible for the observed intensity drop.

As Figure 7.7c (in situ) and Figure 7.9a (ex situ) illustrate, the XRD patterns (smoothed using a 24-point and 32-point moving averages for Figure 7.7c and Figure 7.9a, respectively) for the pyrolysis of A-CMNCs with $V_f \sim 1\%$ CNTs have features exhibited by both the PyCs (see Figure 7.7a) and the A-CNTs (see Figure 7.7b). The broadening in the (002) peak is similar to the pattern of the phenolic resin at $T_p = 25^\circ$ and PyCs at $T_p = 600^\circ$C. The (002) peak is also shifted towards a higher angle, which is an indicator of a possible increase of crystallinity of the PyC matrix. At $T_p \lesssim 600^\circ$ and at $2\theta \approx 42^\circ$, the overlap of the (100) peaks of the PyC and CNTs can be observed. The overlap of a broad (100) peak (contributed by the PyC, see Figure 7.7a) with a sharp (100) peak

![Figure 7.9: XRD analysis results for ex situ pyrolysis of A-CMNCs as a function of $T_p$. (a) XRD patterns showing the evolution of the (002), (100), and (110) peaks as a function of $T_p$. (b) $L_a$ and $L_c$ as a function of $T_p$. (c) $d_{002}$ evolution as a function of $T_p$.](image)
(contributed by the A-CNTs, see Figure 7.7b) could make any structure calculations (e.g. $L_a$ and $L_c$) difficult, especially using the lower resolution instrument used for the *in situ* approach, emphasizing the importance of peak fitting. A similar situation seems to occur at a temperature of $T_p \lesssim 600^\circ$ and at $2\theta \approx 78^\circ$, where a very broad peak contributed by the PyC seems to be overlapping with the sharp peak contributed by the A-CNTs (see Figure 7.7a and Figure 7.7b). However, at $T_p \gtrsim 800^\circ$, there is no distinguishable overlap in the peaks at $2\theta \approx 42^\circ$, and $78^\circ$, indicating that the presence of the A-CNTs facilitated the formation and growth of the graphitic crystallites of the A-CMNCs, since the pure PyC pattern does not exhibit a discernible (110) peak (see Figure 7.7a). This is consistent with recent findings in similar A-CMNC systems that observed that the PyC matrix structure becoming more crystalline sooner (*i.e.* at lower $T_p$) when A-CNTs are present.\textsuperscript{[256,259]} Additionally, evaluation of the $L_a$, $L_c$, and $d_{002}$ as a function of $T_p$ (Figure 7.9b and Figure 7.9c, respectively) show that although the A-CNTs help facilitate the formation of the graphitic crystallites, *i.e.* $L_a$ and $L_c$ hit the plateau of $L_a \sim 6.3$ nm and $L_c \sim 2$ nm as observed for PyCs (Figure 7.8b) at a much lower $T_p \sim 600^\circ$C, the scaling of $d_{002}$ as a function of $T_p$ for the crystallites in PyC matrix of the A-CMNCs exactly mirrors the scaling observed for the pure PyCs in Figure 7.8c. This means that although the CNTs help the graphitic crystallites self-organize and grow in $L_a$, the crystallites that comprise the PyC matrix of the A-CMNCs are not more graphitic in nature than the ones found in the pure PyCs (*i.e.* they are still turbostratic). However, the presence of additional peaks in the A-CMNCs (*i.e.* the (001) peak) that were not seen in the patterns of either pure A-CNTs or PyCs indicates that other bond characters may form when the PyC is processed in the presence of A-CNTs. The additional peaks that are observed occur at $2\theta \approx 10^\circ$, and $50^\circ$. The peak that occurs at $2\theta \approx 50^\circ$ in Figure 7.7c is attributed to the LaB$_6$ standard, and is not included in the analysis. The peak that occurs at $2\theta \approx 10^\circ$ in Figure 7.7c is attributed to C–O (*i.e.* graphite oxide) bonding, which has a very distinct (001) peak at that location.\textsuperscript{[278,279]} This (001) peak is not seen in Figure 7.9a, since the A-CMNCs studied *via ex situ* pyrolysis were only infused once, whereas the *in situ* pyrolysis study examined A-CMNCs that were infused twice, meaning that the re-infusion process may introduce additional C–O character in the A-CMNCs that could lead to the additional mechanical reinforcement previously observed.\textsuperscript{[27]} Further work is necessary to elucidate the processing step that leads to the appearance of the (001) peak, and to analyze where specifically that type of bonding occurs (near the CNT surface is a likely candidate).
7.4.1.2 Bonding Character Evolution

Representative Raman spectra for PyCs undergoing pyrolysis at $600^\circ C \leq T_p \leq 1400^\circ C$, and their fitting functions (from Eq. 7.4), are presented in Figure 7.10a. There is no distinction between samples prepared using the *in situ* and *ex situ* approaches since no statistically significant differences between the two batches were found. As Figure 7.10a shows, the main qualitative evolution of the Raman spectra is that the D-band is increasing in intensity. This is confirmed in Figure 7.10b, where the $I_D/I_G$ and $A_D/A_G$ as a function of $T_p$ are presented. As Figure 7.10b illustrates, $I_D/I_G$ and $A_D/A_G$ both increase as a function of $T_p$, which is attributed to thermally-activated defect formation. Although Raman cannot distinguish what kind of defects are forming, the XRD results indicate that the graphitic crystallites that comprise the matrix grow until $T_p \approx 1000^\circ C$, at which point $L_a$ and $L_c$ are either constant or grow very slowly. This means that as $T_p$ increases until $T_p \approx 1000^\circ C$, the graphitic crystallites are both forming grain boundaries within the (001) family of planes (consistent with a growing $L_a$) and stacking additional (disordered) graphene-like layers on top of the (001) basal plane (consistent with a growing $L_c$), while at $T_p \approx 1400^\circ C$ the graphitic crystallites are mainly growing in the $L_c$ direction that indicates a possible plateau in $I_D/I_G$ and $A_D/A_G$. This type of behavior is consistent with mode 2 in the amorphization trajectory, but $\gamma_D$ and $\gamma_G$ must be evaluated to quantify this (see Figure 7.10c). As Figure 7.10c indicates, $\gamma_D$ decreases as a function of $T_p$.

![Figure 7.10](image-url)
from $\gamma_D \sim 90$ to $50 \text{ cm}^{-1}$, while $\gamma_G$ remains constant to within the experimental uncertainty at $\gamma_G \sim 35 \text{ cm}^{-1}$. This value and scaling of $\gamma_G$ is in very good agreement with a recent study on PyCs that were clearly in stage 2 of the amorphization trajectory (since $\gamma_G > 15 \text{ cm}^{-1}$ for stage 1),\cite{235} where $\gamma_G \sim 40 \text{ cm}^{-1}$ was observed for $4 \text{ nm} \lesssim L_a \lesssim 6 \text{ nm}$, and where $\gamma_D/\gamma_G$ was seen to decrease from $\gamma_D/\gamma_G \approx 2$ to 1.4 (the range is $\gamma_D/\gamma_G \sim 2.5$ to 1.4 here) in the same $L_a$ regime.\cite{271}

Additionally, if the PyCs studied here were indeed in stage 1, $I_D/I_G \propto L_a^{-1}$ scaling proposed by Eq. 7.3a and Eq. 7.3b would hold. However, as shown by Figure 7.11 an $I_D/I_G \propto L_a^{2}$ scaling is supported by the experimental data, which is the appropriate scaling previously proposed for stage 2 of the amorphization trajectory.\cite{228,229,235} Though, direct application of the previously proposed Eq. 7.3c to the $I_D/I_G$ (from Raman spectroscopy) and $L_a$ (from XRD) data does not yield good agreement, which originates from the way the scaling constant of Eq. 7.3c was previously derived in Ref. 228. In Ref. 228, the scaling constant of Eq. 7.3c was evaluated by setting Eq. 7.3c equal

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure7.11.png}
\caption{Scaling of the intensity ratio of the D- and G-bands ($I_D/I_G$) as a function of the crystallite size ($L_a$) showing that the previously proposed approximations of $L_a$ from $I_D/I_G$ (Eq. 7.3)\cite{228,233,234} are not representative here. Since the $I_D/I_G \propto L_a^{-1}$ scaling proposed by Eq. 7.3a and Eq. 7.3b are not exhibited by the experimental data, whereas $I_D/I_G \propto L_a^{2}$ scaling proposed in Eq. 7.3c is more representative of the experimental data, Eq. 7.10, which modified the intersection point of Eq. 7.3c and Eq. 7.3b to a more realistic value ($\rightarrow L_a \approx 6.5 \pm 0.5 \text{ nm}$, instead of $\sim 2 - 3 \text{ nm}$),\cite{228,229,235} is the only scaling relation that is able to capture the trend in the data.}
\end{figure}
to Eq. 7.3a at $L_a = 2$ nm, and solving for the required scaling constant that would yield such an intersection point. More recently, it was reported that stage 2 can extend to $L_a \sim 3$ nm in Ref. 235 and Ref. 229 which originates from the Fermi velocity of $v_F \sim 1.1 \times 10^6$ m/s and the lifetime of the photoexcited virtual electron-hole pair ($1/\omega_D$) of $1/\omega_D \sim 3$ fs in graphene according to the uncertainty principle, but a very recent study proposed that $1/\omega_D$ could be as high as 5 fs in PyCs, while other work reported that $v_F$ can be increased by $> 2 \times (- v_F \sim > 2 \times 10^6$ m/s) through doping and other effects that strengthen electron-electron interactions. These enhancements in $1/\omega_D$ and $v_F$ corresponding to a possible stage 1 – stage 2 point of $v_F/\omega_D = L_a \gtrsim 6$ nm, and here we re-evaluate the scaling constant of Eq. 7.3c at a revised intersection point of $L_a = 6 \pm 0.5$ nm. Also, since Eq. 7.3a does not take into account the laser excitation energy, the more representative Eq. 7.3b is used except the scaling constant is divided by a factor of $2 \times$ to convert Eq. 7.3b from an $A_D/A_G$ scaling relation to an $I_D/I_G$ scaling relation, as proposed by Ref. 270. Solving for the scaling factor that would unify the $I_D/I_G \propto L_a^{-1}$ scaling proposed by Eq. 7.3b with the $I_D/I_G \propto L_a^2$ proposed by Eq. 7.3c, the new transition point of $L_a = 6 \pm 0.5$ nm yields the following scaling relation:

$$L_a = \sqrt{\frac{1}{0.035 \pm 0.01} \left( \frac{I_D}{I_G} \right)}$$

(7.10)

where the uncertainty in the scaling factor corresponds to the uncertainty in the intersection point. As illustrated by Figure 7.11, Eq. 7.10 is able to nicely capture the observed scaling of $I_D/I_G$ as a function of $L_a$. However, the exact mechanism that leads the crossover point of stage 2 to stage 1 to shift by nearly 3 nm is not yet known, and further work by experiments, theory, and simulation is needed to pinpoint the phenomena responsible that is likely defect density related.

The evolution of the Raman spectra of the A-CMNCs as a function of $V_f$ (up to $V_f \sim 10\%$) is presented in Figure 7.12a. As Figure 7.12 demonstrates, increasing $V_f$ does not change the bonding character of the PyC matrix significantly. This is exemplified by Figure 7.12b that shows that $I_D/I_G$ and $A_D/A_G$ do not evolve significantly as a function of $V_f$ and stay approximately constant at $I_D/I_G \sim 1.3$ and $A_D/A_G \sim 1.7$. Additionally, Figure 7.12c demonstrates that $\gamma_D$ and $\gamma_G$ are also approximately constant at $\gamma_D \sim 50$ cm$^{-1}$ and $\gamma_G \sim 35$ cm$^{-1}$, which indicates that the A-CMNCs are in the exact same place in the amorphization trajectory regardless of $V_f$. This is consistent with the XRD findings for A-CMNCs (see Figure 7.9) that show that while the presence of the A-CNTs within the PyC matrix of A-CMNCs helps the graphitic crystallites grow and self-organize
Figure 7.12: Raman spectroscopy analysis results for A-CMNCs as a function of the CNT volume fraction ($V_f$). (a) Raman spectra (experimental curves and fits via Eq. 7.4) showing the evolution of the D and G bands as a function of $V_f$. (b) Evolution of $I_D/I_G$ and $A_D/A_G$ as a function of $V_f$. (c) Scaling of $\Gamma_D$ and $\Gamma_G$ of the D and G bands as a function of $V_f$.

(quantified via $L_a$), the graphitic nature of the crystallites that form in the PyC matrix of the A-CMNCs is comparable to graphitic nature of the crystallites that form in the pure PyCs (quantified via $d_{002}$). Such a result indicates that processing parameter that governs the graphitic nature of the crystallites that comprise the PyC matrix is $T_p$, and not $V_f$. Further work to explore whether higher CNT confinement (i.e. higher $V_f$) leads to a modification of the graphitic nature of the PyC matrix is needed to expand on these preliminary findings.

### 7.4.1.3 Chemical Structure Evolution

Representative FTIR patterns for the *in situ* and *ex situ* pyrolysis approaches can be found in Figure. 7.13 (*in situ*) and Figure 7.14 (*ex situ*). As Figure 7.13a shows the cured phenolic resin ($T_p \sim 25^\circ C$) exhibits a band found at $\sim 1600 \text{ cm}^{-1}$ that is an indicator of aromatic in-ring stretching,$^{[283]}$ a band at $\sim 1233 \text{ cm}^{-1}$ due to phenolic $-\text{OH}$ and $\text{C} - \text{O}$ stretching, a band at $\sim 1374 \text{ cm}^{-1}$ belonging to $-\text{OH}$ functional groups,$^{[284]}$ and bands characteristic of the methylene ($=\text{CH}_2$) functional group at $\sim 913 \text{ cm}^{-1}$ and $\sim 1474 \text{ cm}^{-1}$ indicative of the formation of the methylene links during the curing process, and bands at $\sim 818 \text{ cm}^{-1}$ and $\sim 756 \text{ cm}^{-1}$ characteristic of ortho-disubstituted and meta-disubstituted aromatic compounds.$^{[285]}$ As Figure. 7.13a and Figure 7.14a demonstrate, during pyrolysis, the chemical structure of the PyCs is evolving toward a polyaromatic structure.$^{[286]}$ Evidence is shown in the $\sim 1636 \text{ cm}^{-1}$ peak, which originates from the $\text{C} = \text{C}$ stretch-
Figure 7.13: Representative FTIR spectra for *in situ* pyrolysis of PyCs and A-CNTs. (a) FTIR spectra for cured phenolic resin transforming into PyC for $T_p$ up to 1000°C illustrating that $-\text{OH}$ groups are present on the surface of the PyCs, and that $\text{C} - \text{O}_2$, $\text{H}_2\text{O}$ and methylene groups are released as byproducts of the pyrolyzation leading the bands at 1233 cm$^{-1}$ and 1474 cm$^{-1}$ to disappear, and a band corresponding to a more complex polyaromatic system to appear at 1636 cm$^{-1}$. (b) FTIR spectra of A-CNTs before and after thermal treatment at $T_p = 1500\,^\circ\text{C}$ demonstrating that $-\text{OH}$ groups are present on the surface of the CNTs, as observed previously,$^{[46]}$ and that the CNTs that comprise the A-CNTs are highly thermally stable since no chemical structure alterations are seen at $<1800 \, \text{cm}^{-1}$.

The broadening of the $\sim 1636 \, \text{cm}^{-1}$ band is also attributed to $\text{C} - \text{O}$ in the benzophenone groups.$^{[244]}$ Having both peaks around $\sim 1374 \, \text{cm}^{-1}$ and $\sim 1636 \, \text{cm}^{-1}$ could also indicate the presence of $\text{C} - \text{O}$ stretching originating from carboxyl groups. The changes in the aromatic parts ($675$-$900 \, \text{cm}^{-1}$) as a function of the pyrolysis temperatures can be traced back to the proportion of $-\text{CH}$ groups present in the condensed aromatic structures, and those found in the phenyl ring.$^{[286]}$ This indicates that the changes are related to the interaction between the phenolic groups, which results in further cross-linking via ether bridges. The band observed at $\sim 3455 \, \text{cm}^{-1}$ is an indicator of $-\text{OH}$ stretching in the samples after pyrolization. The presence of an $-\text{OH}$ band is characteristic of a thermoset resin such as phenol-formaldehyde. In general, thermoset resins
Figure 7.14: Representative FTIR spectra for *ex situ* pyrolysis of PyCs and A-CMNCs as a function of the pyrolysis temperature ($T_p$). (a) FTIR spectra for PyCs as a function of $T_p$ up to 1400°C. (b) FTIR spectra of A-CMNCs as a function of $T_p$ up to 1400°C showing slight changes in the chemical structure of A-CMNCs as a function of $T_p$.
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FTIR was also performed on A-CNTs before and after *in situ* thermal processing (See Figure 7.13b). No great alteration in the CNT chemical structure were observed. The band at $\sim$ 1403 cm$^{-1}$ and $\sim$ 1640 cm$^{-1}$ are due to in-ring stretching of the aromatic carbons. The difference in peak broadening and intensity may indicate that small amount of defects are forming in the CNT walls as the temperature increases. This argument is due to the bands at $\sim$ 2851 cm$^{-1}$ and $\sim$ 2920 cm$^{-1}$ which show nearly insignificant $\text{--CH}_2$ alterations. An $\text{--OH}$ stretching band is observed at $\sim$ 3454 cm$^{-1}$ for A-CNTs before and after *in situ* thermal processing, which agrees with recent findings that indicate the presence of water on the surface of CNTs in ambient conditions. These FTIR results indicate that the chemical structure of the A-CNTs that comprise the A-CMNCs will not evolve significantly in the 600°C $\leq T_p \leq$ 1400°C regime studied here.
A-CMNCs prepared via the ex situ pyrolysis approach. As Figure 7.14 illustrates, the FTIR spectra of PyCs (Figure 7.14a) and A-CMNCs (Figure 7.14b) are very similar, and exhibit clear $-\text{OH}$ stretches from water at $\sim 3400 \text{ cm}^{-1}$ and $\sim 650 \text{ cm}^{-1}$. The band at $\sim 1640 \text{ cm}^{-1}$ suggests significant C$=\text{C}$ bonding throughout both the PyCs and A-CMNCs. Also, inorganic carbonate C$=\text{O}$ and O$=\text{C}$$=\text{O}$ stretches at $\sim 1100 \sim 1130 \text{ cm}^{-1}$ suggest significant oxygen presence throughout the material as expected, and indicated by the A-CMNC XRD pattern. It is possible that the oxygen serves as a coupling agent between the CNTs and the PyC crystallites, but further work is required to elucidate the role oxygen plays in the PyC matrix of the A-CMNCs. Although FTIR indicates the possibility of small chemical changes as $T_p$ increases, this chemical structure evolution is consistent with the XRD findings, i.e. that the A-CMNC structure is not affected within the $T_p$ regime studied here. However, since FTIR cannot quantify the differences in the A-CMNC chemical structure as a function of $T_p$, further study via the more quantitative XPS technique is needed.

7.4.1.4 Apparent Density Scaling

The experimentally determined $\rho_{pyc}$ of the PyCs studied here (see Table 7.3), along with the previously reported $\rho_{pyc}$ from Ref. 241 and Ref. 242, are summarized as a function of $L_a/L_c$ and

![Figure 7.15: Evolution of PyC density, $\rho_{pyc}$ (from Eq. 7.6), as a function of crystallite geometry, $L_a/L_c$, and orientation angle, $\theta_{oa}$. The predictions of Eq. 7.6 agree very well with previous data on $\rho_{pyc}$ for HD PyCs (from Zhang et al.[242]), but overestimates $\rho_{pyc}$ for LD PyCs (from the current work, Yajima et al.[241], and Zhang et al.[242]) due to the presence of a significant amount of $> 100$ nm diameter pores in such PyCs.](image-url)
\(\theta_{oa}\) in Figure 7.15. As Figure 7.15 indicates, there is good agreement between predicted (from Eq. 7.6) and reported \(\rho_{pyc}\) for HD PyCs from Ref. 242, which was previously observed to have \(15^\circ \lesssim \theta_{oa} \lesssim 30^\circ.\)\(^{[242]}\) However, the predictions of Eq. 7.6 diverge noticeably from the experimentally determined \(\rho_{pyc}\) of the LD PyCs studied in Ref. 242. This can be attributed to both the degree of graphitization of the PyCs, i.e. LD PyCs with \(L_a/L_c \lesssim 1\) were shown to have \(\theta_{oa} \sim 30 – 35^\circ\) corresponding to an error of \(\lesssim 10\%\) when comparing the predicted \(\rho_{pyc}\) to the reported values,\(^{[242,293]}\) and the population of \(> 100\ \text{nm}\) large pores present in the PyC matrix, which was previously shown to be very significant.\(^{[294]}\) This means that Eq. 7.6, in addition to the XRD, Raman spectroscopy, and FTIR spectroscopy results, can help discern whether the PyC exhibits an LD or HD structure, as long as additional information on the porosity of the PyC matrix is considered. Applying Eq. 7.6 to other LD PyCs, such as the PyCs studied here and in Ref. 241, shows that there are likely significant matrix porosities in both PyC systems, and that the PyCs studied here annihilate the excess matrix porosity as \(T_p\) increases. This is emphasized by the evolution of \(\rho_{pyc}\) as a function of \(L_a/L_c\), which increases from \(L_a/L_c \sim 2.4\) at \(T_p = 600^\circ\text{C}\) to \(L_a/L_c \sim 3.3\) at \(T_p = 1400^\circ\text{C}\), while \(\rho_{pyc}\) changes very little. Such an evolution indicates that the graphitic crystallites in the PyCs studied here are growing at the expense of the porosity, which is indicative of the crystallites becoming more interconnected. Such a structural evolution would correspond to enhanced PyC mechanical properties, which are quantified and modeled in Section 7.4.2.1.

Table 7.3: Experimental and theoretical (from Eq. 7.6 and Eq. 7.7b) values of hardness (\(H_v\)) and apparent density (\(\rho_{pyc}\)) for PyCs as a function of pyrolysis temperature (\(T_p\)), and the experimental specific hardness using the \(H_v/\rho\) and \(H_v/\rho^2\) design parameters for comparison with other superhard materials. Since the current theoretical model for \(\rho_{pyc}\) is not capable of accounting for porosity in the PyCs, the predicted \(\rho_{pyc}\) values are significantly higher than those measured experimentally, thereby leading to the theoretical \(H_v/\rho\) and \(H_v/\rho^2\) to be far lower than their experimental equivalents.

<table>
<thead>
<tr>
<th>(T_p) [(^\circ\text{C})]</th>
<th>Approach</th>
<th>(H_v) [GPa]</th>
<th>(\rho_{pyc}) [g/cm(^3)]</th>
<th>(H_v/\rho) [GPa (	imes) cm(^3)g(^{-1})]</th>
<th>(H_v/\rho^2) [GPa (	imes) cm(^6)g(^{-2})]</th>
</tr>
</thead>
<tbody>
<tr>
<td>600</td>
<td>Experimental</td>
<td>2.10 ± 0.06</td>
<td>1.06 ± 0.01</td>
<td>1.98 ± 0.08</td>
<td>1.87 ± 0.09</td>
</tr>
<tr>
<td></td>
<td>Theory</td>
<td>2.01 ± 0.75</td>
<td>1.41 ± 0.10</td>
<td>1.43 ± 0.64</td>
<td>1.01 ± 0.53</td>
</tr>
<tr>
<td>800</td>
<td>Experimental</td>
<td>3.20 ± 0.06</td>
<td>1.10 ± 0.02</td>
<td>2.91 ± 0.11</td>
<td>2.64 ± 0.15</td>
</tr>
<tr>
<td></td>
<td>Theory</td>
<td>3.08 ± 0.62</td>
<td>1.29 ± 0.06</td>
<td>2.39 ± 0.59</td>
<td>1.85 ± 0.55</td>
</tr>
<tr>
<td>1000</td>
<td>Experimental</td>
<td>4.00 ± 0.06</td>
<td>1.13 ± 0.03</td>
<td>3.54 ± 0.15</td>
<td>3.13 ± 0.21</td>
</tr>
<tr>
<td></td>
<td>Theory</td>
<td>3.93 ± 0.29</td>
<td>1.22 ± 0.02</td>
<td>3.22 ± 0.29</td>
<td>2.64 ± 0.28</td>
</tr>
<tr>
<td>1200</td>
<td>Experimental</td>
<td>3.70 ± 0.06</td>
<td>1.17 ± 0.03</td>
<td>3.16 ± 0.13</td>
<td>2.70 ± 0.18</td>
</tr>
<tr>
<td></td>
<td>Theory</td>
<td>3.68 ± 0.28</td>
<td>1.24 ± 0.02</td>
<td>2.97 ± 0.27</td>
<td>2.39 ± 0.26</td>
</tr>
<tr>
<td>1400</td>
<td>Experimental</td>
<td>3.50 ± 0.06</td>
<td>1.13 ± 0.06</td>
<td>3.10 ± 0.22</td>
<td>2.74 ± 0.34</td>
</tr>
<tr>
<td></td>
<td>Theory</td>
<td>3.62 ± 0.54</td>
<td>1.25 ± 0.04</td>
<td>2.90 ± 0.5</td>
<td>2.32 ± 0.50</td>
</tr>
</tbody>
</table>
7.4.2 Mechanical Behavior Scaling

7.4.2.1 Pyrolysis Temperature Dependence

The scaling of $H_V$ as a function of $T_p$ is presented in Figure 7.16 (and Table 7.3). As Figure 7.16 demonstrates, $H_V$ for the PyCs increases from $H_V \sim 2.1 \text{ GPa}$ at $T_p = 600^\circ \text{C}$ to $H_V \sim 4.0 \text{ GPa}$ at $T_p = 1000^\circ \text{C}$, and then subsequently decreases to $H_V \sim 3.5 \text{ GPa}$ at $T_p = 1400^\circ \text{C}$. See Table 7.3 for the experimentally and theoretically determined $H_V$ and $\rho_{\text{pyc}}$ as a function of $T_p$. While this non-monotonic scaling of $H_V$ as a function of $T_p$ may seem counterintuitive, Eq. 7.7b in combination with $L_a$, $L_c$, and $d_{002}$ is able to explain this behavior. To do so, an approximation for $C_{44}$ must first be established, and since XRD indicates that the PyCs studied here exhibit turbostratic stacking, with $d_{002} > 0.35 \text{ nm}$, $C_{44}$ can be estimated with $C_{44} \sim 0.35 \text{ GPa}$. Next, the evolution of $L_a/L_c$ as a function of $T_p$ needs to be examined. Using the values for $L_a$ and $L_c$ from XRD, $L_a/L_c$ is seen to increase from $L_a/L_c \sim 2.4$ at $T_p = 600^\circ \text{C}$ to $L_a/L_c \sim 3.4$ at $T_p = 1000^\circ \text{C}$, and then subsequently decreases to $L_a/L_c \sim 3.2$ at $T_p = 1400^\circ \text{C}$. Using the scaling relation proposed in Eq. 7.7 and $C_{44} \sim 0.35 \text{ GPa}$, the theoretical $H_V$ evolution is: $H_V$ increases from $H_V \sim 2.0 \text{ GPa}$ at $T_p = 600^\circ \text{C}$ to $H_V \sim 3.9 \text{ GPa}$ at $T_p = 1000^\circ \text{C}$, and then subsequently decreases to $H_V \sim 3.6 \text{ GPa}$ at $T_p = 1400^\circ \text{C}$. See Table 7.3 for details. This theoretical evolution of $H_V$ is in very good agreement with the
This analysis can be extended to $H_V$ results previously reported for PyCs in Refs. 241 and 242. In Ref. 241, there were many samples studied, but only 4 different $T_p$. This means that the data from Ref. 241 is representative data that originates from the results of multiple samples. Additionally, since the results from Ref. 241 that are included in Figure 7.16 originate from samples that exhibit $d_{002} \gtrsim 0.35$ nm, $C_{44}$ for this data set can be estimated using $C_{44} \sim 0.35$ GPa for turbostratic carbon. As Figure 7.16 demonstrates (error bars and dashed lines are guides to the eye and correspond to ±5% uncertainty in the data and Eq. 7.7b predictions, respectively), Eq. 7.7b in combination with the reported values of $L_a$ and $L_c$ lead to a predicted $H_V$ that decreases from $H_V \sim 1.3$ GPa at $T_p \sim 1440^\circ$C to $H_V \sim 0.5$ GPa at $T_p \sim 1730^\circ$C in very good agreement with the reported values ($H_V \sim 1.2$ GPa at $T_p \sim 1440^\circ$C and $H_V \sim 0.5$ GPa at $T_p \sim 1730^\circ$C, respectively). These results for Ref. 241 indicate that although increasing $T_p$ will lead to larger graphitic crystallites, the PyC matrix will become significantly less stiff as a result of the observed growth in $L_c$ outpacing the reported growth in $L_a$. In Ref. 242, there were more than 5 LD and HD PyC samples studied, but only 2 different $T_p$. This means that, as for the PyCs in for Ref. 241, the HD PyC and LD PyC data points from Ref. 242 are representative data that originate from the results of multiple samples. Additionally, since Ref. 242 does not include an estimate of the $d_{002}$ of any of their samples, but their HD and LD PyCs that have $\rho_{pyc} \gtrsim 1.7$ g/cm$^3$ agree very well with the predictions of Eq. 7.6 and have $L_a/L_c \lesssim 1$ characteristic with large degree of graphitic character within the crystallites (but not necessarily $\theta_{oa} < 30^\circ$),$^{[223]} C_{44}$ for the samples that fulfill these $\rho_{pyc}$ and $L_a/L_c$ requirements (i.e. all HD PyC data and two LD PyC data points) can be estimated using $C_{44} \sim 4.5$ GPa for ABAB hexagonal graphite.

As Figure 7.16 demonstrates (error bars and dashed lines are guides to the eye and correspond to reported experimental uncertainty in the Ref. 242 data and ±5% uncertainty in the Eq. 7.7b predictions, respectively), Eq. 7.7b in combination with the reported values of $L_a$ and $L_c$ values of the HD PyCs lead to a predicted $H_V$ that decreases from $H_V \sim 1.2$ GPa at $T_p \sim 1800^\circ$C to $H_V \sim 0.9$ GPa at $T_p \sim 2000^\circ$C in very good agreement with the reported values ($H_V \sim 1.3$ GPa at $T_p \sim 1800^\circ$C and $H_V \sim 0.9$ GPa at $T_p \sim 2000^\circ$C, respectively). Also, as Figure 7.16 shows (error bars and dashed lines are guides to the eye and again correspond to reported experimental uncertainty in the Ref. 242 data and ±5% uncertainty in the Eq. 7.7b predictions, respectively), Eq. 7.7b in combination with the reported values of $L_a$ and $L_c$ values of the LD PyCs lead to a predicted $H_V$ that decreases from $H_V \sim 3.1$ GPa at $T_p \sim 1800^\circ$C to $H_V \sim 2.7$ GPa at $T_p \sim 2000^\circ$C in very good agreement with the
reported values \((H_V \sim 3.0 \text{ GPa at } T_p \sim 1800^\circ \text{C and } H_V \sim 2.5 \text{ GPa at } T_p \sim 2000^\circ \text{C, respectively})\). These results for Ref. 242, like the observed trends in Ref. 241, indicate that increasing \(T_p\) will make the graphitic crystallites more graphitic in nature, and thereby diminish the stiffness of the PyC matrix and resulting A-CMNCs. Therefore, the results presented in Figure 7.16 demonstrate that in aerospace applications, where high hardness/stiffness and low density are desired, the \(T_p\) that is most likely to yield the best performing PyCs, and A-CMNCs, is \(T_p \sim 1000^\circ \text{C}\) for the system studied here.

Material selection for aerospace structures requires that a candidate material, i.e. the PyCs and

<table>
<thead>
<tr>
<th>Designation</th>
<th>Material</th>
<th>(H_V \text{ [GPa]})</th>
<th>(\rho \text{ [g/cm}^3])</th>
<th>(H_V/\rho) ([\text{GPa} \times \text{cm}^3\text{g}^{-1}])</th>
<th>(H_V/\rho^2) ([\text{GPa} \times \text{cm}^6\text{g}^{-2}])</th>
</tr>
</thead>
<tbody>
<tr>
<td>carbon</td>
<td>diamond</td>
<td>96 ± 5</td>
<td>3.51</td>
<td>27.4 ± 1.4</td>
<td>7.8 ± 0.4</td>
</tr>
<tr>
<td></td>
<td>PyC</td>
<td>0.50 – 3.0</td>
<td>1.37 – 2.12</td>
<td>0.3 – 1.4</td>
<td>0.2 – 0.7</td>
</tr>
<tr>
<td></td>
<td>graphite</td>
<td>0.21 – 0.42</td>
<td>1.82 – 1.92</td>
<td>0.1 – 0.2</td>
<td>0.07 – 0.1</td>
</tr>
<tr>
<td></td>
<td>C/C</td>
<td>0.15 – 0.20</td>
<td>1.67 – 1.83</td>
<td>~ 0.1</td>
<td>~ 0.05</td>
</tr>
<tr>
<td>carbides</td>
<td>TiC</td>
<td>30 ± 2</td>
<td>4.93</td>
<td>6.1 ± 0.4</td>
<td>1.2 ± 0.1</td>
</tr>
<tr>
<td></td>
<td>ZrC</td>
<td>26 ± 2</td>
<td>6.73</td>
<td>3.9 ± 0.3</td>
<td>0.57 ± 0.04</td>
</tr>
<tr>
<td></td>
<td>Nb – SiC</td>
<td>26 ± 2</td>
<td>3.21</td>
<td>8.1 ± 0.6</td>
<td>2.5 ± 0.2</td>
</tr>
<tr>
<td></td>
<td>NbC</td>
<td>18 ± 2</td>
<td>7.82</td>
<td>2.3 ± 0.3</td>
<td>0.29 ± 0.03</td>
</tr>
<tr>
<td></td>
<td>WC</td>
<td>18 ± 2</td>
<td>15.63</td>
<td>1.1 ± 0.1</td>
<td>0.07 ± 0.01</td>
</tr>
<tr>
<td>nitrides</td>
<td>c–BN</td>
<td>63 ± 5</td>
<td>3.48</td>
<td>18.1 ± 1.4</td>
<td>5.2 ± 0.4</td>
</tr>
<tr>
<td></td>
<td>(\beta)-Si(_3)N(_4)</td>
<td>30 ± 2</td>
<td>3.19</td>
<td>9.4 ± 0.6</td>
<td>3.0 ± 0.2</td>
</tr>
<tr>
<td></td>
<td>TiN</td>
<td>20 ± 2</td>
<td>5.40</td>
<td>3.7 ± 0.4</td>
<td>0.69 ± 0.07</td>
</tr>
<tr>
<td></td>
<td>ZrN</td>
<td>18 ± 1</td>
<td>7.09</td>
<td>2.5 ± 0.1</td>
<td>0.36 ± 0.02</td>
</tr>
<tr>
<td></td>
<td>VN</td>
<td>15 ± 1</td>
<td>6.13</td>
<td>2.4 ± 0.2</td>
<td>0.40 ± 0.03</td>
</tr>
<tr>
<td></td>
<td>NbN</td>
<td>14 ± 1</td>
<td>8.47</td>
<td>1.7 ± 0.1</td>
<td>0.20 ± 0.01</td>
</tr>
<tr>
<td></td>
<td>AlN</td>
<td>12 ± 1</td>
<td>3.26</td>
<td>3.7 ± 0.3</td>
<td>1.1 ± 0.1</td>
</tr>
<tr>
<td></td>
<td>GaN</td>
<td>12 ± 2</td>
<td>6.15</td>
<td>2.0 ± 0.3</td>
<td>0.32 ± 0.05</td>
</tr>
<tr>
<td></td>
<td>InN</td>
<td>9 ± 1</td>
<td>6.81</td>
<td>1.3 ± 0.1</td>
<td>0.19 ± 0.02</td>
</tr>
<tr>
<td>oxides</td>
<td>SiO(_2)</td>
<td>33 ± 2</td>
<td>4.29</td>
<td>7.7 ± 0.5</td>
<td>1.8 ± 0.1</td>
</tr>
<tr>
<td></td>
<td>RuO(_2)</td>
<td>30 ± 2</td>
<td>6.97</td>
<td>2.9 ± 0.3</td>
<td>0.41 ± 0.04</td>
</tr>
<tr>
<td></td>
<td>Al(_2)O(_3)</td>
<td>20 ± 2</td>
<td>3.95</td>
<td>5.1 ± 0.5</td>
<td>1.3 ± 0.1</td>
</tr>
<tr>
<td></td>
<td>ZrO(_2)</td>
<td>13 ± 2</td>
<td>5.68</td>
<td>2.3 ± 0.4</td>
<td>0.40 ± 0.06</td>
</tr>
<tr>
<td></td>
<td>YO(_2)</td>
<td>7.5 ± 1</td>
<td>5.01</td>
<td>1.5 ± 0.2</td>
<td>0.30 ± 0.04</td>
</tr>
<tr>
<td>phosphides</td>
<td>BP</td>
<td>33 ± 2</td>
<td>2.90</td>
<td>11.4 ± 0.7</td>
<td>3.9 ± 0.2</td>
</tr>
<tr>
<td></td>
<td>GaP</td>
<td>9.5 ± 1</td>
<td>4.14</td>
<td>2.3 ± 0.2</td>
<td>0.55 ± 0.06</td>
</tr>
<tr>
<td></td>
<td>AlP</td>
<td>9.4 ± 1</td>
<td>2.85</td>
<td>3.3 ± 0.4</td>
<td>1.2 ± 0.1</td>
</tr>
<tr>
<td></td>
<td>InP(_2)</td>
<td>5.4 ± 0.5</td>
<td>4.81</td>
<td>1.1 ± 0.1</td>
<td>0.23 ± 0.02</td>
</tr>
</tbody>
</table>
A-CMNCs studied here, be compared to all other materials available using two governing design parameters for hard lightweight materials (i.e. $E_{\text{eff}}/\rho$ and $E_{\text{eff}}/\rho^2$). Since $E_{\text{eff}}$ can be readily converted into $H_V$ via empirical relations, $H_V/\rho$ and $H_V/\rho^2$ can be used in a similar way compare the performance of superhard materials whose $E_{\text{eff}}$, which is normally evaluated using tensile testing that may not be appropriate for ceramics, may not be readily available. The experimental $\rho_{\text{pyc}}$ and $H_V$ results for the PyCs are compared to literature values for PyCs, carbon materials, and superhard carbides, nitrides, oxides, and phosphides in a $\rho$ vs. $H_V$ Ashby-like chart (See Figure 7.17). See Table 7.4 for details. As Figure 7.17 demonstrates, $H_V$ of the PyCs studied here, on an absolute scale, is higher than the previously reported values for PyCs, graphite, and C/C, but is significantly lower than the $H_V$ of other superhard materials. However, when the $H_V/\rho$ design parameter, which is used for designing lightweight materials, is utilized to compare the $H_V$ values, Figure 7.17 and Table 7.4 illustrate that the performance of the PyCs pyrolyzed at $T_p = 1000^\circ\text{C}$ ($\rightarrow H_V/\rho \sim 3.5$ GPa $\times$ cm$^3$g$^{-1}$) become comparable to the superhard AlP, AlN, TiN, and ZrC. Additionally, when the $H_V/\rho^2$ aerospace design parameter, which is used for designing lightweight materials, is utilized to analyze the performance of the PyCs, Figure 7.17 and

Figure 7.17: Hardness ($H_V$) as a function of apparent density ($\rho$) for the PyCs studied here and various other PyCs, carbon materials, and superhard materials such as carbides, nitrides, oxides, and phosphides showing that for lightweight applications such as aerospace (i.e. design parameter of $H_V/\rho^2$), PyCs are among the leading candidate materials.
Table 7.4 illustrate that the PyCs pyrolyzed at $T_p = 1000^\circ$C ($\sim H_v/\rho^2 \sim 3.1 \text{ GPa} \times \text{cm}^6\text{g}^{-2}$) are comparable in performance to the superhard BP and $\beta$-Si$_3$N$_4$, where only diamond and c-BN have higher performance. This means that through additional work on the optimization of the structure of the PyCs, these materials can become among the leading candidates for the design and manufacture of high hardness low density material structures, especially for aerospace applications.

### 7.4.2.2 Scaling of Axial Effective Modulus with CNT Packing Proximity

The experimental and theoretical scaling of $H_v$ for A-CMNCs synthesized at $T_p = 1400^\circ$C are summarized in Table 7.5. This $T_p$ was selected to maximize the chance of strong binding between the CNTs and the PyC matrix, and since XRD indicates that the PyC matrix in the A-CMNCs does not evolve significantly in the studied $T_p$ regime, $H_v$ of the PyC matrix would likely be the same for any A-CMNC produced at $T_p$ ranging from $\sim 600^\circ$C to $\sim 1400^\circ$C. As Table 7.5 illustrates, $H_v$ increases as $V_f$ increases, and peaks at $V_f \sim 10\%$ where $H_v \sim 4.3 \text{ GPa}$. To compare to the results of a previous simulation study of the mechanical behavior of A-CMNCs that have an a- C matrix,$^{159}$ a previously reported empirical conversion factor of $E_{cmnc}/H_v \sim 10 \pm 2\times$ (from Figure 7.4) as shown by Figure 7.18 is used.$^{267}$ Using the experimental (axial) $E_{cmnc}$ values that were converted from $H_v$, the model detailed in Section 7.3.2.3 was used at $Y/G \sim 30$ to study the scaling of $E_{cmnc}(V_f)$ up to $V_f \sim 30\%$, as presented in Figure 7.18. See Chapter 6 for the compliance

<table>
<thead>
<tr>
<th>$V_f \ [%]$</th>
<th>Approach</th>
<th>$H_v \ [\text{GPa}]$</th>
<th>$\rho_{cmnc} \ [\text{g/cm}^3]$</th>
<th>$H_v/\rho$ [GPa $\times$ cm$^3$g$^{-1}$]</th>
<th>$H_v/\rho^2$ [GPa $\times$ cm$^6$g$^{-2}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Experimental</td>
<td>3.50 $\pm$ 0.06</td>
<td>1.13 $\pm$ 0.06</td>
<td>3.10 $\pm$ 0.22</td>
<td>2.74 $\pm$ 0.34</td>
</tr>
<tr>
<td>1</td>
<td>Experimental</td>
<td>3.51 $\pm$ 0.20</td>
<td>0.9 $\pm$ 0.1</td>
<td>3.9 $\pm$ 0.7</td>
<td>4.3 $\pm$ 1.2</td>
</tr>
<tr>
<td></td>
<td>Theory</td>
<td>$\sim$ 3.50</td>
<td>1.14 $\pm$ 0.06</td>
<td>3.07 $\pm$ 0.16</td>
<td>2.69 $\pm$ 0.29</td>
</tr>
<tr>
<td>5</td>
<td>Experimental</td>
<td>3.67 $\pm$ 0.10</td>
<td>0.9 $\pm$ 0.1</td>
<td>4.1 $\pm$ 0.6</td>
<td>4.5 $\pm$ 1.2</td>
</tr>
<tr>
<td></td>
<td>Theory</td>
<td>3.80 $\pm$ 0.04</td>
<td>1.16 $\pm$ 0.06</td>
<td>3.28 $\pm$ 0.20</td>
<td>2.82 $\pm$ 0.32</td>
</tr>
<tr>
<td>10</td>
<td>Experimental</td>
<td>4.30 $\pm$ 0.10</td>
<td>0.9 $\pm$ 0.1</td>
<td>4.8 $\pm$ 0.7</td>
<td>5.3 $\pm$ 1.3</td>
</tr>
<tr>
<td></td>
<td>Theory</td>
<td>4.53 $\pm$ 0.11</td>
<td>1.19 $\pm$ 0.05</td>
<td>3.81 $\pm$ 0.25</td>
<td>3.20 $\pm$ 0.35</td>
</tr>
<tr>
<td>15</td>
<td>Theory</td>
<td>5.64 $\pm$ 0.21</td>
<td>1.22 $\pm$ 0.05</td>
<td>4.62 $\pm$ 0.36</td>
<td>3.79 $\pm$ 0.45</td>
</tr>
<tr>
<td>20</td>
<td>Theory</td>
<td>7.20 $\pm$ 0.33</td>
<td>1.24 $\pm$ 0.05</td>
<td>5.81 $\pm$ 0.48</td>
<td>4.68 $\pm$ 0.57</td>
</tr>
<tr>
<td>25</td>
<td>Theory</td>
<td>9.31 $\pm$ 0.53</td>
<td>1.27 $\pm$ 0.05</td>
<td>7.33 $\pm$ 0.71</td>
<td>5.77 $\pm$ 0.79</td>
</tr>
<tr>
<td>30</td>
<td>Theory</td>
<td>12.10 $\pm$ 0.63</td>
<td>1.30 $\pm$ 0.04</td>
<td>9.31 $\pm$ 0.77</td>
<td>7.16 $\pm$ 0.82</td>
</tr>
</tbody>
</table>
Figure 7.18: Axial modulus scaling with $V_f$ for A-CMNCs. The scaling of $E_{cmnc}(V_f)$ as a function of the CNT morphology (via Eq. 7.9) is compared to the experimentally quantified $E_{cmnc}(V_f)$ that was converted from $H_V$ using the previously reported empirical conversion factor of $E_{cmnc}/H_V \sim 8 - 12 \times$. Additionally, the theoretical and experimental $E_{cmnc}(V_f)$ results are compared to the results of a previous simulation study on an A-CMNC that has an a-C matrix.

Contributions of the extension, bending, and shear deformation mechanisms for $Y/G \sim 30$ that indicate that the shear and bending modes contribute equally and dominate the effective compliance of A-CMNCs. As Figure 7.18 demonstrates, the predictions of Eq. 7.9 have very good agreement with both the converted experimental $E_{cmnc}$ and the A-CMNC values previously reported in Ref. 159. Additionally, although manufacturing difficulties associated with the productions of the A-CMNCs, e.g., the presence of physisorbed water that fills up the inter-CNT region, prevented the study of A-CMNCs at $V_f > 10\%$ for this dissertation, the predictions of Eq. 7.9 indicate that $E_{cmnc} > 100$ GPa may be possible at $V_f \gtrsim 30\%$ (see Figure 7.18). Processing improvement could enable the realization of such high values for the $V_f$ of A-CMNCs, since the current technique used to increase the $V_f$ of the A-CNT arrays could be used to make A-CNT arrays with $V_f > 30\%$.

To compare the expected A-CMNC performance as a function of $V_f$ to other superhard materials, the theoretical scaling of the $\rho_{cmnc}$ was evaluated using rule of mixtures (via $\rho_{pyc} \approx 1.13 \pm 0.06$ g/cm$^3$ and intrinsic density of CNTs $\rho_{cnt} \sim 1.7$ g/cm$^3$), and the values predicted by Eq. 7.9 were converted back to $H_V$. See Table 7.5 for exemplary predicted A-CMNC $H_V$ (converted from $E_{cmnc}$) values at $V_f = 1\%, 5\%, 10\%, 15\%, 20\%, 25\%$, and $30\%$ that were converted back to $H_V$.

Comparison of the experimental and (the converted) theoretical scaling of $H_V$ for A-CMNCs synthesized at $T_p = 1400^\circ C$ to literature values of $H_V$ of the materials included in Table 7.4 using...
the \( Hv/\rho \) and \( Hv/\rho^2 \) design parameters can be found in Figure 7.19. See Table 7.5 for the estimated specific \( Hv \) of A-CMNCs. As Figure 7.19 demonstrates, \( Hv \) of the A-CMNCs studied here, especially the predicted value for \( V_f = 30\% \) fall right in the middle of the \( Hv \) of superhard materials, and is equivalent to the \( Hv \) of AlN, GaN, NbN, and ZrO\(_2\) on an absolute scale. Using the \( Hv/\rho \) design parameter, Figure 7.19 and Table 7.5 illustrate that the A-CMNCs at \( V_f = 30\% \) can outperform most of the superhard materials, and be equivalent in performance to \( \beta - Si_3N_4 \). Additionally, when the \( Hv/\rho^2 \) aerospace design parameter is utilized to analyze the performance of the A-CMNCs, Figure 7.19 and Table 7.5 illustrate that the A-CMNCs at \( V_f = 30\% \) are predicted to be equivalent in performance to diamond, and is therefore the leading superhard material for aerospace applications. This result is significant because the PyCs studied here are thermally stable at operating temperatures > 1000°C and pressures < 1 GPa (as extensively illustrated in Section 7.4.1), which is not true of either diamond, or c–BN (the closest alternative to diamond). Diamond was previously reported to oxidize at \( \sim 600°C \), graphitize at \( \sim 1400°C \), and readily react with molten ferrous materials to form soot.\[300,302–305\] On the other hand, c–BN was reported to not react with molten ferrous materials,\[304–306\] and have higher oxidation (\( \sim 1200°C \)) and ‘graphitization’ (\( \sim 1500°C \)) temperatures.

![Figure 7.19: Hardness (\( Hv \)) as a function of density (\( \rho \)) for the A-CMNCs studied here and various other PyCs, carbon materials, and superhard materials as summarized in Figure 7.17. This plot shows that A-CMNCs synthesized at \( V_f > 30\% \) could outperform diamond in super lightweight aerospace structure that use \( Hv/\rho^2 \) design parameter for materials selection.](image-url)
than diamond,[304,305,307] but the synthesis of high performing c-BN requires the high temperature and high pressure conversion of graphite-like hexagonal BN (h-BN) phase, which can be achieved through pyrolysis,[308,309] to diamond-like c-BN.[310,311] This type of processing is too expensive and yields c-BN crystals that are too small for many high value industrial applications.[305] Additionally, synthesis of c-BN via CVD may enable wider application of this superhard material, but c-BN films prepared using current techniques exhibit crystallites that are very small and highly defective which diminishes their performance.[305] Since high performing A-CMNCs can be readily made via the pyrolysis of A-PNC precursors without the need for extreme post-processing, i.e. high temperature and high pressure conditions, A-CMNCs are attractive candidates for next-generation lightweight materials.

7.5 Conclusions and Recommendations for Future Work

This Chapter presented the extensive crystallite geometry, bonding character, and chemical characterization of the PyC matrix of the A-CMNCs, and the resulting experimental and theoretical structure-property relations of the A-CMNCs and their PyC matrix as a function of both \( T_p \) and \( V_f \). The XRD results indicate that as \( T_p \) increases from \( T_p = 600^\circ\text{C} \) to \( T_p = 1000^\circ\text{C} \), \( L_a \) and \( L_c \) of the graphitic crystallites in the pure PyCs grow in magnitude noticeably, whereas \( L_a \) and \( L_c \) of the graphitic crystallites that comprise the PyC matrix of the A-CMNCs do not evolve a statistically significant amount. This indicates that the presence of the CNTs in the A-CMNCs assists the self-organization of the graphitic crystallites that comprise their PyC matrix, but since the \( d_{002} \) for pure PyCs and the PyC matrix in the A-CMNCs shows the same evolution as a function of \( T_p \), the A-CNTs do not alter the graphitic nature of the crystallites that comprise the A-CMNC matrix. The results of Raman spectroscopy further support this conclusion, since \( I_D/I_G \), \( A_D/A_G \), \( \gamma_D \), and \( \gamma_G \) which are indicative of the position of the PyCs in the amorphization trajectory show no statistically significant change as \( V_f \) increases up to \( \sim 10\% \) CNTs. Additionally, the results of FTIR spectroscopy show that other than slightly less distinct C–O stretching bands, there is very little difference between the pure PyC matrix and the A-CMNCs. These results indicate that the CNT confinement effects on the graphitic crystallites that comprise the PyC matrix are very weak for \( V_f \leq 10\% \) A-CNTs, and are only noticeable on the \( \sim 10 \) nm scale (the same order of magnitude as the inter-CNT spacing \( \Gamma \)), which means that further work on higher \( V_f \) A-CMNCs is needed, and that future study of the morphology and geometry evolution of the graphitic crystallites that comprise the A-CMNC
matrix in 3D via a newly developed quantitative electron tomography technique is necessary.[157] Also, theoretical modeling of the 2D arrangement of the graphitic crystallites in the PyCs allows $\rho_{pyc}$ to be predicted, HD and LD PyCs to be distinguished, and the degree of porosity to be inferred. Modeling of the PyC mechanical properties indicates that $C_{44}$ by far dominates the measured $H_V$ of the PyCs, and that the evolution of $L_a/L_c$ and $d_{002}$ explains the observed non-monotonic scaling of $H_V$ with $T_p$, where smaller $d_{002}$ and larger $L_a/L_c$ correspond to enhanced mechanical performance. Comparison of the $H_V$ results of PyCs using the $H_V/\rho$ (lightweight materials) and $H_V/\rho^2$ (super lightweight materials) design parameters shows that the performance of the PyCs studied here is average for superhard materials using the $H_V/\rho$ design parameter, and among the best performing superhard materials when the $H_V/\rho^2$ design parameter is used (equivalent in performance to BP and $\beta$–$\text{Si}_3\text{N}_4$. A-CMNC hardness results indicate that $V_f$ increase enhance the A-CMNC $H_V$, and modeling indicates that A-CMNCs at $V_f = 30\%$ could see $>300\%$ enhancements in $H_V$ when compared to the pure PyC matrix. Additionally, comparison of the experimental and theoretical $H_V$ results for A-CMNCs to other superhard materials using the $H_V/\rho$ and $H_V/\rho^2$ design parameters shows that the A-CMNCs perform as well as BP and $\beta$–$\text{Si}_3\text{N}_4$ for lightweight materials, and perform similarly to diamond for super lightweight materials, such as aerospace structures. This means that A-CMNCs at $V_f > 30\%$ could outperform all other known superhard materials, thereby making them one of the leading candidates for high hardness low density applications. Since A-CMNCs at $V_f \geq 30\%$ could in theory be manufactured at large scales, exhibit thermal stability at temperatures $>1400^\circ\text{C}$, and have a specific hardness that is comparable or better than the current state-of-the-art superhard materials (diamond and $c$–$\text{BN}$), but their experimental synthesis was not yet achieved, further work is required to improve the A-CMNC processing at $V_f > 10\%$. Once A-CMNCs at $V_f \geq 30\%$ can be made in large scales, next-generation high hardness, high temperature, low density aerospace architectures with enhanced performance could be designed and manufactured.

In the next Chapter, the contributions of this thesis are summarized, the results presented in Chapters 4, 5, 6, and 7 are used to recommend future paths of study, and the conclusions that can be drawn from this work are discussed.
Chapter 8

Conclusions and Recommendations

The work presented in this thesis was conducted to elucidate the impact of NF structure and morphology on the performance of aligned NF arrays, specifically A-CNT arrays, and their nanocomposites. The 3D morphology and mechanical behavior of A-CNT arrays, A-PNCs, and A-CMNCs were quantified using experimental characterization, theoretical modeling, and multi-scale simulation. The A-CNT packing structure was evaluated as a function of CNT proximity both experimentally, via electron microscopy, and theoretically, via an effective two-dimensional coordination number model. A simulation capable of modeling $> 10^5$ CNTs that comprise A-CNT arrays with 3D stochastic wavy morphologies was developed, and show that square packing is a reasonable approximation for high waviness ($w > 0.2$) while hexagonal close packing is best for low waviness ($w < 0.1$). Additionally, the 3D morphology simulation was used in conjunction with experimental results to analyze the average coordination and inter-CNT spacing of A-CNT arrays as a function of packing proximity, and indicates that the CNT waviness decreases from $w \sim 0.2$ to $w \sim 0.1$ as $V_f$ increases from $\sim 1\%$ to $\sim 20\%$, which lead to a linear scaling of the waviness correction factor for the inter-CNT spacing in the $V_f$ regime studied here. Mechanical property modeling using stochastic wavy 3D A-CNT morphology using an analysis originally developed for carbon nanocoils, shows that the torsion and shear deformation mechanisms of the CNTs, which are governed by the very low $G$ of CNTs ($\rightarrow Y/G \sim 1000$), dominate their effective compliance and are responsible for the $\sim 1000\times$ stiffness enhancement previously observed for these A-CNT arrays as $V_f$ is increased from $\sim 1\%$ to $\sim 20\%$. Extension of the stochastic wavy 3D morphology based mechanical modeling approach to A-PNCs and A-CMNCs via rule of mixtures indicates that the significant relative shear stiffness contribution of the matrix, which effectively eliminates the torsion deformation mecha-
nism of the CNTs due to matrix bonding, governs the CNT reinforcement efficacy, and that the ratio of Y and the matrix modulus (→ Y/E_{pm} ∼ 300 and Y/E_{cm} ∼ 30 in the current work) determines the contribution of the CNT deformation mechanism to the effective axial A-CNT compliance. In-depth analysis of the geometry and morphology, bonding character, and chemical structure of the graphitic crystallites that comprise the PyC matrix as a function of processing indicates that the crystallite geometry and graphitic nature can be utilized to model their structure-mechanical property relations, and that the A-CNTs facilitate self-organization of the graphitic crystallites on the meso-scale without changing their degree of graphitization, and therefore mechanical behavior at V_f ≤ 10%. Finally, taking into account the low density of the A-CMNCs, this dissertation shows that A-CMNCs synthesized at V_f > 30% could overtake diamond as the top performing superhard material for super lightweight structures, such as aerospace structures.

Using these results, the property prediction tools developed in this thesis can be applied to other A-CNT systems, and should be applicable in most cases to aligned NF systems in general, and the step-by-step approach to apply the current analysis to other NF architectures was outlined. Additionally, the limitations and validity regimes of the theoretical and simulations frameworks developed in this work were identified and discussed. Finally, factors that cannot be quantified or integrated into current theory, but strongly influence the 3D CNT morphology and mechanical behavior, were identified, and paths for their future quantification were outlined.

In the remainder of this Chapter, a summary of the dissertation contributions, and the recommended paths of future study are presented.

8.1 Summary of Thesis Contributions

The major contributions and findings of this dissertation are as follows:

**Development of multi-scale simulation for modeling up to 1 million CNTs with 3D stochastic wavy morphologies**

Using a previously developed model that ties Γ to V_f, and newly developed relations that enable easy conversions of the deterministic w to τ, this dissertation presents a simulation framework that, using xyz space displacements on the nm-scale, is able to re-produce the meso-scale topology of CNTs that comprise A-CNT systems in 3D. The error scaling of this simulation in the produced A-CNT morphology is shown to scale as 1/√n, and the computational efficiency of this meso-scale morphology modeling approach is exemplified by the capability of the presented simulation
framework to accommodate $n > 10^5$ CNTs with run times that are $< 24$ hr. Additionally, this thesis contains a detailed guide that can enable the use of this simulation framework in future studies of other A-CNT arrays, and aligned NF systems in general.

**CNT packing geometry and waviness evolution quantified as a function of packing proximity**

Analysis *via* SEM indicates that the average waviness of A-CNT arrays undergoing mechanical densification decreases non-linearly from $w \sim 0.2$ at $V_f \approx 1\%$ CNTs, the as-grown state, to $w \sim 0.1$ at $V_f \approx 20\%$ CNTs, the highest CNT packing explored here. These results are significant because previous studies that did not have access to this CNT morphology trend either assumed a constant CNT waviness, *e.g.* $w = 0.25 - 0.3$, or neglected the CNT waviness altogether, *i.e.* $w = 0$. This dissertation shows that neither approximation is appropriate and should not be used in future studies. Using the 3D CNT morphology simulation, this thesis shows that using non-representative measures of the CNT waviness can lead to errors in $\Gamma$ that may exceed $10\%$, and that the ideal hexagonal close packing ($N = 6$) is best suited for A-CNT arrays as studied here with minimal waviness ($w < 0.1$), whereas square close packing ($N = 4$) works best for A-CNT arrays with noticeable waviness ($w > 0.2$). Also, using the scaling of $\Gamma$ and $w$ as a function of $V_f$, it is shown that $N$ of the CNTs increases much faster than previously expected as $V_f$ increases, and that the CNT morphology can be adequately described using hexagonal close packing (in conjunction with waviness) at $V_f \gtrsim 20\%$.

**Torsion and shear deformation mechanisms govern axial elastic behavior of A-CNT arrays**

The previously observed four orders of magnitude reduction in the effective A-CNT array axial stiffness at $V_f \approx 1\%$ CNTs, *i.e.* $\sim 1$ MPa measured vs. $\sim 10$ GPa predicted ($\rightarrow Y \sim 1$ TPa),\textsuperscript{[29]} is demonstrated to originate from the CNT waviness. Modeling indicates that the low $G$ of the CNTs, which governs the shear and torsion deformation mechanisms, dominates the effective compliance of the A-CNTs, and that their incomplete consideration in past theoretical models leads to overpredictions of the A-CNT stiffness by *orders of magnitude*. Additionally, by including information on the $V_f$ scaling of both the mean value and statistical uncertainty of the CNT waviness, the current analysis is able to replicate the previously reported $\sim 1000\times$ enhancement in effective axial modulus, *i.e.* from $\sim 1$ MPa at $V_f \approx 1\%$ to $\sim 1$ GPa at $V_f \approx 20\%$, observed for A-CNT arrays. Finally, the modeling results show that, while the bending deformation mechanism is normally assumed to dominate the effective axial compliance contribution in A-CNT systems, the bending deformation
mechanism is not the dominant stiffness loss mechanism in A-CNT arrays (where $Y/G \sim 1000$).

**Polymeric matrix reduces CNT waviness and enhances axial CNT reinforcement of A-PNCs by eliminating torsion**

By integrating 3D morphology information of A-CNT arrays into mechanical models, this dissertation shows that the much lower than expected effective stiffness of A-PNCs originates from the tortuosity of the CNTs. Also, by including information on both the uncertainty and $V_f$ scaling of the waviness, the simulation is able to replicate the previously reported effective stiffness of A-PNCs with $Y/E_m \sim 200-300$, while outperforming the mechanical property predictions of previous FEA models that were only capable of analyzing CNTs with a constant $w$. Additionally, the simulation indicates that the presence of a polymer matrix reduces the waviness of the A-CNTs in the A-PNC by $\approx 10\% - 25\%$ when compared to the waviness of as-grown (having no matrix) A-CNT arrays. Using these results, mechanical modeling indicates that the effective axial modulus of CNTs in the A-PNCs evolves from $\sim 10$ GPa to $\sim 30$ GPa as $V_f$ increases, which is significantly smaller than predicted by current theory.

**Graphitic crystallites in PyCs do not evolve significantly between 1000 - 1400°C**

It was expected that as $T_p$ increases, the $L_a$ and $L_c$ of the graphitic crystallites in the pure PyCs would increase in magnitude. However, the XRD results indicate that the $L_a$ and $L_c$ of the graphitic crystallites in the pure PyCs only grow from $T_p = 600^\circ C$ to $T_p = 1000^\circ C$, and stay about the same from $T_p = 1000^\circ C$ to $T_p = 1400^\circ C$, the highest $T_p$ studied here. This indicates that at $T_p > 1000^\circ C$, the graphitic crystallites in the PyCs become more inter-connected, i.e. via sp$^3$ ‘defects’, but do not have sufficient energy to self-organize into larger crystallites, which is illustrated by a plateau in $L_a$ and $L_c$. Raman spectroscopy further support this explanation, since $I_D/I_G$ and $A_D/A_G$ increase with $T_p$, which is normally indicative of more defects being formed, while $\gamma_D/\gamma_G$ decreases with $T_p$, which shows that the PyC is moving toward becoming NC graphite in the amorphization trajectory. FTIR spectroscopy also supports this idea by showing that there is noticeable chemical evolution of the PyCs from $T_p = 600^\circ C$ to $T_p = 1000^\circ C$, while the spectra do not change significantly from $T_p = 1000^\circ C$ to $T_p = 1400^\circ C$.

**Correlations that relate crystallite geometry with Raman spectroscopy require modification for these PyCs**

The correlation that was originally proposed by Tuinstra and Koenig, and later modified by a number authors to account for laser energy differences, is the benchmark relation used to extract
quantitative information about $L_a$ from the Raman spectrum (via $I_D/I_G$ and/or $A_D/A_G$) for graphitic materials without the need for confirmation via XRD or neutron scattering, but this dissertation clearly shows that such a correlation does not hold generally and also for LD PyCs studied here. To explain the observed trend of $I_D/I_G$ with $L_a$, the previously proposed scaling relation for a-C transforming into NC graphite (i.e. stage $2 \rightarrow 1$, see related discussion in Chapter 7) was modified to intersect with a laser energy corrected correlation based on the benchmark relation but at a much larger $L_a \sim 6$ nm (up from the original $L_a = 2 - 3$ nm). This is due to a longer lifetime of the photoexcited virtual electron-hole pair in the highly defective graphitic crystallites that comprise the PyCs, which could be caused by doping, e.g. by electron or hole donors like nitrogen and boron, or other effects that enhance electron-electron interactions. These results indicate that the Tuinstra and Koenig relation fails at $L_a > 6$ nm in highly disordered PyCs, like the ones studied here, and should therefore not be used to analyze all carbon materials without at least confirmation of the relation’s applicability from XRD or neutron scattering.

**Modeling of the crystallite arrangement in PyCs enables non-destructive analysis of their micro/nano-structure**

Knowing the $L_a$ and $L_c$ of the graphitic crystallites should enable the prediction of micro/nano-structure related material properties, and this dissertation shows that a simple geometrical relation can be utilized to model the apparent density of the PyCs. Also, since the model predictions exhibit very good agreement with experimental density data for HD PyCs, but the density of LD PyCs is noticeably overpredicted, this correlation can be used to easily and non-destructively distinguish PyCs that exhibit the HD crystallite arrangement from those that exhibit the LD crystallite ordering. Additionally, this model could be used to approximate the amount of $> 100$ nm pores present in the PyCs and their specific surface area without the need for undertaking surface area analysis studies.

**Non-monotonic hardness scaling of PyCs is governed by the inter-layer shear modulus and crystallite geometry**

Since the $C_{44} (\rightarrow C_{44} \sim 0.3 - 5$ GPa) inter-layer shear constant for graphitic materials is orders of magnitude smaller than the in-plane $C_{11} (\rightarrow C_{11} \sim 1$ TPa) and out-of-plane $C_{33} (\rightarrow C_{33} \sim 30 - 40$ GPa) extension stiffness constants, the model developed in this dissertation shows that $C_{44}$ by far dominates the measured $H_V$ of the PyCs. Additionally, modeling indicates that the evolution of $L_a/L_c$ and $d_{002}$ explains the observed non-monotonic scaling of $H_V$ with $T_p$, where smaller $d_{002}$ and larger $L_a/L_c$ correspond to enhanced hardness and stiffness. These results indicate that although in-
creasing $T_p$ can lead to more graphitic crystallites, which increases their $C_{44}$, this higher $T_p$ will also lead to much smaller aspect ratio crystallites (i.e. $L_a/L_c$ decreases), which makes them more sensitive to inter-layer shear deformation. This means that although pyrolysis at higher temperatures can lead to more graphite-like PyCs, their mechanical performance will be diminished. Such an insight helps dispel the confusion in the literature that surrounds why some PyCs become more compliant as $T_p$ increases, while others remain superhard, and this has to do directly with the evolution of their average $L_a$, $L_c$, and $d_{002}$.

**A-CNTs lead to meso-scale evolution of the PyC matrix, but atomic structure of the crystallites is unchanged**

As the XRD results illustrate, the $L_a$ and $L_c$ of the graphitic crystallites that comprise the PyC matrix of the A-CMNCs do not evolve significantly as $T_p$ increases from $T_p = 600^\circ$C to $T_p = 1400^\circ$C. This indicates that the presence of the CNTs in the A-CMNCs helps with the self-organization of the graphitic crystallites that comprise their PyC matrix, but since the $d_{002}$ for pure PyCs and the PyC matrix in the A-CMNCs shows the same evolution as a function of $T_p$, the A-CNTs do not alter the graphitic nature of the crystallites that comprise the A-CMNC matrix. The results of Raman spectroscopy further support this hypothesis, since $I_D/I_G$, $A_D/A_G$, $\gamma_D$, and $\gamma_G$ which are indicative of the position of the PyCs in the amorphization trajectory show no statistically significant change as $V_f$ increases up to $\sim 10\%$ CNTs. Additionally, the results of FTIR spectroscopy show that other than a slightly less distinct C–O stretching bands, there is very little difference between the pure PyC matrix and the A-CMNCs. These results indicate that the CNT effects on the graphitic crystallites that comprise the PyC matrix are very weak, and are only noticeable on the $\sim 10\text{ nm}$ scale (the same order of magnitude as the inter-CNT spacing $\Gamma$) for A-CNT $V_f \leq 10\%$.

**A-CMNCs could outperform diamond in high hardness low density aerospace structures**

The experimental A-CMNC hardness results indicate that $V_f$ increases enhance the A-CMNC $H_V$, and modeling indicates that A-CMNCs at $V_f = 30\%$ could see $> 300\%$ enhancement in $H_V$ and axial stiffness when compared to the pure PyC matrix. Additionally, comparison of the experimental and theoretical $H_V$ results for A-CMNCs to other superhard materials using the $H_V/\rho$ (lightweight materials) and $H_V/\rho^2$ (super lightweight materials) design parameters shows that the A-CMNCs perform as well as BP and $\beta$–Si$_3$N$_4$ for lightweight materials, and perform similarly to diamond for super lightweight materials, such as aerospace structures. This means that A-CMNCs
at $V_f > 30\%$ (note that only $V_f \leq 10\%$ was achieved in this thesis) could outperform all other known superhard materials, thereby making them one of the leading candidates for high hardness low density applications.

8.2 Recommendations for Future Work

The work presented in this thesis raises a number of unanswered questions. In an effort to address these points, the following future work is proposed:

**NF morphology in true three dimensions**

- Experimental evaluation and re-construction of the CNT topology in three dimensions *via* quantitative electron tomography, similar to the recent work by Natarajan *et al.*\(^{157}\)

- Atomistic and meso-scale modeling of the CNT electrostatic interactions as a function of CNT proximity and surface chemistry.

- Extension of the 3D morphology simulation to explicitly account for CNT-CNT interactions.

- Study and modeling of the spatial evolution of the A-CNT packing structure during mechanical manipulation.

**Mechanical behavior of A-CNTs**

- Atomistic and NCM exploration of the nm-scale evolution of the CNTs during deformation.

- Exploration of the impact of defects, such as divacancies and inter-layer bonds, on the shear and torsion deformation modes in the CNTs that comprise A-CNT arrays.

- Modeling and simulation of CNT-CNT frictional effects as a function of mechanical testing technique, *e.g.* indentation with different tip geometries, as discussed in Cebeci, Stein, and Wardle.\(^{29}\)

- Experimental and theoretical prediction of the full elastic constitutive relations of A-CNT arrays as a function of $V_f$.

**Full elastic constitutive relations of A-PNCs**
Experimentally informed, via Handlin et al.,[158] FEA and meso-scale modeling of the full elastic constitutive relations (i.e. beyond solely axial stiffness) of A-PNCs and their evolution with CNT packing proximity.

- Atomistic and meso-scale modeling of the impact of a CNT-polymer interphase layer on the load transfer between the A-CNTs and polymer matrix in A-PNCs.
- *In situ* mechanical testing and 3D topology re-construction to explore impact of polymeric matrix on the CNT deformation mechanisms activated in A-PNCs.

**PyC matrix modeling and evaluation**

- Analysis of atomic and meso-scale evolution of the graphitic crystallites that comprise the PyCs as a function of processing via small and wide angle x-ray scattering, similar to the recent work by Faber et al.[312]
- Modeling and simulation of inter-layer bonding and disorder and their impact on the inter-layer shear modulus of graphitic crystallites.
- Theoretical and experimental exploration of the load transfer efficacy of sp$^3$ crystallite-crystallite junctions.

**A-CMNC synthesis and processing**

- Exploration of vapor phase polymer infusion methods to enable synthesis of A-CMNCs at $V_f > 30\%$.
- Experimental quantification of the impact re-infusion processing has on the chemical structure and nature of A-CMNCs.
- A study of the importance of atmosphere and pressure on the porosity and nanostructure of the A-CMNCs.

**Structure-mechanical property relations for A-CMNCs as a function of CNT proximity**

- A study of the role CNT confinement plays during the formation and self-organization of the graphitic crystallites that comprise the PyC matrix of the A-CMNCs, especially at $V_f > 10\%$.
Atomistic and meso-scale modeling of the evolution of CNT-CNT junctions inside of the A-CMNCs during deformation.

Simulation of the formation of a CNT-PyC interphase region, and its impact on load transfer.

Thermal and electrical property modeling and prediction for A-CNT systems

- Modeling of the influence of CNT-CNT junction on barriers to phonon and electron hopping.
- Simulation of the evolution of CNT-CNT junctions as a function of CNT proximity and their contribution to energy dissipation mechanisms.
- Investigation of the role of native wall defects, inter-layer, and local curvature play on the phonon and electron scattering probabilities in the CNTs that comprise A-CNT systems.
- Experimental characterization of non-isotropic thermal and electrical conduction in A-CNT nanocomposites as a function of $V_f$. 
Appendix A

Waviness Data

This Appendix contains the values of the waviness amplitude ($a$, see Table A.1), wavelength ($\lambda$, see Table A.2). A correction factor of $\sqrt{2}$ was used to adjust $w$ for a view angle of $45^\circ \rightarrow w = \sqrt{2} \times a/\lambda$ here. The values in Tables A.1—A.2 were approximated from 30 CNTs captured in HRSEM images of the cross-sectional morphologies of the outer edges and middle sections of A-CNT arrays at $V_f \sim 1\%, 6\%, 10.6\%$, and $20\%$. 
Table A.1: Experimentally evaluated waviness amplitude ($a$) for A-CNT arrays as a function of $V_f$.

<table>
<thead>
<tr>
<th>$a(V_f = 1%)$ [nm]</th>
<th>$a(V_f = 6%)$ [nm]</th>
<th>$a(V_f = 10.6%)$ [nm]</th>
<th>$a(V_f = 20%)$ [nm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>29</td>
<td>22</td>
<td>16</td>
<td>86</td>
</tr>
<tr>
<td>39</td>
<td>153</td>
<td>166</td>
<td>56</td>
</tr>
<tr>
<td>14</td>
<td>63</td>
<td>86</td>
<td>66</td>
</tr>
<tr>
<td>31</td>
<td>69</td>
<td>141</td>
<td>77</td>
</tr>
<tr>
<td>37</td>
<td>37</td>
<td>25</td>
<td>66</td>
</tr>
<tr>
<td>77</td>
<td>45</td>
<td>20</td>
<td>61</td>
</tr>
<tr>
<td>37</td>
<td>101</td>
<td>18</td>
<td>106</td>
</tr>
<tr>
<td>17</td>
<td>23</td>
<td>65</td>
<td>40</td>
</tr>
<tr>
<td>121</td>
<td>211</td>
<td>89</td>
<td>82</td>
</tr>
<tr>
<td>321</td>
<td>60</td>
<td>47</td>
<td>72</td>
</tr>
<tr>
<td>226</td>
<td>153</td>
<td>58</td>
<td>45</td>
</tr>
<tr>
<td>143</td>
<td>91</td>
<td>64</td>
<td>38</td>
</tr>
<tr>
<td>120</td>
<td>13</td>
<td>96</td>
<td>105</td>
</tr>
<tr>
<td>174</td>
<td>124</td>
<td>28</td>
<td>59</td>
</tr>
<tr>
<td>169</td>
<td>51</td>
<td>158</td>
<td>49</td>
</tr>
<tr>
<td>158</td>
<td>18</td>
<td>129</td>
<td>108</td>
</tr>
<tr>
<td>88</td>
<td>51</td>
<td>109</td>
<td>65</td>
</tr>
<tr>
<td>314</td>
<td>75</td>
<td>75</td>
<td>112</td>
</tr>
<tr>
<td>121</td>
<td>131</td>
<td>105</td>
<td>59</td>
</tr>
<tr>
<td>431</td>
<td>148</td>
<td>100</td>
<td>34</td>
</tr>
<tr>
<td>79</td>
<td>53</td>
<td>35</td>
<td>48</td>
</tr>
<tr>
<td>197</td>
<td>83</td>
<td>34</td>
<td>43</td>
</tr>
<tr>
<td>137</td>
<td>73</td>
<td>67</td>
<td>71</td>
</tr>
<tr>
<td>129</td>
<td>142</td>
<td>99</td>
<td>100</td>
</tr>
<tr>
<td>210</td>
<td>128</td>
<td>94</td>
<td>94</td>
</tr>
<tr>
<td>74</td>
<td>53</td>
<td>46</td>
<td>37</td>
</tr>
<tr>
<td>361</td>
<td>110</td>
<td>71</td>
<td>42</td>
</tr>
<tr>
<td>45</td>
<td>95</td>
<td>120</td>
<td>80</td>
</tr>
<tr>
<td>104</td>
<td>148</td>
<td>67</td>
<td>36</td>
</tr>
<tr>
<td>95</td>
<td>103</td>
<td>23</td>
<td>105</td>
</tr>
<tr>
<td>137 ± 107</td>
<td>81 ± 57</td>
<td>75 ± 42</td>
<td>68 ± 25</td>
</tr>
</tbody>
</table>
Table A.2: Experimentally evaluated waviness wavelength ($\lambda$) for A-CNT arrays as a function of $V_f$.

<table>
<thead>
<tr>
<th>$\lambda (V_f = 1%)$ [nm]</th>
<th>$\lambda (V_f = 6%)$ [nm]</th>
<th>$\lambda (V_f = 10.6%)$ [nm]</th>
<th>$\lambda (V_f = 20%)$ [nm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>259</td>
<td>590</td>
<td>796</td>
<td>1031</td>
</tr>
<tr>
<td>427</td>
<td>691</td>
<td>1120</td>
<td>785</td>
</tr>
<tr>
<td>259</td>
<td>659</td>
<td>568</td>
<td>894</td>
</tr>
<tr>
<td>399</td>
<td>783</td>
<td>799</td>
<td>1114</td>
</tr>
<tr>
<td>251</td>
<td>670</td>
<td>735</td>
<td>894</td>
</tr>
<tr>
<td>473</td>
<td>555</td>
<td>691</td>
<td>1178</td>
</tr>
<tr>
<td>271</td>
<td>550</td>
<td>381</td>
<td>1334</td>
</tr>
<tr>
<td>313</td>
<td>446</td>
<td>551</td>
<td>666</td>
</tr>
<tr>
<td>1123</td>
<td>843</td>
<td>716</td>
<td>1058</td>
</tr>
<tr>
<td>1077</td>
<td>783</td>
<td>525</td>
<td>633</td>
</tr>
<tr>
<td>585</td>
<td>910</td>
<td>886</td>
<td>1335</td>
</tr>
<tr>
<td>856</td>
<td>1055</td>
<td>986</td>
<td>809</td>
</tr>
<tr>
<td>2395</td>
<td>796</td>
<td>730</td>
<td>781</td>
</tr>
<tr>
<td>1064</td>
<td>620</td>
<td>665</td>
<td>1096</td>
</tr>
<tr>
<td>1021</td>
<td>555</td>
<td>1449</td>
<td>1059</td>
</tr>
<tr>
<td>1622</td>
<td>630</td>
<td>1131</td>
<td>754</td>
</tr>
<tr>
<td>1466</td>
<td>749</td>
<td>1372</td>
<td>1335</td>
</tr>
<tr>
<td>1572</td>
<td>908</td>
<td>1014</td>
<td>808</td>
</tr>
<tr>
<td>1239</td>
<td>561</td>
<td>702</td>
<td>1470</td>
</tr>
<tr>
<td>2263</td>
<td>1084</td>
<td>900</td>
<td>1508</td>
</tr>
<tr>
<td>1364</td>
<td>1072</td>
<td>1137</td>
<td>1184</td>
</tr>
<tr>
<td>1689</td>
<td>534</td>
<td>538</td>
<td>1126</td>
</tr>
<tr>
<td>1328</td>
<td>1231</td>
<td>811</td>
<td>814</td>
</tr>
<tr>
<td>721</td>
<td>1376</td>
<td>1000</td>
<td>701</td>
</tr>
<tr>
<td>842</td>
<td>987</td>
<td>780</td>
<td>1270</td>
</tr>
<tr>
<td>662</td>
<td>829</td>
<td>1279</td>
<td>1367</td>
</tr>
<tr>
<td>1129</td>
<td>392</td>
<td>962</td>
<td>757</td>
</tr>
<tr>
<td>1020</td>
<td>1136</td>
<td>513</td>
<td>957</td>
</tr>
<tr>
<td>785</td>
<td>1438</td>
<td>957</td>
<td>942</td>
</tr>
<tr>
<td>1268</td>
<td>1291</td>
<td>1320</td>
<td>1102</td>
</tr>
<tr>
<td>991 ± 571</td>
<td>824 ± 282</td>
<td>867 ± 263</td>
<td>1025 ± 250</td>
</tr>
</tbody>
</table>
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