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Abstract

Crystalline silicon is the dominant technology in the rapidly-growing photovoltaics (PV) industry, but significant cost reduction is still required before widespread grid parity is achieved. One-quarter of the cost of a PV module is the Si wafer. One way to reduce the cost/kWh of PV is to identify a higher-efficiency “drop-in” substitute for the currently dominant \textit{p}-type multicrystalline silicon (mc-Si) wafer. This thesis explores one class of wafer substitute: \textit{n}-type silicon. This material is thought to have higher defect tolerance than \textit{p}-type, but practical mc-Si cell efficiencies have remained lower than in \textit{p}-type. This thesis explores why, using a combination of simulation and experiment. In particular, synchrotron-based micro-X-ray fluorescence mapping is used to non-destructively evaluate metal impurity evolution during processing.

This thesis demonstrates that metal impurity redistribution during solar cell processing is similar in \textit{n}- and \textit{p}-type mc-Si but the relative electrical impact of point defect and precipitated impurities is different, requiring different approaches to processing.

It has been hypothesized and shown indirectly that metal impurities redistribute similarly in \textit{n}- and \textit{p}-type mc-Si during processing. To confirm this hypothesis, I combined Fermi-level analysis with direct measurements of the metal distribution before and after an industrially-relevant range of gettering processes. This study confirmed that the understanding of metal redistribution developed for \textit{p}-type mc-Si is directly applicable to \textit{n}-type mc-Si.

To improve the understanding of metal impurity movement during solar cell processing, I developed a tool using Sentaurus TCAD software to visualize in 2D metal redistribution and the resulting recombination activity. I also performed an analytical review of the state of the art of crystalline silicon solar cell process simulation tools. The analysis elucidated the key physics of impurity gettering during solar cell processing and enabled guidelines for efficient, yet accurate, solar cell process simulations.
To quantify the recombination activity of precipitated iron in \( n \)-type crystalline silicon, I directly measured the iron content and recombination strength of iron precipitates in \( n \)-type crystalline silicon using a suite of micro-characterization tools. I found that iron-containing precipitates are highly recombination active in \( n \)-type Si and that the precipitate size is correlated with its recombination strength. To enable this study, I benchmarked the use of a new high-throughput synchrotron-based data collection mode called on-the-fly scanning.

To bring the level of sophistication of predictive simulation for \( p \)-type mc-Si to that of \( n \)-type mc-Si, I developed a simulation tool that calculates the redistribution of iron throughout the solar cell process and the resulting injection-dependent electrical performance of the wafer for both \( p \)- and \( n \)-type Si. Analysis using this tool indicates that \( p \)-type mc-Si usually requires point defect remediation during a slow cooling process, but for \( n \)-type mc-Si, dissolving iron-rich precipitates during shorter, higher temperature processing is often sufficient. Efficiency entitlement curves predict that \( n \)-type mc-Si can support 20\% efficient solar cells.

Finally, knowledge of defects developed for Si wafers was applied to a key challenge facing the PV industry at the PV system level. In the field, degradation of next-generation industrial \( p \)-type mc-Si PV modules has been observed. Leveraging the fundamental understanding of the physics of impurities in Si wafers, the recombination parameters of the root-cause defect were quantified.

Building on the rich literature of \( p \)-type multicrystalline silicon, this thesis enables predictive engineering of all crystalline silicon materials from wafer growth to module performance in the field.
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Chapter 1

Why Crystalline Silicon Photovoltaics?

In light of the simultaneous global challenges of climate change and the increasing demand for energy, there is a clear and urgent need to increase the adoption of renewable, cost-effective utility scale energy. Solar energy is clean and abundant: “The Sun provides Earth with as much energy every hour as human civilization uses every year” [1].

With over 100 gigawatts (GW) of photovoltaic (PV) power installed and a cumulative annual growth rate of global installed PV capacity of 55% from 2002 to 2012 [2], the global PV industry is rapidly growing, and PV is at grid parity in a rapidly increasing number of locations. In the year 2015, the average PV module sales price was $0.60/Wp, significantly below the long-standing target of $1.00/Wp. Figure 1-1 shows the learning curve for PV up to the year 2015 [3].

Crystalline silicon is an ideal material for PV because its 1.1 eV energy band gap efficiently absorbs the solar spectrum [4], and silicon is the second most common terrestrial element after oxygen [5], so silicon supply is unlikely to limit mass production of solar cells. Crystalline silicon PV is a proven technology with a single-junction solar cell record efficiency of 25.6% and commercially available modules with efficiencies exceeding 22% [6].

Today’s crystalline silicon solar cell research and manufacturing benefits from and
Figure 1-1: Learning curve for PV module price as a function of cumulative PV module shipments [2].

builds on over sixty years of scientific, processing, equipment, and device knowledge and investment from the integrated circuit industry [8]. Due to these strengths, crystalline silicon comprises over 90% of today’s PV market [9] (Fig. 1-2). However, PV has much more room to grow. In 2012 in the United States, just 1% of electricity was generated from solar energy, and between 2000 and 2011, the amount of electricity generated from solar energy in the United States more than doubled [10, 11]. The U.S. Department of Energy’s SunShot Initiative was launched in 2011 to accelerate the adoption of solar energy in the U.S with the goal of 14% of electricity from solar by 2030. Its SunShot Vision Study projects that solar energy will reach grid parity “when the price of solar electricity reaches about $0.06 per kilowatt-hour over its lifetime” [12].

To realize the possibility of widespread PV use, the cost of the technology must be reduced to that of current fossil fuel energy sources. The cost of crystalline silicon PV modules is most sensitive to solar cell efficiency due to the area-dependence of the cost of module materials and installation, and the largest single contributor to the
(a) Annual PV production from 2000 to 2014 for thin film, monocrystalline Si, and multicrystalline Si.

(b) Percentage of annual PV production from 1990 to 2014 for thin films, monocrystalline Si, multicrystalline Si, and ribbon Si.

Figure 1-2: Historical PV Module Production by Technology. Crystalline silicon has dominated the market for over 25 years, and multicrystalline silicon has dominated for the last 15 years. Figures from [7].
cost of a module is the silicon wafer [13]. Reflected by its market dominance today, multicrystalline silicon (mc-Si) is the technology that balances cost and performance and has been successfully scaled to industrial manufacturing level.

Solar cells were first developed in the 1960s for space applications. It was found that $p$-type crystalline silicon cells were less prone to irradiation-induced degradation than $n$-type silicon, so $p$-type silicon became the standard and still dominates today [14]. In $p$-type silicon, recombination-active metal point defects often limit the minority carrier diffusion length of the material, reducing cell efficiency.

In a typical diffused-junction $p$-type silicon solar cell process, in addition to being the $p-n$ junction formation step, the phosphorus diffusion step is the key opportunity to redistribute iron impurities because it is the longest high temperature step. Extensive research has enabled the development of metal defect process simulations and engineering guidelines for $p$-type mc-Si, pushing the material performance close to its intrinsic limit.

Phosphorus-doped, $n$-type crystalline silicon ostensibly has a higher intrinsic performance potential, because many common metal point defects are less recombination active. In $n$-type solar cells, phosphorus in-diffusion cannot be used to form the emitter region, but it can be used as a back-surface field or as a sacrificial impurity gettering step. However, the roles of other defects (e.g., metal-silicide precipitates and structural defects) in $n$-type mc-Si are not well known. Thus, optimal processing conditions for $n$-type mc-Si have not been identified, and $n$-type mc-Si today remains far from its intrinsic material potential.

1.1 Thesis Overview

This thesis aims to enable optimized processing that improves the performance of $n$-type mc-Si, maintaining crystalline silicon wafer cost while increasing cell efficiency compared to $p$-type mc-Si. I leverage the material characterization techniques, processing approaches, and simulation tools that have been enabled the long-standing dominance and steady improvement of $p$-type mc-Si. This thesis demonstrates that
metal impurity redistribution during solar cell processing is similar in $n$- and $p$-type mc-Si but the relative electrical impact of point defect and precipitated impurities is different, requiring different approaches to processing.

In Chapter 2, I provide background information about key aspects of crystalline silicon PV, including the advantages and potential of mc-Si, key differences between and similarities of $n$- and $p$-type silicon for PV, impurities in silicon, and the importance of the injection level as a constraint and a tool.

In Chapters 3 and 4, I describe the development of new simulation tools that are applicable to $n$-type and $p$-type mc-Si. I developed a tool to visualize in 2D metal redistribution due to solar cell processing and the resulting recombination activity through the wafer cross-section. Simulating metal precipitation behavior quickly and accurately is essential to developing process simulations. Through a side-by-side review and analysis of several state-of-the-art models of varying complexity, I determined what levels of model complexity are essential to accurately capture precipitate behavior for different varieties of mc-Si material subjected to different processing conditions. The analysis also elucidated the key physics of gettering during processing.

In Chapter 5, to show that and explain why metals redistribute similarly in $n$-type and $p$-type mc-Si, I combined Fermi-level analysis with direct measurements of the metal distribution before and after a wide range of gettering processes. For both $n$- and $p$-type mc-Si, fast-diffusing species such as Cu, Ni, and Co are readily gettered while Fe persists and is removed to below detection limits only after a high-temperature gettering step. These results show that the deep understanding of metal redistribution and thus the simulation tools developed for $p$-type mc-Si can be directly applied to $n$-type mc-Si, significantly shortening the learning time for $n$-type mc-Si.

In Chapter 6, to answer the open question of the recombination activity of precipitated iron in $n$-type crystalline silicon, I directly measured the iron content and carrier distribution in the vicinity of precipitates in an intentionally iron-contaminated $n$-type crystalline silicon sample using $\mu$-XRF (elemental mapping) and $\mu$-photoluminescence (carrier distribution map). To carry out this relatively large-area $\mu$-XRF measurement, I benchmarked the use of a new scanning mode called on-the-fly scanning.
In Chapters 7–9, I introduce and perform analyses with a predictive simulation tool that compares the impact of metal impurities in $n$- and $p$-type Si. To bring the level of sophistication of modeling in $n$-type to that of $p$-type, I developed a simulation tool that calculates the redistribution of iron throughout the solar cell process and the resulting injection-dependent electrical performance of the wafer for wafers of both doping types. This tool development then enabled a one-factor-at-a-time sensitivity analysis that revealed that mitigating the negative impact of Fe-rich precipitates by dissolving them during high temperature processing is often important to maximize the performance of $n$-type mc-Si. This is in strong contrast to $p$-type mc-Si, for which Fe point defect removal during a slow cooling or low-temperature annealing step is typically critical. Overlaying injection-dependent minority carrier lifetime curves on efficiency entitlement curves predicts that even relatively impure upgraded metallurgical grade $n$-type mc-Si can support $>20\%$ efficient solar cells.

Finally, in Chapter 10, I leverage the injection-dependence of the minority carrier lifetime associated with trace impurities in crystalline silicon to identify candidate defects that cause light-induced degradation in industrial $p$-type mc-Si PERC modules.

Building on the rich literature of $p$-type multicrystalline silicon, this thesis enables predictive engineering of all crystalline silicon materials from wafer growth to module performance in the field.
Chapter 2

Silicon PV: Crystallinity, Doping
Type, Impurities, and Injection Level

2.1 Monocrystalline and Multicrystalline Silicon for Solar Cells

Silicon for photovoltaics is manufactured in amorphous, single-crystalline, and multicrystalline forms. Single-crystal Czochralski-grown (Cz-Si) wafers and cast multicrystalline (mc-Si) wafers continue to be the dominant PV technologies today (Fig. 1-2). Multicrystalline and monocrystalline silicon solar cell efficiencies continue to increase at a similar rate with Cz-Si at higher absolute efficiencies (Fig. 2-1) [9, 15–17]. In 2014, average industrial p-type Cz-Si cells were about 20% efficient while mc-Si cells were about 18.5%. The polysilicon-to-module capital expenditure for mc-Si is 10% less than that of Cz-Si, contributing to the dominance of mc-Si [18].

2.2 n-type vs. p-type mc-Si Wafers for PV

2.2.1 Definitions

Throughout this thesis, I will refer to n-type and p-type silicon. These terms denote crystalline silicon that has substitutional impurities, called “dopants”, that are
Figure 2-1: Average industry solar cell efficiencies of mono- and mc-Si from 2010 to 2014. The efficiencies steadily increase over time at a similar rate with mono-Si having higher efficiencies than mc-Si. Data from [9, 15–17].

intentionally introduced into the crystal lattice to perturb the ratio of free charge carriers in the material. $n$-type refers to a condition in which the silicon has extra free negatively charged electrons, while $p$-type refers to having extra free positively charged holes. Wafers are typically doped by introducing the dopant into the melt during ingot growth. Typical dopant elements are boron for $p$-type and phosphorus for $n$-type, both at concentrations of approximately 1 part per million, depending on the desired bulk resistivity. Silicon can be doped by many other elements as well, including aluminum and gallium for $p$-type and arsenic and antimony for $n$-type. In addition to the base doping, which is fairly uniform throughout a wafer, dopants can be introduced locally during the solar cell process by diffusion or ion implantation.

2.2.2 Current Status

Today, $p$-type mc-Si has outlived its predicted market share and continues to gain market share (Fig. 2-2a) [9, 15–17]. Historically, it has been predicted that $p$-type mc-
Si will lose market share, but it continues to dominate the market. This persistence is due in part to the invention of high-performance multicrystalline silicon [19]. In contrast, the quantity of $n$-type mc-Si that is commercially produced is negligible. $n$-type mc-Si was predicted in 2013 and 2014 to eventually achieve single-digits market share, but those predictions were revised to 0% in 2015 (Fig. 2-2b) [9, 15–17].

$n$-type mono-Si has been a growing percentage of the PV market and is projected to continue [9]. As of 2013, the record efficiency crystalline silicon large-area solar cell module is based on an $n$-type single-crystal wafer [20]. While there is a clear efficiency advantage of $n$-type Cz-Si over $p$-type Cz-Si, the advantage of $n$-type has not yet been realized in mc-Si. Previous studies of $n$-type mc-Si have shown that minority carrier diffusion lengths do not consistently exceed those of $p$-type mc-Si [21] and have revealed recombination-active regions that persist even after standard solar cell processing [22]. The distribution, electrical effect, and response to processing of metal impurities in mc-Si, are still open questions, especially in $n$-type Si.

2.3 $n$- and $p$-type mc-Si: Impurity Content, Electrical Impact, Characterization, Mitigation, and Simulation

2.3.1 Impurity Content

Impurities, including iron, nickel, copper, zinc, and titanium, and light elements, continue to be of concern in solar cell manufacturing because they are abundant in industrial environments and can be incorporated into the ingot and wafers [23–25].

Multicrystalline silicon (mc-Si) ingots are typically cast using a directional solidification process in which molten silicon in a crucible is solidified from bottom to top. As the solid-liquid interface moves upward, metal impurities, which are more soluble in the liquid than in the solid silicon, partially segregate into the liquid fraction [26–30]. In parallel, impurities from the crucible and crucible lining diffuse into the
(a) Predicted and actual market share of $p$-type mc-Si. $p$-type mc-Si has persisted in spite of predictions that it will lose market share.

(b) Predicted and actual market share of $n$-type mc-Si. $n$-type mc-Si was predicted in 2013 and 2014 to eventually achieve single-digits market share, but those predictions were revised to 0% in 2015.

Figure 2-2: Predicted and actual market share of $p$-type and $n$-type mc-Si. Data from [9, 15–17].
solidifying ingot and also segregate into the liquid fraction. Thus, the solidification process results in a heterogeneous mc-Si ingot with a core of material with significantly reduced impurity concentrations and a shell of highly-contaminated “red zone” material.

As a result of the ingot growth process, metal impurities in as-grown mc-Si wafers are found in three forms: homogeneously-distributed atomic point defects, metal-silicide precipitates typically 10-30 nm in radius but as large as 800 nm, and rare large inclusions that are >1 µm in diameter. For the case of iron, the majority of the iron atoms are in precipitates that are typically distributed along structural defects in much lower densities than atomic point defects [23]. The precipitated and atomic point defect distribution of a given impurity depends on the time-temperature profile of the ingot formation, the concentration of the impurity, and the diffusivity and solubility of the impurity of interest [31, 32].

2.3.2 Electrical Impact of Impurities

At even parts per billion, metal impurities can be detrimental to solar cell efficiency because they introduce energy levels into the Si energy band gap [14, 33, 34]. Electron-hole pairs can readily recombine at these sites, interrupting charge carrier flow, reducing minority carrier diffusion length or lifetime and ultimately, solar cell efficiency.

Outside of thermal equilibrium the concentrations of charge carriers, electrons and holes, are perturbed from their equilibrium values. For example during illumination, photons with energy equal to or larger than that of the bandgap excite electron-hole pairs, increasing the total electron and total hole concentrations. The excess carrier density at steady-state during operation depends on the balance between carrier generation due to light and heat, carrier recombination in the cell due to radiative recombination, impurity levels, etc., and extraction of excited carriers from the metal contacts to the circuit the cell is powering. The terms “excess carrier density” and “injection level” are used interchangeably in this thesis. Because recombination-active sites are all parallel pathways for electron-hole pair recombination, the effective lifetimes is the harmonic sum of the lifetime associated with each
individual recombination pathway [35]. The minority carrier lifetime can be reduced by Shockley-Read-Hall (SRH), surface, Auger, and radiative recombination as shown in Eq. 2.1.

$$\frac{1}{\tau_{\text{eff}}} = \frac{1}{\tau_{\text{SRH}}} + \frac{1}{\tau_{\text{surf}}} + \frac{1}{\tau_{\text{Auger}}} + \frac{1}{\tau_{\text{rad}}} + \frac{1}{\tau_{\text{other}}}$$

(2.1)

The SRH model quantifies the recombination rate and the associated lifetime of charge carriers as a function of the energy level of an impurity relative to the energy band structure, the thermal velocities and capture cross sections of charge carriers, the excess carrier density, and the impurity concentration [36, 37]. A thorough discussion of the SRH model can be found in [38].

The energy levels and capture cross sections of common metal point defects in both $p$- and $n$-type crystalline silicon have been established [33, 39]. Notably, for iron, the capture cross section for electrons, $1.3 \times 10^{-14}$ cm$^2$, is 186 times greater than that for holes, $7 \times 10^{-17}$ cm$^2$, so iron point defects are less recombination-active in $n$-type than in $p$-type silicon [33] – one of the major benefits of $n$-type silicon. The minority carrier lifetime as a function of the iron point defect concentration calculated with the SRH equations for both $n$- and $p$-type Si is shown in Figure 2-3. Compared to $p$-type Si, for a given minority carrier lifetime, $n$-type Si can tolerate more than ten times the iron point defect concentration.

Quantifying and modeling the recombination activity of metal-silicide precipitates in both $p$-type and $n$-type silicon is an active area of research. In model systems, metal-silicide precipitates have been shown to be recombination active in both $p$- and $n$-type mc-Si [22, 40–43], but they are typically present in much lower spatial concentration than point defects. For $p$-type silicon, because iron point defects are highly recombination active, the detrimental impact of precipitates is mostly as a source of highly recombination-active point defects. A combination of simulations and experiments indicates that precipitated iron limits the border region of high-performance $n$-type mc-Si, but no direct measurements of metal-rich precipitates were performed [44]. Due to iron’s abundance in the PV manufacturing environment and
its likely still important impact in $n$-type mc-Si, this thesis will focus on comparing the effect of iron impurities in $n$- and $p$-type mc-Si.

### 2.3.3 Impurity Characterization

Measuring the concentration, distribution, chemical nature, and electrical effect of metals in $n$-type mc-Si is central to this work. Total metal concentrations can be measured with readily available mass spectrometry methods, including inductively coupled plasma mass spectrometry (ICP-MS) and secondary ion mass spectrometry (SIMS). However, these methods are destructive, and they are not suited to characterizing the heterogeneous spatial distribution of metals. Synchrotron-based micro-X-ray fluorescence spectroscopy ($\mu$-XRF) has been used to identify the elemental and spatial distribution of metals in $p$-type crystalline silicon solar cell materials and the effect of processing on those distributions [45–50]. State-of-the-art nanoprobe produce high-energy, tunable-wavelength, collimated, and high-flux photon beams with spot sizes of $\sim$200 nm or less, enabling the detection of down to $\sim 10^{14}$ atoms/cm$^3$ in crystalline silicon [49]. Minority carrier lifetime can be mapped by microwave photoconductance decay ($\mu$-PCD) or averaged and quantified as a function of excess carrier density by quasi-steady-state photoconductance (QSSPC) or transient photoconductance decay.
(PCD) [51]. Spatially-resolved recombination activity can be measured by photoluminescence imaging (PLI) [52] or at sub-micron resolution using electron beam-induced current (EBIC) [53]. In $p$-type mc-Si, the concentration of interstitial iron can be measured using lifetime measurements because iron pairs and unpaired with boron, and the difference in minority carrier lifetime in the two states is proportional to the iron concentration [54, 55]. However, there are no known metastable defects that one can leverage in $n$-type to easily measure point defect concentrations.

2.3.4 Impurity Mitigation

For $p$-type silicon, the formation of the $p$-$n$ junction by phosphorus in-diffusion, which enables charge carrier separation, is the longest high-temperature (>25 min, >$830^\circ$C) step of the solar cell process, making it the key opportunity to getter, or re-distribute and remove, metals because the solubilities and diffusivities of metals in silicon both increase exponentially with temperature [56]. The solubility of metals in the phosphorus-rich layer is much higher than that in the boron-doped bulk of the wafer because the solubility tends to increase as the Fermi level nears the conduction band [57, 58]. For $p$-type mc-Si, because point defects are highly recombination active, reducing point defect concentration by either relaxation gettering to precipitates and structural defects or external gettering, for example to a phosphorus-rich layer, is essential to achieving high minority carrier lifetime. Generally, higher temperatures and longer times more effectively dissolve precipitated metals, and low-temperature annealing or slow cooling drives the segregation of metal point defects to the phosphorus-rich layer [45, 59, 60]. If done effectively, phosphorus diffusion results in a purer, higher-lifetime region in the bulk of the $p$-type wafer.

For $n$-type mc-Si, there are similar benefits to gettering. Phosphorus diffusion gettering has been shown to increase minority carrier lifetime in $n$-type mc-Si [22, 61] because metals are more soluble in the heavily phosphorus-diffused region than the more lightly phosphorus-doped bulk of the wafer [62]. Additionally, relaxation gettering, which involves collecting metal point defects at metal-silicide precipitates, is not expected to be weaker than in $p$-type mc-Si [62]. While a standard solar cell
with an $n$-type substrate wafer has a boron-diffused emitter, phosphorus diffusion gettering of $n$-type wafers to increase minority carrier lifetimes is compatible with increasingly common, high-efficiency cell architectures, such as passivated emitter and rear contact devices [63]. However, the guidelines for gettering of $n$-type silicon are not yet clear because the relative impact of metal point defects and metal-rich precipitates and their interaction with structural defects are not well known.

2.3.5 Impurity Simulation

Simulation of the thermodynamics, kinetics, and lifetime impact of metals during phosphorus in-diffusion and thermal annealing provides insight about the cause of experimentally observed changes in metal impurity distribution and lifetime due to processing. A thorough review of the state-of-the-art is provided in Chapter 4.

2.4 Injection Level as a Constraint and a Tool

2.4.1 The Role of Injection Level in Solar Cells

The injection level plays a key role in determining the efficiency of a solar cell. Given the same illumination and temperature conditions and the same power demand, a higher efficiency cell tends to operate at higher injection level or excess carrier density. This effect is captured implicitly in a graph of efficiency as a function of bulk lifetime as shown in Fig. 2-4 [64]. For several different simulated solar cell device architectures, including today’s typical standard back surface field (BSF) and the newer passivated emitter and rear contact (PERC), and advanced concept GaP/Si and thin GaP/Si, the efficiency tends to increase as the bulk lifetime increases up to a point. To explicitly account for the injection level dependence of the efficiency and the minority carrier lifetime, the graph can be plotted as in Fig. 2-5 [64]. In this case, the excess carrier density plotted on the $x$-axis is the average excess carrier density in the bulk of the wafer while the cell is operating at its maximum power point. As the excess carrier density increases, the lifetimes and the cell efficiencies increase. This method of
Figure 2-4: Simulated dependence of solar cell efficiency on minority carrier lifetime for four simulated $p$-type solar cell architectures. As the lifetime increases, the solar cell efficiency tends to increase. Above 100 $\mu$s, the cell efficiency is less sensitive to the lifetime. Achieving the highest efficiencies requires $>1$ ms lifetimes. Adapted from [64].

plotting also shows that as cell architectures improve from, for example, the Standard BSF to the PERC, the injection level at which it is important to have high lifetimes increases. Further details about the solar cell architectures mentioned here can be found in [63, 65, 66].

Also overlaid in Fig. 2-5 are measured injection-dependent lifetime curves for several different Si materials. The intersection between injection-dependent lifetime curves and the efficiency curves allows for the definition of the efficiency entitlement or maximum potential efficiency of the material assuming only the bulk lifetime limits the efficiency. For example, if one linearly extrapolates the lifetime curve of the material labelled “Gen II - Std.” is predicted to be able to support 20% Standard BSF and 21% PERC devices.

These graphs also make it clear that 1) high bulk lifetimes are required to achieve high efficiency devices, and 2) often the bulk lifetime is not constant with injection level.
Figure 2-5: Solar cell efficiency as a function of injection level and bulk minority carrier lifetime at maximum power point for four simulated solar cell architectures. Higher efficiency architectures operate at higher injection level and require higher minority carrier lifetimes to achieve those high efficiencies. The potential solar cell efficiency is defined by the intersection between measured injection-dependent minority carrier lifetime curves and the simulated solar cell efficiency curves. Adapted from [64].
For precipitated metals in silicon, recently, an injection-dependent numerical model [67] and a parameterized analytical version of that injection level dependent lifetime model [68] was developed. The model treats the interface between metal-rich precipitates and the silicon lattice as a Schottky junction over which carriers can recombine via thermionic emission. It has been experimentally validated for both $p$-type and $n$-type samples [68].

In addition to the minority carrier lifetime, wafers can be described by their minority carrier diffusion length, which is the average distance that an excited carrier travels before it recombines. The diffusion length, $L$, and the minority carrier lifetime, $\tau$, are related by the diffusivity of the minority carrier, $D$, as shown in Eq. 2.2.

$$L = \sqrt{D \times \tau}$$

(2.2)

In this thesis, comparisons of $n$-type and $p$-type material will typically be expressed in terms of diffusion lengths while cell efficiency will typically be expressed in terms of lifetime. The diffusivity of electrons used throughout this thesis is 29 cm$^2$/s, and the diffusivity of holes used throughout this thesis is 11.7 cm$^2$/s. Using these values the equivalence between minority carrier diffusion length and minority carrier lifetime in $n$- and $p$-type Si is shown in Fig. 2-6.

### 2.4.2 Injection Level Dependence as a Characterization Tool

In the previous section, the injection-dependent minority carrier lifetime was calculated given a certain impurity species, chemical composition, and concentration. One can also do the analysis the other direction. The injection level dependence of the minority carrier lifetime can be leveraged to identify and quantify unknown defects in a material. This approach is referred to as lifetime spectroscopy and the theory and limitations of the approach are described in detail in [38]. Parameterizing the Shockley-Read-Hall expression for lifetime enables the extraction from a measured injection-dependent lifetime curve of 1) the energy levels and 2) the ratio of the capture cross section for electrons to the capture cross section of holes [69]. The procedure
Figure 2-6: Relationship between minority carrier diffusion length and minority carrier lifetime for \( p \)-type Si (black dotted line) and \( n \)-type Si (red solid line).

followed in the module degradation study described in Chapter 10 is as follows:

- Calculate the Auger and radiative recombination components [70]
- Quantify the surface-related lifetime either through \( J_{0e} \) or through a calculation of the surface recombination velocity
- Extract the Shockley-Read-Hall-related lifetime from the measured lifetime by subtracting out the Auger, radiative, and surface components
- Plot the SRH lifetime as a function of the parameterized carrier concentration. For \( p \)-type Si, use \( X \), the ratio of electrons to holes. For \( n \)-type Si, use \( Y \), the ratio of holes to electrons.
- Fit the lifetime vs. \( X \) curve with one or more lines, depending on how many distinct slope values the parameterized lifetime curve has.
- From the slope and \( y \)-intercept of the lines, calculate the relationship between the capture cross section ratio and the energy level within the bandgap.
Chapter 3

Visualizing Metal Redistribution and Lifetime Distribution after Phosphorus Diffusion Gettering in $p$-type Multicrystalline Silicon Solar Cells

The material in this Chapter is adapted from [71].

We couple numerical process and device simulations to provide a framework for understanding the combined effects of as-grown wafer impurity distribution, processing parameters, and solar cell architecture. For this study, we added the Impurity-to-Efficiency simulator to Synopsys’ Sentaurus Process software using the Alagator Scripting Language. Our results quantify how advanced processing can eliminate differences in efficiency due to different as-grown impurity concentrations and due to different area fractions of defective wafer regions. We identify combinations of as-grown impurity distributions and process parameters that produce solar cells limited by point defects and those that are limited by precipitated impurities. Gettering targeted at either point defect or precipitate reduction can then be designed and ap-
plied to increase cell efficiency. We also visualize the post-processing iron and total recombination distributions in 2D maps of the wafer cross-section. PV researchers and companies can input their initial iron distributions and processing parameters into our software and couple the resulting process simulation results with a solar cell device design of interest to conduct their own analyses. The Alagator scripts we developed are freely available online at http://pv.mit.edu/impurity-to-efficiency-i2e-simulator-for-sentaurus-tcad/.

3.1 Tailoring Processing to Crystalline Silicon Wafer Quality

Multicrystalline silicon (mc-Si) wafer quality varies widely. Total impurity concentrations and the area fraction of high defect density [72–74] both impact solar cell performance. Poorly performing areas are disproportionately detrimental [75], and wafers with higher defect concentrations are not sufficiently remediated by standard gettering [76]. Thus, treating all mc-Si wafers with the same process results in lower average efficiencies with a wider standard deviation [77]. Sorting wafers by quality, defined by the area fraction of high dislocation density, with inline photoluminescence imaging can enable better statistical process control and smaller standard deviations in cell performance [72–74]. A fast, 1D gettering model, the Impurity-to-Efficiency (I2E) Simulator [59] is a powerful tool for process optimization [60, 78], but it does not capture 2D effects. Additionally, 2D simulations enable analysis of gettering in advanced cell architectures including Passivated Emitter and Rear Cell (PERC) and Interdigitated Back Contact. For this study, we developed a 2D version of the I2E Simulator for use with Synopsys, Inc.’s Sentaurus TCAD simulation software. We couple 2D phosphorus diffusion gettering (PDG) and solar cell device simulations to define effective gettering of mc-Si wafers for two different wafer sets. Wafers in Scenario A have different total iron concentrations [Fe_0] but the same area fraction of dislocation-rich grains (e.g. from different ingot heights but similar crystal structure).
Wafers in Scenario B have different area fractions of dislocation-rich grains but the same \([\text{Fe}_0]\) (e.g. same ingot height but from different bricks). Our results present a pathway for manufacturers to identify optimal processing for wafers sorted by total impurity content and by the area fraction of defective regions.

3.2 Coupled 2D Process and Device Models

To simulate in 2D the redistribution of iron impurities during solar cell processing, we added the kinetics and thermodynamics of precipitates, interstitials, and their redistribution during phosphorus diffusion gettering as defined in the Impurity-to-Efficiency Simulator [59, 79] to Synopsys’ Sentaurus Process via the Alagator Scripting Language [80]. The process simulation results are passed to Sentaurus Device [81] to simulate the performance of a PERC solar cell architecture. The wafer is \(p\)-type, with a resistivity of 2 \(\Omega\)-cm and a thickness of 180 \(\mu\)m. A distance of 1.2 mm is assumed between two front grid finger contacts, while local rear contacts are 600 \(\mu\)m apart. Further details of the device architecture and simulation input parameters can be found in [66, 82]. We explicitly calculate recombination due to interstitial iron (\(\text{Fe}_i\)) and the carrier lifetimes associated with iron-silicide precipitates (\(\text{Fe}_p\)), and we assume a uniform 2 ms background lifetime to account for other homogeneously distributed recombination sources. The rest of the model parameters are taken from well-known physical models or fitting to experimental values.

3.3 Simulating the Effect of Varying Total Iron Concentration and Area Fraction of Defective Regions

We simulated three PDG time-temperature (t-T) profiles, each tailored to optimize iron removal for different \([\text{Fe}_0]\). All three profiles consisted of a 30-minute isothermal phosphorus diffusion step at 840°C followed by a linear cool to 500°C. The cooling
rate was varied such that the cool took 5, 20, or 100 minutes, with longer cooling times tailored to higher impurity contents. To analyse the effect of different post-processing iron distributions on efficiency, we simulated two different material Scenarios. In both Scenarios, we simulate a 600 µm-wide simulation domain with three wafer regions: (1) a lower impurity content “cleaner” grain, consistent with low dislocation density; (2) a 6 µm-wide grain boundary (GB); and (3) a higher impurity content “dirtier” grain, consistent with high dislocation density. We assumed spherical iron-silicide precipitates with an initial radius of 30 nm [78]. From the initial precipitate radius and the initial [Fe] in each wafer region, we calculated a spatial precipitate density, which remains constant as the simulated process proceeds. The precipitate densities vary several orders of magnitude across the three wafer regions.

In Scenario A (Fig. 3-1 (left)), the fraction of the wafer that was “cleaner” (low dislocation density) was fixed at 70%, and the as-grown total wafer-level iron concentration, [Fe₀], was varied between 4×10^{12} cm⁻³ (middle of a mc-Si ingot) and 1×10^{15} cm⁻³ (top of a mc-Si ingot). [Fe₀] as a function ingot height was calculated as in [78], and these Fe concentrations are typical for a cast mc-Si ingot [78]. The average [Feᵢ] for the chosen impurity levels varies between 5×10^{10} cm⁻³ and 7.5×10^{12} cm⁻³ [78], so we defined the “cleaner” grain as having [Feᵢ] equal to half the average while the “dirtier” grain has twice as much [Feᵢ] as the average. The “cleaner” grain was defined as having [Feₚ] = [Feᵢ]/10. The “dirtier” grain (high dislocation density) had [Feₚ] = 50×[Feᵢ]. The “cleaner” grain [Feₚ] thus varies between 5×10^{9} cm⁻³ and 7.5×10^{11} cm⁻³, and the dirtier grain [Feₚ] ranged from 1×10^{13} cm⁻³ to 1.5×10^{15} cm⁻³, consistent with experimentally observed impurity variations within an ingot [83]. The GB was modeled with a low [Feᵢ] = 10^{10} cm⁻³ because the high spatial density of precipitates facilitates precipitation. Finally, the [Feₚ] in the grain boundary was calculated to achieve the target wafer-level [Fe₀]. The GB [Feₚ] varied from 9.5×10^{13} cm⁻³ to 5.4×10^{16} cm⁻³, consistent with experimental and simulated values [84].

In Scenario B (Fig. 3-1 (right)), the as-grown wafer-level [Fe₀] was fixed, and the area fraction of the cleaner grain was varied between 67% and 87%. Two cases with different total [Fe₀] were simulated: 1) 2×10^{13} cm⁻³ representing wafers in the middle
Figure 3-1: Simulated PERC wafer structure cross-section views for Scenarios A (left) and B (right). The thick, short black horizontal lines at the upper left and bottom corners of the structure are metal contacts.

of a typical mc-Si ingot, and 2) $1.65 \times 10^{14}$ cm$^{-3}$ representing wafers from near the top of the ingot [78]. The $[Fe_i]$ in each part of the wafer was selected as in Scenario A. The $[Fe_p]$ values for the $[Fe_0] = 2 \times 10^{13}$ cm$^{-3}$ and $1.65 \times 10^{14}$ cm$^{-3}$ from Scenario A were used in the 70% “cleaner” grain simulations in Scenario B. Then, as the area fraction of the “cleaner” grain was increased, the $[Fe_p]$ in the “cleaner” grain was decreased while that in the “dirtier” grain was increased to maintain a constant wafer-level average $[Fe_0]$. Precipitated iron in the “cleaner” grain thus ranged from $4 \times 10^{11}$ cm$^{-3}$ down to $1 \times 10^{10}$ cm$^{-3}$ while that in the “dirtier” grain ranged from $3.5 \times 10^{14}$ up to $9.3 \times 10^{14}$ cm$^{-3}$.

### 3.4 Simulated Solar Cell Efficiencies

The solar cell efficiencies for each of the above-described scenarios were simulated. For both scenarios, the combination of initial iron distribution and gettering time-temperature (t-T) profile influences device efficiency. For Scenario A (Fig. 3-2), as the total as-grown $[Fe_0]$ increases, the efficiency decreases. The 5 min cool results in a wide efficiency range of 3.5% absolute. A process that is just 15 min longer results in significant increase in efficiency and decrease in variation. For a 5 min cool, only wafers from near the middle of the ingot reach an efficiency $\geq 20\%$, while for a 20 min cool, all wafers up to 85% ingot height reach an efficiency $\geq 20\%$, increasing the yield of high-performance wafers. For example, for a specific ingot height of 90% (as-grown $[Fe_0] = 10^{13}$ cm$^{-3}$), the 20 min cool achieves a 2% absolute gain in efficiency.
Figure 3-2: Scenario A – Cell efficiency vs. % ingot height and as-grown total \([\text{Fe}_0]\) for different PDG t-T profiles. As the \([\text{Fe}_0]\) increases, cell efficiency decreases significantly. As the cooling time from 840°C to 500°C increases, the cell efficiency noticeably increases compared to the 5 min cool. The 100 min cool achieves another 1% absolute, but at the expense of a significantly longer process. These results are consistent with those in [78], with the results updated to explicitly include the effect of recombination due to iron-silicide precipitates, an effect that is especially important for high \([\text{Fe}_0]\) found at high ingot heights. For Scenario B (Fig. 3-3), for a given cooling time, as the area fraction of “cleaner” grain area increases, efficiency is unchanged except for the 5 min cool for the higher \([\text{Fe}_0]\) = 1.65\(\times\)10^{14} \text{ cm}^{-3}. For the lower \([\text{Fe}_0]\) = 2\(\times\)10^{13} \text{ cm}^{-3}, as cooling time increases, the efficiency increases, but the area fraction of “cleaner” grain appears to have no effect. For the higher \([\text{Fe}_0]\) = 1.65\(\times\)10^{14} \text{ cm}^{-3}, as the area fraction of “cleaner” grain increases, the efficiency increases by 0.4% absolute for the 5 min cool and 0.16% absolute for the 20 min cool. The slow 100 min cool shows no visible difference as the area fraction of “cleaner” grain increases.

3.5 Visualizing the Post-Gettering Iron and Recombination Distributions in mc-Si

Solar cell efficiency depends on both the initial Fe distribution and the applied gettering process. For all the scenarios considered here, two important trends hold: 1) The
Figure 3-3: Scenario B – Cell efficiency vs. area fraction of “cleaner” grain for different PDG t-T profiles. For lower $[\text{Fe}_0] = 2 \times 10^{13}$ cm$^{-3}$, efficiency does not change with area fraction of “cleaner” grain, but a longer cooling time does increase efficiency. For the higher $[\text{Fe}_0] = 1.65 \times 10^{14}$ cm$^{-3}$, a larger area of “cleaner” grain is predicted to increase efficiency, but the length of the cool down has a much larger effect.

“dirtier” grain (on the right) is highly recombination active and 2) as the cooling time increases, the fraction of the cell that is significantly recombination active decreases. These trends are illustrated by a representative example at open-circuit voltage in Fig. 3-4 and at maximum power point in Fig. 3-5.

We observe that there are two main lifetime-limiting components after processing: one related to point defects and one related to precipitates. Once we identify which of these dominate after a given process, we can design gettering that is targeted at either point defect or precipitate reduction to increase solar cell efficiency [60]. Recombination at precipitates increases with precipitate size and spatial density [59]. The precipitate spatial density is high in the “dirtier” grain and the area fraction of the “dirtier” grain is at least an order of magnitude greater than that of the GB, so the precipitate-limited lifetime in the “dirtier” grain can limit efficiency. Fe point defects are highly recombination active in p-type Si [8], and they are more continuously distributed throughout the bulk of the wafer. To understand the overall lifetime trends, we consider an average bulk $[\text{Fe}_i]$ to represent this distribution. Our simulations model Fe$_i$ atoms as single defect with an energy level at 0.38 eV with capture cross sections of $1.3 \times 10^{-14}$ cm$^2$ (electrons) and $7 \times 10^{-17}$ cm$^2$ (holes) [85, 86]. In Sentaurus Device, the trap models explicitly account for the occupation and the space charge stored on traps while SRH lifetime models neglect these effects [81]. Nonetheless, we compare
Figure 3-4: Total Recombination Rate across the wafer cross-section at open-circuit voltage – Scenario A, 75% ingot height after each gettering process. For the 5 min cool, much of the bulk is highly recombination active. For the 100 min cool, the back contacts (lower corners) and the “dirtier” grain (right quarter of image) remain recombination active. The pairs of white lines delineate the grain boundary. The wafer structure details are shown in Fig. 3-1.
Figure 3-5: Total Recombination Rate across the wafer cross-section at maximum power point – Scenario A, 75% ingot height after each gettering process. For the 5 min cool, much of the bulk is highly recombination active. For the 100 min cool, the back contacts (lower corners) and the “dirtier” grain (right quarter of image) remain recombination active. The pairs of white lines delineate the grain boundary. The wafer structure details are shown in Fig. 3-1.
the electron lifetime due to precipitates in the “dirtier” grain and Shockley-Read-Hall (SRH) recombination due to the average [Fe$_i$] in the bulk. The precipitate lifetime model is from [59], and we assume a homogenous injection level of $4 \times 10^{13}$ cm$^{-3}$ in the device at maximum power point and capture cross-sections of Fe$_i$ as stated above for the SRH lifetime. Differences in the trap recombination and SRH lifetime models may account for any discrepancies between the efficiency trends in Fig. 3-2 and 3-3 and the lifetime trends in Fig. 3-6 and 3-7. For a given combination of initial Fe distribution and gettering process, the defect lifetime that is lower (point defects or precipitates) limits the effective lifetime. The point defect-related and precipitate-related minority carrier lifetimes and the effective lifetime given by the inverse of the harmonic sum of the precipitate, point defect, and background lifetimes are shown in Figs. 3-6 and 3-7. For Scenario A (Fig. 3-6), Fe$_i$ limits the lifetime when external gettering of point defects to the phosphorus-rich layer is insufficient. For the 5 min cool, Fe$_i$ limits lifetime with the exception of the most impure wafer at 97.5% ingot height with a total [Fe$_0$] = $10^{14}$ cm$^{-3}$. The effective lifetimes for the 5 min cool range from 124 µs to 3 µs. For the 20 min cool, Fe$_i$ limits lifetime up to 90% ingot height with a total [Fe$_0$] = $10^{14}$ cm$^{-3}$. The effective lifetimes for the 20 min cool are higher and range from 343 µs to 5 µs. Finally, for the 100 min cool, Fe$_p$ is predicted to always limit the lifetime because the slow cool effectively decreases the point defect concentration. The effective lifetimes are the highest of the three processes, ranging from 655 µs to 5 µs. For all three processes, above 80% ingot height ([Fe$_0$] = $10^{14}$ cm$^{-3}$), the precipitate lifetime starts to sharply decrease because the post-processing [Fe$_p$] is significant.

For Scenario B, the lifetime values vary less because the wafer-level [Fe$_0$] is held constant. For the lower [Fe$_0$] = $2 \times 10^{13}$ cm$^{-3}$, Fe$_i$ limits for the 5 min and 20 min cools, and, due to effective point defect gettering, Fe$_p$ limits the 100 min cool. As the cooling time increases, the effective lifetime increases from several µs to 500–600 µs. For the higher [Fe$_0$] = $1.65 \times 10^{14}$ cm$^{-3}$, point defects limit the 5 min cool, and precipitates limit the 20 min and 100 min cools. Additionally, the lifetimes for both [Fe$_0$] levels follow similar trends, but the high [Fe$_0$] lifetimes are much lower than
Figure 3-6: Scenario A – Minority carrier lifetimes associated with the average bulk [Fe_i] (triangles), the average “dirtier” grain [Fe_p] (circles), and the two Fe species together (solid line) after each gettering process as a function of ingot height and total [Fe_0].

Figure 3-7: Scenario B – Minority carrier lifetimes associated with the average bulk [Fe_i] (triangles), the average “dirtier” grain [Fe_p] (circles), and the two Fe species together (solid line) after each gettering process as a function of different area fractions of “cleaner” grain for “middle” and “top” [Fe_0].
those of the low [Fe$_0$].

In both simulation Scenarios, the simulation results likely overestimate the effect of gettering on dirtier grains because the simulations do not explicitly account for the difficulty of gettering impurities from structural defects. Thus, the efficiency may be more strongly affected by the total [Fe$_0$] and the area fraction of dislocation-rich grains than these results indicate. Nonetheless, there are clear benefits to combining tailored phosphorus diffusion gettering with sorting wafers by [Fe$_0$], and there may also be benefits to sorting by area fraction of defective regions. To elucidate the Fe distribution underlying the lifetime trends discussed above, we visualize the redistribution of Fe during processing in 2D maps (Figs. 3-8 and 3-9). We focus on the post-gettering [Fe$_i$] and the iron-silicide precipitate radii because the radius illustrates the precipitated iron distribution in a continuous manner. In Figs. 3-7 and 3-8, we show the post-gettering [Fe$_i$] and precipitate radius for four extreme cases. We show the highest and lowest [Fe$_0$] (% ingot heights) considered in Scenario A and the distributions for the smallest (67%) and largest (87%) area fraction of “cleaner” grain for the higher [Fe$_0$] = 1.65×10$^{14}$ cm$^{-3}$ in Scenario B. Three forces simultaneously drive redistribution of iron during phosphorus diffusion gettering of mc-Si. 1) External gettering to the phosphorus-rich layer has a “flattening” effect on the initially discrete step-function Fe distributions, leading to generally horizontal contours. 2) Fe$_i$ diffuses down concentration gradients toward the phosphorus-rich layer and toward regions of lower [Fe$_i$], including the grain boundary during initial stages of gettering and the “clean” grain during advanced stages of gettering. For these simulations, both of the grains always have an initial [Fe$_i$] greater than that at the grain boundary. 3) Precipitates dissolve, smoothing the [Fe$_i$] distribution and increasing [Fe$_i$]. The temperature is uniform across the wafer, so when the wafer is at high processing temperature, precipitates throughout the wafer can partially dissolve if the local [Fe$_i$] is lower than the solid solubility (1.45×10$^{13}$ cm$^{-3}$ at 840°C).

The relative effects of each of these three factors depend on the processing temperatures, the amount of time spent at each temperature, and the initial concentration differences. For example, overall, the [Fe$_i$] decreases as the cooling time increases.
Figure 3-8: Wafer cross-section maps of the post-gettering $[\text{Fe}_i]$ and precipitate radius for the highest and lowest $[\text{Fe}_0]$ (% ingot height) in Scenario A. Initial $[\text{Fe}_i]$ and $[\text{Fe}_p]$ values in units of cm$^{-3}$ for each wafer region are below the 5 min cool maps. Note that the color bars represent a different range of values in each of the four rows.
because point defects have more time to segregate to the phosphorus-rich layer at
the wafer surface, consistent with many experimental findings [59, 60, 78, 87]. The
precipitate radius slightly decreases as the cooling time increases because more time
is spent at temperatures that are high enough to noticeably dissolve precipitates,
and the stronger concentration gradient created by point defect segregation to the
phosphorus-rich region allows for further precipitate dissolution. In the Scenario A
simulations, for the low [Fe₀], the [Feᵢ] concentration remains highest in the “dirtier”
grain, but for the high [Fe₀], the [Feᵢ] ends up highest in the “cleaner” grain with a
spatial bias toward to grain boundary. This pattern occurs because in the low [Fe₀]
case, the initial [Feᵢ] are fairly similar while in the high [Fe₀] case the initial [Feᵢ]
range over three orders of magnitude with the GB as the minimum. Thus, in the low
[Fe₀] case, [Feᵢ] diffuses from the “dirtier” grain to the “cleaner” grain with minimal
disruption by the GB, and simultaneously, phosphorus diffusion gettering is removing
[Feᵢ] from the bulk. In the high [Fe₀] case, [Feᵢ] that starts in the “cleaner” and the
“dirtier” grains diffuses to the grain boundary, which ends up with 1.5–2 orders of
magnitude more [Feᵢ] than it starts with. The superposition of the external phospho-
rus diffusion gettering and the flow from both grains to the GB results in two areas
of high [Feᵢ] after gettering. For both simulated cases, the precipitate radius remains
high in the grain boundary and the “dirtier” grain because precipitates do not diffuse,
so they grow and shrink in their initial locations.

In the Scenario B simulations, the same forces are at work and thus patterns simi-
lar to those in Scenario A are observed. One perhaps counterintuitive phenomenon
is that the “dirtier” grain in the 67% area fraction of “cleaner” grain case has a higher
post-gettering [Feᵢ] than that in the 87% area fraction of “cleaner” grain case. As
the “dirtier” grain in the 87% case starts with a higher [Feᵢ], one might assume that
it should end up with a higher [Feᵢ]. The pattern shown by the simulations oc-
curs because a smaller impure grain has a smaller volume from which to diffuse a
given impurity concentration. A smaller volume can be “cleaned up” and smooth
the concentration gradient more quickly than a larger volume. The [Feᵢ] conditions
considered here are the same initially for each [Fe₀] in Scenario B, so the initial total
Figure 3-9: Wafer cross-section maps of the post-gettering $[\text{Fe}_i]$ and precipitate radius for smallest and largest area fraction of “cleaner” grain in Scenario B for $[\text{Fe}_0] = 1.65 \times 10^{14} \text{ cm}^{-3}$. Initial $[\text{Fe}_i]$ and $[\text{Fe}_p]$ values in units of cm$^{-3}$ for each wafer region are below the 5 min cool maps. The GB initial conditions are the same for the 67% and 87% “cleaner” simulations. Note that the color bars represent a different range of values in each of the four rows.
wafer-level average \([\text{Fe}_i]\) is lower for the 87% than the 67% area fraction of “cleaner” grain. This pattern in the initial \([\text{Fe}_i]\) may account for the increase in efficiency observed in the \([\text{Fe}_0] = 1.65 \times 10^{14} \text{ cm}^{-3}\) simulations. In contrast to the \([\text{Fe}_i]\), the \([\text{Fe}_p]\) is initially higher in the 87% “cleaner” case than in the 67% cleaner case and remains higher after processing. The relative recombination activity of point defects and precipitates determines which species limits device performance. For example, the lifetime patterns seen here may be different for \(n\)-type Si, in which \([\text{Fe}_i]\) is less recombination active than in \(p\)-type Si.

### 3.6 Conclusions

We coupled 2D process and device simulations by adding the Impurity-to-Efficiency simulator to Synopsys’ Sentaurus Process software using the Alagator Scripting Language to understand and visualize the combined effect of as-grown wafer impurity distribution, processing parameters, and solar cell device architecture on device performance for two different sets of mc-Si wafers. In Scenario A, we varied total iron concentration \((\text{[Fe}_0])\) and maintained the same area fraction of “dirtier” grains (e.g., different ingot height from the same brick). In Scenario B, we varied the area fraction of “dirtier” grains but maintained the same \([\text{Fe}_0]\) (e.g., same ingot height but from different bricks). From Scenario A, we confirm that increasing \([\text{Fe}_0]\) results in decreasing solar cell efficiency, and that slower cooling after phosphorus diffusion gettering can confer significant efficiency increases (a few % absolute) by gettering \(\text{Fe}_i\). The updated efficiency calculations shown herein explicitly account for the detrimental effect of precipitated and interstitial iron, especially for high iron concentrations. From Scenario B, we conclude that the spatial distribution of the same total amount of iron can affect solar cell device performance with a large area fraction of “cleaner” grains increasing efficiency for the parameters considered here. However, the cooling rate after gettering is a much more important factor. The 2D maps of the post-gettering Fe distribution allow us to visualize the superposition of 1) \(\text{Fe}_i\) segregation to a gettering layer, 2) \(\text{Fe}_i\) diffusion down concentration gradients to a phosphorus-rich layer and the
grain boundary, and 3) iron-silicide precipitate dissolution, which increases [Fe$_i$]. We identify combinations of as-grown impurity distribution and process parameters that produce solar cells limited by point defects and those that are limited by precipitated impurities. Gettering targeted at either point defect or precipitate reduction can then be designed and applied to increase cell efficiency. There are clear benefits to combining tailored phosphorus diffusion gettering with sorting wafers by [Fe$_0$], and there may also be benefits to sorting by area fraction of defective regions. The Alagator scripts developed for this paper are freely available online at http://pv.mit.edu/impurity-to-efficiency-i2e-simulator-for-sentaurus-tcad/. PV researchers and companies can use these scripts to carry out analyses similar to the ones we demonstrate here using their own initial iron distributions, processing parameters, and solar cell device design.
Chapter 4

Building Intuition of Iron Evolution during Solar Cell Processing through Analysis of Different Process Models

The material in this Chapter is adapted from [32].

4.1 State-of-the-Art of Technical Computer Aided Design (TCAD) for Crystalline Silicon PV

Technical computer-aided design has accelerated optimization of semiconductor design and processing for the last few decades. Photovoltaic (PV) device simulators, which compute device performance on the basis of material properties and geometry inputs, are mature and ubiquitous in industry [81, 88–92]. In contrast, Process Simulations are less developed. An important use of Process Simulators is to simulate the evolution of performance-limiting bulk defects in response to varying time-temperature profiles and wafer-surface conditions. As PV devices become increasingly bulk-limited [93], as new wafer materials are developed, and as PV manufacturing becomes even more cost competitive, there is an increasing need for accurate and fast Process Simulations to maximize the potential of each substrate.
A common focus of defect-related Process Simulators is iron, one of the most ubiquitous, detrimental [94] and easily detected [54, 55] impurities in $p$-type PV-grade silicon. Iron can take different forms in silicon: point defects (including interstitials, interstitial-acceptor pairs, and substitutional atoms), iron-silicide precipitates (including the similar $\alpha$- and $\beta$- phase precipitates, and early-stage $\gamma$-phase platelets), and inclusions. Interstitial iron and $\beta$-phase precipitates are the most relevant for crystalline silicon photovoltaics. See [23, 24, 28, 56, 94, 95] for further detail. The chemical state and distribution of iron impurities evolve during high-temperature solar cell processing steps [45, 60, 94, 96, 97] because of the exponential dependence of iron-point defect solubility and diffusivity on temperature. As the different states of iron exert varying impacts on minority-carrier lifetime [98], accurate modeling of iron evolution is critical to determining its impact on the finished device.

At least eight research groups have developed tools to simulate the evolution of iron during solar cell processing [59, 99–105]. These Simulators differ in two significant ways: (1) physics: they make different assumptions regarding the governing physics of nucleation, precipitation, growth, and dissolution of iron-silicide precipitates; (2) implementation: they use different coding environments, with unique mesh assumptions and numerical solvers. Most Simulators have been validated by experimental results, albeit for different processing conditions and input wafer impurity types and concentrations [59, 103, 104]. Because of differences in coding and validation, it can be difficult for a third party to compare models and determine the most relevant underlying physics for a wider range of industrially relevant processing and material conditions.

In this study, we combine into one coding environment the salient features of iron process simulators developed at Aalto University [103], Fraunhofer Institute for Solar Energy Systems [104], and Massachusetts Institute of Technology jointly with Universidad Politécnica de Madrid [59]. Our goals are: (1) to elucidate the essential physics at each process step, (2) to determine the necessary Model complexity to accurately simulate today’s materials and processes, and (3) to guide future materials, device, and process simulation development by building intuition for the behavior of
The intuition developed here for iron in $p$-type Si can be generalized to other metal impurities and to $n$-type Si. We evaluate ingot crystallization, thermal annealing, phosphorus diffusion, and contact-metallization firing. We systematically vary structural defect distribution and iron precipitation equations to create eight distinct Models, which we describe in detail with self-consistent terminology and with emphasis on the aspects that are most important for iron evolution. As simulation outputs, we report the concentration of interstitial iron ($[\text{Fe}_i]$), the state with the greatest lifetime impact on $p$-type silicon [8, 39, 106]. We also report iron-silicide precipitate spatial density and size, as precipitates have a secondary lifetime impact [24, 95, 98], and they may be the more dominant recombination center in $n$-type silicon [22, 41–43, 106–109].

Notably, we identify two regimes of iron behavior, and we describe how they map onto the different Models, process conditions, and crystalline silicon wafer materials of varying type and quality:

(1) **Diffusivity-limited**: When the availability of heterogeneous nucleation sites is low, iron diffusion to precipitation sites limits precipitation. In this regime, physical assumptions regarding bulk-iron transport and precipitate nucleation can lead to variations of simulated residual interstitial iron point-defect concentrations up to an order of magnitude. This condition describes processing steps during which the annealing temperature is insufficient to dissolve all iron-silicide precipitates and iron gettering is kinetically limited.

(2) **Solubility-limited**: In this regime, the iron point-defect concentration is governed primarily by either bulk solubility, precipitate dissolution, or segregation to the emitter, which is governed by the difference between the solubility in the bulk and in the emitter. Variation between different Models tends to be small. This condition describes iron contamination levels either close to the solid solubility at the annealing temperature (e.g., the early stages of crystallization) or below the solid solubility when there is a high density of precipitation sites or strong segregation to the emitter occurs. In this regime, iron behavior can be considered at or near thermodynamic
4.2 Description of 8 Silicon PV Process Models

We employ the following definitions consistently throughout our manuscript. Because these definitions are not universal, we capitalize them.

*Simulator*: A computer-based software tool designed to complement and accelerate trial-and-error experimentation.

*Process Simulation*: A Simulation that is carried out by a Simulator which is designed to predict defect evolution during solar cell processing, in response to varying time-temperature profiles and surface chemistry.

*Model*: The set of physics-based assumptions that drive the Simulation. In Process Simulations, the Model consists of coupled kinetic and thermodynamic equations, with both geometric and chemical boundary conditions.

*Model Element*: One of the physics-based assumptions coupled into the Simulation. Model Elements include, among others, the definition of the structural defect distributions (grain boundaries, dislocations) and the equations governing precipitation behavior (Ham’s Law [110], Fokker-Planck equation [103]).

4.2.1 Systematic variation of model elements

To determine the Model Elements with greatest impact on predicted final iron distribution, we explore four variations of precipitation site distribution (see Sect. 4.2.2) and two iron precipitation equations (see Sect. 4.2.3), resulting in a $4 \times 2$ matrix of eight unique Models (Fig. 4-1). This selection of Model Elements is informed by industrial relevance, and the nearly decade-long experience of iron simulation at each institution. With these eight Models we simulate the entire silicon solar cell processing sequence, with associated time-temperature profiles and changing boundary conditions (e.g., presence or absence of phosphorus in-diffusion).

The following parameters are invariant among the eight Models: The crystal grain is 3 mm wide, the wafer is 180 $\mu$m thick, and the boron doping concentration is $3 \times 10^{16}$...
Figure 4-1: Summary of the 8 Models. First row: Crystalline silicon wafer cross-section schematic with simulation domain outlined. Second row: Schematics of the 4 structural defect distributions include a 0D/1D homogeneous distribution and three 2D heterogeneous distributions, including only dislocations (DL), dislocations and a grain boundary (DL+GB), and only a grain boundary (GB). The DL density colorbar is a log scale with range $0$–$2 \times 10^8 \text{ cm}^{-2}$. The phosphorus colorbar is a qualitative illustration. Third row: For each structural defect distribution, 2 sets of precipitation equations are analyzed, including Fokker-Planck equation and Ham’s Law. Precipitation occurs at the structural defects. Bottom row: The shorthand Model names used in the rest of the paper.

We simulate phosphorus in-diffusion and gettering from both wafer surfaces. The local iron solid solubility in silicon, $C_s$, is provided by Aoki et al. [111]. Although strain in the silicon lattice at structural defects can enhance the solid solubility of iron [104, 112], we neglect this enhancement because it has only a minor effect on the iron distribution. Additionally, most of the solar cell processes that we simulate occur at higher temperatures where this solubility enhancement becomes negligible. The solubility and concentration gradient diffusion equations are solved by the algorithm suggested by Hieslmair et al. [113], and the diffusivity of iron, $D_{Fe}$, is described by Istratov et al. [56, 114]. Phosphorus diffusion is simulated as described in Bentzen et al. [115]. The phosphorus diffusion gettering model, (i.e., the diffusion-segregation equation) was taken from Tan et al. [116, 117], the iron segregation coefficient as a function of phosphorus doping concentration is taken from Haarahiltunen et al. [58]. During heating, we assume a negligible precipitate dissolution energy barrier in all models – precipitates can start to dissolve the instant the solid solubility exceeds $[Fe_i]$ [104, 118]. Lastly, we assume that structural defects are stationary and neither
generated nor annihilated by processing, as the used temperature ranges are not high enough to allow significant dislocation movement [119–121].

### 4.2.2 Four structural defect distributions

In this section, we describe the four variations of precipitation sites used in our eight Models (Fig. 4-1). Precipitation sites are locations along structural defects where precipitates can, but are not required to, nucleate. The number of precipitation sites is the maximum number of precipitates allowed. While the density and distribution of precipitation sites can be varied, their nature cannot: all nucleation sites are modeled as sites along dislocations and precipitation is equally favorable at each site.

In all eight Models, including those with grain boundaries, iron-silicide precipitates are assumed to nucleate at precipitation sites along dislocations. In the 2D Models, the heterogeneously distributed intra-grain dislocations are in clusters, each of which has a dislocation density $N_{DL}(x, y) = C \exp(-\frac{1}{2}(\frac{y-y_0}{L})^2) - \frac{1}{2}(\frac{x-x_0}{L})^2)$ where $C$ is the peak precipitation site density in the dislocation, parameter $L = 15 \mu m$ adjusts how fast the dislocation density is reduced from the center of the cluster, and $x_0$ and $y_0$ are randomly chosen coordinates that determine the location of the centrum of the dislocation cluster. $C$ is scaled so that the average dislocation density per area is $N_{avg} = 8 \times 10^3 \text{ cm}^{-2}$ within the grain. Then, the dislocation density of node points with dislocation density $<10 \text{ cm}^{-2}$ is set to zero. The grain boundary is modeled as a dense band of dislocations with an areal density of $2 \times 10^8 \text{ cm}^{-2}$. The simulated grain boundary width is $10 \mu m$, which is unrealistically wide, but it is still less than 1% of the grain width, and for computational reasons we use this value. Most importantly, this grain boundary width paired with the dislocation density in the grain boundary preserves an accurate number of total dislocations and thereby precipitation sites at the grain boundary [84]. The precipitation site density, $N_{site}$, is proportional to the dislocation density, $N_{DL}$, as in $N_{site} = 3.3 \times 10^5 \text{ cm}^{-1} \times N_{DL}$ [104].

The simplest precipitation site (defect) distribution is a homogeneous distribution. This is equivalent to a wafer with a constant dislocation density and no grain boundaries. This precipitation site distribution has the lowest computational com-
plexity: Without the presence of the phosphorus layer, only relaxation gettering, \textit{i.e.}, the nucleation and precipitation of impurities driven by supersaturation during cooling, occurs, and it proceeds similarly in every point of the wafer. Thus, only a single simulation point is needed to fully account for the changes in the iron distribution and chemical state. If a phosphorus layer is present on either surface of the wafer, segregation gettering causes changes in the iron distribution along the wafer depth, requiring a 1D finite-element simulation. This homogeneous defect distribution is referred to as “0D/1D.”

To account for heterogeneous precipitation site distributions, we add a second dimension to our Models. The first 2D Model consists of heterogeneously distributed dislocations and no grain boundaries, representing mono-like [122–129] and epitaxial silicon [130–133]. The second 2D Model adds a grain boundary to the dislocations, simulating conventional multicrystalline silicon (mc-Si). The grain boundary is modeled as a dense network of dislocations. The third 2D Model comprises a grain boundary but no dislocations representing regions of high-performance mc-Si [19] or ribbon growth on silicon (RGS) material [134, 135], where the relative effect of the intra-grain regions are small relative to the effect of the grain boundaries. These 2D Models are referred to as the “2D DL”, “2D DL+GB”, and “2D GB”, respectively.

4.2.3 Two sets of iron-precipitation equations

For the Model Element to describe iron-silicide precipitate formation, either of two sets of equations can be used: one based on Ham’s law [110], and the other using the Fokker-Planck equation [103]. A rigorous mathematical description of both appears in Section 4.5. Here, we provide qualitative descriptions that are sufficiently detailed to infer differences between resulting iron distributions in subsequent sections.

Iron supersaturation is the driving force for precipitation in both sets of equations. Thus, to initiate precipitation of interstitial iron, the dissolved concentration must be sufficiently greater than the equilibrium solid solubility (\textit{i.e.}, typically, the wafer must be cooling down).

Ham’s law assumes a density of precipitation sites that does not vary over time,
with all precipitates modeled as spheres. Mathematically, at each grid point, this is equivalent to the precipitate density being constant and the precipitate size distribution being a time-dependent delta function. Precipitate growth begins the instant iron supersaturation is achieved. This simplicity makes Ham’s law computationally straightforward, yet there are certain disadvantages. The precipitate size delta function means that Ostwald ripening (i.e., the dissolution of small precipitates to favor the growth of large ones) cannot be modeled. The constant precipitate density implies that complete precipitate dissolution is not accurately modeled. Precipitate nucleation is also not simulated with Ham’s law. For these two reasons, crystallization is not simulated with the Ham’s law precipitation Model. For process steps after crystallization, including phosphorus diffusion gettering, the average density of precipitates used in Ham’s law is calculated from the results of the Fokker-Planck equation-based simulation of ingot crystallization.

The Fokker-Planck equation (FPE) Model Element describes precipitate size by a distribution function, not a delta function. The time evolution of the distribution is governed by the FPE. Consequently, the precipitate density is time varying, although the precipitation site density is constant (i.e., structural defect concentration is invariant). This set of equations, while computationally complex relative to Ham’s law, can describe two important phenomena: (1) explicit inclusion of a precipitation site capture radius and a precipitation nucleation barrier allow for simulation of precipitate nucleation, (2) the Ostwald ripening effect mentioned above, and (3) how faster cooling from high temperature leads to higher densities of smaller precipitates (and vice versa).

It is important to highlight two subtle points about our implementation of the Fokker-Planck equation: First, precipitation does not commence instantaneously with iron supersaturation upon cooling. For a precipitate to nucleate, its radius must be greater than the critical radius determined by the Gibbs free energy. Second, we assume spherical precipitates for Ham’s law and platelets for the Fokker-Planck equation Model Element. Precipitate growth depends on the degree of iron point defect supersaturation and on iron point-defect capture, which depends on the precipitate radius.
The precipitate growth rate with Fokker-Planck is higher than that with Ham’s law, because the capture radius of platelets (Fokker-Planck) depends on $n^{1/2}$ (where $n$ is number of iron atoms per precipitate) while that of spheres (Ham’s law) depends on $n^{1/3}$.

Both points are visible in Fig. 4-2, which shows the net precipitate growth rates for both Models (see Section 4.5) as a function of precipitate size. The effect of the differences in precipitate growth mechanisms of the two precipitation models can be summarized by comparing the two rates. Fig. 4-2 highlights three stages of iron precipitation. Although the $x$- and $y$-axis values depend on precise dissolved iron concentration and temperature, these Stages are general. In Stage I, when the degree of iron supersaturation is small, precipitates will grow in Ham’s law but not in Fokker-Planck (blue dashed line indicates negative total growth rate) because below the Gibbs critical size, precipitates are unstable and tend to dissolve. In Stage II, the Gibbs free energy is favorable for precipitate formation in Fokker-Planck, leading to explosive precipitate growth at the onset of Stage II. In Stage III, the growth rate of precipitates depends on iron capture, and the subtlety of the $n^{1/2}$ vs. $n^{1/3}$ dependence can be observed.

4.3 Simulated solar cell fabrication processes

To illustrate the governing physics and to elucidate similarities and differences between the Models during realistic processing conditions, all high-temperature steps during the solar cell fabrication process are simulated, from crystal growth to contact metallization firing. Crystal growth starts from the melting temperature of silicon, when metals are dissolved, and often involves slow temperature ramps (for ingot materials, which comprise 90% of the solar market). During crystal growth, the governing physics is relaxation gettering. In contrast, all other device-fabrication steps involve relatively lower temperatures (often resulting in iron solid solubilities below the total iron concentration), relatively faster temperature ramps, and the presence of a phosphorus-rich surface boundary layer. The governing physics includes both re-
Figure 4-2: Net precipitate growth rate as a function of precipitate size for Ham’s law (red) and Fokker-Planck equation (blue), for a given annealing temperature (815°C) and iron concentration ($10^{14}$ cm$^{-3}$). Stages I, II, and III of precipitate growth are delineated. The dashed blue line indicates negative growth (i.e. dissolution).

Laxation and segregation gettering, the latter of which is responsible for redistributing metals on the basis of solubility differences between the bulk and the phosphorus-rich boundary layer. For each process step, we apply the framework of the solubility- and diffusivity-limited regimes introduced in Section 4.1.

4.3.1 Crystallization and re-heating: processes without a phosphorus-rich boundary layer

Crystallization

The solar cell process begins with crystallization (ingot solidification), the step that defines as-grown wafer properties. Crystal cooling starts with fully dissolved iron, and as cooling proceeds, the interstitial iron concentration decreases and the precipitated iron concentration increases. As discussed in Section 4.2.3, crystallization is simulated only with the Fokker-Planck-based Models. The crystallization cooling rate is a key parameter for controlling post-crystallization [Fe$_i$] [103]. For the time-temperature
profile, we assume a linear cool from 1200°C to 200°C at 1.35°C/min. We consider typical mc-Si initial total iron concentrations of \([\text{Fe}_0] = 3.5 \times 10^{13} \text{ cm}^{-3}\) and \(2 \times 10^{14} \text{ cm}^{-3}\) both for industrial relevance and consistency with previous work [136].

The spatially-resolved precipitation site densities and the interstitial iron distributions after crystal cooling are shown in Fig. 4-3 for the 2D defect distributions with the lower contamination level of \([\text{Fe}_0] = 3.5 \times 10^{13} \text{ cm}^{-3}\). A strong correlation is seen between precipitation site density and low \([\text{Fe}_i]\) because \(\text{Fe}_i\) internally getters to and precipitates at the structural defects as the silicon cools during crystallization. In all Models, regions of higher structural defect density and thus nucleation site density contain more precipitated iron after crystallization, as observed experimentally [23, 83, 137]. During subsequent processing steps, precipitated iron can reduce device performance because precipitates can limit the lifetime [98] and precipitates release iron point defects into the bulk [83, 86, 138].

To understand how the iron distribution evolves during crystallization, we plot the the temperature, solubility, and iron distribution as a function of time for the four Models for the higher \([\text{Fe}_0] = 2 \times 10^{14} \text{ cm}^{-3}\) (Fig. 4-4). See Fig. 4-5 for the evolution of temperature, solubility, and diffusivity as function of time during the crystallization. Results for both \([\text{Fe}_0]\) are in Fig. 4-6. For all Models, a monotonic reduction of \([\text{Fe}_i]\) is observed. \([\text{Fe}_i]\) is reduced by nucleation of new precipitates and growth of existing ones. At the beginning of crystallization, precipitation is at Stage I (see Fig. 4-2). The iron solid solubility is greater than \([\text{Fe}_0]\) so all of the iron is dissolved as \(\text{Fe}_i\). The FPE model includes random fluctuations in the precipitate sizes (see \(B(n,t)\) in Section 4.5), which results in a number of precipitates with sizes that oscillate between small precipitates and full dissolution. Thus, immediately, the average precipitate density is non-zero, and the average precipitate size remains at \(\sim 1 \text{ Fe atom}\) until \(\sim 250\) minutes. As the temperature decreases, the solubility decreases exponentially. At \(\sim 250-300\) minutes, the supersaturation of iron point defects is high enough to favor significant precipitate nucleation, and Stage II precipitation begins. Precipitates nucleate and grow. Consistent with other systems undergoing phase transition [139], the growth is very rapid at this point. There is a short period of Stage
Figure 4-3: Post-crystallization spatially-resolved precipitation site density and [Fe$_i$] generated from input parameters for the 2D Models: DL, GB, DL + GB with [Fe$_0$] = 3.5×10$^{13}$ cm$^{-3}$. Color scale is linear with precipitation site density range 0–5×10$^{11}$ cm$^{-3}$ and [Fe$_i$] range 0–10$^{13}$ cm$^{-3}$. Only the Fokker-Planck precipitation equation is used. Precipitation site density and [Fe$_i$] are inversely correlated because [Fe$_i$] is internally getters to precipitation sites during ingot cooling.
III precipitation at $\sim 400$ minutes and then the average size slightly decreases due to the formation of new (small) precipitates and saturates as nucleation and diffusivity drop off at low temperatures. Models with higher average precipitate densities have smaller average precipitate size.

The behavior of these four Models during crystallization can be described by two regimes of iron precipitation: diffusivity-limited and solubility-limited.

Iron precipitation is solubility-limited when the availability of precipitation sites is relatively high, and Fe$_i$ can readily reach precipitation sites. [Fe$_i$] more closely follows the equilibrium iron solubility, and is closer to thermodynamic equilibrium. During the crystallization simulated here, the first 500 minutes of the process can be considered solubility-limited. Between 250 and 500 minutes, [Fe$_i$] follows a certain level of supersaturation that trends with the exponential decrease in solubility. [Fe$_0$] plays a more minor role in determining [Fe$_i$] in the final crystal. This is the case for any Model with dislocations spread throughout the grain, including 0D/1D, 2D DL, and 2D DL+GB. The 2D DL and 2D DL+GB Models predict similar [Fe$_i$] because the grain boundary has a small internal gettering effect relative to the dislocations in the bulk for the parameters used. The 2D DL+GB [Fe$_i$] prediction of $3-4 \times 10^{12}$ cm$^{-3}$ is very close to the measured as-grown [Fe$_i$] values for mc-Si in Hofstetter et al. [78]. The 2D GB case is an extreme case, which we show as a point of reference. Note that the 0D/1D Model predicts the largest reduction in [Fe$_i$], because precipitation sites are homogeneously distributed throughout the material and are thus, on average, faster to access for Fe$_i$ atoms.

Precipitate growth is diffusivity-limited when iron must diffuse to either a limited density of precipitation sites or, on average, to the far-away precipitation sites to precipitate out. The latter is the case of the 2D GB Model because the high density of precipitation sites is located in the few microns at the edge of the grain. In this diffusivity-limited regime, initial iron concentration [Fe$_0$] plays a large role in determining the iron distribution after crystallization: First, a higher [Fe$_0$] results in a higher density of precipitates, which translates into a higher density of Fe$_i$ sinks. Second, if supersaturation (i.e., the onset of precipitation) occurs at higher temperatures,
Figure 4-4: Temperature and solubility (panel 1), average bulk $[\text{Fe}_i]$ (panel 2), average precipitate size (panel 3), and average precipitate density (panel 4) as crystallization proceeds for $[\text{Fe}_0] = 2 \times 10^{14} \text{ cm}^{-3}$. Precipitate nucleation and growth occur simultaneously at $\sim 250$ minutes. The noticeable increase in precipitate size occurs before the noticeable increase in precipitate density because of the large population of the small unstable precipitates.
Figure 4-5: Temperature (top), solubility (left), and diffusivity (right) as a function of time (bottom) during crystallization, which is modeled as a linear cool from 1200°C to 200°C.

Iron can more easily diffuse to precipitation sites, given the exponential dependence of diffusivity on temperature. Finally, precipitating iron generates a strong Fe concentration gradient, creating a “feedback loop” that drives more iron to precipitate; this concentration gradient is stronger with higher [Fe$_0$]. Thus, the effect of higher [Fe$_0$] is somewhat compensated at the end of crystallization, and [Fe$_0$] and the precipitation site (i.e., structural defect) distribution together determine the resulting [Fe$_i$].

All four of the Models are diffusivity-limited for the last $\sim$200 minutes of the crystallization because the diffusivity of iron point defects, and thus the addition of iron to grow precipitates, decreases exponentially with temperature. In this last portion of the crystallization, the diffusivity decreases from $5 \times 10^{-8}$ down to $10 \times 10^{-10}$ cm$^2$/s. This kinetic limit results in a saturation of the [Fe$_i$], precipitate size, and precipitate density even though [Fe$_i$] exceeds the solid solubility during this part of the process.
Figure 4-6: Average [Fe\textsubscript{i}] (top), precipitate size (middle), and precipitate density (bottom) as crystallization proceeds for [Fe\textsubscript{0}] = 3.5×10^{13} \text{ cm}^{-3} (left) and [Fe\textsubscript{0}] = 2×10^{14} \text{ cm}^{-3} (right).
Heating up to full precipitate dissolution

Ingot crystallization (Section 4.3.1) sets the initial wafer conditions and highlights the effect of the differences between the four structural defect distributions. In this section, we explore the effect of a heating step after crystallization or wafering, as has been proposed to maximize gettering efficiency in a subsequent phosphorus diffusion step [97, 104, 136, 140]. The analysis also applies for any thermal step that can be performed in the absence of a phosphorus-rich surface layer. To initialize the Ham’s law Models, we use the post-crystallization average precipitate size and spatial density from the FPE Models. When calculating the average precipitate density for Ham’s law, we counted only precipitates $>10^4$ atoms to exclude the very small, but unstable, precipitates that are present due to the random fluctuations of precipitate size in the FPE Models. Thus, we can analyze the iron distribution during heating for all eight Models described in Section 4.2. We simulate heating from $500^\circ C$ to $1150^\circ C$ at $0.75$ $^\circ C$/min to examine a wide range of temperatures up through full precipitate dissolution. The temperature, solubility, average $[Fe_i]$, average precipitate size, and average precipitate density as a function of time during heating for $[Fe_0] = 2 \times 10^{14}$ cm$^{-3}$ are shown in Fig. 4-7. See Fig. 4-8 for the evolution of temperature, solubility, and diffusivity as a function of time during heating. Results for both $[Fe_0]$ values are in Fig. 4-9.

For all eight Models, the evolution of $[Fe_i]$ has two phases. Early in the heating process, $[Fe_i]$ is supersaturated, so iron diffuses to precipitates, and precipitates grow. $Fe_i$ is in a diffusivity-limited regime, so the precise time at which the minimum in $[Fe_i]$ occurs depends on the precipitation site distribution, the set of precipitation equations, and the heating rate. The significant initial change in $[Fe_i]$ is accompanied with a barely visible change in average precipitate size and density due to the much higher amount of precipitated iron present. For the 2D GB case, the minimum in $[Fe_i]$ occurs much later than the other Models because the high concentration of precipitates within a small volume of material creates a kinetic limitation, as iron dissolving from precipitates must first diffuse into the grain before the next layer
Figure 4-7: Temperature and solubility (panel 1), average bulk [Fe$_i$] (panel 2), average precipitate size (panel 3), and average precipitate density (panel 4) during heating linearly from 500°C to 1150°C for [Fe$_0$] = 2×10$^{14}$ cm$^{-3}$. 
of iron can dissolve. Next, at higher temperatures after the minimum in [Fe\textsubscript{i}], the Models enter a more solubility-limited regime. Precipitates begin to dissolve, and [Fe\textsubscript{i}] increases uniformly in all Models with most curves overlapping. All eight Models eventually reach the same state in which the solid solubility exceeds the [Fe\textsubscript{0}], so the average [Fe\textsubscript{i}] = [Fe\textsubscript{0}], with precipitates fully dissolved.

The precipitate evolution depends strongly on the precipitation Model. The Ham’s Law and Fokker-Planck precipitation equations treat the precipitate size and precipitate density oppositely; however, they result in similar [Fe\textsubscript{i}] predictions. With the Fokker-Planck equation Models, during the first 600 min, the average precipitate size increases slightly as small precipitates dissolve, reflected in a slight drop of average precipitate density. Then the precipitate size rapidly decreases as the remaining precipitates dissolve. For Ham’s law, there is a slow decrease in average precipitate size because no density change is allowed. Instead, the singular precipitate size decreases negligibly, followed by a precipitous drop as the solubility exceeds the total iron concentration, driving rapid dissolution. For Fokker-Planck, the precipitate densities
Figure 4-9: Average $[\text{Fe}_i]$ (top), precipitate size (middle), and precipitate density (bottom) during heating for $[\text{Fe}_0] = 3.5 \times 10^{13}$ cm$^{-3}$ (left) and $[\text{Fe}_0] = 2 \times 10^{14}$ cm$^{-3}$ (right).
decrease monotonically with a similar S-shape as temperature increases, indicating no significant new nucleation at low temperatures, and (near) full dissolution at high temperatures. For Ham’s Law, the precipitate density stays at the predetermined value, eventually exceeding the density predicted by Fokker-Planck.

Cooling is an inherent component of solar cell manufacturing processes, and the precise time-temperature profiles are essential for controlling the post-processing iron distribution and solar cell performance [60, 78, 141]. For iron evolution during cooling at 10°C/min from 1150°C to 500°C after the heating step discussed in this section, see Fig. 4-10. The trends of cooling are essentially the reverse of heating, with differences due to the different nucleation behavior and also depending on how diffusivity- or solubility-limited the impurity and structural defect distributions are. The Ham’s law scenarios predict the onset of [Fe_i] reduction before the Fokker-Planck Models because they do not assume a nucleation barrier, so the precipitates with their predetermined density can start to grow immediately. For the FPE Models, there is a slight decrease in average precipitate size during the lower temperatures due to the dominance of new nucleation over growth of existing precipitates. The cooling rates used in solar cell processing are typically faster than the solubility-limited 1.35°C/min of crystallization, and they can range from 3°C/min during cooling after phosphorus diffusion up to 100°C/min or more during contact metallization firing. In these faster cooling scenarios, iron behavior is much more diffusivity-limited, and the Model predictions differ more strongly, so the choice of Model is more important.

4.3.2 Phosphorus diffusion gettering and contact firing: processes with a phosphorus-rich boundary layer

In typical diffused-junction p-type Si solar cells, phosphorus diffusion serves two purposes: p-n junction formation and impurity gettering. In n-type Si devices, phosphorus can be used to getter impurities [22, 61, 109, 142, 143] and to form a front (or rear) surface field layer [144, 145]. Process Simulations are often used to optimize phosphorus diffusion gettering parameters, and the final spatial and chemical impu-
Figure 4-10: Average $[\text{Fe}_0]$ (top), precipitate size (middle), and precipitate density (bottom) during cooling linearly from 1150°C to 500°C at 10°C/min for $[\text{Fe}_0] = 3.5 \times 10^{13}$ cm$^{-3}$ (left) and $[\text{Fe}_0] = 2 \times 10^{14}$ cm$^{-3}$ (right).
Phosphorus diffusion gettering (PDG) at different plateau temperatures

The phosphorus diffusion plateau temperature is chosen carefully because the junction depth and impurity kinetics and thermodynamics depend exponentially on temperature. Consistent with previous work [136], we simulate phosphorus diffusion with a three-part time-temperature profile shown in Fig. 4-11: heat linearly from 800°C to the diffusion temperature, hold at the in-diffusion temperature for 60 min, then cool linearly to 500°C at 50°C/min. We simulated three different in-diffusion temperatures of 815°C, 850°C, and 900°C, resulting in a wide range of phosphorus profiles suitable for different solar cell architectures. We assume a fixed surface phosphorus concent-
Figure 4-12: Average $[\text{Fe}_i]$ (top), precipitate size (middle), and precipitate density (bottom) during phosphorus diffusion gettering at 900°C for $[\text{Fe}_0] = 3.5 \times 10^{13}$ cm$^{-3}$ (left) and at 815°C for $[\text{Fe}_0] = 2 \times 10^{14}$ cm$^{-3}$ (right). The vertical gray lines delineate the borders between the three sections of the time-temperature profiles.

We simulated initial total iron concentrations of $[\text{Fe}_0] = 3.5 \times 10^{13}$ cm$^{-3}$ and $2 \times 10^{14}$ cm$^{-3}$. In Fig. 4-12, we show iron evolution during the two extreme cases of high temperature (900°C) for low $[\text{Fe}_0]$ ($3.5 \times 10^{13}$ cm$^{-3}$) and low temperature (815°C) for high $[\text{Fe}_0]$ ($2 \times 10^{14}$ cm$^{-3}$). The rest of the iron distributions as a function of time for 815°C and 900°C are shown in Fig. 4-13. The trends for 850°C are in between those of the other two temperatures.

For all Models and phosphorus diffusion scenarios, the evolution of the iron distribution follows three phases, corresponding to the three parts of the phosphorus
Figure 4-13: Average $[\text{Fe}_i]$ (top), precipitate size (middle), and precipitate density (bottom) during phosphorus diffusion gettering at $815^\circ C$ and $900^\circ C$ for $[\text{Fe}_0] = 3.5 \times 10^{13}$ cm$^{-3}$ (left two columns) and $[\text{Fe}_0] = 2 \times 10^{14}$ cm$^{-3}$ (right two columns). The vertical lines delineate the borders between the three sections of the phosphorus diffusion time-temperature profiles.
diffusion step (separated by vertical gray lines in Fig. 4-12). First, $[\text{Fe}_i]$ is *solubility-limited* as the wafer is heated from $800^\circ\text{C}$ to the in-diffusion temperature. With the exception of the 2D GB Models, the solid solubility exceeds $[\text{Fe}_i]$, dissolving precipitates and increasing $[\text{Fe}_i]$. Next, as the wafer is held at the diffusion temperature and phosphorus is introduced, iron behavior can be either *solubility- or diffusivity-limited*. During phosphorus diffusion, precipitates are sources of Fe, and the phosphorus-rich layer is a sink for Fe. $[\text{Fe}_0]$ and the phosphorus in-diffusion temperature together determine the balance between precipitate dissolution, which increases bulk $[\text{Fe}_i]$, and external segregation gettering of point defects, which decreases bulk $[\text{Fe}_i]$. The relative rates of these two processes determine the slope of $[\text{Fe}_i]$ vs. time. Reducing $[\text{Fe}_i]$ during this part of phosphorus diffusion requires the process to be mainly *solubility-limited*, meaning precipitate dissolution must add $[\text{Fe}_i]$ to the bulk more slowly than external gettering removes $[\text{Fe}_i]$. For low $[\text{Fe}_0]$ and high temperature, precipitates, $[\text{Fe}_i]$ sources, are significantly depleted, and external gettering can remove the previously precipitated iron. Although the 2D GB Models are diffusion-limited, they have a negative slope because external gettering of the high post-crystallization $[\text{Fe}_i]$ levels typically dominates. Finally, in a *diffusivity-limited* process, the wafer is cooled rapidly from the in-diffusion temperature. The decreasing temperature increases the driving force for point defect segregation to the phosphorus-rich region, reducing the bulk $[\text{Fe}_i]$. The high supersaturation during cooling can cause some precipitate nucleation as shown in the precipitate density graph for the low $[\text{Fe}_0]$ scenario in Fig. 4-12. The exponentially decreasing diffusivity opposes the increasing segregation force, eventually slowing the Fe$_i$ reduction.

To more easily compare the predicted magnitudes of $[\text{Fe}_i]$, the $[\text{Fe}_i]$ before and after phosphorus diffusion for all the simulated processes are shown in Fig. 4-14. Generally, the most significant factors defining post-phosphorus diffusion $[\text{Fe}_i]$ are $[\text{Fe}_0]$ [78] and phosphorus diffusion temperature. Overall, the post-gettering $[\text{Fe}_i]$ predictions are rather similar. In spite of the wide range of temperatures and Model differences, the range of post-gettering $[\text{Fe}_i]$ is only 1.5 orders of magnitude. The largest reduction in $[\text{Fe}_i]$ occurs for the 2D GB Models because they start with the highest $[\text{Fe}_i]$ post-
\[ [\text{Fe}_0] = 3.5 \times 10^{13} \text{ cm}^{-3} \]

\[ [\text{Fe}_0] = 2 \times 10^{14} \text{ cm}^{-3} \]

Figure 4-14: Average bulk \([\text{Fe}_i]\) before (horizontal black lines) and after (colored vertical bars) different temperatures of phosphorus diffusion for low \([\text{Fe}_0]\) (left half) and high \([\text{Fe}_0]\) (right half). Predictions are shown for the different structural defect distributions as indicated on the x-axis and the different precipitation equations with the FPE in red (left four bars of each group) and the Ham’s law in blue (right four bars of each group).

For the more solubility-limited low \([\text{Fe}_0]\), a higher temperature PDG more effectively reduces \([\text{Fe}_i]\) because precipitates (finite sources) are more completely dissolved at higher temperature and external gettering is fast enough to remove the resulting point defects. For the more diffusivity-limited high \([\text{Fe}_0]\), a lower temperature PDG results in lower \([\text{Fe}_i]\) because the PDG typically does not dissolve a significant fraction of the precipitates, and external gettering can remove the point defects that do dis-
Figure 4-15: \([Fe_i]\) after crystallization and PDG at 815°C as a function of a wide range of \([Fe_0]\) for all eight Models. The Models predict very similar \([Fe_i]\) for \([Fe_0]<\sim 4 \times 10^{13} \text{ cm}^{-3}\). Above \([Fe_0] \sim 4 \times 10^{13} \text{ cm}^{-3}\), the Models fall into three distinct Groups. The two \([Fe_0]\) values that we focus on in this work are indicated along the \(x\)-axis. The low \([Fe_0]\) is close to where the Models diverge, and the high \([Fe_0]\) is in the regime where there is significant divergence in the Models solve. As \([Fe_0]\) increases, \([Fe_i]\) depends more strongly on precipitate size and density, so more variation is observed between the different precipitation models. For the high \([Fe_0]\), the 2D GB Models show a decrease in \([Fe_i]\) as temperature increases because they are always \textit{diffusivity-limited}. Longer or even higher temperature gettering may be of interest for materials dominated by precipitated metals at structural defects.

Within each \([Fe_0]\) and for each temperature, the differences in \([Fe_i]\) predictions are most strongly dependent on the structural defect distribution and secondarily dependent on the precipitation model element because \([Fe_i]\) reduction during PDG is typically ultimately limited by diffusion to the emitter, not by precipitate dissolution. The 0D/1D Models and the 2D Models have very similar results. The Ham’s law Models predict a higher bulk \([Fe_i]\) because they generally model a higher density...
of precipitates, which are sources of $[\text{Fe}_i]$. However, $[\text{Fe}_i]$ predictions are similar for a given $[\text{Fe}_0]$, despite significant differences in the precipitate evolution. It is important to note that the uncertainty in the Models themselves is likely greater than the differences between the Models shown here.

Finally, to offer a more complete picture of the behavior of the Models as a function of the initial iron concentration, we simulated the crystallization and the 815°C PDG process for a range of $[\text{Fe}_0]$ values from $10^{12}$ cm$^{-3}$ to $10^{15}$ cm$^{-3}$. The resulting interstitial iron concentrations for $[\text{Fe}_0]$ between $10^{13}$ and $10^{15}$ cm$^{-3}$ are shown in Fig. 4-15. For $[\text{Fe}_0]<10^{13}$ cm$^{-3}$) the Models are all very similar and as $[\text{Fe}_0]$ decreases, $[\text{Fe}_i]$ continues to decrease exponentially. The behavior of the Models falls into three Groups:

1. 2D GB,
2. 2D Ham DL and 2D Ham DL+GB, and
3. 1D FPE, 1D Ham, 2D FPE DL and 2D FPE DL+GB.

For $[\text{Fe}_0]$ levels below $\sim4 \times 10^{13}$ cm$^{-3}$, the Models are solubility-limited, where the residual iron concentration is mostly determined by the gettering efficiency of the phosphorus emitter. However, after the contamination level considerably surpasses the solid solubility of iron at 815°C ($\sim8 \times 10^{12}$ cm$^{-3}$), the role of precipitation becomes more important. Further simulations (not shown here) also revealed that with higher PDG temperature, and thus solid solubility, the $[\text{Fe}_0]$ level where the models begin to differ increases.

After the Models deviate, Group 1 is in the diffusivity-limited regime, where post-crystallization $[\text{Fe}_i]$ is high because the iron does not have time to diffuse to the grain boundary, and hardly any additional gettering effect is gained from precipitation at structural defects. The exponential increase in final $[\text{Fe}_i]$ as a function of $[\text{Fe}_0]$ observed in Group 1 Models slows slightly at $[\text{Fe}_0]$ levels over $\sim4 \times 10^{13}$ cm$^{-3}$. This is due to the fact that a higher initial iron concentration results in larger precipitates after crystallization, as can be seen from Fig. 4-4. When iron is distributed in fewer, but larger precipitates, the dissolution of these precipitates during PDG is slower,
which results in a lower \([\text{Fe}_i]\) after PDG. The rest of the Models (Groups 2 and 3) fall into the *solubility-limited* regime, with slight differences in magnitude. With increasing \([\text{Fe}_0]\), Group 2 Models diverge from Group 3 because their precipitate density is fixed, and thus the precipitate density reduction exhibited in the FPE Models during PDG (evident from Fig. 4-12) does not occur. This subsequently leads into more iron sources toward the end of PDG for Group 2 Models, and results in a slightly larger post-PDG \([\text{Fe}_i]\). It should be noted, however, that the decrease of the final \([\text{Fe}_i]\) as a function \([\text{Fe}_0]\) predicted for the Group 3 Models does not necessarily translate into improved performance of the final solar cell, because of the increased amount of precipitated iron [59].

**Different PDG approaches (preanneal peak, standard PDG, annealing)**

Variations on the 815°C standard (PD) time-temperature profile shape discussed in Section 4.3.2, including a “preanneal peak” (Peak) and low-temperature anneal (Anneal) have been shown to reduce \([\text{Fe}_i]\) more effectively [104, 136, 148–151]. In Michl et al., four variations of phosphorus diffusion time-temperature profile shape were analyzed. They are the 815°C reference profile (PD), the reference followed by a post-deposition low-temperature anneal at 600°C (PD+Anneal), the reference preceded by a pre-deposition 900°C precipitate dissolution peak (Peak+PD), and finally all three segments together (Peak+PD+Anneal). Compared to the 71-minute PD profile, the Anneal adds 248 minutes, and the Peak adds 44 minutes. The four profiles are reproduced in Fig. 4-16. As before, we simulate initial total iron concentrations of \([\text{Fe}_0]\) = \(3.5 \times 10^{13} \text{ cm}^{-3}\) and \(2 \times 10^{14} \text{ cm}^{-3}\). Here, we focus on comparing the predictions from the different Models. The temperature and iron distributions as a function of time for the Peak+PD+Anneal are shown in Fig. 4-17 with the high \([\text{Fe}_0]\) shown in 4-18. The PD is shown in Fig. 4-12, and trends for the Peak+PD and the PD+Anneal are a subset of the profiles shown with slight differences in magnitude.

The preanneal peak step is in the *solubility-limited* regime. During the preanneal peak step, no phosphorus is present, so there is no point defect segregation. As the wafer is heated to and annealed at 900°C, \([\text{Fe}_i]\) approaches the total iron concentra-
Figure 4-16: Four different shapes of phosphorus diffusion bettering time-temperature profile: standard (PD), standard followed by a slow cool to an anneal (PD+Anneal), a preanneal peak preceding the standard (Peak+PD), and a combination of a preanneal peak, standard isothermal plateau, and cooling followed by an anneal (Peak+PD+Anneal).
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Figure 4-17: Temperature (panel 1) and average $[\text{Fe}_i]$ (panel 2), precipitate size (panel 3), and precipitate density (panel 4) during Peak+PD+Anneal phosphorus diffusion gettering $[\text{Fe}_0] = 3.5 \times 10^{13}$ cm$^{-3}$. The vertical gray lines delineate the borders between the sections of the time-temperature profile.
Figure 4-18: Average $[\text{Fe}_i]$ (top), precipitate size (middle), and precipitate density (bottom) during Peak+PD+Anneal phosphorus diffusion for $[\text{Fe}_0] = 3.5 \times 10^{13} \text{ cm}^{-3}$ (left) and $[\text{Fe}_0] = 2 \times 10^{14} \text{ cm}^{-3}$ (right).
tion. As the wafer cools from 900°C to the phosphorus in-diffusion temperature of 815°C, the decreasing solubility drives precipitate growth but no significant precipitate nucleation. The main benefit of the preanneal peak is to reduce the precipitated iron concentration by either size or density reduction ahead of the phosphorus diffusion step so that precipitate dissolution does not limit external gettering of point defects. For example during the 815°C standard process for \([Fe_0] = 3.5 \times 10^{13} \text{ cm}^{-3}\) 4-13 precipitates do not fully dissolve, but during the PD portion of the Peak+PD+Anneal, nearly full dissolution occurs. As discussed before, the phosphorus diffusion step is typically a mix of solubility- and diffusivity-limited regimes. The Ham’s Law Models account for precipitate behavior with a monotonically decreasing precipitate size and a constant precipitate density. On the other hand, the Fokker-Planck Models account for the behavior with a monotonically decreasing precipitate density and increasing precipitate size. The cooldown from the phosphorus diffusion temperature of 815°C to the post-deposition annealing temperature of 600°C at 3°C/min reduces \([Fe_i]\) by over two orders of magnitude without significant change in precipitate size or density. The decreasing temperature increases the difference in bulk and emitter solubility, driving \(Fe_i\) to the emitter. The transition between phosphorus diffusion temperature and post-deposition anneal is governed by the solubility difference between the bulk and the emitter, and is thus solubility-limited, and the similar \([Fe_i]\) at the beginning of the cooldown leads to similar \([Fe_i]\) Model predictions after the cooldown. For these time-temperature profile parameters, the \([Fe_i]\) at the beginning of the 600°C anneal is close to the solid solubility (\(\sim 10^{10} \text{ cm}^{-3}\)) [111], so no significant change in \([Fe_i]\) or precipitates is observed during the low-temperature plateau. The relative invariance of the precipitate distribution during a post-PDG anneal has also been observed experimentally [152].

To more easily compare the predicted magnitudes of \([Fe_i]\), the \([Fe_i]\) before and after phosphorus diffusion for all the simulated processes are shown in 4-19. For the low \([Fe_0]\), the Model predictions are nearly identical while for the high \([Fe_0]\), there are some differences with the 2D GB Model as the typical outlier. All the profiles reduce \([Fe_i]\) by over 80%, with the most important factor being the presence or absence of the
Figure 4-19: Average bulk $[\text{Fe}_i]$ before (horizontal black lines) and after (colored vertical bars) different shapes of phosphorus diffusion time-temperature profile for low $[\text{Fe}_0]$ (left half) and high $[\text{Fe}_0]$ (right half). Predictions are shown for the different structural defect distributions as indicated on the x-axis and the different precipitation equations with the FPE in red (left four bars of each group) and the Ham’s law in blue (right four bars of each group).

A slow cooling step associated with the low-temperature anneal. The Peak is predicted to make almost no difference in $[\text{Fe}_i]$ for the low $[\text{Fe}_0]$ and a slight increase in $[\text{Fe}_i]$ for the high $[\text{Fe}_0]$ with the exception of the 2D GB Models. The predictions vary more as $[\text{Fe}_0]$ increases because $[\text{Fe}_i]$ more strongly depends on the precipitate distribution, which is determined by the precipitation site distribution and the precipitation Model Element details as discussed previously.

Although the focus of this paper is on the physical trends of the different Models, we can compare the Model predictions to the limited experimental data available for these exact profiles in [136]. Note that the cooling rate of 50°C/min from either the PD (if no subsequent anneal) or the Anneal portion was chosen to closely match the experimental data in [136], and the cooling rate has a strong effect on how much time iron has to precipitate and segregate during cooling, thus affecting the final $[\text{Fe}_i]$. The effect is larger if the wafers are pulled out directly after the PD step.
without the Anneal portion. Excluding the 2D GB Models, which are known to not be representative of the mc-Si used in the study, the PD and Peak+PD simulated and experimental [Fe$_i$] are within a factor of two in magnitude. For the high [Fe$_0$] = 2×10$^{14}$ cm$^{-3}$, the Models in this work predict that the Peak+PD results in a slightly higher post-gettering [Fe$_i$] than the PD alone. For both [Fe$_0$], the Models overestimate the [Fe$_i$] reduction due to the Anneal step by about an order of magnitude. Overall, although there are discrepancies, all of the Models considered here simulate the main trends and magnitudes of post-gettering [Fe$_i$] fairly well.

**Firing in the presence of a phosphorus-rich layer**

In a typical solar cell, using a rapid (< 1 min), high-temperature (≈800-900°C) spike, the screen-printed metal pastes are fired through a SiN$_x$ layer to form a good Ohmic contact with the silicon substrate. The exact profile shape depends on the metal paste being used, and here we use a typical profile, which is the same as that used in [136]. We focus on the effect of the thermal step in the iron dynamics in the presence of the phosphorus-rich layer, and do not include in our analysis other aspects that may have a secondary effect (such as the potential hydrogenation due to the silicon nitride layer [153] or gettering if an Aluminum Back Surface Field is present [154, 155]). We use a no-flux boundary condition for the phosphorus in these firing simulations to describe the fact that there is no additional phosphorus source present at the surface during firing, and we simulate a phosphorus-rich emitter on only one side of the wafer.

For low and high [Fe$_0$] and for firing after the four different PDG approaches discussed in Section 4.3.2, we simulated the iron distribution as a function of time using all eight Models. The evolution of iron as a function of time during firing for the Peak+PD+Anneal phosphorus diffusion process for the high [Fe$_0$] = 2×10$^{14}$ cm$^{-3}$ is shown in Fig. 4-20. The trends are similar for the other scenarios, and [Fe$_i$] before and after Firing for all the simulated scenarios are summarized in Fig. 4-21.

The rapid temperature change during Firing is a strongly diffusivity-limited process. The trends in Model predictions of post-phosphorus diffusion gettering [Fe$_i$] persist after firing. During Firing, the precipitated iron distribution does not un-
Figure 4-20: Evolution of temperature, $[\text{Fe}]$, Precipitate size, precipitate density during Firing after Peak+PD+Anneal phosphorus diffusion for $[\text{Fe}_0] = 2 \times 10^{14} \text{ cm}^{-3}$
Figure 4-21: Average bulk $[\text{Fe}_i]$ before and after Firing for low $[\text{Fe}_0]$ (left half) and high $[\text{Fe}_0]$ (right half). Predictions are shown for the different shapes of phosphorus diffusion time-temperature profile as labelled along the x-axis and the different precipitation equations with the FPE in red (on the left in each pair) and the Ham’s law in blue (on the right in each pair). The structural defect distributions are differentiated by the marker shape.
dergo major changes and correspondingly, the differences between the models are small. However, there is a two orders of magnitude increase in \([\text{Fe}_i]\) when the temperature peaks. In our simulations, the \([\text{Fe}_i]\) increase mostly due to iron out-diffusion from the emitter as observed in [156], with precipitate dissolution also playing a minor role. The out-diffusion is caused by a strong decrease of the segregation coefficient as a function of temperature, which releases iron point defects from the emitter into the bulk. Also, due to the no-flux phosphorus boundary condition the phosphorus profile diffuses deeper into the bulk and the surface concentration decreases, slightly reducing the total segregation effect. Toward the end of the firing, around 30-45 seconds, some of these released iron point defects precipitate out, and a part of the released iron is also gettered back to the emitter. In Fig. 4-20, the 2D DL+GB and 2D GB Fokker-Planck Models predict slight precipitate nucleation and thus a decrease in average size during cooling. In the Ham’s Law Models, this change in precipitates is sometimes seen as a subtle increase in average precipitate size.

It is important to note that the \([\text{Fe}_i]\) reduction due to annealing (as in the PD+Anneal and Peak+PD+Anneal profiles) is almost completely reversed during firing. Thus, the reduction in \([\text{Fe}_i]\) after P-diffusion can be erased [136, 141]. Firing time-temperature profiles with lower peak temperatures and a slower cool from the peak as suggested in [141] can reduce \([\text{Fe}_i]\). Overall, the simulations match the experimental data in Michl et al [136] fairly well (excluding the 2D GB Models for the higher \([\text{Fe}_0]\)). For the \([\text{Fe}_0] = 3.5 \times 10^{13} \text{ cm}^{-3}\) the Model predictions for the Peak+PD+Anneal are almost exactly the same as the experimental results while for the other profiles, the Model predictions are slightly lower than the experimental results by no more than a factor of two. For \([\text{Fe}_0] = 2 \times 10^{14} \text{ cm}^{-3}\) the experimental data for the PD and Peak+PD profiles lie within the range predicted by simulation. The experimental data for the profiles with an Anneal are at or above the predicted values (excluding the 2D GB Models) with the Ham’s law values being more accurate than the Fokker-Planck values.
4.4 Conclusions

Process simulation has accelerated optimization of semiconductor processing for the last couple of decades, but with many different Models available, it can be difficult to discern the key differences and similarities between the models and the essential physics occurring during processing. To address both of these needs, we combine Model Elements of three existing solar cell Process Simulation tools into one software environment. We combine four different structural defect distributions and two sets of iron precipitation equations to create eight distinct processing Models, and we analyze how the iron distribution evolves at different stages of device processing: crystal growth, thermal annealing, phosphorus diffusion, and contact-metallization firing.

We define a useful classifying framework of solubility-limited and diffusivity-limited impurity behavior. The slow cooldown of crystallization is solubility-limited and the $[\text{Fe}_i]$ depends strongly on the structural defect distribution. Heating at low and moderate temperatures is diffusivity-limited and depends primarily on structural defect distribution and secondarily on precipitation Model differences while at higher temperatures it is solubility-limited and there are few differences between the Models. Phosphorus diffusion gettering involves both diffusivity- and solubility-limited aspects, depending on the total iron concentration, time-temperature profile, structural defect distribution, and precipitation models. For the profiles analyzed here, the Model predictions of post-gettering $[\text{Fe}_i]$ were overall quite similar. Finally, the rapid temperature spike of contact metallization firing is a strongly diffusivity-limited process that increases $[\text{Fe}_i]$ uniformly across the Models.

The framework defined here can inform the extension of kinetic defect modeling to other impurities in silicon based on their known solubilities and diffusivities in semiconductor materials, including $n$-type silicon. It is expected that at high temperatures, impurity kinetics for $n$- and $p$-type Si are similar because the material becomes intrinsic. Kinetics at lower temperatures may differ because of Fermi-level effects.
This analysis enables the PV industry to better understand how Si materials with different structural defect distributions, including CZ (0D/1D), mono-like and epitaxially-grown Si (DL only), standard mc-Si (DL+GB), and high-performance mc-Si (approximated by GB only) respond to processing and therefore what processing is necessary for each of these materials to achieve high-performance devices. The appropriate and necessary simulation Model can also be matched to the material of interest.

A key figure of merit for any Simulation tool is the required computation time. The 0D/1D Models can be orders of magnitude faster than the 2D Models, and the Ham’s Law Models are typically faster than the Fokker-Planck Models. This rigorous analysis quantitatively illustrates when the Models are similar, when they are different, and to what degree. When rapid optimization is paramount, the 0D/1D Models may be the most appropriate for defining a small parameter space of interest while a combination of experiment and 2D Modeling may be more appropriate for fine-tuning. The Fokker-Planck Models are necessary when the precipitate size distribution [157, 158], nucleation, and full dissolution are important factors such as in crystallization. 2D modeling is needed when analyzing inherently multi-dimensional phenomena such as lateral diffusion of point defects and the effect of grain size.

This rigorous Model comparison and analysis provides new physical intuition that assists with future material, process, and Process Simulation development, and enables scientists and engineers to choose the appropriate level of model complexity (simulation run time) based on material characteristics and processing conditions.

4.5 Detailed description of precipitation equations

Model Element

Ham’s Law [110] describes all the precipitates as spheres with a single average number of atoms/precipitate $n_{avg}$. The input parameter is the precipitate density, $N_p$. The time evolution of the precipitated iron concentration, $[Fe_p]$, depends on $g(n_{avg})$.
and \(d(n_{\text{avg}})\), the precipitate size-dependent precipitate growth and dissolution rates respectively. \(C_{\text{Fe}}\) is the interstitial iron concentration and \(D_{\text{Fe}}\) is the iron diffusivity. \(r_c\) is the size-dependent capture radius of the precipitates. The capture radius determines how close to the center of the precipitates the dissolved iron atoms need to be in order to attach to the iron precipitate. The capture radius and local equilibrium iron concentration are defined differently in the two precipitation approaches. For the Ham’s Law Model, the equilibrium iron concentration, \(C_{\text{Eq}}\), is the solid solubility of iron, \(C_S\), as defined in [111]. The precipitates are modeled as spheres with the volume of a unit cell containing a single iron atom in a \(\beta\)-FeSi\(_2\) precipitate, \(V_p = 3.91 \times 10^{-23}\) cm\(^3\). These equations are summarized in the left-hand column of Table 4.1.

The Fokker-Planck equation-based precipitation Model analyses precipitates with a distribution of sizes and assigns a different spatial density for each size [103, 159]. The input parameter is the density of precipitation sites, \(N_{\text{prec}}\). The density of precipitates with \(n\) atoms is \(f(n)\), and the total density of precipitates is \(N_p = \int_{1}^{n_{\text{max}}=10^{10}} f(n)dn\), where \(n_{\text{max}}\) is the maximum precipitate size. The time evolution of the precipitate distribution, \(f(n)\), is described by the Fokker-Planck equations [103], and it is numerically solved with Cooper and Chang’s method [160]. The factor \(A(n,t) = g(n,t) - d(n,t)\) is the net growth rate of the precipitates, and the factor \(B(n,t) = \frac{1}{2}[g(n,t) + d(n,t)]\) describes random fluctuations in the precipitate size. The boundary conditions, \(f(n = n_{\text{max}},t)\) and \(f(n = 1,t)\), are defined in Table 4.1, \(p_1 = 1 \times 10^4\) is a fitting parameter and \(f(n = 0,t)\) is the density of empty precipitation sites. \(f(n = 1,t)\) describes which fraction of these sites contain an iron atom, \(i.e.\) where nucleation occurs. The Gibbs free energy of a precipitate with \(n\) atoms is \(\Delta G(n) [161]\), where \(E_a\) is an energy parameter that accounts for all changes in surface energy and strain caused by the growth and dissolution of precipitates. It has been assumed to be independent of \(n\) and has been estimated in [162]. Assuming that precipitation is \textit{diffusivity-limited}, the equilibrium concentration in the proximity of a precipitate is the dissolved iron concentration for which the change in Gibbs free energy is zero. The precipitate size-dependent equilibrium iron concentration, \(C_{\text{Eq}}\), depends on the solid solubility of iron, \(C_S\), and the factor in the exponential captures
the fact that iron has a higher chemical potential in a small cluster than in a large cluster [103]. Precipitates are modeled as flat disks [161] with thickness \( a = 20 \text{ nm} \), and the capture radius of the precipitation site is explicitly accounted for [163]. Due to the inclusion of the size of the precipitation site, the Fokker-Planck equation model predicts higher capture radii at small precipitate sizes, and due to the faster expansion of 2D disks compared to 3D spheres, the growth of the capture radius remains faster at large precipitate sizes. These equations are summarized in the right-hand column of Table 4.1.

Note that for large precipitate sizes \((n \gg 1)\), \( C_{Eq} \approx C_S \) and the two precipitation models predict similar equilibrium concentrations. However, when modeling small precipitates, the models differ. The expression for the Gibbs free energy predicts a temperature and dissolved iron concentration dependent critical size \( n_{\text{crit}} \), defined as the size that maximizes \( \Delta G(n) \). Thermodynamics dictates that precipitates smaller than \( n_{\text{crit}} \) tend to dissolve, whereas precipitates larger than \( n_{\text{crit}} \) tend to grow. The energy needed for the precipitates to cross from the dissolution favoring regime into the growth regime is defined as the nucleation barrier. In the Fokker-Planck equations precipitation model, a certain level of local supersaturation is needed for nucleation to occur; however, in the Ham’s law model, there is no nucleation barrier.
### Table 4.1: Equations for Precipitation Behavior Model Element

<table>
<thead>
<tr>
<th>Ham’s Law</th>
<th>Fokker-Planck Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Evolution of precipitated iron over time</strong></td>
<td></td>
</tr>
<tr>
<td>Time-dependent density and size distribution $f(n,t)$</td>
<td></td>
</tr>
<tr>
<td>$\frac{∂f(n,t)}{∂t} = \frac{∂}{∂n}[-A(n,t)f(n,t) + B(n,t)\frac{∂f(n,t)}{∂n}]$</td>
<td></td>
</tr>
<tr>
<td>$A(n,t) = g(n,t) - d(n,t)$</td>
<td></td>
</tr>
<tr>
<td>$B(n,t) = \frac{1}{2}[g(n,t) + d(n,t)]$</td>
<td></td>
</tr>
<tr>
<td><strong>1 Average Time-Dependent Size</strong></td>
<td>Boundary Conditions</td>
</tr>
<tr>
<td>$\frac{∂f_{Fe}}{∂t} = \left[g(n_{avg}) - d(n_{avg})\right]N_p$</td>
<td>$f(n = 1, t) = f(0, t)p_1 exp\left[-\frac{ΔG(1)}{kT}\right]$</td>
</tr>
<tr>
<td>$f(n = 0, t) = N_{prec} - \int_{n_{max}}^{n_{avg}} f(n, t) dn$</td>
<td>$f(n = n_{max}, t) = 0$</td>
</tr>
<tr>
<td>$ΔG(n) = -nkT ln \frac{C_{Fe}}{C_S} + 2E_a n^{\frac{1}{2}}$</td>
<td></td>
</tr>
<tr>
<td><strong>Precipitate growth and dissolution rates</strong></td>
<td></td>
</tr>
<tr>
<td>$g(n_{avg}, t) = 4πr_c(n_{avg})D_{Fe}C_{Fe}$</td>
<td>$g(n, t) = 4πr_c(n)D_{Fe}C_{Fe}$</td>
</tr>
<tr>
<td>$d(n_{avg}, t) = 4πr_c(n_{avg})D_{Fe}C_{Eq}$</td>
<td>$d(n, t) = 4πr_c(n)D_{Fe}C_{Eq}(n)$</td>
</tr>
<tr>
<td>$C_{Eq}(n) = C_S exp\left(-\frac{E_a}{kTn^{\frac{1}{2}}}\right)$</td>
<td></td>
</tr>
</tbody>
</table>
| $E_a = \begin{cases} 
1.015 \times T \times 10^{-4} + 0.8003 & \text{if } T < 773 \text{ K} \\
6.038 \times T \times 10^{-4} & \text{if } T \leq 773 \text{ K}
\end{cases}$ |                        |
| **Precipitate shape and size** |                        |
| Spherical precipitates with capture radius $r_c$ | Flat disk-shaped precipitates with capture radius $r_c^{FPE}$ |
| $r_c(n_{avg}) = \left(\frac{3V_p}{4πn_{avg}}\right)^{\frac{1}{3}}$ | $r_c(n) = \begin{cases} 
15 \text{ nm} + 0.051 \text{ nm} \times n^{\frac{1}{2}} & \text{if } n < 5.42 \times 10^4 \text{ atoms} \\
15 \text{ nm} + \left(\frac{n^{\frac{1}{2}}}{1.8}\right)^{\frac{1}{4}} & \text{if } n \geq 5.42 \times 10^4 \text{ atoms}
\end{cases}$ |
Chapter 5

Synchrotron-based investigation of transition-metal getterability in 
*n*-type multicrystalline silicon

The material in this Chapter is adapted from [164].

Solar cells based on *n*-type multicrystalline silicon (mc-Si) wafers are a promising path to reduce the cost per kWh of photovoltaics; however, the full potential of the material and how to optimally process it is still unknown. Modeling and process optimization require knowledge of the response of the metal-silicide precipitate distribution to processing, which has yet to be directly measured and quantified. To supply this missing piece, we use synchrotron-based micro-X-ray fluorescence (µ-XRF) to quantitatively map >250 metal-rich particles in *n*-type mc-Si wafers before and after phosphorus diffusion gettering (PDG) performed over a wide range of temperatures. We find that a low-temperature 820°C PDG is sufficient to remove precipitates of fast-diffusing impurities and that a high-temperature 920°C PDG can eliminate precipitated iron to below the detection limit of the technique. Thus, the evolution of precipitated metal impurities during gettering is observed to be similar for *n*- and *p*-type mc-Si, an observation consistent with calculations of the driving forces for precipitate dissolution and segregation gettering. Measurements of the minority-carrier lifetime improvement after each of the gettering processes show that lifetime
increases with increasing precipitate dissolution from 820°C to 880°C and the lifetime after PDG at 920°C lies between those of the two lower temperatures.

5.1 Overview of Impurity Gettering and Process Simulations for $n$- and $p$-type mc-Si

For photovoltaics, $n$-type multicrystalline silicon (mc-Si) wafers are an attractive alternative to $p$-type mc-Si wafers. One advantage is that some common metal point defects, notably interstitial iron, are less recombination active in $n$-type than in $p$-type Si [39, 106, 142]. It has been shown that phosphorus diffusion gettering (PDG) can increase the lifetime of $n$-type mc-Si, including in low-lifetime ingot border regions [44, 61, 165, 166], and that industrially-relevant efficiencies are achievable [167, 168]. For $p$-type mc-Si, simulation of the redistribution of metal impurities during PDG and the resulting lifetime impact has enabled development of PDG processes that improve yield and extract higher performance, especially in border regions and the top of the ingot [94, 104, 136, 169–171]. For $n$-type mc-Si, lifetime models for point defects [39] and iron-silicide precipitates [98] have been developed. The precipitated metal distribution for a range of PDG temperatures has yet to be measured and quantified, hampering the development of modeling and processing that is co-optimized for manufacturing throughput and high performance. In this contribution, we mapped the precipitated metal distributions in $n$-type mc-Si wafers before and after several different processes. We also report spatially-resolved lifetime improvement associated with each process.

5.2 Samples, Gettering Processes, and Impurity and Lifetime Characterization Methods

Three nearly vertically-adjacent wafers with thickness 205±5 μm and resistivity of 2 Ω-cm were selected from the middle height of a corner brick of a 6N’s purity compen-
sated n-type upgraded metallurgical grade (UMG) industrially-produced Generation 5 cast mc-Si ingot. The low-lifetime “red zone” region formed near the crucible walls during casting was identified with microwave photoconductance decay using a Semi-
lab WT-2000. All samples were CP4 etched to a thickness of 190 µm to remove saw damage.

From each wafer, several different samples were selected for characterization and processing. To quantify the total concentrations of metal impurities in the as-grown wafers, 1 g samples from the red zone were selected from two of the wafers for inductively coupled plasma mass spectroscopy (ICP-MS). To map the precipitated impurity distribution before and after PDG, a 1×1 cm² sample was selected from the red zone of each wafer for synchrotron-based micro-X-ray fluorescence spectroscopy (µ-
XRF) measurements. For photoconductance-calibrated photoluminescence imaging (PC-PL), 4×5 cm² lifetime samples adjacent to each µ-XRF sample were cut.

The µ-XRF and electrical characterization samples were phosphorus-diffused in a Tystar Titan 3800 tube furnace at 820, 880, and 920°C for 60 min followed by a slow cool at ~4 °C/min to 600°C, at which point they were unloaded from the furnace. The time-temperature profiles and their respective sheet resistances measured on a p-type Cz-Si control sample processed at the same time are shown in Fig. 5-1. The same region on each sample was measured before and after PDG. To test the effect of the time spent at diffusion temperature on the precipitated metal distribution, µ-XRF was also measured on a sample that was diffused at 820°C for only 30 min followed by the same slow cool (S820°C).

µ-XRF was measured at Argonne National Laboratory’s Advanced Photon Source Beamline 2-ID-D using an incident X-ray energy of 10 keV with data mapped in step-by-step scanning mode. A Σ33 grain boundary that is present in all three µ-XRF samples was identified with electron backscatter diffraction (EBSD). µ-XRF maps were measured along the grain boundary in 220 nm steps with a spot size of 209 nm at full width half maximum. To be considered a detected particle, a given pixel had to have a metal loading above both of the following noise floors. The statistical detection limit (SDL) was set at four standard deviations above the mean of the noise [31].
Figure 5-1: PDG time-temperature profiles used in this study. A 60 min plateau was followed by an in-furnace cool to below 600°C. Sheet resistances were measured on a $p$-type Cz-Si control sample processed at the same time.

The theoretical minimum detection limit (MDL) was calculated from measurements of NIST standards 1832 and 1833 measured in the same experimental configuration as the respective sample. We assume that the detected Fe in these mc-Si wafers is in $\beta$-FeSi$_2$ precipitates [172] in which $3.76 \times 10^{-23}$ cm$^3$ is the effective volume of one Fe atom [173]. We further assume that the precipitates are spherical and that for size calculations they are all at the surface of the sample as in Refs. [31, 50, 59, 171]. Further details are available in Refs. [50, 171].

The PC-PL images were captured using the same experimental setup as in Jensen et al. [31] and originally described in Herlufsen et al. [174]. Surface passivation is the same as in Jensen et al. [31].
Figure 5-2: ICP-MS of 15 transition metals from red zone of as-grown n-type UMG mc-Si. The gray bars indicate the detection limit of the measurement for each element. Fe is $4.7 \times 10^{14}$ cm$^{-3}$ while Ni, Co, and Cu are at concentrations of $2.4 \times 10^{13}$ cm$^{-3}$, $1.6 \times 10^{13}$ cm$^{-3}$, and $1.6 \times 10^{13}$ cm$^{-3}$, respectively.

5.3 μ-XRF Maps of Metals and Calibrated Lifetime Maps Before and After a Wide Range of PDG Temperatures

The ICP-MS results (Fig. 5-2) reveal V, Fe, Ni, Co, Cu, Zn, Zr, Nb, Ag, and W in the red zone. The concentration of Fe is $4.7 \times 10^{14}$ cm$^{-3}$ while Ni, Co, and Cu are at concentrations of $2.4 \times 10^{13}$ cm$^{-3}$, $1.6 \times 10^{13}$ cm$^{-3}$, and $1.6 \times 10^{13}$ cm$^{-3}$, respectively. Consistent with the high concentrations identified by ICP-MS, the as-grown μ-XRF measurements revealed Fe-, Co-, Ni-, and Cu-containing particles co-located along the Σ33 grain boundary (Fig. 5-4). Zr, Nb, Mo, Ag, Sn, W, and Au are not detected in the as-grown μ-XRF measurements because their Kα binding energies are greater than the 10 keV incident energy [175]. We hypothesize that any Zn particles are too small to detect because Zn diffuses relatively slowly in silicon and thus may be found in a high spatial density of small precipitates [29]. V, Cr, and Mn were also not detected in quantities above the noise floor of the μ-XRF measurements. ICP-MS was measured on two red zone and two bulk samples from the same wafers. The full results are shown in Fig. 5-3.
Figure 5-3: ICP-MS of 20 elements from two nearly vertically adjacent samples from the bulk (blue bars) and two nearly vertically adjacent samples from the red zone (red bars) of as-grown n-type UMG mc-Si. The gray bars indicate the detection limit of the measurement for each element.

After all of the PDG processes studied, Fe is the only metal that persists at detectable levels in the μ-XRF measurements. Shown in Fig. 5-6 are the Fe channel of quantified μ-XRF maps of a ~50 μm-wide portion of the grain boundary before and after each 60 min PDG process. Bright yellow pixels have high Fe loading, likely along the plane of the grain boundary. PDG at 820°C reduced the number of Fe particles from 39 to 28, a 28% removal. PDG at 880°C reduced the number of Fe particles from 58 to 36, a 38% removal. Finally, PDG at 920°C removed all 60 Fe particles, to within the detection limit, a 100% removal. The post-gettering μ-XRF maps for the S820°C and 820°C processes are shown in Fig. 5-5.

The Fe maps of Fig. 5-6 were further analyzed to quantify the particle size distribution before and after gettering. Fig. 5-8 shows the number of Fe atoms per particle and the corresponding calculated precipitate radius before and after each process. As-grown, Fe-rich particles ranging in size from 8 to 30 nm were identified. After gettering at 820°C, the mean precipitate size is similar, and the median precipitate size increases compared to the as-grown state. After gettering at 880°C, the mean and median precipitate size decrease noticeably from the as-grown state. After the 920°C gettering, even though the noise floor of the μ-XRF measurement after gettering was lower than that of the as-grown measurement, no particles were detected. To directly compare the effect of PDG at 820 and 880°C, histograms of the precipitate size distributions are plotted in Fig. 5-9a and b. After PDG at 820°C, the relative
Figure 5-4: μ-XRF maps of Fe (row 1), Co (row 2), Ni (row 3), and Cu (row 4) precipitates in the three samples as-grown (each column). Particles are found co-located along a Σ33 grain boundary.
Figure 5-5: The Fe channel of µ-XRF maps at 820°C for 30 min (S820°C) and 60 min. Histograms of the Fe particles shown in these µ-XRF maps are shown in Fig. 5-7. Quantified precipitate size distributions for each of these maps are shown in Fig. 5-11.

Figure 5-6: µ-XRF maps of the Fe channel for ~50 μm of a Σ33 grain boundary in three nearly vertically-adjacent n-type mc-Si samples before (top row) and after (bottom row) PDG at 820°C (left), 880°C (center), and 920°C (right). Bright yellow pixels have high Fe loading, measured in ng/cm². The number of Fe particles identified, N, in each map is indicated. As the PDG temperature increases, Fe particles are more readily dissolved. 920°C PDG reduced Fe to undetectable levels.
Figure 5-7: Histograms of the Fe precipitate distribution measured by μ-XRF (maps in Fig. 5-5) for 820°C for 30 min (S820°C) and 60 min.

frequency of many, but not all, of the precipitate sizes decreases. In contrast, PDG at 880°C noticeably shifts the precipitate size distribution to smaller precipitates. A histogram of the precipitate sizes after gettering for the S820°C and 820°C process show very similar distributions (Fig. 5-7).

To quantify the effect on an individual precipitate basis, for Fe particles identifiable before and after gettering in the maps of Fig. 5-6, the percent reduction in the number of Fe atoms per precipitate was calculated for each particle, and the resulting frequency distribution of the size reduction for each process is shown in Fig. 5-9c. For PDG at 820°C, the peak of the size reduction distribution is 45% reduction. For PDG at 880°C, the peak of the size reduction distribution is higher at 65% reduction.

The total sample area scanned after gettering was larger than and included the areas scanned before processing to ensure that all regions measured as-grown would be measured after gettering. The trends in precipitate size the subset of the data shown in Figs. 5-6 – 5-9 are the same as those of the full data set. The full Fe μ-XRF maps are shown in Fig. 5-10. The quantified Fe precipitate sizes for all of the regions
Figure 5-8: Quantified Fe precipitate size distribution before (AG) and after three different PDG processes for the μ-XRF maps shown in Fig. 5-6. The box plots to the right of each data set show the minimum, maximum, and quartiles of the distribution. The arithmetic average is indicated by the open square. \(N\) is the number of Fe particles identified in each map. The “-” indicates the MDL. The “+” indicates SDL.
Figure 5-9: Fe precipitate size distributions for particles in the maps of Fig. 5-6 before and after PDG at 820°C (a) and 880°C (b). (c) Histogram of reduction in size of individual precipitates for Fe-rich particles identifiable before and after gettering. PDG at 820°C has a peak reduction of 45%. PDG at 880°C has a peak reduction of 65%. PDG at 920°C removes 100% of Fe particles to below the detection limit. N is the number of Fe particles included in each analysis.

mapped (shown in Fig. 5-5 and 5-10) are shown in Fig. 5-11.

To quantify the improvement in lifetime after each process, the spatially-resolved ratio of post- to pre-gettering PC-PL lifetime was calculated. Then, for each pixel, the lifetime improvement ratio in was plotted as a function of the as-grown lifetime (Fig. 5-12). PC-PL lifetime images at an average injection level of $1.4 \times 10^{14}$ cm$^{-3}$ before and after PDG and their ratio are shown in Fig. 5-13. As-grown, the samples had similar lifetimes with a harmonic mean of 23 μs. After processing, the lifetimes increase for all processes by over an order of magnitude. The post-gettering harmonic mean lifetimes were 500, 575, and 520 μs for PDG at 820, 880, and 920°C, respectively.
Figure 5-10: The Fe channel of µ-XRF maps measured before and after PDG for 60 min at 820, 880, and 920°C. Bright yellow pixels are Fe-rich particles. A larger total area was measured after PDG to ensure that all regions measured as-grown would be captured after gettering. $N$ is the number of particles identified in each µ-XRF map. Quantified precipitate size distributions for each of these maps are shown in Fig. 5-11.
Figure 5-11: Synchrotron-based \( \mu \)-XRF measurements of Fe particle size before and after four different PDG processes (S820, 820, 880, and 920°C) for all of the data collected (maps in Fig. 5-10). As-grown, particles range in size from 8 to 30 nm radius. After PDG at 820°C, the distribution appears to be similar. After PDG at 880°C, the size distribution shifts to smaller precipitates. After PDG at 920°C, no precipitates are identified above the noise floor. The “-” indicates the MDL. The “+” indicates SDL. The box plots highlight the minimum, maximum, 1st, 2nd, and 3rd quartiles, and the arithmetic average.
5.4 Discussion: metal redistribution is similar in \textit{n}-type and \textit{p}-type mc-Si during phosphorus diffusion gettering

Our results support the hypothesis that the redistribution of metals during PDG is similar in \textit{p}-type and \textit{n}-type mc-Si. \(\mu\)-XRF measurements of as-grown \textit{p}-type mc-Si wafers with a very similar total Fe concentration of \(4.4\times10^{14}\) cm\(^{-3}\) revealed a similar precipitate size distribution of up to 30 nm radius particles [50]. After gettering at 870°C, precipitates of fast-diffusing species, specifically Cu, are readily removed from \textit{p}-type mc-Si, but Fe precipitates persisted at a reduced level [171]. For \textit{p}-type mc-Si with a total Fe concentration of \(\sim10^{15}\) cm\(^{-3}\), the median reduction in precipitate size of Fe-rich precipitates identifiable both before and after gettering increased as the gettering temperature increased [171]. The median reduction after 820°C, 870°C, and 920°C PDG was 84.1%, 85.3%, and 91.5%, respectively [171]. For the highest temperature 920°C PDG, we hypothesize that the Fe precipitates...
Figure 5-13: PC-PL images of samples from the red zone in $n$-type mc-Si wafers before (top row) and after (middle row) PDG at 820, 880, and 920°C. The spatially-resolved ratio of gettered to as-grown lifetime was also calculated (bottom). The average injection level was $1.4 \times 10^{14}$ cm$^{-3}$. PDG at 880°C most effectively improves lifetime.
Figure 5-14: Energy band diagram of doped Si as a function of temperature. The Fermi level, $E_F$, in the phosphorus in-diffused region (solid black line) for a representative phosphorus concentration of $10^{20}$ cm$^{-3}$ is far above midgap for the whole temperature range shown. The $E_F$ curves for phosphorus-doped and boron-doped wafers with resistivities of 0.5, 1.0, and 5.0 Ω-cm approach and then equal the intrinsic Fermi level, $E_i$, above 500°C. The yellow region highlights temperature >500°C, the range of temperatures of interest for PDG processing. $E_F$-dependent physical phenomena driving the redistribution of Fe during PDG are thus similar in $n$-type and $p$-type mc-Si during PDG.

were reduced to below the detection limit in the $n$-type material because the total Fe concentration of $4.7 \times 10^{14}$ cm$^{-3}$ is only slightly higher than the solid solubility of Fe at 920°C [176], making it likely that in the bulk full dissolution was achieved at guttering temperature. The reported percent reductions in precipitate size after the 820°C and 880°C PDG were higher than those observed in this study. We attribute this difference to differences in the initial Fe distribution, time-temperature profiles, and differing noise limits of the measurements. Thus, the temperature-dependence of metal redistribution in $p$-type mc-Si and the $n$-type mc-Si studied herein is similar and for simulation and modeling purposes can be assumed to be the same.

We observe similar precipitate-dissolution behavior during gettering in both $n$-
and $p$-type silicon, suggesting similar governing physics. Our calculations indicate that at phosphorus diffusion gettering temperatures, the Fermi energy is close to or at midgap for both $n$- and $p$-type silicon. Fig. 5-14 shows the evolution of the energy band diagram of crystalline silicon as a function of temperature for phosphorus-doped and boron-doped silicon for three different resistivity levels relevant to photovoltaics. At temperatures relevant for PDG $>500^\circ$, both $p$- and $n$-type Si, the intrinsic carrier concentration is high enough that the Fermi levels of the doped material approach the intrinsic Fermi level. This has important implications for transition-metal diffusion and segregation. The physics underlying PDG are the nucleation and subsequent growth or dissolution of precipitates, the solid solubility, and the diffusivity of metal point defects [32]. This study provides evidence that the trends in these physical driving forces are similar in $n$- and $p$-type silicon at PDG process temperature for deep level defects. The nucleation and subsequent growth or dissolution of precipitates does not depend on the base doping type when nucleation occurs at high temperature [177], but rather on the local temperature-dependent solid solubility, the local dissolved species concentration, the precipitate size, the surface energy, lattice strain, and the morphology of the precipitate [161, 178–181]. The solid solubility of doped Si is enhanced compared to that of intrinsic Si, but the enhancement is similar for Fermi levels that are equidistant from midgap [57, 176, 182]. Finally, the diffusivity of metals in Si depends on the relative concentrations of charged and neutral species. For a wide range of parameters, including doping type and varying relative concentrations of charged and neutral Fe, the diffusivity of Fe in Si can be relatively well described with a single straight line fit [176]. At higher temperatures, the majority of the Fe is neutral because the Fermi level is at or close to midgap as discussed above [176].

Modeling indicates that the lifetimes measured after PDG in this 6N’s UMG $n$-type mc-Si, $>500 \mu s$, are long enough to support high-efficiency solar cells [166, 183]. The lifetime trends are also similar to those in a similar study of $p$-type mc-Si that was gettered at $820^\circ$, $870^\circ$, and $920^\circ$ [171]. For both materials, the average lifetimes increased by over an order of magnitude, and the lifetime was longest after gettering at the intermediate temperature.
Our results are consistent with the hypothesis that, as with $p$-type mc-Si [60], removal of both precipitated and point defect impurities is likely important for maximizing lifetime in $n$-type mc-Si. The $820^\circ$C gettering leaves much of the iron in precipitates, limiting the lifetime. The $920^\circ$C process removes precipitates, but the cooling time is inadequate for external gettering of the resulting high Fe point defect concentration. The $880^\circ$C balances the two lifetime-limiting factors because it reduces the concentration of precipitated Fe, and the cooling time is sufficient to remove much of the resulting Fe point defects. Further comparative investigation, including the effect of hydrogen passivation [184–186] on structural defect recombination activity, measurements of the recombination activity of individual metal-rich precipitates, and further perturbations of the time-temperature profile parameters, is needed to clarify the role of the metal impurity distribution in the performance of $n$-type mc-Si and thus how to process it to extract its full performance potential.

5.5 Conclusions

In summary, using a combination of synchrotron-based $\mu$-XRF mapping of >250 metal-rich particles and PC-PL lifetime imaging, we show that metal impurities in industrially-grown $n$-type UMG mc-Si are getterable and that PDG improves minority carrier lifetime by over an order of magnitude. PDG at temperatures as low as $820^\circ$C fully removed Cu-, Ni-, and Co-rich particles to below detection limits. We achieved partial removal of Fe with PDG at $880^\circ$C and a $920^\circ$C process removed all precipitated transition metals to below detection limits. Gettering at $820^\circ$C for 30 min and 60 min resulted in similar precipitated iron distributions, indicating that precipitate dissolution may saturate after 30 min or less and pointing to an opportunity to shorten processing without sacrificing precipitate remediation. Our results are consistent with calculations showing that the physical mechanisms underlying the redistribution of metals during PDG are similar for $n$-type and $p$-type mc-Si.
Chapter 6

Direct measurement of Iron Content and Lifetime of individual Fe-rich precipitates in $n$-type crystalline silicon using $\mu$-XRF in on-the-fly scanning mode and $\mu$-photoluminescence

To directly quantify the recombination activity of iron-rich precipitates in $n$-type crystalline silicon, an essential component of minority carrier lifetime modeling, micro-X-ray fluorescence ($\mu$-XRF) and micro-photoluminescence ($\mu$-PL) were used to quantitatively map an intentionally iron-contaminated wafer-bonded dislocation network sample of the type described in [40]. This carefully designed structure has proven to be a useful model system for studying transition metals in crystalline Si because metals readily precipitate out in the well-defined plane of the dislocation network. The $\mu$-XRF was measured and the areal density of metals was quantified at Beamline 2-ID-D, and the $\mu$-PL was measured and quantified by Friedemann Heinz at Fraun-
hofer ISE by the group of Martin Schubert. Details of the μ-PL measurement are provided in Refs. [187–189]. The data were further quantified and analyzed in collaboration with Hannu Laine of the Electron Physics Group headed by Hele Savin at Aalto University.

6.1 Development of Flyscan Capability at Advanced Photon Source’s Synchrotron Beamline 2-ID-D

The material in this Section is adapted from [190].

Synchrotron-based μ-XRF is a powerful tool to measure elemental distributions non-destructively with high spatial resolution (<200 nm) and excellent sensitivity (typically ~10^{14} atoms/cm^2). Recently, on-the-fly data collection (flyscan) was implemented at Beamline 2-ID-D at the Advanced Photon Source at Argonne National Laboratory, making data acquisition faster than 300 ms per pixel practical. Flyscan mode at Beamline 2-ID-D enables (a) traditional elemental maps to be completed twenty times more quickly while maintaining reasonably high sensitivity, and (b) practical studies of materials with an order of magnitude lower total impurity concentration and sparser spatial density of impurities. Opportunities for flyscan to enable qualitatively new forms of microscopy, leveraging the accelerated data-acquisition rate for mapping are highlighted.

6.1.1 μ-XRF at Beamline 2-ID-D: Step-by-Step and On-the-Fly Scanning Modes

Synchrotron-based micro-X-ray fluorescence spectroscopy (μ-XRF) is a spatially resolved, non-destructive, and relatively sensitive and large-area spectroscopy technique that can be used to map elemental distributions in materials. This technique has been used to characterize and develop improved impurity-gettering processes for multiple detrimental metal species in several different PV-Si materials [31, 45, 109]. Given a specified time spent collecting fluorescence in a given pixel (dwell time), the local
concentration of an element must be high enough to be detected, and particles must be at a high enough spatial density so a particle can be detected within a practical scan area. For this work, a typical high-resolution \( \mu \)-XRF scan is defined as having a 1000 ms dwell time, a 220 nm step size, and taking 8 hours to complete.

During \( \mu \)-XRF acquisition, a sample is mounted on an \( x-y \) sample stage. One of two data-collection modes is used: step-by-step (stepscan) or on-the-fly (flyscan) [191]. Stepscan mode involves settling time at each pixel, which increases measurement overhead. During flyscan, the motors move continuously and time intervals define the bounds of each pixel. In stepscan mode at Argonne National Laboratory’s Advanced Photon Source Beamline 2-ID-D, the typical overhead time is 300 ms per pixel. Flyscans avoid this overhead time, enabling practical use of dwell times shorter than 300 ms. This time saving translates into faster scanning of typical samples compared to a typical 1000 ms dwell time, 30% larger map sizes within the same scan time without sacrificing sensitivity, or orders of magnitude larger map sizes if sensitivity or step size requirements can be relaxed. This increase in efficiency is critical to faster cycles of learning and increased productivity of limited, expensive, complex user facility resources, where a typical user has access to the tool for only a few days a year.

An open question with this new flyscan capability is the tradeoff between dwell time and sensitivity. Scanning larger areas more quickly is beneficial, but it is essential to maintain adequate sensitivity to the element distribution of interest. In multicrystalline silicon, recombination-active metal impurities in parts per billion are found in point defect and precipitated forms [36, 37, 67, 93, 192], so both types of defect must be controlled during solar cell processing to maximize cell performance. In this benchmarking study, using five different dwell times, we measure the same region of a previously well-characterized \( n \)-type multicrystalline silicon sample containing trace amounts of iron, and we quantify the decrease in sensitivity as dwell time is reduced. Additionally, using results from a published simulation tool [32], we show that with flyscans, it is practical to measure silicon with lower total impurity concentrations and a lower density of impurity particles using \( \mu \)-XRF in flyscan mode.
6.1.2 Benchmarking Flyscan Mode

Multicrystalline n-type, 2 Ω-cm silicon wafers were obtained from an industrial directionally solidified Generation 5 ingot. A 1×1 cm² sample containing a Σ33 grain boundary identified by electron backscatter diffraction was selected from the low-lifetime border region of a wafer from a corner brick. To reduce Ni, Cu, and Co to below their detection limits, leaving only Fe particles, the sample was saw damage etched and subjected to a phosphorus diffusion gettering at 820°C for 60 min followed by a slow in-furnace cool to 600°C before removal from the furnace. μ-XRF was performed at the Advanced Photon Source beamline 2-ID-D [193]. A 209 nm spot size at full width at half maximum and an incident photon energy of 10 keV were used to map a 16.5×15 μm² region with 220 nm step size. Five different effective dwell times were used: 50, 100, 250, 500, and 1000 ms. No other experimental parameters were changed when the dwell time was changed. The maps were measured sequentially within a single eight-hour period. The effective information depth in this experimental setup for outgoing Fe Kα fluorescence was 8.8 μm. All data were quantified using NIST 1832 and 1833 standards. From measurements of the standards, the theoretical minimum detection limit (MDL) for iron in the experimental setup, which is the smallest theoretically detectable elemental content, was calculated for each dwell time. The MDL is proportional to (dwell time)^{-1/2}. A second measure of the noise limit, the statistical detection limit (SDL), is defined as μ+4σ, where μ and σ are the mean and standard deviation, respectively, of a truncated Gaussian fit to the lowest 99% of measured pixel values. See reference [31] for more details.

Quantified synchrotron-based μ-XRF maps of the Fe Kα fluorescence of the same sample region are shown (Fig. 6-1, top row) for dwell times of 50, 250, and 1000 ms. Pixels with high Fe Kα fluorescence loading are black. From the maps, it is evident that for the range of dwell times studied, as the dwell time increases, more particles are detected. Additionally, many of the particles detected at all three dwell times become more prominent as the dwell time increases.

The MDL and SDL were then applied to these three maps to separate the particles
Figure 6-1: Flyscan mode µ-XRF maps of Fe Kα fluorescence for dwell times of 50, 250, and 1000 ms. Top row: maps of fitted, quantified area density of mass of Fe. Bottom row: binary maps highlight detected Fe particles at each dwell time that are above the minimum size limits determined by MDL and SDL. Particles are numbered, with different colors indicating detection at one (green), two (yellow), or all three (blue) dwell times. In all maps, black is high Fe loading, and white is low Fe loading.

from noise, and the maps were re-plotted with the detected particles in black and the noise in white (Fig. 6-1, bottom row). At 50 ms, 17 Fe-rich particles are identified. At 1000 ms dwell, 27 particles are identified, a 59% increase in the number of detected particles.

To quantify the sensitivity as a function of dwell time, the MDL, SDL, and sizes (in number of Fe atoms) of the detected Fe precipitates that are equal to or larger than the respective MDL were plotted for all five dwell times (Fig. 6-2). At longer dwell times, the two detection limits diverge, with the SDL decreasing at a slower rate as the dwell time increases. The MDL decreases from $2.2 \times 10^5$ Fe atoms/particle at a dwell time of 50 ms to $4.9 \times 10^4$ Fe atoms/particle at a dwell time of 1000 ms. The SDL decreases from $2.3 \times 10^5$ Fe atoms/particle at a dwell time of 50 ms to $8.6 \times 10^4$ Fe atoms/particle at a dwell time of 1000 ms. Particles detected with a 1000 ms dwell
Figure 6-2: The sizes of the detected precipitates compared to the MDL and the SDL at each dwell time. The green region highlights parameter space made practical by flyscans. Each x is one measured Fe particle.

time, 20× longer than 50 ms dwell time, resulted in a decrease in the SDL of 63%.

The particles above both detection limits range between $2 \times 10^5$ and $2 \times 10^6$ Fe atoms/precipitate for the 50 ms dwell time and range between $9 \times 10^4$ and $2.5 \times 10^6$ Fe atoms/precipitate for the 1000 ms dwell time. In this experimental configuration, the 1000 ms dwell enables detection of small particles with radius between 9 and 12 nm, which the 50 ms dwell is not sensitive enough to detect.

Finally, to illustrate the new parameter space that the flyscan can access, simulated the as-grown precipitated iron distribution for typical mc-Si with a total iron concentration of $5 \times 10^{13}$ cm$^{-3}$ and $10^{13}$ cm$^{-3}$ was simulated. See [32] for further details about simulation parameters and methods. Fig. 6-3 shows the simulated precipitate sizes as a function of the spatial distribution of precipitates at grain boundaries and within grains. The gray area is the parameter space that was possible to scan using flyscans with 1000 ms dwell with 220 nm step size for an 8-hour scan. Highlighted in green is a region of much sparser spacing of precipitates that 50 ms dwell flyscans
Figure 6-3: New parameter space made practical with 50 ms flyscans. Simulated precipitate size vs. precipitate spatial density at grain boundaries (o’s) and within grains (x’s) for as-grown impurity concentrations of $10^{14}$ cm$^{-3}$ (red) and $5 \times 10^{13}$ cm$^{-3}$ (blue).

also with 220 nm step size for an 8-hour scan enable. Physically, this spacing of precipitates is typical of intragranular regions of multicrystalline silicon. To detect these precipitates that are more spread out, a larger region must be scanned. Compared to a 1000 ms dwell and with minor penalty on the sensitivity, 50 ms flyscans enable this larger-area scanning in the same amount of time.

These simulations show what has been born out by experience that past observations with typical 1000 ms step scans were limited to highly-decorated grain boundaries and small clusters of intragranular dislocations. With 50 ms flyscans, while still maintaining reasonable sensitivity limits, it is now practical to map at sub-micron resolution over half a million pixels in eight hours. At a step size of 220 nm, the area that could be mapped can encompass hundreds of intragranular structural defects, which are highly detrimental to solar cell performance [194].
6.1.3 Impact and Applications of Flyscan Mode

Our results indicate that for the µ-XRF experimental conditions used at APS beamline 2-ID-D, if particles are larger than $2 \times 10^5$ Fe atoms, 50 ms dwell time flyscans can improve productivity by 20-fold. Either 20 times the area could be measured in a given amount of time, or one twentieth of the time would be required to map a given area. However, longer dwell times are essential for detecting smaller particles.

For precipitated impurities in mc-Si for PV, in typical material, the peak of the as-grown precipitate size distribution is around $10^4$ Fe atoms/precipitate, and after a typical phosphorus diffusion, it is around $5 \times 10^5$ Fe atoms/precipitate [84]. To detect particles smaller than $10^5$ atoms per precipitate, dwell times of 250 ms and higher are required while for $5 \times 10^5$ Fe atoms/precipitate, a 50 ms dwell time may be adequate.

Lastly, the faster data acquisition rate of flyscan has the potential to enable truly multi-dimensional scanning, enabling qualitatively new forms of microscopy. Examples include temperature-dependent measurements with a novel in-situ sample stage [195], or large-area maps to enable correlative microscopy. One example appears in Fig. 6-4, where the elemental distribution of titanium in a 50 µm-diameter laser-fired contact is assessed by flyscan µ-XRF in just 90 minutes; these data are correlated with scanning electron microscopy. The flyscan mode was leveraged for the direct measurement of the recombination activity associated with Fe-rich precipitates in n-type crystalline silicon.
6.2 Analysis of μ-XRF and μ-PL maps of Fe-rich particles in \( n \)-type crystalline silicon

Figure 6-5 shows the full, quantified μ-XRF and μ-PL maps. The dimensions of the maps are as follows: μ-XRF is 60 μm  \times  90 μm and μ-PL is 150μm  \times  240 μm. The pixel size in the μ-XRF is 220 nm, and in the μ-PL it is 500 nm.

The maps were then put transformed to the same resolution, cropped, and masked to enable a particle-by-particle analysis of the recombination strength. First, the were each cropped so that they contained only the regions where both μ-XRF and μ-PL were measured (Fig. 6-6). Next, the higher-resolution μ-XRF was decreased to the resolution of the μ-PL using MATLAB's `imresize` function, and the inverse of the lifetime map was taken to view the recombination strength, a quantity proportional to the recombination rate rather than the lifetime (Fig. 6-7). To enable pixel-by-pixel comparison, this pair of maps was then registered using MATLAB’s `imregister` function using a similarity transformation. Then, the maps were further cropped on the right and the bottom to remove regions that were not measured by μ-XRF and that were below the border between the top and bottom bonded wafers, respectively.

The noise was removed from the μ-XRF map, where noise is defined as pixels containing less than the mean of the noise plus four standard deviations above the noise. Additionally, because the recombination strength is much more blurred than the Fe elemental map, each particle was required to be comprised of at least 4 pixels (Fig. 6-8). Fe particles were then identified and numbered in white text to the bottom right of each identified particle (Fig. 6-9). The final map size is 47.5 μm  \times  62.5 μm.

6.3 Modeling the Recombination Strength of Fe-rich Particles in \( n \)-type Crystalline Silicon

For each of the 83 identified particles, a circle was draw around the particle with the diameter determined by the largest dimension of the particle that is visible in
(a) μ-XRF Fe channel map. Yellow pixels have high Fe loading measured in ng/cm².

(b) μ-PL-based minority carrier lifetime. Yellow pixels are high lifetime (sec).

(c) μ-PL-based injection level. Yellow pixels are high injection level in carriers/cm³.

Figure 6-5: Full measured μ-XRF (60 µm × 90 µm) and μ-PL (150 µm × 240 µm) maps of an intentionally Fe-contaminated wafer-bonded dislocation network n-type crystalline silicon wafer sample.
Figure 6-6: μ-XRF and μ-PL maps of an intentionally Fe-contaminated wafer-bonded dislocation network n-type crystalline silicon wafer sample. Maps cropped to region where both measurements were taken. There is a noticeable correlation between locations of high iron content and low lifetime.

The diameter was defined as the larger dimension of a bounding box enclosing the particle. A circle was chosen because the lifetime maps show that the recombination active area seems to be circular in shape, even for the long particles as mentioned in [68, 196]. These circles were then used to mask both the Fe and the lifetime maps (Fig. 6-10). Any pixels outside of the circles were excluded from the analysis.

The Fe loading in the connected Fe-containing pixels that form each particle were summed, defining the total Fe content of each particle. The inverse lifetime was summed in each circle to define the total recombination activity of that given particle. For each particle, the recombination strength was plotted as a function of the iron content (Fig. 6-11). This type of plot was generated for copper in [197] and for both copper and iron in [40]. It should be noted that the plot contained herein is the first to have quantified lifetime values and quantified metal contents, and more particles were analyzed than in previous studies.

All of the data were then fit with a power function with a power of 0.73. The resulting $R^2$ of the fit was 0.73. Assuming that only the surface of the precipitates (FeSi$_2$/ Si interface) is recombination active, the surface area of different geometries can be expressed as a function of the number of Fe particles in the precipitate. For a
Figure 6-7: μ-XRF and μ-PL maps of an intentionally Fe-contaminated wafer-bonded dislocation network n-type crystalline silicon wafer sample. μ-XRF map resized and registered to μ-PL map. The registration required a translation and slight rotation. There is a noticeable correlation between locations of high iron content and high inverse lifetime, or recombination strength.
Figure 6-8: μ-XRF and μ-PL maps of an intentionally Fe-contaminated wafer-bonded dislocation network n-type crystalline silicon wafer sample. μ-XRF and μ-PL maps further cropped to exclude bottom and right side regions that did not contain Fe particles but were used to register the images. Maps are 47.5 μm × 62.5 μm.

Figure 6-9: μ-XRF with individual precipitates identified and numbered.
(a) Mask of circles with diameter defined by largest dimension of Fe particles.

(b) μ-XRF (ng/cm²) masked

(c) μ-PL (s⁻¹) masked

Figure 6-10: μ-XRF and μ-PL of an intentionally Fe-contaminated wafer-bonded crystalline silicon wafer sample. Masked maps with circles defined by largest dimension of the box bounding Fe particles in μ-XRF maps.
sphere, surface area depends on the number of Fe atoms to the power of 0.67. For a rod the power is 1, and for a platelet it is 0.5. Detailed calculations of these powers are shown in Table 6.1. $S$ is the surface area, $r$ is the precipitate radius, $l$ is the platelet or rod length, $n$ is the number of Fe atoms in the precipitate, $V_{Fe}$ is the volume of one iron atom in a $\text{FeSi}_2$ precipitate, and $V$ is the volume of the precipitate. Consistent with the shapes of the clusters that are observed in the $\mu$-XRF maps, the power of 0.73 dependence is between that of a sphere and a platelet.

Table 6.1: surface area of different shape precipitates as a function of the number of Fe atoms in the precipitate

<table>
<thead>
<tr>
<th></th>
<th>sphere</th>
<th>platelet</th>
<th>rod</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S$</td>
<td>$4\pi r^2$</td>
<td>$2\pi rl$</td>
<td>$2\pi rl$</td>
</tr>
<tr>
<td>$r$</td>
<td>constant</td>
<td>$l$ constant</td>
<td>$l$ constant</td>
</tr>
<tr>
<td>need $r(n)$</td>
<td></td>
<td>need $r(n)$</td>
<td>need $l(n)$</td>
</tr>
<tr>
<td>$V$</td>
<td>$\frac{4}{3}\pi r^3 = nV_{Fe}$</td>
<td>$\pi r^2 l = nV_{Fe}$</td>
<td>$\pi r^2 l = nV_{Fe}$</td>
</tr>
<tr>
<td>$r$</td>
<td>$\sim n^{1/3}$</td>
<td>$r \sim n^{1/2}$</td>
<td>$l \sim n^1$</td>
</tr>
<tr>
<td>$S$</td>
<td>$\sim n^{1/3}$</td>
<td>$S \sim n^{1/2}$</td>
<td>$S \sim n^1$</td>
</tr>
</tbody>
</table>

Other factors that affect the recombination activity of individual precipitates include proximity to large, highly recombination-active particles, recombination due to a background of other recombination-active centers, presumably including point defects, other impurities, and possibly lattice strain due to such a high concentration of Fe introduced. From the $\mu$-XRF maps (not shown), we also identify Cu contamination co-located with the intentionally introduced Fe at a level of 10% by mass.

It should be noted that the level of Fe contamination in the sample analyze herein is much higher than a typical wafer for PV, so care must be taken when extrapolating to lower contamination levels. Additionally, the $\mu$-PL was measured at an injection level of $\sim 10^{18}$ cm$^{-3}$, which is approximately four orders of magnitude higher than typical operating injection level in crystalline silicon solar cells. These measurements clearly demonstrate that Fe-rich particles can be strongly recombination-active in
$n$-type crystalline silicon, consistent with predictions from lifetime modeling [68]. This observation is also consistent with the hypothesis that metal contamination, especially in the form of precipitates, may limit the lifetime of $n$-type mc-Si before and after solar cell processing. Thus, high-temperature processing that dissolves Fe-rich particles may be an essential component of maximizing the lifetime of $n$-type mc-Si for PV.

This is the first fully quantified, high-resolution, direct measurement of the recombination activity of Fe precipitates in $n$-type crystalline silicon. Additionally, many more precipitates were analyzed compared to previous studies, increasing confidence in the results.
Chapter 7

A Comparative Predictive Simulation Tool for \textit{n}-type and \textit{p}-type Crystalline Silicon for Photovoltaics

7.1 Tool Description

To increase the speed of learning and to understand how the Fe-related injection-dependent electrical quality of \textit{n}-type and \textit{p}-type mc-Si differ, a comparative simulation and lifetime calculator was developed. The tool has two different coupled components: (1) a simulation of the location and redistribution of metals in response to temperature and the presence or absence of phosphorus, (2) a calculation of the electrical impact of the metal distribution captured by the injection-dependent lifetime due to metal point defects and precipitated metals, and (3) lifetime- and injection level-dependent solar cell efficiency. Currently, the tool accounts only for iron explicitly in point defect form and in precipitates.

Supported by the experimental results of the \textit{n}-type mc-Si \textmu-XRF study, we assume that the redistribution of metals in \textit{n}-type and \textit{p}-type mc-Si for PV at high temperatures, for example, during phosphorus diffusion gettering is the same for modeling purposes. we use the simulation tool developed earlier to describe this
Figure 7-1: Comparative predictive simulation tool for $n$-type and $p$-type crystalline silicon. The inputs are the phosphorus time-temperature profile, the as-grown total iron concentration, and a model for the injection level- and lifetime-dependent solar cell efficiency. The tool calculates the redistribution of iron, the injection level-dependent minority carrier lifetime associated with point defects, precipitates, and the total iron distribution for $n$- and $p$-type Si, and the solar cell efficiency potential of the gettered wafer.

Metal redistribution. Specifically, we used the one-dimensional Fokker-Planck Equation model from [32] because it is a relatively simple model that is relatively fast computationally and still simulates a distribution of precipitate sizes.

The Shockley-Read-Hall lifetime formulation with accepted capture cross-section and energy level values is used for iron point defects. The model of Kwapil et al. [68] is used for calculating the effect of precipitated iron. A parameterized version of Kwapil’s model was made publicly available in Microsoft Excel, and it was coded in MATLAB for this work by Erin Looney, a member of the MIT PVLab.

Figure 7-1 is a flowchart that describes the essential pieces of the model. The tool can be used either coupled or de-coupled, depending on the desired analysis.
7.2 Quantifying the Electrical Impact of Iron Point Defects and Precipitates in $n$-type and $p$-type mc-Si

To reveal the patterns of lifetime for different Fe distributions that are found in mc-Si, a wide range of Fe distributions was defined, and the point defect-related, precipitate-related, and total Fe-related injection-dependent minority carrier diffusion lengths were calculated using the combined lifetime calculator. The Fe distributions that were tested are summarized in Fig. 7-2.

<table>
<thead>
<tr>
<th>variable</th>
<th>range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total initial Fe</td>
<td>$10^{12} - 10^{15}$ cm$^3$</td>
</tr>
<tr>
<td>Fraction Fe point defects</td>
<td>1–99%</td>
</tr>
<tr>
<td>Precipitate size</td>
<td>5 or 20 nm</td>
</tr>
<tr>
<td>Total # of scenarios</td>
<td>40</td>
</tr>
</tbody>
</table>

Figure 7-2: Tested Fe distributions for building intuition of lifetime impact of Fe in $p$-type and $n$-type mc-Si.

The injection-dependent lifetime and diffusion lengths for $p$-type and $n$-type mc-Si for each of the simulated distributions are shown in Fig. 7-3 – 7-6. The total iron scales the magnitudes of the diffusion lengths, but the trends and shape of the diffusion length curves are maintained over this range of iron concentrations. All of the diffusion lengths increase as the injection level increases. For a given injection level, the smaller 5 nm precipitate size results in lower diffusion lengths than the larger 20 nm precipitate size because there is more surface area exposed when a given amount of Fe is spread among a larger quantity of smaller precipitates. For these parameters, the injection level at which the precipitate-related diffusion lengths are equal in the two materials is lower than the injection level at which the point defect-related diffusion lengths are equal, so as the point defect concentration increases, the injection level at which the $p$-type Si achieves the same diffusion length at the $n$-type Si increases. Another consistent pattern is that the shortest diffusion lengths
for the $n$-type Si are for the smaller fraction of point defects while the $p$-type Si has the shortest diffusion length when the fraction of point defects is largest. This is a result of the large asymmetry in the capture cross sections of Fe for electrons and holes in silicon. As the fraction of point defects increases, the diffusion lengths are limited by precipitates initially and then eventually by point defects. For $p$-type, the point defects start to dominate at approximately 10% point defect concentration. For $n$-type, the point defects dominate somewhere between 50% and 90% point defect concentration for the small precipitate case and somewhere between 10% and 50% point defect concentration for the larger precipitate case. Overall, at low injection, $n$-type outperforms the $p$-type, but at high injection, $p$-type Si has higher calculated diffusion lengths because both the precipitate and point defect diffusion lengths are longer for $p$-type than for $n$-type at high injection.

### 7.2.1 Comparing Injection-Dependent and Injection-Independent Lifetime Models

The injection-dependent diffusion lengths due to precipitates were also compared for reference to the injection-independent and doping-type-independent diffusion length described by [59, 198]. The value of the injection-independent model is marked with the open triangles on Figs. 7-3 – 7-6 at the injection level where the two models are equal. The injection-independent model matches well at low injection levels. For the 5 nm precipitate size, the models match at an injection level of $10^{12}$ cm$^{-3}$ while for the 20 nm precipitate size, the models match at an injection level of $\sim 2 \times 10^{13}$ cm$^{-3}$. The injection- and doping-type- independent model overestimates the diffusion lengths at lower injection and underestimates them at higher injection. Typical crystalline silicon solar cells operating at maximum power point under standard test conditions in the mid-$10^{13}$ cm$^{-3}$ injection level, so in many cases, the simple model may be appropriate to use.
Figure 7-3: Minority carrier diffusion lengths due to Fe point defects (dotted lines), Fe precipitates (dashed lines), and the total Fe distribution (solid lines) in p-type (black) and n-type (red) mc-Si. The blue open triangle is the injection- and doping-independent lifetime model. Total initial Fe concentration of $10^{12}$ cm$^{-3}$. 

$[\text{Fe}_0] = 10^{12}$ cm$^{-3}$, radius $= 5$ nm

$[\text{Fe}_0] = 10^{12}$ cm$^{-3}$, radius $= 20$ nm
Figure 7-4: Minority carrier diffusion lengths due to Fe point defects (dotted lines), Fe precipitates (dashed lines), and the total Fe distribution (solid lines) in p-type (black) and n-type (red) mc-Si. The blue open triangle is the injection- and doping-independent lifetime model. Total initial Fe concentration of $10^{13} \text{ cm}^{-3}$. 
Figure 7-5: Minority carrier diffusion lengths due to Fe point defects (dotted lines), Fe precipitates (dashed lines), and the total Fe distribution (solid lines) in $p$-type (black) and $n$-type (red) mc-Si. The blue open triangle is the injection- and doping-independent lifetime model. Total initial Fe concentration of $10^{14}$ cm$^{-3}$.
Figure 7-6: Minority carrier diffusion lengths due to Fe point defects (dotted lines), Fe precipitates (dashed lines), and the total Fe distribution (solid lines) in p-type (black) and n-type (red) mc-Si. The blue open triangle is the injection- and doping-independent lifetime model. Total initial Fe concentration of $10^{15}$ cm$^{-3}$. 

$[\text{Fe}_p] = 10^{15}$ cm$^{-3}$, radius = 5 nm

$[\text{Fe}_p] = 10^{15}$ cm$^{-3}$, radius = 20 nm

<table>
<thead>
<tr>
<th>Injection Level (cm$^{-3}$)</th>
<th>Diffusion Length (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{12}$</td>
<td>$10^{13}$</td>
</tr>
<tr>
<td>n Fe$^-$</td>
<td>p Fe$^+$</td>
</tr>
</tbody>
</table>

$10\% [\text{Fe}_i]$
7.2.2 Quantifying the Relative Impact of Iron Point Defects and Precipitates in \textit{n}- and \textit{p}-type mc-Si

The relative effect of precipitates and point defects as a function of injection level was quantified in two different ways (Fig. 7-7 and 7-8). The percent difference in injection level calculated as the precipitated diffusion length minus the point defect diffusion length divided by the point defect diffusion length was plotted in Fig. 7-7. The blue horizontal line delineates equal contributions from precipitates and point defects. Below the blue line, the effective diffusion length is limited by precipitated Fe. Above the blue line, point defects limit the diffusion length. Secondly, the percent of the diffusion length attributable to precipitates was calculated as the difference between the point defect-related and precipitate related diffusion lengths normalized by the point-defect related diffusion length in Fig. 7-8. Note that for all four total iron concentrations, these relative diffusion length plots are the same. These plots clearly demonstrate that for a wide range of injection levels and iron distributions, \textit{n}-type mc-Si is more heavily precipitate-limited than \textit{p}-type mc-Si. As lower injection levels, this difference is more pronounced than at higher injection levels.
Figure 7-7: Percent difference in diffusion lengths due to point defects and precipitates in \( p \)-type and \( n \)-type mc-Si.

\[
[\text{Fe}_i] = 10^{13} \text{ cm}^{-3}, \text{ radius} = 5 \text{ nm}
\]

\[
[\text{Fe}_i] = 10^{13} \text{ cm}^{-3}, \text{ radius} = 20 \text{ nm}
\]
Figure 7-8: Percent of diffusion lengths limited by precipitates in $p$-type and $n$-type mc-Si.
7.3 Comparing Simulation Predictions and Experimental Results for $n$-type mc-Si

To quantify to what degree the coupled lifetime and gettering tool captures the redistribution of metals and the electrical impact of actual crystalline silicon material, the $n$-type mc-Si phosphorus diffusion gettering results of Chapter 5 were simulated.

Ideally, the points of comparison between simulation and experiment include the interstitial iron concentration, the precipitated iron distribution, and the injection-dependent lifetime as-grown and after gettering. In $n$-type Si, in which there are not any known metastable defects to leverage for lifetime measurements such as Fe-B in $p$-type Si [54], it is not currently practical to measure the low concentrations of bulk interstitial iron present in typical $n$-type mc-Si wafers. The $\mu$-XRF measurements capture the precipitate distribution that is along the grain boundaries, which tend to be the larger and more closely-spaced precipitates. The injection-dependent diffusion lengths averaged over the thickness and area of the wafer can be directly compared.

The as-grown and post-PDG iron distributions are shown in Fig. 7-9. The simulations predict an as-grown [$Fe_i$] of just over $10^{12}$ cm$^{-3}$. After gettering, there is strong segregation of point defects to the surface where phosphorus is being in-diffused, resulting in a significantly decreased bulk point defect concentration of approximately $10^9$ cm$^{-3}$. As the plateau temperature increases, the bulk interstitial iron concentration increases slightly, and the concentration that is segregated to the phosphorus-rich region also increases slightly. This overall increase in point defect concentration throughout the thickness is due to enhanced precipitate dissolution due to the higher
Consistent with the simulated changes in interstitial iron, compared to the as-grown state, gettering significantly reduces occurrence of the small precipitates. As the diffusion temperature increases, the precipitate distribution shifts to smaller precipitate sizes and a lower spatial density of precipitates overall. This trend is consistent with that observed in the μ-XRF precipitate distribution measurements, but the simulations do not capture the dramatic full removal of precipitates to below the detection limit observed with μ-XRF after 920°C gettering. Additionally the simulated precipitate sizes are about an order of magnitude larger than those that were measured.

The injection-dependent diffusion lengths after crystallization and after each gettering step are shown in Figure 7-9. The as-grown diffusion length in low injection is equivalent to ~40 μs lifetime, which is higher than the measured as-grown lifetime, indicating that perhaps iron alone does not limit the lifetime. All of the lettering processes are predicted to be strongly precipitate limited across the whole injection level range, and the diffusion lengths increase monotonically from ~210 μm to ~280 μm in low injection. The lifetimes still remain relatively low, <80 μs. This precipitate-limited simulated lifetime is much lower than the measured lifetimes of >500 μs. Additionally, the experimentally measured lifetimes reveal a slight drop in lifetime after the highest 920°C process compared to the medium temperature process of 880°C.
(a) Simulated interstitial iron concentration as a function of depth into the wafer as-grown and after three different temperature gettering processes.

(b) Simulated precipitated iron distribution, precipitate spatial density vs. average precipitate size, as-grown and after three different temperature gettering processes.

(c) Simulated minority carrier diffusion length as a function of injection level associated with point defects (dotted line), precipitates (dashed lines), and the total iron distribution (solid lines) as-grown and after three different temperature gettering processes. For 820°C and 880°C, the precipitated and total iron lines overlap.

Figure 7-9: Simulated post-gettering Fe-related diffusion lengths for the initial iron concentration of experiments of Chapter 5. Equivalent injection-dependent diffusion lengths associated with point defects, precipitates, and all iron total for n-type mc-Si are shown.
7.3.1 Accounting for Enhanced Precipitation due to Co-Location of Multiple Metals

Given the overestimation of precipitate size and the underestimation of the precipitate dissolution and the lifetime, which is precipitate-limited, it is hypothesized that the model underestimates precipitate growth and dissolution rates compared to the observed measurements. The ICP-MS revealed high concentrations of Fe, Ni, Cu, and Co in the as-grown red zone of the wafers. The µ-XRF revealed that the Fe-, Ni-, Cu-, and Co are co-located. It is hypothesized that co-location of metals can result in enhanced precipitation and precipitate dissolution [45].

To test the hypothesis of enhanced precipitation due to co-location of metals, the simulated crystallization rate was increased from 1.35°C/min to 10°C/min as suggested by [84]. The simulation results are shown in Figure 7-10 and 7-11. The simulated as-grown iron point defect concentration in the bulk was \( \sim 6.5 \times 10^{12} \text{ cm}^{-3} \). The simulated post-gettering iron point defect concentration in the bulk was \( \sim 10^9 \text{ cm}^{-3} \). The simulated iron precipitate distribution peaks at \( \sim 5 \times 10^6 \) Fe atoms, more consistent with the observed precipitate sizes at the grain boundary (Fig. 5-11). The diffusion lengths are slightly lower than the previous case with crystallization at 1.35°C/min due to the higher concentration of smaller precipitates.

To test the hypothesized enhanced precipitation and dissolution due to co-location of multiple metals, the simulated plateau temperatures were increased until the diffusion lengths were close to the values of the measured diffusion lengths. The simulation results are shown in Figure 7-10 and 7-11. The 820°C was increased to 911°C, and the 880°C was increased to 917°C. The 920°C was left as-is because the model does not capture the observed decrease in lifetime relative to the 880°C process.

While the simulations with enhanced precipitate growth and dissolution rates match reasonably well for the 820°C and 880°C phosphorus diffusion processes, the decrease in lifetime after 920°C compared to the 880°C is still not well explained, and the full disappearance to below the detection limit of the µ-XRF is not clearly captured either. It is hypothesized that somewhere above 880°C, another defect is
activated and limits the lifetime of the material. It is difficult to know if Fe limits the as-grown lifetime of the material because it contains many impurities other than iron. The simulations support the hypothesis that after 820°C and 880°C the material may be limited by precipitated Fe as was concluded by [44].
(a) Interstitial iron concentration as a function of depth into the wafer as-grown and after three different temperature gettering processes. Simulation with enhanced precipitation (thick dashed lines) and enhanced precipitation and dissolution (thin dashed lines).

(b) Precipitated iron distribution (precipitate spatial density vs. average precipitate size) as-grown and after three different temperature gettering processes. Simulation with enhanced precipitation (thick dashed lines) and enhanced precipitation and dissolution (thin dashed lines).

Figure 7-10: Simulating enhanced precipitation and dissolution: iron distribution for experiments of Chapter 5.
(a) Minority carrier diffusion lengths as a function of injection level as-grown and after three different temperatures of gettering assuming enhanced precipitation and precipitate dissolution. As-grown lifetime due to: point defects (black dotted line), precipitated Fe (thin dashed black line), and both point defects and precipitates (thin solid black line). Post-gettering lifetime due to: point defects assuming enhanced precipitation (open circles) and assuming enhanced precipitation and dissolution (open triangles); precipitates assuming enhanced precipitation (thick solid lines); total iron distribution assuming enhanced precipitation and precipitate dissolution (dashed-dotted lines). For the enhanced precipitation and precipitate dissolution, for 820°C and 880°C, the precipitated and total iron lines overlap.

Figure 7-11: Simulating enhanced precipitation and dissolution: injection-dependent diffusion lengths for experiments of Chapter 5.
Chapter 8

Sensitivity analysis to guide PDG processing for $n$-type mc-Si and $p$-type mc-Si

To understand the relative effect of processing on $n$- and $p$-type mc-Si, a sensitivity analysis was performed using the coupled gettering and lifetime simulation tool described in Chapter 7.

8.1 Defining Test Processes and Initial Total Iron Concentrations

A base case of a phosphorus diffusion time-temperature profile was defined and then the time-temperature profile was perturbed, either lengthening it by 15 minutes or shortening it by 15 minutes. The factors that were perturbed include the plateau temperature, the plateau time, the cooling rate, and the unload temperature. For example, to shorten the profile, either the plateau temperature was decreased, or the plateau time was shortened, or the cooling rate was increased, or the unload temperature was increased.

The time-temperature profiles of the processes that were tested are shown in Fig.
Phosphorus in-diffusion starts at the beginning of the isothermal plateau step. Three different total initial iron concentrations — $10^{13}$, $10^{14}$, and $10^{15}$ cm$^{-3}$ — were simulated to account for the wide range of iron concentrations found in as-grown mc-Si. The crystallization step was the same in all cases and was modeled as a linear cooling from 1100°C to 200°C at 1.35°C/min as in Chapter 4. Additionally, the load temperature of 750°C and heating rate of 7°C/min were kept constant. The electrical quality of wafers was found to be quite insensitive to these two parameters in [60]. The effect of load temperature and the heating rate are captured in the plateau temperature and time.
8.2 Base Cases: Iron Distributions and Injection-Dependent Minority Carrier Diffusion Lengths

For the base case time-temperature profile and for each of the initial iron concentrations, the iron distributions and injection-dependent bulk minority carrier diffusion lengths were simulated. The iron distributions are plotted in Fig. 11-1 and the diffusion lengths are plotted in Fig. 8-3.

Fig. 8-2a shows the interstitial iron concentration as a function of depth into the wafer before and after gettering. As-grown, for all three initial iron concentrations, the interstitial iron concentration is \( \sim 10^{12} \text{ cm}^{-3} \) with higher initial iron concentration corresponding with slightly higher interstitial iron concentration. After gettering, the interstitial iron profiles are the same shape because the wafers were all simulated with the same base case process. The effect of external gettering to the phosphorus-rich layer at the surface is clearly evident here, leaving a much lower interstitial iron concentration in the bulk compared to the as-grown state. For the base case, the initial iron concentration of \( 10^{14} \text{ cm}^{-3} \) has the highest bulk interstitial concentration, and the lowest initial contamination of \( 10^{13} \text{ cm}^{-3} \) has the lowest bulk interstitial iron concentration.

Fig. 8-2b shows the precipitated iron distribution before and after the base case process for all three initial iron concentrations. As-grown, as the total iron concentration increases, the precipitated iron distribution shifts from many small precipitates to sparser larger precipitates to a bimodal distribution of small and large precipitates both in large quantities. After gettering, some precipitates disappear, especially the small ones, indicated by the decrease in precipitate density. For the initial iron concentration of \( 10^{13} \text{ cm}^{-3} \), there is an especially dramatic reduction probably due to full or nearly full dissolution during gettering and external gettering that is sufficient to lower the resulting interstitial iron concentration as shown in Fig. 8-2a.

The injection-dependent diffusion lengths before and after the base case process for all three simulated total iron concentrations are shown in Fig. 8-3. The diffusion lengths assuming \( p \)-type material are in the left column and the values assuming \( n \)-
(a) base cases: $[\text{Fe}_i]$ vs. depth before and after gettering

(b) base cases: precipitated Fe distribution before and after gettering

Figure 8-2: Base Case Iron Distributions for Total Fe of $10^{13}$ (blue), $10^{14}$ (black), and $10^{15}$ (magenta) cm$^{-3}$. 8-2a shows the interstitial iron concentration as a function of depth into the wafer before (dashed lines) and after (solid lines) the base case gettering profile. 8-2b shows the precipitated iron distribution before (dashed lines) and after (solid lines) the base case gettering profile.
Figure 8-3: Base case Fe distributions for total Fe of $10^{13}$ (top row), $10^{14}$ (middle row), and $10^{15}$ (bottom row) cm$^{-3}$ for p-type (left column) and n-type (right column) Si. The dots are the point defects. Dashed lines are the precipitates. Solid lines are the effective diffusion length due to both point defects and precipitates. Thin lines and small dots are as-grown. Thick lines and small dots are post-gettering.
type material are in the right column. The plots indicate that the $p$-type material is more strongly injection-dependent than the $n$-type material. The injection dependence of the $n$-type material is due to the injection dependence of the precipitate-related diffusion lengths. The injection dependence of the $p$-type material is due to both precipitates and precipitates with the point defects being a stronger effect.

For the initial iron concentration of $10^{13} \text{ cm}^{-3}$, as-grown the $n$-type Si is limited by precipitates, and after gettering, it is limited defects. For the $p$-type Si, as-grown the material is limited by point defects at low injection level and by precipitates at high injection level. After the base case gettering, $p$-type is limited by point defects. Thus, a longer cooling or low-temperature anneal could increase the minority carrier diffusion lengths for both doping types at this iron contamination level.

For the initial iron concentration of $10^{14} \text{ cm}^{-3}$, as-grown and after the base case gettering, the $n$-type Si is limited by precipitates. For the $p$-type Si, as-grown the material is limited by point defects at low injection level and by precipitates at high injection level. After the base case gettering, $p$-type is more strongly limited by precipitates. Thus, for $n$-type, a higher temperature or longer plateau would increase the diffusion length. For the $p$-type Si, a longer cool down and a higher temperature plateau would increase the diffusion length.

For the initial iron concentration of $10^{15} \text{ cm}^{-3}$, as-grown and after the base case gettering, the $n$-type Si is limited by precipitates. The effective lifetimes are only slightly increased by the base case gettering. For the $p$-type Si, as-grown the material is limited by point defects at low injection level and by precipitates at high injection level. After the base case gettering, $p$-type is more strongly limited by precipitates. Thus, for $n$-type, a higher temperature or longer plateau would increase the diffusion length. For the $p$-type Si, a longer cool down and a higher temperature plateau would increase the diffusion length.
8.3 Minority Carrier Diffusion Length Sensitivity Plots for \textit{n}- and \textit{p}-type Si

The sensitivity plots of the diffusion lengths at an injection level of $7 \times 10^{13} \, \text{cm}^{-3}$ are shown for an initial total iron concentration of $10^{13} \, \text{cm}^{-3}$ (Fig. 8-4), $10^{14} \, \text{cm}^{-3}$ (Fig. 8-5), $10^{15} \, \text{cm}^{-3}$ (Fig. 8-6). It should be noted that the magnitudes of this sensitivity analysis vary with injection level, but the trends shown in these figures apply to a wide range of injection levels under which typical solar cells operate. For injection levels above $\sim 10^{15} \, \text{cm}^{-3}$, this analysis should be re-run.

The sensitivity results for initial total iron concentration of $10^{13} \, \text{cm}^{-3}$ are in Fig. 8-4. The base case diffusion lengths of \textit{n}-type are $> 5 \times$ those of \textit{p}-type mc-Si. Material of both doping types is strongly limited by Fe$_i$, so the effective sensitivity plots are very similar to the Fe$_i$ sensitivity plots. The \textit{p}-type lower unload temperature profile that is 87-minute long results in a shorter diffusion length than even the 30 minute shorter \textit{n}-type 57-minute long low-temperature plateau process. Thus, \textit{n}-type mc-Si for this iron distribution may be especially beneficial over \textit{p}-type mc-Si.

The sensitivity results for initial total iron concentration of $10^{14} \, \text{cm}^{-3}$ are in Fig. 8-5. The base case diffusion length of the \textit{n}-type mc-Si is 365 $\mu$m while that of the \textit{p}-type mc-Si is 300 $\mu$m. The \textit{p}-type mc-Si is about equally limited by precipitates and interstitials at this injection level, so its effective lifetime pattern reflects the importance of the unload temperature, which affects the point defects, and the plateau temperature, which affects the precipitates. The \textit{n}-type mc-Si is severely limited by the precipitates, so its effective diffusion length pattern is nearly identical to that of the precipitates. The \textit{p}-type higher plateau temperature profile that is 87-minute long results in a similar diffusion length to that of the base case \textit{n}-type 72-minute long process. Thus, \textit{n}-type mc-Si for this iron distribution may enable shorter processing compared to \textit{p}-type mc-Si.

The sensitivity results for initial total iron concentration of $10^{15} \, \text{cm}^{-3}$ are in Fig. 8-6. The base case diffusion length of the \textit{n}-type mc-Si is 315 $\mu$m while that of the \textit{p}-type mc-Si is 292 $\mu$m. The \textit{p}-type mc-Si is more strongly limited by precipitates,
Figure 8-4: Sensitivity of diffusion length to PDG time-temperature profile parameters for initial total iron concentration of $10^{13}$ cm$^{-3}$. Light bars are a lower value of the given parameter. Dark bars are a higher value of the given parameter. The injection level is just below $10^{14}$ cm$^{-3}$.
Figure 8-5: Sensitivity of diffusion length to PDG time-temperature profile parameters for initial total iron concentration of $10^{14}$ cm$^{-3}$. Light bars are a lower value of the given parameter. Dark bars are a higher value of the given parameter. The injection level is just below $10^{14}$ cm$^{-3}$. 
but the most significant change to the base diffusion length that can be achieved in 15 minutes is through point defect control, so the effective diffusion length is most sensitive to the unload temperature. The \( n \)-type mc-Si is severely limited by the precipitates, and the simulations indicate that any 15-minute change in the time-temperature profile make little difference in the diffusion length at this injection level. The \( p \)-type lower unload temperature profile that is 87-minute long results in a similar diffusion length to that of the \( n \)-type PDG processes. Thus, \( n \)-type mc-Si for this iron distribution may enable shorter processing compared to \( p \)-type mc-Si.

In summary, after the total iron concentration, the phosphorus diffusion time-temperature profile is an important lever on the minority carrier diffusion lengths of \( n \)- and \( p \)-type mc-Si material. The performance of both \( n \)- and \( p \)-type Si can be limited by either precipitated or point defect form iron, depending on the relative quantities of each and the injection level of interest. For both materials, the unload temperature determines the concentration and thus the electrical impact of point defects while the plateau temperature and, to a lesser degree, the plateau time control the precipitated iron concentration and electrical impact. For all the situations considered herein, the minority carrier diffusion length was more sensitive to the unload temperature and the plateau temperature, due to the exponential dependencies on temperature, than to the cool rate or the plateau time. At the low total iron level of \( 10^{13} \text{ cm}^{-3} \), both materials are limited by point defects. At a medium level of \( 10^{14} \text{ cm}^{-3} \), \( p \)-type material is limited by both precipitate and point defects while \( n \)-type material is limited by precipitates. Finally, at a very high level of \( 10^{15} \text{ cm}^{-3} \), which exceeds the concentration in most “red zone” border material, precipitates severely limit the minority carrier diffusion lengths of both materials, and it is very difficult to change the diffusion length. The \( n \)-type material is only slightly improved by gettering compared to the as-grown state, and the \( p \)-type material is improved after gettering mostly due to point defect removal.

In general, \( n \)-type mc-Si can be processed to the same or a higher minority carrier diffusion length than \( p \)-type mc-Si can using a shorter process because precipitates are more often limiting \( n \)-type mc-Si, and they can be remedied by increasing plateau
Figure 8-6: Sensitivity of diffusion length to PDG time-temperature profile parameters for initial total iron concentration of $10^{15}$ cm$^{-3}$. Light bars are a lower value of the given parameter. Dark bars are a higher value of the given parameter. The injection level is just below $10^{14}$ cm$^{-3}$.
Figure 8-7: Manufacturing benefits of n-type Si. On the right side, plots of sensitivity of the effective minority carrier diffusion lengths for p-type (top) and n-type (bottom) Si with initial total Fe concentration of $10^{14}$ cm$^{-3}$ for an injection level of $4\times10^{13}$ cm$^{-3}$. On the left side, the minority carrier diffusion lengths shown in the sensitivity plots of the right side as a function of process time relative to the base case PDG time-temperature profile. Red open circles are n-type and black open circles are p-type.

temperature, which adds less time than adding an extended cool. This potential manufacturing benefit is illustrated in Figure 8-7. For a given process time, n-type has a longer diffusion length. n-type enables saving of 30 mins for the same diffusion length. In the same amount of time, n-type can be improved more than p-type. Of course, in some n-type architectures, the phosphorus diffusion gettering is a sacrificial gettering and is thus an extra step. Nonetheless, especially for architectures such as the PERT device that includes phosphorus and boron diffusion, this is an important implication for manufacturing throughput and thus cost.
Chapter 9

Injection-Dependent Efficiency
Entitlement of Various \( n \)-type Si Materials

9.1 Efficiency Depends on Lifetime and Injection Level

Solar cells operate at a certain injection level, depending on the illumination conditions, doping type, doping level, wafer thickness, and injection-dependent electrical performance of the wafer, among other factors.

To directly compare the performance of \( p \)-type and \( n \)-type wafers, Schindler \textit{et al.} simulated a \( p \)-type-based PERC-type and an \( n \)-type-based PERC-type device that had equivalent performance assuming no bulk recombination [166]. They simulated both doping types and resistivity values of 1 \( \Omega \)-cm and 3 \( \Omega \)-cm and plotted the simulated solar cell efficiency as a function of the minority carrier lifetime for standard illumination conditions. See Figure 9-1. One can measure the minority carrier lifetime of a wafer in the \( 10^{13} \) – \( 10^{15} \) \( \text{cm}^{-3} \) range and identify the corresponding efficiency assuming that the device is only bulk lifetime limited, but the variation in efficiency as a function of injection level can change rapidly, making this only an approximate estimate of efficiency entitlement.
Figure 9-1: Efficiency as a Function of Lifetime for $n$- and $p$-type Si. The red dashed lines indicate the approximate efficiency entitlement of 500 µs $n$-type Si material. Adapted from [166].

### 9.2 Efficiency entitlement of $n$-type materials

Florian Schindler shared the PC1D parameter files with me, enabling the adaptation of these efficiency as a function of lifetime curves to the type of injection-dependent visualization of efficiency entitlement developed and explained in [183]. For each of the simulations shown in Fig. 9-1, I identified the voltage at maximum power point, swept the simulation from -0.8 V to that voltage and then output the simulated injection level halfway through the wafer thickness. I then plotted the lifetime as a function of injection level and used color to indicate the simulated solar cell efficiency. All four curves are shown together in Fig. 9-2, and they are shown in pairs in Fig. 9-3 for clearer comparison.

These plots highlight several key trends. As the bulk lifetime increases, the solar cell efficiency increases, and at just over 21% efficiency, the improvement with lifetime slows. The highest efficiency value plotted is 21.8% with a bulk lifetime of 10 ms. For the parameters plotted here, achieving efficiencies greater than 22% requires very long bulk lifetimes, in excess of 10 ms. All four devices theoretically can achieve higher
than 21% efficiency given longer than 1 millisecond lifetimes. At above 21%, all of the cells operate at an average injection level of over $10^{14}$ cm$^{-3}$. For a given lifetime, the higher resistivity (lower doping level) cells operate at higher injection level than the lower resistivity cells. Also for a given lifetime, the $n$-type cells operate at higher injection than the $p$-type cells.

To estimate the efficiency entitlement of wafer materials from their injection-dependent lifetime curves, one can overlay the minority carrier lifetime curve on the efficiency entitlement curves. For reference, the record $n$-type wafer heterojunction cell is from Panasonic at 25.6% efficient. The record large-area single crystal non-heterostructure is Sunpower’s 25% rear junction cell also on $n$-type Si [6]. Crystal Solar and imec have reported 22.5% full-size nPERT cells using epitaxially-grown kerfless wafers with grown-in $p$-$n$ junctions. Finally, Trina Solar holds the record for high-performance $p$-type mc-Si at 21.25%. Schindler et al. [167] reported 19.3% on $n$-type high-performance mc-Si. Fig. 9-4 shows the $n$-type efficiency plot with several different injection-dependent lifetime curves overlaid, including simulated and
Figure 9-3: Efficiency as a Function of Lifetime and Injection Level at Maximum Power Point for $n$- and $p$-type Si with bulk resistivity of 1 and 3 Ω-cm. Simulations in PC1D. Data provided by and adapted from [166].
Figure 9-4: Efficiency as a Function of Lifetime and Injection Level at Maximum Power Point for n-type Si with bulk resistivity of 1 and 3 $\Omega$-cm. Simulations in PC1D. Overlaid are experimentally measured injection-level-dependent lifetime curves to. The intersection of the lifetime curves and the efficiency curves are the efficiency entitlement for the material. Data provided by and adapted from [166].
shown. The dotted lines are measurements of the bulk material while the solid lines are the “red zone” border region. This upgraded metallurgical grade 6N’s purity material has a bulk resistivity of 1–2 Ω-cm. The material is estimated to have an efficiency entitlement of about 20.5%. The high-performance n-type mc-Si wafers of Schindler et al. [166] have a measured minority carrier diffusion length of 550 μm after phosphorus diffusion gettering, which is equivalent to ~260 μs lifetime, or an efficiency entitlement of ~19.5% in the cell architecture simulated here. They demonstrated 19.3% efficiency in an advanced architecture featuring a full area passivated rear contact [167].

The simulated overlaid curves of n-type Si material are the medium solid gray lines running roughly horizontally. All six curves are simulated using the simulator described in Chapter 7. The curves include: the base case PDG defined in Chapter 8 for $10^{15}$, $10^{14}$, and $5 \times 10^{13}$ cm$^{-3}$ initial total iron, the high-temperature plateau case also defined in Chapter 8 for $10^{14}$ cm$^{-3}$ initial total iron, and the base and low unload temperature PDG processes approximating epitaxially-grown silicon with a wafer crystallization rate of 60°C/min, much faster than the typical 1.35°C/min for mc-Si. As was shown in the sensitivity analysis of Chapter 8, it is difficult to improve the quality of highly contaminated material, and this efficiency entitlement plot shows that standard processing of material with more than $10^{14}$ cm$^{-3}$ of iron cannot exceed 20%, depending on the resistivity level. Processing material with $10^{14}$ cm$^{-3}$ of iron with a high-temperature plateau increases the efficiency potential to 19.5% to 20.5% with the penalty of longer and more energy-intensive processing. Lower as-grown iron concentrations of $5 \times 10^{13}$ cm$^{-3}$ enable greater than 20.5% efficiency. $10^{13}$ cm$^{-3}$ (not shown) of iron enables greater than 21.5% efficiency. Finally, simulated epitaxially-grown n-type Si with an estimated wafer cooling rate of 60°C/min can enable efficiencies at or exceeding 21.5% because of the high as-grown point defect concentration that is readily externally gettered.

These efficiency entitlement plots indicate that, in principle, for n-type Si cooled at rates typical of mc-Si ingot growth, achieving 19% efficiency is readily accessible. Achieving just 1% higher absolute, 20% requires relatively clean as-grown material
that is no dirtier than $10^{14}$ cm$^{-3}$ of iron. Achieving 21% requires nearly an order of magnitude reduction in impurities or alternative wafer growth methods that reduce the precipitated iron concentration in the as-grown wafers. It should be noted that this plot is one of efficiency *entitlement* meaning that these are the maximum predicted efficiencies if the cell performance is limited only by the bulk lifetime. It is an achievement to come close to these entitlement values and thus achieving efficiencies higher than 20%, depending on the material, is an active area of strong competition in industry. This plot by itself implies that the way forward for photovoltaics is cleaner, higher efficiency materials; however, it neglects the very important factor of cost. The costs of capital, manufacturing, and silicon, and the difficulty of developing incrementally better technology that is repeatable on a massive scale are important and fluctuating factors that have led to the propagation of both mono crystalline and multicrystalline materials in the PV industry. With the development of new cell architectures can come unexpected setbacks. One example for the development of passivated emitter and rear (PERC) devices is discussed in the next Chapter.
Chapter 10

Root-Cause Analysis of Light-Induced Degradation in \( p \)-type Multicrystalline Silicon PERC Modules

10.1 Overview of \( p \)-type mc-Si PERC LID

Passivated emitter and rear cells (PERC) offer theoretical cost advantages relative to ubiquitous aluminum back-surface field (Al-BSF) devices [200]. However, PERC devices incorporating certain types of \( p \)-type multicrystalline silicon (mc-Si) wafers exhibit light-induced degradation (LID), in severe cases reducing power output at the maximum power point (MPP) by more than 10% relative. Developing engineering solutions and identifying the root causes for this LID may accelerate industrial adoption of PERC, with projected manufacturing cost savings ($/W).

Ramspeck et al. [201] observed LID in \( p \)-type mc-Si PERC, exacerbated by elevated temperatures between 50 and 95°C. The authors ruled out boron-oxygen (B-O) and iron-boron (Fe\(_{7}\)-B\(_{8}\)) point defects as root causes for this LID by replacing boron doping with gallium and observing the persistence of the LID. A material dependence
was observed: LID was most pronounced in mc-Si, less pronounced in seeded cast monocrystalline Si (although significant variation between different cast monocrystalline Si was observed), and least pronounced in monocrystalline silicon grown by the Czochralski method (Cz-Si).

Fertig et al. [202] and Krauß et al. [203] quantified the power loss due to LID in PERC, metal wrap-through (MWT) [204], and Al-BSF devices. They found that degradation was most pronounced for PERC, weaker for MWT, and weakest for Al-BSF. The authors hypothesized that the observed LID was due to degradation of the alumina (AlO$_x$) surface passivation quality. Further, Krauß et al. [203] noted that local degradation appeared stronger in areas of high dislocation density.

Kersten et al. [205] observed stronger LID in $p$-type mc-Si PERC devices than in both mc-Si and Cz-Si Al-BSF devices as well as $p$-type Cz-Si PERC. They also noted larger power loss when light soaking at higher temperatures. Regarding root cause, they observed no clear correlation between LID and interstitial oxygen concentration, contrary to previous observations of the B-O defect. The maximum degradation and the degradation rate were also inconsistent with dissociation of Fe$_i$-B$_s$ pairs. In contrast to the hypothesis from Fertig et al. and Krauß et al., they observed similar degradation of minority-carrier lifetime for both AlO$_x$/silicon nitride (SiNx) stacks and SiNx alone, suggesting a degradation of bulk lifetime instead of surface passivation. They were light-soaked at different conditions, corresponding (from low to high) to short-circuit current, MPP, and open-circuit voltage conditions, and observed increased degradation with increasing injection level. They further observed similar degradation for devices illuminated at MPP and devices held in the dark and injected with current equivalent to MPP. Thus, excess electron density – and not a property unique to light – was implicated as the key to activating the degradation. The authors also observed a regeneration of the defect after extended exposure to illumination and elevated temperature. Finally, they noted that with “defect engineering,” they were able to reduce the degradation to $<1\%$ (relative) over 1000 hours of illumination at elevated temperature.

In summary, several researchers have reported LID in $p$-type mc-Si PERC during
the last year that exhibit the following similarities: (1) module power loss to LID in $p$-type PERC is more severe for mc-Si substrates than Cz, and (2) time constants across several papers are distinct from well-known Fe$_i$-B$_s$ and B-O defect kinetics. The LID reported by different researchers may have similar or different origins, as there are likely uncontrolled variations in mc-Si wafer quality, cell processing conditions, device architectures, and LID generation conditions.

When untreated, light-induced degradation (LID) of $p$-type multicrystalline silicon-based PERC modules can reduce power output by up to 10% relative during the first fifty-six days of sun soaking under open-circuit conditions. Herein are presented new observations of similar LID in industrial mc-Si PERC modules and cells. In this contribution, it is determined that LID in test modules has a strong bulk component, which spatially resolved lifetime measurements indicate is ubiquitously distributed across the wafer. Injection-dependent lifetime spectroscopy is applied to elucidate the underlying root cause of LID in $p$-type mc-Si PERC, and the analysis indicates that the recombination-active state has an electron-to-hole capture cross section ratio of $\sim$28.5. This is evidence for a deep-level donor defect, including Ti, Mo, W, and charged nanoprecipitates.

10.2 Root-cause analysis for PERC LID

10.2.1 The case for a ubiquitous, bulk point defect

Microwave photoconductivity decay (µ-PCD, 905 nm laser, 300 K, 1 mm step size, $\sim$10$^{16}$ carriers/cm$^3$/s) lifetime maps of semifabricates at several different steps in the process reveal that the lifetime degradation appears to occur fairly ubiquitously, supporting the hypothesis that a bulk point defect that is spread relatively homogeneously throughout the wafer is responsible for the LID.
10.2.2 Defect Identification Using Injection-Dependent Lifetime Spectroscopy

It is hypothesized that this LID defect can be identified by lifetime spectroscopy. Murphy et al. [69] proposed a parameterized Shockley-Read-Hall [36, 37] recombination model for defects in silicon that enables the extraction of electron to hole capture cross-section ratio, \( k \), as a function of defect energy, \( E \), from injection-dependent lifetime data.

Here, this lifetime spectroscopy method is applied to identify which defect(s) might be causing the LID observed in wafers that were fired at high temperature and subsequently degraded after light- or sun-soaking. The method is applied to undegraded and degraded wafers with the emitter and dielectrics that were present during firing still intact. The injection-dependent quasi-steady-state photoconductivity (QSSPC) lifetime, alternatively known as injection-dependent lifetime spectroscopy (IDLS), is measured. The SRH (bulk) lifetime as a function of injection level is estimated by removing the emitter recombination using the \( J_{0e} \) approach described by Cuevas [206] and removing the contribution of the intrinsic recombination (radiative and Auger) using Richter’s model [70]. The undegraded wafer shows a \( J_{0e} = 5.75 \times 10^{-14} \text{ A/cm}^2 \) and the degraded wafer had a \( J_{0e} = 4.76 \times 10^{-14} \text{ A/cm}^2 \).

In Fig. 10-1, the extracted SRH lifetime is shown as a function of the parameter, \( X \), which is the ratio of electrons to holes at each injection level [69]. The curve clearly shows a non-linear behavior, indicating the presence of more than one lifetime-limiting defect. Fitting for two defects (the sum of two lines) produces a good fit in both samples. Note that these fits are not unique because one lifetime curve at a single doping level and temperature was fit. Additionally, it is possible to fit an arbitrary number of defects. The lifetime as a function of \( X \) for each state is shown for the two defects, and the reciprocal combination of the two defects is also shown. The reciprocal combination (solid line) fits the SRH lifetime (blue open circles) data well. The mean squared error is 2.54 \( \mu \text{s}^2 \) for the degraded wafer, 4.59\( \times 10^{-3} \) \( \mu \text{s}^2 \) for the undegraded wafer. In both wafers there seems to be a dominant defect (dashed) that
Figure 10-1: SRH lifetime data (blue open circles) for wafers fired at 950°C with emitter and dielectrics intact. Parameterized fits assuming two defects for the undegraded (left) and degraded (right) states are shown. The dominant defects (dashed) and secondary defects (dotted) and their reciprocal combination (solid) are shown for each state. The locations of the regions measured with QSSPC are marked on the μ-PCD maps shown in Fig. 10-1.
closely follows the SRH lifetime data and a secondary (dotted) defect that together limit the lifetime. There appear to be at least three distinct defects: (1) the secondary defect in the undegraded state, (2) the primary defect in the degraded state, and (3) the primary defect in the undegraded state, which may be the same defect as the secondary defect in the degraded state.

For the dominant defect curve (dashed line) in each state, \( k \) as a function of \( E \) is calculated by solving the parameterized SRH equations \([69]\) with known inputs including the equilibrium carrier concentrations, carrier thermal velocities, and the densities of states for the conduction and valence bands. The resulting curves are shown in Figure 10-2. Defects with values of \( k \) and \( E \) available in the literature \([33, 93, 207–214]\) are plotted with the curves. Other defects with parameters available in the literature that lie outside the bounds of the axes in Fig. 10-2 do not lie near the calculated curves and are thus excluded. Defects that are close to the degraded curve are labeled with black text.

This analysis indicates that in the undegraded state, the dominant defect either has electron and hole capture cross sections that are symmetric (\( k \sim 1.4 \)) or is very close to the valence band. Conversely, the dominant defect characterized in the degraded sample has a ratio of electron to hole capture cross-sections \( \sim 28.5 \). Some candidates for lifetime-limiting impurities in the degraded state include the Ti double donor, the Mo donor, and the W donor. In addition, charged nanoprecipitates \([215]\) and extended defects, including dislocations \([216]\), have also been known to exhibit similarly large \( k \) values.

10.3 Discussion

The extrinsic impurity atoms identified in the IDLS analysis (\( k \sim 28.5 \), i.e., \( \text{Ti}_i \), \( \text{Mo}_i \), \( \text{W}_s \)) diffuse slowly in silicon especially at temperatures between 60–200°C. Therefore, it is unlikely that the defect that causes LID involves significant diffusion of these species — although they may still be involved as mostly static atoms. In light of this information and to inspire further experiments, possible root causes of LID that
Figure 10-2: Capture cross-section ratio, $k$, as a function of energy level above the valence band for the dominant defects in the 950°C firing condition in the undegraded and degraded states. For energy levels between 0.3 and 0.8 eV above the valence band, the undegraded state has a $k \approx 1.4$ while the degraded state has a $k \approx 28.5$. Defects with parameters from literature are plotted with red dots and labeled in either gray or black. Black labeled defects are possible candidates for the root cause of the LID observed in this work.
appear to be consistent with experimental observations are discussed.

10.3.1 The case for a metastable deep-level donor

To review the principal observations from previous sections, the PERC LID observed in our study appears to have a strong bulk component. μ-PCD lifetime mapping reveals uniform lifetime degradation during LID, suggesting a ubiquitous defect consistent with a point defect. SRH lifetime spectroscopy analysis indicates the best fit for the dominant defect in the degraded state has a $k \sim 28.5$.

This high $k$ value suggests a positively charged defect (e.g., ionized donor or charged nanoprecipitate), to which negatively charged minority carriers in $p$-type silicon experience a Columbic attraction. If an impurity is involved, the electrically active impurity concentration in the finished device would depend on the as-grown impurity concentration in the wafer, and the effectiveness of gettering, firing, and passivation.

10.3.2 Possible root causes for LID

While it is not possible to confidently pinpoint the defect responsible for LID with the available data, the analysis constrains the range of possible solutions based on our observations, especially the $k$-$E_t$ relationships shown in Figure 10-2.

The range of possible root causes of $p$-type mc-Si PERC LID in our samples are constrained, based on the observations, especially the $k$-$E_t$ relationships shown in Figure 10-2. One possible working hypothesis that is consistent with these experimental data is presented. First, it is observed that the electron quasi Fermi energy (i.e., excess electron density) is higher at the open-circuit condition in a PERC than in an Al-BSF cell, thus deep-level donor states have a higher probability of being occupied, i.e., in a neutral charge state. The point defects identified in Figure 10-2 are too slowly diffusing to move at temperatures below 100°C, during sun- or light-soaking. However, after metallization firing, hydrogen is released from the SiNx layer into the bulk. Hydrogen is known to passivate bulk defects, shifting their defect levels and
reducing their capture cross sections. One possible hypothesis for LID, is that as the electron quasi Fermi energy approaches the conduction band at illuminated open-circuit condition in a PERC, the charge state of one or more of the atoms involved in this passivated complex changes, resulting in the hydrogen dissociating from the deep-level defect reducing defect passivation. If this model holds, then LID can be minimized by increasing wafer purity, or by increasing the amount of hydrogen released into the wafer (lower metallization firing temperatures). Note that in certain defect-rich regions (e.g., dislocation clusters in Figure 1), LID is observed, consistent with a weaker hydrogenation effect in these regions. It is conceivable that further experiments involving intentional contamination, hydrogen passivation, or complete lack thereof, and temperature-dependent lifetime spectroscopy are likely to identify not one, but a family of related PERC LID defects with similar underlying mechanisms. The role of the higher injection level (excess electron density) in PERC relative to Al-BSF cells at MPP and open-circuit voltage is likely to play a role.

In the following, two working hypotheses (conjectures) that are consistent with the experimental data are presented. Both possibilities rely on the fact that the electron quasi Fermi energy (i.e., excess electron density) is higher at the open-circuit condition in a PERC than in an Al-BSF cell [64], thus deep-level donor states have a higher probability of being occupied, i.e., in a neutral charge state. When the sample is held in the dark at open-circuit, the electron quasi Fermi energy level moves toward midgap, and deep-level donor point defects have a higher probability of being in a positive charge state. Annealing at 200°C provides the thermal activation energy necessary for diffusion and/or configurational changes to occur reversibly.

10.4 Conclusions

To elucidate the root cause(s) of PERC LID, experiments with semifabricates and light-soaking are conducted. The solution space is constrained based on the observations. In the degraded state, injection-dependent lifetime spectroscopy identifies an asymmetry of electron and hole capture cross sections of $k \sim 28.5$ for the dominant
defect. These data are consistent with deep-level donor point defects, charged nano-
precipitates [215], or charged structural defects, such as dislocations [216]. Higher
injection levels at the open-circuit condition in PERC relative to Al-BSF may help
explain the larger LID in mc-Si PERC. As device architectures improve and wafer
thicknesses decrease, higher injection levels are expected, suggesting that a continu-
ously improving LID mitigation strategy may be advised.
Chapter 11

Outlook and Implications:
Vertically-Integrated Defect
Engineering in Crystalline Silicon PV

To significantly contribute to reducing anthropogenic carbon emissions, the cost of photovoltaics needs to continue decreasing. Progress requires a balance between high-efficiency devices and low-cost materials, processing, and capital expenditures. Extensive research enabled the development of metal defect process simulations and engineering guidelines for $p$-type mc-Si, pushing the material performance close to its intrinsic limit. However, the industry is investigating alternative wafer materials that offer a higher efficiency-to-cost ratio. $n$-type mc-Si is one “drop-in” replacement candidate that has the potential to meet these criteria.

The material characterization techniques, processing approaches, and simulation tools that enabled the dominance of $p$-type mc-Si were applied to the investigation of $n$-type mc-Si. The similarities and differences in the gettering of metals and their electrical impact in $n$- and $p$-type Si were identified and quantified. A combined solar cell process and lifetime simulation tool for $n$- and $p$-type Si was developed. The key contributions of this research include:

- Deepening understanding of the effect of as-grown impurity distribution and
solar cell processing parameters on metal impurity redistribution. A 2D tool in Sentaurus TCAD software enables visualization of the metal distribution after processing and the corresponding recombination activity through the wafer cross section.

• A review of the state-of-the-art of crystalline silicon solar cell process simulation tools. A single tool that organized and combined the features of already-published models was constructed. Leveraging the combined simulation tool, the side-by-side solar cell process simulation analysis elucidated the key physics of impurity gettering during solar cell processing and enabled guidelines for efficient, yet accurate, solar cell process simulation.

• Directly showing that redistribution of metal impurities during phosphorus diffusion gettering is similar in n- and p-type mc-Si. Direct measurement of precipitated metals at a grain boundary in n-type mc-Si using µ-XRF mapping showed that precipitates of fast-diffusing species such as copper, nickel, and cobalt are readily removed by gettering and that full removal of Fe-rich precipitates requires and can be achieved with higher-temperature processing. Additionally, the enhanced growth and dissolution of metal-rich precipitates observed in p-type mc-Si was observed in and modeled for n-type mc-Si. Temperature-dependent Fermi-level analysis shows that the fundamental driving force of these phenomena are similar at high process temperature because n- and p-type Si with doping levels relevant to PV are both electrically intrinsic at gettering temperature. This study confirmed that the kinetics simulation tools and processing guidelines developed for p-type mc-Si are directly applicable to n-type mc-Si.

• Quantifying the recombination activity of individual iron-rich precipitates in n-type crystalline silicon. The iron content and recombination strength of over eighty individual Fe-rich precipitates in an n-type crystalline silicon sample were quantitatively mapped. To enable this study, a new high-throughput synchrotron-based data collection mode called on-the-fly scanning was bench-
marked and used to generate a µ-XRF map of a large sample region. Iron-containing precipitates were found to be highly recombination active in n-type Si, and the recombination strength is positively correlated with its size.

- A simulation tool for both p- and n-type Si that calculates the redistribution of iron throughout the solar cell process and the resulting injection-dependent minority carrier lifetime.

- Processing guidelines for n- and p-type Si solar cells. Injection-dependent sensitivity analysis revealed that, unlike in p-type mc-Si, controlling Fe-rich precipitates by dissolving them during high temperature processing is often required to maximize the performance of n-type mc-Si. Efficiency entitlement curves predict that n-type mc-Si can support 20% efficient solar cells.

- Quantified recombination parameters for defect responsible for light-induced degradation in p-type mc-Si PERC modules. The understanding of defects developed for Si wafers was applied to analysis of PV modules. Leveraging the injection-dependent lifetime signature of impurities in Si wafers, the recombination parameters, including the energy level and capture cross-section ratio of the root-cause defect complex were extracted and quantified.

This thesis further develops the defect engineering framework developed for p-type crystalline silicon materials for PV and extends it to n-type Si. It explicitly addresses the importance of injection level and defects related to light-induced degradation. Figs. 11-1a and 11-1b illustrate a vertically-integrated approach to photovoltaics system design with emphasis on wafer-level defect management.

Defect considerations start at the system level and propagate all the way down to the nanoscale of impurity precipitates and crystal defects. The PV system level flowchart is in Fig. 11-1a. After PV has been identified as the appropriate energy generation technology, a PV system location or application is chosen, an appropriate module architecture must be selected. Next, an applicable cell architecture, including the doping type (n or p) and level (resistivity) should be defined and the corresponding
efficiency entitlement curve (as shown in Chapters 2 and 9 and first developed in [217]) should be calculated. The target efficiency, informed by cost targets, should be chosen, thus defining the minimum injection-dependent lifetime. Then, depending on whether or not gettering is an inherent part of the cell process, the wafer can be specified and either purchased or designed using the wafer development methodology illustrated in Fig. 11-1a.

At the wafer level, for a given combination of module operation conditions, solar cell architecture, and desired efficiency, a wafer must be designed that has a concentration of LID-related defects less than a critical value $L \text{ cm}^{-3}$ and a minority carrier lifetime in the target injection range $N \text{ cm}^{-3}$. To fulfill these two requirements, material that meets these specifications can be grown, or material can be engineered through, for example, phosphorus diffusion gettering of various degrees. The impurity species, concentrations, and spatial and chemical distribution are important as is the interacting factor of dislocations. Overlaid but not explicitly accounted for in this flowchart is the constraint of cost. For example, higher quality growth environments and extended gettering can be effective and essential ways to achieve high-quality wafers, but these advanced processes also add expense.

This thesis focused on the spatial and chemical distribution, electrical impact, and phosphorus diffusion gettering of iron impurities in $n$- and $p$-type Si. While iron is often initially the limiting defect in mc-Si, there is much more to the picture. There are many important areas of future work. Continuing the comparison between the two doping types, quantifying the effect of hydrogenation on various defects in silicon materials is essential for maximizing lifetimes and also possibly limiting light-induced degradation. In addition to iron, other metals, including copper, nickel, cobalt, zinc, and titanium in either point defect or precipitated form likely impact efficiencies. In $p$-type Si, the boron-oxygen complex is an important well-studied non-metal defect. Further investigation into non-metal defects may be important to realizing the full potential of especially $n$-type mc-Si. In addition to impurities, structural defects are an important part of the picture especially in their interaction with impurities. All of the considerations above may also need to be revisited as new cell architectures and
(a) Vertically Integrated Defect Engineering: PV System Level

1. Choose PV system location
2. Choose PV module architecture
3. Choose PV cell architecture, including doping type and resistivity
4. Calculate injection level- and bulk lifetime-dependent efficiency curve
5. Select required wafer type and/or apply wafer development methodology

   - 18% device: PDG is part of cell fab, sacrificial gettering PDG
   - 18-20% device: PDG is part of cell fab, sacrificial gettering PDG
   - >20% device: PDG is part of cell fab, sacrificial gettering PDG

(b) Vertically Integrated Defect Engineering: Wafer Level. Flowchart guiding wafer development methodology. Flowchart inspired by [217].

Figure 11-1: Vertically Integrated Defect Engineering: from macro to nano
processes are developed.

Photovoltaics have an important role to play in the pursuit of a reduced-carbon energy supply. The dominant crystalline silicon is a proven, reliable technology that so far has best balanced cost and performance. Progress in the field continues from ever-increasing efficiencies in mass production to improvements in our understanding of the material at the atomic level. New promising Si wafer technologies are being proven at the cell level, including direct-from-melt and epitaxially-grown Si. \( p \)-type mc-Si, the workhorse of the PV industry, continues to steadily improve. The duration and share of the market enjoyed by \( p \)-type mc-Si and possible replacements, including \( n \)-type monocristalline and multicristalline silicon and \( p \)-type monocristalline silicon is difficult to predict. This thesis provides tools and analysis that enable the assessment and processing of both improved and new crystalline silicon materials. The exact path the industry will take depends on timely proofs-of-concept from research laboratories; adoption and scaling by manufacturers; the cost of capital, raw materials, processing, and installation; the policy climate; and the economics of a renewables-rich electricity grid. It is an exciting and dynamic time for PV and for the energy sector as a whole.
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