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ABSTRACT 

To minimize the risk of catastrophic climate change, about ten terawatts of photovoltaics must be 
deployed in the next fifteen years. Reaching this target will require dramatic reductions in the 
cost and capital intensity of manufacturing photovoltaic modules coupled with a significant 
increase in module efficiency. The majority of the factory and equipment costs to produce the 
crystalline silicon modules that account for over 90% of modules sold today are for production 
of silicon wafers. While lower-cost wafers can be produced with cheaper equipment, the 
efficiency of modules incorporating these wafers is limited by the presence of structural defects, 
like grain boundaries and dislocations, that are absent from more expensive alternatives. 

This thesis presents a methodology to quantify the technology innovations necessary to reach 
climate-driven deployment targets for photovoltaics and shows an analysis based on current 
commercial technology incorporating monocrystalline silicon absorbers. Then, a model for the 
electrical activity of dislocations and grain boundaries and a methodology for incorporating this 
model into technology computer aided design (TCAD) simulations of high-efficiency solar cells 
are presented. The model and method are validated by comparison to analysis of the material 
properties and device performance of silicon solar cells containing structural defects. TCAD 
simulations across a wide range of defect concentrations and distributions are used to determine 
the material requirements for low-cost silicon containing structural defects to approach the 
performance of expensive, structural defect-free silicon in several high-efficiency solar cell 
architectures. Aspects of device design that mitigate the impact of these defects, notably higher 
injection-levels of electronic carriers, are identified. 
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CHAPTER 

1 
INTRODUCTION AND MOTIVATION 

 

1.1 Climate-Driven Deployment Targets for Photovoltaics* 

Recent studies show that carbon dioxide (CO2) emissions must peak in the next fifteen years 

to ensure a high probability of limiting average global warming to less than 1.5 – 2 °C above pre-

industrial levels [2]–[6] and thereby avoid the worst effects of climate change. As global energy 

demand is expected to rise significantly over the same period [2], [3], [7], achieving this goal 

will require the deployment of terawatts of new low-carbon energy generation, compared with 

less than 1 TW of non-hydro renewables today. 

Photovoltaics (PV) have several advantages compared with other low-carbon technologies: 

the vast size of the solar resource [7], [8], the proven track-record of reliability [9]–[11] and 

bankability [12] of PV installations, the rapidity with which new manufacturing capacity can be 

brought online and projects developed and built [13],  and their modular nature, which allows 

deployment in areas that may lack electric grid infrastructure. Concordantly, aggressive PV 

deployment targets, ranging from 1–10 TW by 2030, are widely viewed as vital to mitigate 

climate change (Figure 1.1, green symbols/line) [2], [3], [14]–[16].  

                                                 

 
* This chapter is largely taken from Ref. [1] and is reprinted under a Creative Commons Attribution 3.0 Unported 

Licence (http://creativecommons.org/licenses/by/3.0/legalcode). The cost and growth models used are available as a 

Microsoft Excel spreadsheet and a Matlab file, respectively, in the associated Electronic Supplementary Information 

on the publisher’s website. The Matlab code was written and executed by J.R. Poindexter, and the climate targets 

and projections were compiled by R.C. Kurchin. 
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Figure 1.1. PV deployment targets consistent with average warming less than 2°C above pre-industrial levels (green 

symbols and line), industry projections of PV deployment (purple symbols and lines), and upper bound of future 

installations with no additional manufacturing capacity (pink line). Lines represent annual data, symbols represent 

data with lower temporal resolution. 

 

In this thesis, a range of climate and CO2 reduction scenarios are considered, which results in 

a range of PV deployment targets. These targets are shown in Figure 1.1 with the rated capacity 

of all installed PV in the world on the y-axis and the year on the x-axis. The highest targets 

provide the lowest risk to the climate. The different sources are described below. 

The targets from the Intergovernmental Panel on Climate Change (IPCC) 2014 Synthesis 

Report [2] reflect the average and interquartile range from the set of predicted scenarios 

consistent with 430-480 ppm CO2-equivalent stable concentration. However, the report only 

provided targets for the fraction of primary energy demand in 2030 met by low-carbon sources. 
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To show a PV target in Figure 1.1, the primary energy demand is taken from the International 

Energy Agency’s (IEA) World Energy Outlook Special Report [3], and a third of the IPCC’s 

low-carbon share is assigned to PV. This calculation yields range of about 7–10 TW. The two 

scenarios shown from the same IEA report mentioned above include one assuming all (pre-

COP21) pledges already made by countries are met on time (“INDC scenario”) and one 

intermediate scenario (“Bridge Scenario”). Jacobson and Delucchi [14], [8] assumed that all non-

electric systems will be electrified and that all electricity will be provided by wind, hydroelectric, 

and solar technologies. Feltrin and Freundlich’s [15] calculations were based on the IPCC Third 

Assessment report [17] and Hoffert et al.’s seminal paper [18] as well as the assumption that PV 

would satisfy the difference between projected capacities of other technologies and carbon-free 

electricity required to meet projected demand consistent with 450 ppm. Pietzcker et al. [16] 

predicted penetration based on an economic model of the electricity market and provided a 

reference scenario and a scenario in which policies are enacted to cause solar to be sufficiently 

economically competitive to be consistent with 2° C average warming. For sources that reported 

only energy output and not generation capacity, a very conservative capacity factor of 20% is 

assumed. Capacity factor is the ratio of average power production (typically either over a year or 

over the lifetime of a power plant) to the peak production capacity—the rated wattage of a PV 

panel or array in the case of solar PV. 

Future deployment of PV depends on a number of factors. The following discussion focuses 

on the upper bound imposed by one technical constraint, the annual manufacturing capacity for 

PV modules, and one market constraint, total demand for PV. Manufacturing capacity limits 

annual installed capacity, which in turn limits cumulative installed capacity each year. Demand 

for PV modules has a strong dependence on public policy and the cost of competing (e.g., fossil 

fuel) and supporting (e.g., balance-of-systems, energy storage) technologies. However, under a 

given set of assumptions about the economic and technology environment, total demand can be 

given as a function of PV module price. This relationship is called a demand curve (See Figure 

1.3). 

As shown by the pink curve in Figure 1.1, current PV manufacturing capacity [19] is 

sufficient to produce just under 1 TW in the next 15 years. Thus, growth in manufacturing 

capacity is needed to meet climate-driven deployment targets. Note that the growth rate of 

cumulative installed capacity is often quoted for the PV industry. In this thesis, “growth” and 
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“growth rate” refer only to growth of manufacturing capacity (i.e. annual, not cumulative, 

installations). According to market research [19], under the current cost structure for PV 

modules, total demand would be less than 1 TW even if their price was equal to their variable 

cost of production.  

Several PV industry projections [16], [20]–[29] (Figure 1.1, purple symbols/lines) predict 

deployment comparable to some climate-driven targets, though the most aggressive projections 

fall well short of targets, like those from the IPCC, that minimize climate risks. Even these 

projections imply significant growth in manufacturing capacity and easing of demand 

constraints. However, most publicly available projections do not establish whether current 

technology can reach these targets and fail to identify effective pathways to achieve the 

necessary manufacturing capacity and demand. 

In the rest of this chapter, bottom-up cost modeling is used to evaluate (1) if current 

crystalline silicon PV module technology can achieve growth rates commensurate with climate 

targets without external financial support and (2) what innovation-driven cost reductions are 

needed for sufficient demand to reach these targets. The results show that dramatic reductions in 

the capital intensity and cost of PV module manufacturing are needed. The technology pathways 

that are identified to accomplish these goals incorporate low-cost, low-capex silicon into high-

efficiency PV panels. The efficiency of most panels that use such materials are limited by the 

presence of structural defects like grain boundaries and dislocations. Therefore, this thesis goes 

on to describe a model for evaluating the impact of these defects on advanced PV solar cells, 

determine the materials requirements to achieve high efficiency, and identify solar cell 

architectures that can help mitigate their detrimental effects. 

 

1.2 Bottom-up Cost and Sustainable Growth Model 

1.2.1 Bottom-up Cost Model 

The cost model [30], [31], presented schematically in Figure 1.2, produces a discounted cash 

flow for a hypothetical monocrystalline silicon PV manufacturer by summing the individual cost 

components (the equipment, materials, labor, and business expenses) of the manufacturing 

process and subtracting these from revenues and financing. Financial decisions are affected by a 
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discount rate (in this case equal to the weighted average cost of capital, WACC, taken from Ref. 

[32]), depreciation of capital equipment, and amount of working capital (cash on hand to cover 

operational expenses for a fixed period of time—3 months in this model—which is then 

reinvested). In simple terms, the “cash in” variables are (1) net revenues from PV module sales, 

expressed per unit as operating margin (margin), and (2) debt financing. The relationship 

between price, cost, and margin can be expressed mathematically as: 

𝑚𝑚𝑚𝑚𝑚𝑚 =
𝑝𝑝𝑝𝑝𝑝

𝑢𝑢𝑢𝑢�  − 𝑐𝑐𝑐𝑐 𝑢𝑢𝑢𝑢�
𝑝𝑝𝑝𝑝𝑝

𝑢𝑢𝑢𝑢�
 . (1.1) 

Because debt typically leverages equity within the company, it is described by the variable 

debt/equity ratio (DER), which is held constant over time in this analysis.  

 

 
Figure 1.2. Schematic of cost model used to calculate economically sustainable growth rate, constrained by power 

law fit to a market-driven demand curve [19], to predict cumulative capacity. 

 

The “cash out” variables (before taxes and interest on debt are paid) are the fixed costs of new 

factories and equipment (expressed as capex) and the variable costs of production. Because we 

are interested in the cost per unit power, not per panel, both fixed and variable costs are divide by 

the power produced by the module. Efficiency is used as a proxy variable for module power, and 

$/W as the units of capex and cost. To estimate an upper bound for manufacturing capacity 

growth rate, it is assumed that no dividends are paid and all profits (after taxes and interest on 

debt) are reinvested in expansion. 
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Taxes (T) and interest on debt (I) are calculated after margin. The baseline scenario 

considered here is one in which the price is set such that internal rate of return (IRR, equivalent 

to interest earned on money invested in producing PV modules) calculated from the discounted 

cash flow equals the WACC. We call this price the “minimum sustainable price” (MSP), because 

it is the minimum price required for sufficient returns to investors to sustain investment [30]. 

1.2.2 Sustainable Growth Model 

The ratio of “cash in” (margin and debt) to capex determines how quickly new factories can 

be built and therefore how quickly PV manufacturing capacity can grow. Thus, increases in 

“cash in” or decreases in capex increase growth rate. Quantitatively, the growth rate in 

manufacturing capacity (GM) is calculated as: 

𝐺M = (𝑚𝑚𝑚𝑚𝑚𝑚−𝐼−𝑇) × (1+𝐷𝐷𝐷)
𝑃𝑃𝑃𝑃+𝐶 

, (1.2) 
where PPER is the ratio of capex (i.e., plant, property, and equipment) in the previous year (“y – 

1”) to gross revenue in a given year “y” and C is working capital divided by revenue[31]. 

To set an upper bound on cumulative installed capacity, 100% utilization of manufacturing 

capacity is assumed. Because we consider a 15-year time horizon while PV panels typically last 

at least 20 years, no replacement is also assumed. Therefore, cumulative installed capacity is just 

the sum of the previous year’s cumulative capacity and the manufacturing capacity in the current 

year. Manufacturing capacity in the current year is manufacturing capacity in the previous year 

times one plus the growth rate. 

If costs and price remain constant over time, then GM is constant. This amounts to exponential 

growth, which provides a lower bound on the growth rate required to install a certain cumulative 

capacity by a certain time. GM is the derivative of annual installed capacity. If GM,C is the growth 

rate required to reach a capacity C in a time t, then if in any year y < t, GM,y < GM,C, there will 

have to be another year y’ < t when GM,y’ > GM,C in order to reach capacity C by time t. Thus, 

GM,C provides a lower bound on the growth rate necessary to reach capacity C by time t. 

1.2.3 Demand Constraint 

The growth rate calculator begins by assuming a constant margin. The product of this margin 

and the sum of fixed and variable costs sets a selling price. If cumulative capacity exceeds 

demand at this price, the calculator takes the price corresponding to this capacity on the demand 
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curve, and uses the (lower) margin implied by this price. This reduced margin limits growth. If 

price falls below variable cost, production ceases altogether.  

The demand curve used to determine demand at a given price is taken from Ref. [19], includes 

both historical and projected demand, and is shown in Figure 1.3a. From the historical data, it is 

clear that demand is a strong function of both the market and policy environments. Furthermore, 

sometimes as in the last several years, installations cannot keep up with demand at a given price. 

To determine the installation constraints imposed by PV module manufacturing, we are 

interested in the maximum demand at a given price. The growth model also requires a single-

valued function for demand at a given price. Therefore, the demand curve is fit with an analytical 

function, neglecting points that clearly indicate artificially low demand. A power law is obtained: 

𝑑𝑑𝑑𝑑𝑑𝑑 = 197155 ×  𝑝𝑝𝑝𝑝𝑝−2.735, (1.3) 
which fits the demand curve with an R2 value of 0.9917. The result of this fitting is shown in 

Figure 1.3b, and the fitted curve is shown with the full demand curve from Ref. [19] in Figure 

1.3c. 

As mentioned above, demand is strongly dependent on the business and policy environment 

with many factors can influence “willingness to pay” for PV. These include:  

• Grid constraints and electricity markets, including utility tariff structures, ancillary services 

markets, and electric grid technology. 

• Energy and climate policy, including carbon pricing, fossil fuel subsidies, and supply- and 

demand-side PV subsidies like feed-in-tariffs, investment tax credits, renewable portfolio 

standards, low/zero-interest loans, subsidized land or equipment, etc. 

• The cost of supporting or competing technologies like fossil fuels, energy storage, PV 

balance-of-systems, labor for manufacturing and installation, etc.  

To account for these uncertainties, while keeping the analysis as general as possible, the power 

law is shifted with a constant scaling factor: 

𝑑𝑑𝑑𝑑𝑑𝑑 = 𝑐 ×  197155 ×  𝑝𝑝𝑝𝑝𝑝−2.735, (1.4) 
where c is a constant. In this analysis, c = 0.54 and c = 2.19 are considered. While this appears to 

represent a factor of two uncertainty of demand at a given price, Equation (1.4) can be rewritten 

as: 

𝑑𝑑𝑑𝑑𝑑𝑑 = 197155 ×  (𝑝𝑝𝑝𝑝𝑝 ×  𝑐−1/2.735)−2.735  , (1.5) 
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and one observes that these values of c only represent a factor of 0.25 uncertainty in  the price at 

which a given cumulative PV capacity will be demanded. Figure 1.3d shows the demand curve 

from Ref. [19], along with the power law fit and the shifted power law curves. 

 

 
Figure 1.3. (a) Installed capacity (demand) as a function of selling price (historical and projected) [19]. (b) Power 

law fit to historical data, excluding points where installations appear to be constrained by something other than 

module price. (c) Power law fit from (b) with full demand curve. (d) Full demand curve with power law fit and 

power law shifted to account for uncertainty in the future market and policy environments. 
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1.2.4 Choice of Crystalline Silicon 

This thesis, including the cost and growth modeling, focuses on crystalline silicon (c-Si). c-Si 

has many advantages over competing technologies, both established and novel. It represents over 

90% of the PV market today [33], has dominated for decades [34], has a large existing 

manufacturing base, is sufficiently abundant to scale to tens of terawatts [35], and is non-toxic. It 

also has a rich history of research with a wealth of data, including cost data, available.  

The sustainable growth modeling methodology described above, and therefore the capex and 

cost implications described below, could apply to any technology. This includes commercially 

available thin-film technologies like cadmium telluride and copper (indium, gallium) diselenide. 

However, the ability of these technologies to scale to multiple terawatts is likely limited by the 

availability of Te and In [15], [36], [37].  

Non-silicon technologies have the challenge of scaling from a lower baseline. c-Si starts from 

a manufacturing base of more than 50 GW/year. New technologies, which traditionally take 10–

15 years to commercialize [38], therefore face the additional burden of scaling to this capacity. If 

we assume they start from a capacity of 100 MW in 2016, have the same operating margin as 

assumed here for silicon, and hold the same three months of working capital, they would require 

about 100 times less capex than the target identified below to reach 10 TW by 2030 (about 6 

times less if they have 30%rel higher margin). If they do not enter commercial production until 

2021, they would require more than twice the margin assumed here for silicon and 80 times less 

capex than is necessary for silicon to reach 10 TW by 2030. There is certainly an opportunity for 

a low-cost technology to gain market share through significantly higher margins and lower 

capex, but the bar is quite high to impact 2030 climate targets. Through exponential growth, the 

potential for new technologies to make a significant contributions to installed PV capacity after 

2030, even as soon as 2040, is much greater. 

1.3 (Technology) Drivers of Growth Potential for PV  

1.3.1 Demand-Constrained Growth Model Sensitivity Analysis 

Figure 1.4 shows a sensitivity analysis of each of variable in the cash flow. This analysis 

indicates which of these variables have the greatest potential to increase growth rate and ease the 
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demand constraint. Figure 1.4a shows the demand-constrained cumulative installed capacity in 

2030 for a range of values, varying each parameter independently. The left axis in Figure 1.4b 

shows the unconstrained installed PV capacity in 2030, which depends only on the growth rate. 

The right axis in Figure 1.4b shows the corresponding growth rates. 

For the baseline calculation around which these parameters are varied (the point of 

intersection of the curves in Figure 1.4), current industry data is used for variable costs, capex, 

and efficiency; margin is set such that the net profit is equal to the cost of capital [32]; and a 

debt/equity ratio of 1:1 is used. These baseline parameters are listed in Table 1.1, and details of 

how they were selected are in Refs. [30], [31]. 

 

Table 1.1. Model parameters for baseline scenario and other scenarios in Figure 1.6. 

Parameter Baseline Line-of-sight Increased 
debt 

Low-variable 
cost advanced 

concept 

High-
efficiency 
advanced 
concept 

Module efficiency 16.0% 18.0% 18.0% 18.0% 24.0% 

Wafer Thickness (µm) 180 120 120 20 20 

Kerf loss (µm) 130 130 130 20 20 

Variable costs ($/W) 0.541 0.264 0.264 0.184 0.189 

Fixed costs ($/W) 0.183 0.091 0.091 0.047 0.043 

Fixed + variable 

costs ($/W) 
0.724 0.355 0.355 0.231 0.231 

Margin 15% 15% 15% 15% 15% 

DER 1:1 1:1 5:1 1:1 1:1 

 

Results from the baseline scenario show that growth rate must be increased while costs are 

decreased to reach aggressive deployment targets. As stated in Chapter 1.1, the baseline scenario 

is limited by demand to less than 1 TW in 2030 (Figure 1.4a), but even without demand 

constraints, manufacturing growth would limit cumulative installed capacity to 3.4 TW (Figure 

1.4b).  
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Figure 1.4. a) Demand-constrained cumulative installed capacity in 2030 as a function of capex, module efficiency, 

margin, variable costs, and debt/equity ratio. b) Unconstrained cumulative installed capacity in 2030 as a function of 

the same variables. This capacity depends only on growth rate (right axis). Each parameter is varied independently 

and reported as a fractional increase or decrease from the baseline scenario. 
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margin [39], [40], and there appears to be little practical opportunity to increase growth rate by 

increasing margins. 

Increased debt without significant reductions in cost will increase growth temporarily. 

Ultimately, however, once the demand ceiling is reached, margin will be eroded, leading to 

reduced revenue, reduced growth and lower total installed capacity. The increased debt approach 

is therefore risky for manufacturers. Increased debt is also a weaker lever on growth than 

reducing capex, which reduces the cost for a new factory. Assuming constant “cash in,” reduced 

capex increases the rate at which new factories can be built and manufacturing capacity added. 

In the growth model used here, the only positive effect reducing variable cost has on installed 

capacity is triggering a reduction of price due to the assumption of constant margin. Margin is 

assumed to be constant because technology diffusion and the treatment of PV modules as a 

commodity by consumers and installers drive down prices in response to reduced variable costs. 

Lower prices mean lower revenue (“cash in”). At constant capex, that means slower growth. 

Therefore, while reducing variable costs eases the demand constraint on total installed PV 

capacity, it reduces growth rate as well. This trade-off leads to the maximum in the variable costs 

curve in Figure 1.4a. 

Increasing efficiency, on the other hand, reduces both fixed and variable costs (per unit 

power). Assuming efficiency increases while capex and variable costs per module remain 

constant, higher efficiency can ease the demand constraint while maintaining a constant growth 

rate. This constant growth rate is indicated by the flat efficiency curve in Figure 1.4b. 

In certain instances, the financial incentives experienced by an individual company can 

oppose the goal of maximizing PV deployment. For example, to maximize short-term revenue, a 

company is motivated to reduce costs, striving for first-mover advantage or struggling to keep up 

with competitors. However, once a cost-reducing innovation spreads throughout the entire 

industry and prices are reduced across the board, lower prices decrease margins in absolute 

dollars [41]. Thus, the so-called “race to the bottom” generally results in decreased sustainable 

manufacturing growth rates, except for the first movers. In contrast, across-the-board increases in 

sustainable manufacturing growth rates can be achieved by reducing capex. Note that even if the 

entire industry lowers capex, the sustainable growth rate will increase for all companies, as new 

factories cost less money to build. However, the longer-term investment in capex reduction does 

not have as strong an impact on short-term revenue as other cost-reduction measures; thus, capex 
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reduction is often not prioritized in industry roadmaps. Other trade-offs between the techno-

economic inputs shown in Figure 1.4 are analyzed in Figure 1.5. 

 
Figure 1.5. Contour plots of installed capacity in 2030 vs.relative changes in pairs of variables for (a) efficiency and 

variable costs at baseline capex, (b) efficiency and variable costs with a capex reduction of 50% from baseline, (c) 

efficiency and variable costs with a capex reduction of 80% from baseline, (d) margin and variable costs at baseline 

capex, (e) margin and variable costs with a capex reduction of 50% from baseline, (f) efficiency and variable costs 

with a capex reduction of 80% from baseline, (g) operating margin and debt/equity ratio with baseline capex. 
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Figure 1.5a,b,c shows the capacity achievable through simultaneous changes in only the 

technological variables. The relationship between capex and efficiency is monotonic, because 

efficiency affects cost alone and capex affects growth rate much more strongly than cost. 

However, there is an optimum value of variable costs at any combination of efficiency and capex 

because variable costs affect both cost and growth rate to a similar degree. This fact implies that 

while some reduction of variable costs are probably required to reach high installed capacity, 

continuous reductions will ultimately limit growth rate.  

Figure 1.5d,e,f shows that by increasing margin, the optimum value of variable costs is 

reduced. Conversely, if margin falls, the optimum value of variable costs actually increases. This 

relationship is due to the fact that growth rate is driven by PPER. Therefore, revenue must be 

sufficiently high relative to factory costs to enable rapid increases in manufacturing capacity. 

Figure 1.5g shows the relationship between debt/equity ratio and margin. Debt/equity ratio is 

often increased when margin decreases to enable further growth. However, in a price-constrained 

environment, this approach does not yield increased cumulative capacity because neither of these 

variables reduces cost. Ultimately, in a price-constrained environment, increased growth from 

increased debt/equity ratio will further reduce margin because in this situation, margin will be set 

by demand rather than cost, so it is not an effective long-term strategy. 

1.3.2 PV Technology and Deployment Scenarios 

To quantify the efficacy of various capex- and cost-reduction approaches, Figure 1.6 shows 

the cumulative installed capacity as a function of time for several representative scenarios: the 

baseline scenario with today’s technology (light blue), line-of-sight technology improvements 

from industry roadmaps (red), two advanced technology scenarios (dark blue and green), and 

line-of-sight technology with an increased debt/equity ratio (tan). Key input parameters for each 

scenario are in Table 1.1.  

The colored lines are constrained by our baseline assumptions for demand as a function of 

module price. The shaded area indicates the range of installed capacity when demand is 

increased or decreased from this baseline, as described in Chapter 1.2.3. When the colored line is 

on the top boundary of the shaded area, it indicates that installed capacity is growth-constrained 

rather than demand-constrained for that scenario with our baseline demand assumptions. The 

shaded bars to the right of the plot indicate the range of capacities in 2030 with increased and 



 31 

decreased demand. The dark lines on those bars indicate capacity obtained with the power law fit 

to the demand curve in Ref. [19]. Climate targets are also included for reference (gray). 

 
Figure 1.6. Climate targets (gray line and symbols) along with projections for: baseline technology (light blue), line-

of-sight technology improvements (red), an advanced technology concept focused on increased efficiency (dark 

blue), an advanced technology concept focused on reduced variable costs (green), and line-of-sight technology 

improvements with a debt/equity ratio of 5:1 (tan). The shaded area indicates the range obtained with increased and 

decreased demand. Colored lines indicate projection for power law fit to projected demand curve from Ref. [19]. 

Shaded bars to the right of the plot indicate the range of capacities in 2030 with increased and decreased demand. 

Dark lines on these bars indicate capacity obtained with the power law fit to the demand curve in Ref. [19]. 

 

Line-of-sight technology reduces wafer thickness from 180 µm with 130 µm of kerf (sawdust) 

to 120 µm with 130 µm of kerf. Additional modest reductions in capex and variable costs and an 

increase in efficiency are included as well. In this scenario, a total installed capacity of 3.2 TW is 

achievable by 2030. Gains in growth rate due to reduced capex are offset by reductions in 
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revenue due to reduced variable costs, so the line-of-sight technology actually has a slightly 

lower unconstrained growth rate than baseline. Total installed capacity is limited by both price 

(3.2 TW) and growth rate (3.3 TW) for line-of-sight technology, indicating a need to reduce both 

capex and cost further. 

Scenarios for two advanced PV technology concepts are therefore also considered. In both 

scenarios, wafer thickness and kerf are reduced to 20 µm each (the equivalent of 40 µm-thick 

kerfless wafers), which significantly reduces both capex and variable costs. A further 71% 

reductions in capex is then coupled to either (1) a further 45% reduction of variable cost and the 

same increase in efficiency as in the line-of-sight scenario (to 18%abs) , or (2) a 25% further 

reduction of variable costs and an increase in efficiency to 24%abs (which further reduces both 

capex and variable costs). Scenario 1 represents direct reduction of variable costs by reducing the 

cost of inputs to production like electricity and silver, either through price reductions, quantity 

reductions, or replacement. This approach results in reduced revenue, which limits growth rate, 

and a cumulative installed capacity in 2030 of 6.9 TW. Scenario 2, which drives cost reduction 

primarily by increasing efficiency, results in faster growth and a cumulative installed capacity in 

2030 of 11.2 TW.  

For scenarios that require technological innovation (efficiency increases, capex reduction), all 

innovations are assumed to be available starting in 2016. While clearly optimistic, this 

assumption gives an upper bound for the impact of innovation. However, when new technology 

is developed and adopted is crucial in the impact it can have on future PV deployment. Figure 

1.7 shows this effect for (a) line-of-sight technology, (b) line-of-sight technology with increased 

debt, (c) the high-efficiency advanced technology concept, and (d) the low-variable cost 

advanced technology concept. The importance of developing and rolling out new technology as 

quickly as possible is clear. Furthermore, the potential for debt to maintain high growth rates in 

the short-term while lower capex technology is developed is shown in the comparison between 

Figure 1.7a and Figure 1.7b.  
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Figure 1.7. Climate targets (gray line and symbols) along with projections for installed capacity in each year for: (a) 

line-of-sight technology improvements, (b) line-of-sight technology improvements with a debt/equity ratio of 5:1, 

(c) the high-efficiency advanced technology concept, and (d) the low-variable cost advanced technology concept. 

Each curve indicates an adoption of the technology in a different year (darker curves are later and lighter curves are 

earlier). Installations proceed according to the baseline scenario until the new technology is adopted. 

 

As just mentioned, debt can be used to increase growth rate, and this may be necessary in the 

short-term as new technologies are developed. However, as discussed in Chapter 1.3.1, debt 

would have to come with significant reductions in cost to fuel long-term growth. To illustrate 
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this point, a scenario with line-of-sight technology improvements and a debt/equity ratio of 5:1 is 

shown in Figure 1.6. As with the line-of-sight scenario with a debt/equity ratio of 1:1, installed 

capacity is limited to less than 5 TW. In addition, changes in the demand curve have a much 

stronger effect in this scenario than in the technology innovation scenarios, with the high demand 

case yielding 11 TW of PV but the low demand case less than 3 TW. This sensitivity leads to a 

large range in the total amount of debt that would have to be sourced in such a scenario, ranging 

from $0.9 trillion to $3.7 trillion with baseline projected demand requiring $1.6 trillion. Finally, 

the interest rate on debt also has a significant impact on the installed capacity in the increased 

debt scenario. An increase from 5% (baseline assumption) to 10% reduces installed capacity in 

the high-demand case from 11 to 7 TW, as shown in Figure 1.8.  

 
Figure 1.8. Climate targets (gray line and symbols) along with projections for: line-of-sight technology 

improvements (red), line-of-sight technology improvements with a debt/equity ratio of 5:1 and an interest rate on 

debt of 5% (tan), and line-of-sight technology improvements with a debt/equity ratio of 5:1 and an interest rate on 

debt of 10% (brown). The shaded area indicates the range obtained in with increased and decreased demand. 

Colored lines indicate projection for power law fit to projected demand curve from Ref. [19]. 
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There are clear and redundant pathways to achieve the reductions in variable costs and capex, 

as well as the improvements in efficiency described in the advanced scenarios. Variable cost 

reductions up to 40% are on industry roadmaps as described in detail in Refs. [30], [33]. 

Capex reductions are available through a variety of process modifications. Some examples 

follow. Replacing slurry wire sawing with structured or diamond wire eliminates equipment for 

slurry collection and increases throughput [42]. Kerfless wafering would also eliminate this 

equipment and the equipment used to recondition scrap silicon. The throughput of emitter 

formation can be increased in the case of batch processing with a gas dopant source (e.g., POCl3) 

by depositing at lower pressure [43]. This process can also be completely replaced by ion 

implantation [44], [45] or chemical vapor deposition (CVD) either of a dopant source [46], a 

doped epitaxial Si layer [47], or a polysilicon layer [48]. CVD and implant emitter formation 

also obviate the need for edge isolation because they are single-sided processes. The capex 

associated with contact firing can be reduced for a traditional belt furnace process by increasing 

the throughput of the entire manufacturing process (the throughput of a belt furnace is just 

determined by the belt length). Belt furnace firing can also be replaced by laser-firing [49]–[51] 

or another more efficient furnace [52], [53]. On the module level, capex can be reduced by 

eliminating the aluminum frame [54]–[56] and simplified tabbing and stringing of cells together 

[57]. 

However, the largest component (over 30%) of the capex in PV module manufacturing is the 

production of polysilicon feedstock. Reduction of the silicon wafer thickness from its current 

value of about 180 µm to 10–20 µm (with equivalent reductions in kerf loss, or 30–50 µm with 

no kerf loss) would eliminate 90% of this capex. Multiple technologies exist, some of which 

have already demonstrated high efficiency on wafers as thin as 35 µm, including silicon grown 

epitaxially directly from vapor sources [58], silicon wafers produced directly from molten silicon 

without casting and wire-sawing [59], and thinner wire saws [42], [60], [61]. Thinner wafers also 

contribute to higher throughput processing, further reducing capex. Specifically, the throughput 

of crystal growth, ingot cropping, wire sawing, and wet chemical steps are increased by having 

thinner wafers.  

Czochralski growth of traditional monocrystalline silicon (Cz-Si) is also very capital-

intensive, representing another 15% of the capex in a monocrystalline silicon PV module [31]. 

Directional solidification of multicrystalline silicon (mc-Si) is relatively low capex, and recent 
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results on “high-performance” mc-Si offer promising routes to high efficiency [58], [62]. The 

capex associated with mc-Si could be reduced by planned moves to larger ingots [33], [63] 

(further increasing throughput). Cz-Si could be replaced by mc-Si, one of the growth techniques 

mentioned above, or another technique like kyropolis growth, which has demonstrated good 

material quality with potentially low capex [64]. Combined, all the processes mentioned above 

represent over 75% of the capex of producing a monocrystalline PV module [31].  

Multiple PV cell technologies, including passivated emitter and rear local contacts, 

heterojunctions, interdigitated back contact designs, and fully passivated contacts, have 

demonstrated efficiencies over 25% [58], and roadmaps exist up to 26 – 29% [33], [65], [66]. 

There is also promising work to reduce cell-to-module losses [67]–[69]. 

1.3.3 Enabling High-Efficiency PV with Low-Cost/Low-Capex Silicon 

As mentioned above, there are several established and early-stage commercial techniques for 

producing Si wafers for solar cells with substantially lower cost and lower capex than Cz-Si. The 

most well-established is directional solidification of mc-Si, which (together with its “high-

performance” variant) currently account for 65% of the Si wafers produced for solar cells [70]. 

Others include Si wafers grown directly from gas- or liquid-phase Si, “quasi-monocrystalline” 

grown using a similar technique to high-performance mc-Si but with large monocrystalline seeds 

[71], and Si grown by the “non-contact crucible” (kyropolis) method. In all of these techniques, 

decorated crystal defects, including dislocations and grain boundaries have been shown to limit 

device performance [72]–[75], [62], [76]–[78], [71], [79]–[86], [64]. However, strides have been 

made to improve the performance of these materials in the presence of these defects [58], [59], 

[64], [81], [87]–[89]. Because low cost, low capex, and high efficiency are all required for 

manufacturing growth sufficient to reach PV deployment targets for climate change mitigation, 

continuing the trend toward higher efficiency in these materials is critical.  

This thesis presents a model for the electrical activity of grain boundaries and dislocations, 

including the recombination and charging associated with these defects. This model is 

implemented into three-dimensional technology computer aided design (TCAD) simulations of 

several advanced solar cells to determine what the effects of these defects are, the materials 

requirements to reach high efficiency in each architecture, and what device design attributes 

mitigate the presence of these defects. It is shown that Si with dislocations and grain boundaries 
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can approach the performance of monocrystalline Si as long as the concentration of metal 

impurities decorating the crystal defects is relatively low. It is also shown that features of device 

design that increase the relative concentration of injected charge carriers, like thinner wafers, 

excellent surface passivation and passivated contacts, and light doping improve performance in 

the presence of these defects. 
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CHAPTER 

2 
DISLOCATIONS AND GRAIN 

BOUNDARIES IN SILICON 
2.1 Density of States at Dislocations in Silicon 

A dislocation is a one-dimensional (1-D) disturbance of the crystal lattice of a solid. It is 

typically described as either an insertion or removal of a half-plane of atoms (edge-type 

dislocation) or a distortion of two lattice planes (screw-type dislocation) such that by taking 

equal steps around a circuit in different lattice directions, the final point is different from the 

starting point (Figure 2.1) [90], [91]. The vector from the end point of such an incomplete circuit 

to its starting point is called the Burgers’ vector (b), and is often used to characterize 

dislocations. 

 

 
 
Figure 2.1. Schematic of an (edge-type) dislocation. The blue circles represent atoms in the crystal lattice, and the 

red points represent a circuit (ABCDE) which does not return to its starting point. The black dashed arrows represent 

equal steps (AB, BC, CD, DE—one lattice site per step) taken in the lattice plane shown. The circuit ending at E and 

not A represents the presence of a dislocation (in this case, an extra half-plane of atoms inserted above, and 

including, A). The green solid arrow represents the Burgers’ vector (b), which is used to characterize dislocations. It 

is the vector from the end to the start of the incomplete circuit. Figure adapted from Ref. [91]. 
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The set of points at which the lattice distortion occurs is called the dislocation core, and the 

vector connecting these points is called the dislocation line. When such a structure is introduced 

in the lattice of a Si crystal, there are unsatisfied Si-Si bonds at the dislocation core. The 

electrons associated with these unsatisfied bonds can either bond to each other in a process called 

dislocation core reconstruction [90], [92], bond to impurity atoms (often metals) in the Si crystal 

[90], [93], [94], or remain unsatisfied or “dangling” (typically when there is a change in the 

vector of a dislocation line or “kink”) [90]. Dangling bonds and many metal impurities introduce 

energy states deep within the band gap of silicon [90], [95]–[98]. Metal impurities can also 

accumulate in the strain field around the dislocation core or precipitate at energetically favorable 

nucleation sites at the dislocation core [99], [100].  

Bond reconstruction typically leads to shallow (75–100 meV) 1-D bands of energy levels that 

can be occupied by electronic charge carriers extending into the band gap from the edges of the 

valence and conduction bands [90], [92], [95]. As stated above, metal point defects, metal 

precipitates, and dangling bonds introduce energy levels deep within the band gap. Thus, the 

density of states that can be occupied by electronic carriers at dislocations resembles the one 

shown in Figure 2.2.  

 

 
Figure 2.2. Density of states that can be occupied by electronic charge carriers (electrons and holes) present at 

typical dislocations in silicon. Figure adapted from Ref. [92]. 
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It has been shown that at room temperature (and the range of temperatures around it that 

includes the typical operating temperatures of Si solar cells) that recombination at dislocations is 

dominated by electronic transitions through states deep within the band gap [95], [101], [102]. It 

has further been shown that these states are predominantly associated with metal impurities 

rather than dangling bonds [73], [74], [101]. However, the presence of shallow states, and 

particularly the occupation of these states by (predominantly majority) charge carriers has a 

significant impact on the recombination rate through nearby deep levels and can directly 

influence the behavior of electronic devices made with Si wafers containing dislocations. 

2.1.1 Extension of Dislocation Model to Grain Boundaries 

It has been shown that grain boundaries, particularly small-angle grain boundaries that are 

especially detrimental in mc-Si solar cells, can be thought of structurally as arrays of dislocations 

[72], [103]–[105]. Further, it has been shown that the recombination activity of small-angle grain 

boundaries is localized to individual dislocations [72]. Thus, it is not surprising that material 

properties that increase either the density of dislocations or the concentration of metals at a grain 

boundary increase its recombination activity. This relationship has been shown experimentally 

[106]–[113]. 

2.2 Previous Dislocation and Grain Boundary Models 

Because of their importance in determining the performance of mc-Si solar cells, a variety of 

models exist for the impact of dislocations and grain boundaries on Si wafers and Si solar cells. 

Almost all of these models involve the use of a single parameter that defines the recombination 

rate at the crystal defect. For dislocations, this parameter is the line recombination velocity or 

recombination strength, γ, which has unit of cm2/s. For grain boundaries, the parameter is the 

surface recombination velocity, SRV, which has units of cm/s.  

The most popular model for dislocations was introduced by Donolato [114]. Based on earlier 

work by Lax [115], he derived an analytical solution for the recombination rate at a dislocation 

with arbitrary γ in a semi-infinite Si wafer in low-injection. This model has two parameters: γ 

and a background lifetime for the Si wafer, τ0. He also related the recombination rate in his 

model to the fraction of carriers that would be collected by a nearby junction, and therefore to an 

electron-beam-induced current (EBIC) contrast. Riepe et al. extended this model to finite 
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domains [116]. Budhraja et al. [117] extended a similar model from Van Opdorp et al. [118] to 

include effects of wafer surfaces with finite SRV. Kittler et al. [102] analyzed dislocation 

recombination to explain EBIC contrast measurements using Shockley-Read-Hall (SRH) 

statistics [119], [120], assuming low-level injection. Kveder et al. introduced a more detailed 

model for dislocation recombination and charging [95]. This model solved self-consistently for 

the emission and capture of electrons and holes using the full density of states, with rate 

equations built up from first principle analyses. This model is similar to one proposed earlier by 

Wilshaw and Booker [121], but better accounts for capture and emission by shallow states within 

the band gap. Due to the number of rate equations that need to be solved in this model, it was 

only applied to analysis of EBIC contrast and a constant minority carrier density far from the 

dislocation was assumed rather than incorporating the dislocation model into a finite element 

simulation. 

There are relatively few applications of these models in numerical simulations of large-area 

structures, and almost none of full solar cells. Sopori [122], [123] used an analytical model to 

determine diode parameters for a dislocation-free region of a solar cell and a region containing a 

dislocation cluster. He then used a parallel diode model with finite resistance to consider the 

effects of different distributions of these clusters. However, he only used one set of diode 

parameters for each region and used a lower photocurrent in the region containing the 

dislocation. 

Both analytical and numerical models have been applied to grain boundaries as well. In many 

of these models, grain boundary electrical activity is determined solely by an SRV and the local 

minority carrier concentration. This approach mirrors the one taken by Donolato and similar 

authors with dislocations. In both cases, the effect of grain boundary charging is neglected. This 

model has the advantages of simplicity and relatively easy extraction of its key parameters 

[124]–[128]. Stokkan et al. combined recombination velocity models for dislocations and grain 

boundaries with the recombination velocities determined by the structural properties of the 

defects [103]. They incorporated this model into 2-D finite element simulations of carrier 

diffusion and fit the results to experimental maps of excess carrier density. By assuming the 

recombination velocities were determined by a single-level mid-gap defect, they estimated the 

capture cross-section of such a defect. Other authors incorporated these types of models into 

analytical (diffusion length or lifetime-based diode models) [129] or finite element simulations 
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of full devices, though they typically focused on small-grained thin-film polycrystalline silicon 

[130]. 

Several models include the effects of grain boundary charging, either through the use of the 

SRH model for mid-gap defect states, an assumption of charging based on the Fermi level and 

the assumed defect level, or the inclusion of shallow acceptors at grain boundary attributed to 

pipe diffusion of dopants. These models have been applied to measurements of local 

recombination in Si wafers like EBIC [112]. They have also been applied to simulations of full 

devices. However, most of these simulations were focused on thin-film small-grained Si solar 

cells [131]–[134]. They therefore consider very thin devices (10 µm or less), small grains (less 

than 5 µm), and low background lifetimes (1 µs or less). The emitter profiles and other device 

features were not consistent with current industrial parameters, advanced industrial parameters or 

pre-commercial parameters for wafer-based mc-Si solar cells. Furthermore, these authors made 

no modifications to the SRH parameters to account for the interaction of shallow defects with the 

deep defects. 

Altermatt et al. [135], [136] simulated solar cells in 3-D (which they showed was necessary to 

avoid underestimating the impact of grain boundaries as discussed in Chapter 3.3.4) with grain 

boundaries whose electrical activity was governed by mid-gap defects obeying SRH statistics 

with a density of states determined using a defect-pool model. The defect-pool model shifts the 

density of states based Fermi level during processing (and doping concentration of the finished 

cell). They showed that such a model was applicable down to doping concentrations greater than 

5×1015 cm-3. The devices simulated were slightly thicker (30 µm) but still had lifetimes of 1 µs or 

less and cell architectures quite different from those for wafer-based mc-Si solar cells. 

Full numerical simulations and parallel diode models of real devices have also been 

performed using different combinations of minority carrier lifetime or diffusion length for 

different grains [137]–[140]. However, the method for determining the appropriate parameters to 

use requires fitting device performance data for a given cell architecture. 
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CHAPTER 

3 
PROPOSED MODEL FOR 

DISLOCATIONS AND GRAIN 
BOUNDARIES IN SILICON SOLAR CELLS† 
3.1 Density of States and Recombination Statistics 

As discussed in Chapter 2.2, Kveder et al. [95] presented and validated a model for the 

electrical activity of dislocations based on first principles analysis of carrier capture and 

recombination statistics for both clean dislocations and those decorated with metal impurities. 

Stokkan et al. [103] have shown that, from an electrical perspective, grain boundaries can be 

treated as arrays of dislocations. Bauer et al. [72] have shown that the recombination of 

dislocation arrays forming small-angle grain boundaries is the localized to the individual 

dislocations making up the arrays. They also contended that these defects are the most 

detrimental in solar cells made from “standard” mc-Si. Here “standard” implies that no seeding 

was used to influence the nucleation of grains in the silicon ingot. Currently, seeding is typically 

done either with large-area monocrystalline seeds, as in so-called “quasi-monocrystalline” 

silicon [71], [79], [142], or with small, randomly oriented seeds, as in so-called “high-

performance” mc-Si [76].  

Kveder’s model involves transitions between many different energy levels. It was shown 

previously [135], [136] that a simplification to one single energy level near mid-gap can be 

                                                 

 
† Much of this Chapter is reproduced from Ref. [141] under a Creative Commons License 

(http://creativecommons.org/licenses/by-nc-nd/4.0/legalcode). The baseline device models were developed by H. 

Wagner and P.P. Altermatt. 
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effective if the grain size is not too small (smaller than usual in mc-Si material) and if the doping 

concentration is not too low (about 5×1015 cm-3 at the usual grain size of mc-Si material). This 

simplification may also have the advantage that it removes a degree of freedom of the input 

parameters (the energy distribution of defects) and therefore captures the dynamics of 

phenomena in a more straightforward way [136].  

In this thesis, a similar approach is used. The electrical activity of dislocations and grain 

boundaries is modelled using a mid-gap defect with a single energy level whose recombination is 

governed by Shockley-Read-Hall (SRH) statistics [119], [120]. Both an acceptor and a donor are 

used in order to account for the presence of shallow 1-D bands extending from both the 

conduction and valence band edges. The enhanced recombination and band bending associated 

with metals decorating dislocations and grain boundaries is captured by applying transformations 

to the minority- and majority-carrier capture cross-section of the defect. Here, “minority” refers 

to electrons for the donor and holes for the acceptor. “Majority” refers to electrons for the 

acceptor and holes for the donor. This nomenclature refers to carriers that are expected to be in 

the minority and majority when each type of defect dominates recombination. This 

transformation depends on the line density of these defects along the dislocation, and is 

described by the following expressions:  

𝜎majority′ = 𝜎majority  ×  𝑎, (3.1) 

𝜎minority′ = 𝜎minority  ×  𝑏
𝑁DL

,  (3.2) 
where a and b are parameters that can be adjusted to fit experimental data and NDL is the line 

density of recombination centers along the dislocation.  

The parameters a and b are fit, and the model is validated by comparing simulations with the 

model to Kveder’s simulated results using the full density of states and the electron-beam-

induced current (EBIC) experiments he used to fit the free parameters in his model. The 

technology computer aided design (TCAD) software Sentaurus Device [143] is used for the 

simulations. A two-dimensinal (2-D) domain (see Figure 3.1) is chosen to match Kveder’s 

simulations and the experiments [101], [102]. This domain includes a 10 µm-thick Si wafer with 

a Schottky contact covering the whole of the top surface. A Schottky barrier height of 0.7 eV is 

used to match that of aluminium on Si. The simulated domain is 100 µm wide, although varying 

the width from 10 µm to 1000 µm does not affect the results. Doping densities of 5×1014 cm-3 

and 1×1015 cm-3 are used to match the relevant experiments and Kveder’s simulations. The 
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background lifetime of the Si wafer is set to 1 µs based on the reported concentrations of copper 

and nickel in the wafers used in the experiments and these impurities’ known effects on carrier 

lifetimes in Si [96]. However, varying the background lifetime from 100 ns to 10 ms does not 

affect the results. All simulations are performed with the properties of Si at 300 K and compared 

to experiments and Kveder’s simulations at this temperature. It is not expected that this model 

will be valid at significantly lower (e.g., liquid nitrogen) temperatures.  

Following the method of Schroder [144], We simulate the excitation due to the 30 keV 

electron beam used in the experiments as a circular area of diameter 6 µm with a constant 

generation rate (G) depending on the electron beam current (Ibeam):  

𝐺 = 𝐼beam(pA)  × (4.55 × 1020pA−1cm−3), (3.3) 
A dislocation is introduced into the simulation as a 12.25 nm2 region (the area of the strain 

field around the dislocation core) inside the electron-beam excitation volume. Mid-gap 

recombination centers are placed at the interface between this region and the surrounding silicon 

wafer with a density corresponding to NDL. Note that while NDL is a line density with units of 

cm-1 as is typical for describing dislocations as 1-D objects, the interface density of 

recombination centers is defined in Sentaurus as an areal density with units of cm-1. This value is 

obtained by dividing NDL by the perimeter of the box defining the dislocation (14 nm).  

As inputs to the model described in equations (3.1) and (3.2), we use the set of defect 

parameters extracted by Kveder et al., including NDL, σminority, and σmajority. A 2-D model is used 

because it requires significantly less computation time and fitting the free parameters requires 

many iterations. However, using a 3-D model with a spherical excitation volume and a 

rectangular prism rather than a square defining the dislocation changes the current by less than 

5% relative. EBIC contrast is calculated using the current from a simulation that includes a 

dislocation and the current from an identical simulation in which the dislocation/bulk interface 

contains no defects. 
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Figure 3.1. Schematic of domain for simulated EBIC experiment. The blue circle represents the excitation volume 

of carriers generated by the electron beam. The green line represents the semi-transparent Schottky contact on the 

front surface of the device. The full width of the domain is not shown but is 100 µm. 

 

3.2 Parameter Fitting and Model Validation 

The parameters a  and b are varied to simultaneously fit EBIC contrast as a function of 

electron beam current (excess carrier density, Figure 3.2a) and NDL (Figure 3.2b), as well as band 

bending around the dislocation (ΔEC, Table 3.1). Good agreement is found for a = 1.4 

(dimensionless) and b = 5.5×106 cm−1. As shown in Figure 3.2a, we closely match the 

experimental EBIC contrast as a function of electron beam current (generation rate). 
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Figure 3.2. a) Simulated and literature [102] experimental data for EBIC contrast vs. electron-beam current; b) 

EBIC contrast vs. line density of impurities from Kveder’s model and Sentaurus SRH model using Kveder’s 

expression for minority carrier density as a function band bending (from Sentaurus Device simulations). Figure 

reproduced from Ref. [141] under a Creative Commons License. 

 

Table 3.1 compares band bending around the dislocation in Sentaurus simulations to values 

simulated by Kveder et al. Kveder assumed a constant minority carrier density at the edge of the 

depletion region around the charged dislocation. In Sentaurus Device, carrier concentrations are 

solved self-consistently at every point in the finite element mesh. There is significant spatial 

variation in excess carrier density in the simulated domain in Sentaurus because minority carriers 

are extracted through the Schottky contact, creating a depletion region near the top surface and a 

steady-state gradient in minority carrier density through the device thickness. The generation rate 

is adjusted so the peak hole density outside the dislocation space-charge region in the Sentaurus 

simulations matches Kveder’s values. 

Table 3.1. Band bending at dislocation from Sentaurus model and Kveder’s model with varying defect properties. 

NDL (cm-1) σmin (cm2) σmin’ (cm2) σmaj (cm2) σmaj’ (cm2) ΔEC,Kveder 
(meV) 

ΔEC,Sentaurus 
(meV) 

3.0×107 6.5×10-14 1.2×10-15 2.0×10-15 2.8×10-15 60 64 

2.4×106 5.5×10-14 1.3×10-14 5.0×10-14 7.0×10-14 64 64 

2.2×105 6.5×10-15 1.6×10-13 2.0×10-15 2.8×10-15 4 2 
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 A similar issue arises with the comparison of EBIC contrast as a function of NDL. Kveder et 

al. calculated EBIC contrast solely from the recombination rate at the dislocation. In Sentaurus, 

the current is determined by the full solution of the Poisson equation and the continuity equations 

for electrons and holes at every point in the finite element mesh. As with the band bending, these 

results do not agree. However, the band bending from the Sentaurus simulations can be inserted 

into Kveder’s expression for the minority hole density around the dislocation core as a function 

of band bending:  

𝑝DL = 𝑝 × exp�𝑞 ∆𝐸C
𝑘B𝑇� �, (3.4) 

where pDL hole density near the dislocation core, p is the hole density in the bulk wafer, q is the 

electron charge, kB is Boltzmann’s constant, and T is temperature. Using this minority carrier 

density, the recombination rate (R) can be calculated using SRH statistics with the modified 

capture cross-sections from Equations (3.1) and (3.2) as:  

𝑅 = 4𝜋𝑟2𝑁DL 𝑣𝑡ℎℎ 𝑣𝑡ℎ𝑒 𝜎𝑚𝑚𝑚 𝜎𝑚𝑚𝑚(𝑛 𝑝DL−𝑛𝑖
2)

𝑣𝑡ℎ𝑒 𝜎𝑚𝑚𝑚 �𝑛+𝑁C exp�
𝐸𝑡−𝐸𝑡

𝑘B𝑇� �� + 𝑣𝑡ℎℎ 𝜎𝑚𝑚𝑚 �𝑝DL+𝑁𝑉 exp�
𝐸𝑡−𝐸𝑡

𝑘B𝑇� ��
 , (3.5) 

where r is the radius of the strain field around the dislocation core in cm, vthh and vthe are the 

thermal velocity of holes and electrons respectively, n is the majority electron concentration 

equal to the excess carrier density plus the dopant concentration, ni is the intrinsic carrier 

concentration, NC and NV are the effective densities of states in the conduction and valence bands 

respectively, EC and EV are the conduction band minimum and the valence band maximum 

energies respectively, and Et is the energy level of the mid-gap recombination center. If this 

recombination rate is converted to EBIC contrast (C) using Kveder’s method:  

𝐶 = 0.2 𝑅
𝐷 𝑝

 , (3.6) 
where D is the diffusivity of holes, the results agre 𝐷 𝑝 e with Kveder’s (Figure 3.2b). 

3.3 Solar Cell Models 

3.3.1 Unit Cells in Device Simulations 

Solar cells are large-area devices with lateral dimensions typically on the order of cm. 

However, they have gradients in carrier and current density that can be large on the order of nm 
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(in the emitter, for example, which in a typical homojunction cell is on the order of 100 nm thick 

and in a typical heterojunction cell, 10 nm). Therefore, reducing the size of the domain of the 

simulation is critical to enable a solution in a reasonable amount of time. In all of the simulations 

in this thesis, reflective boundary conditions are used for all lateral dimensions (i.e., not 

thickness). Reflective boundary conditions produce reflective symmetry across the boundary. It 

is as if there is a mirror image of the simulated domain next to it in all lateral directions, and this 

pattern repeats infinitely. In order to make this appropriate, the simulated domain must terminate 

in lateral directions at a line of symmetry in the device. Since the fingers used in solar cell 

metallization patterns are periodic, they make appropriate symmetry points. In this thesis, the 

lines of symmetry are always the mid-point of a metal finger or the point halfway between two 

metal fingers. Schematics of the devices simulated below help illustrate this point, as does Figure 

3.8. 

3.3.2 Devices Simulated 

For an overview of contemporary numerical simulations of solar cells, see Refs [145], [146]. 

In this thesis, four types of solar cells are simulated (Figure 3.3 and Figure 3.4). Three are used 

to consider broadly the effects of dislocations and grain boundaries on different types of solar 

cells, and one is used to validate the defect model for grain boundaries. All four have a p-type Si 

base doped with boron. The first is a standard industrial cell with a full-area rear contact and 

aluminum back surface field. This cell will be referred to as an “Al-BSF” cell. The Al-BSF cell 

has a phosphorus-doped diffused emitter with selective doping under the front contacts. The 

second cell is a passivated emitter, rear totally diffused (PERT) cell. It has an identical front to 

the Al-BSF cell, but the rear side has local contacts with a passivating dielectric between them. 

In 2-D, the rear contact is a line contact similar to the grid on the front side. In 3-D, it is 

simulated as a square contact. The PERT structure is typically used for n-type cells due to their 

lower base doping. It is used here because the rear side of the PERT and heterojunction cells are 

the same, and the heterojunction is much more lightly doped for better band alignment of the 

base and heteroemitter. As just mentioned, the third cell is a heterojunction with an identical rear 

side to the PERT cell. It has an n-type gallium phosphide (GaP) emitter on the front side. The 

simulated mobility and doping concentration of the GaP are sufficient that it does not have (or 

require) a transparent conducting oxide (TCO) on the top of the emitter. GaP is used here rather 
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than a more typical hydrogenated amorphous Si (a-Si:H) cell because the primary goal is to 

explore difference between heterojunction and homojunction cells. a-Si is far from an ideal 

heterojunction partner for crystalline Si. GaP is used instead so that optimize parasitic 

absorption, band alignment, and conductivity can be optimized. Key parameters for these models 

are listed in Table 3.2 These solar cell models were not developed as part of this thesis; they are 

based on previously published work [145], [147]. 

 

 
Figure 3.3. Schematic diagrams of the simulated domain of three solar cells simulated in this thesis. a) Al-BSF cell 

with a selective diffused emitter on the front side and a full rear contact with aluminum back surface field. The 

simulated domain extends from the midpoint of one front contact finger halfway to the next finger. b) PERT cell 

with identical front side to the Al-BSF cell and local rear contacts with a selective diffusion above them and 

passivating dielectric between them. The simulated domain extends from the midpoint of both the front and rear 

contacts halfway to the next contacts. In 3-D, the rear contacts are simulated as squares rather than lines. c) 

Heterojunction cell with GaP heterojunction on the front side and an identical rear side to the PERT cell. 
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Table 3.2. Key parameters for solar cells simulated. 

Parameter BSF PERC Heterojunction 

Base doping 7×1015 cm−3 7×1015 cm−3 6×1014 cm−3 

Emitter peak doping 
concentration 5×1019 cm−3 5×1019 cm−3 2×1020 cm−3 

Emitter depth 700 nm 700 nm 10 nm 

Rear peak doping concentration 5×1018 cm−3 1×1019 cm−3 1×1019 cm−3 

Rear doping depth 1 µm 5 µm 5 µm 

Surface Recombination Velocity 1000 cm/s 1000 cm/s 1000 cm/s 

Bulk lifetime 1 ms 1 ms 1 ms 

GaP lifetime N/A N/A 100 ns 

GaP mobility N/A N/A 27 cm2/Vs (e–) 
13 cm2/Vs (h+) 

 

For the experimental validation of the grain boundary model (Chapter 5.3), standard Si/a-Si:H 

heterojunction (SHJ) solar cells were fabricated by the Holman Research Group at Arizona State 

University. In order to simulate the effects of grain boundaries on these cells, a Sentaurus model 

for SHJ cells was required. A model developed at the Solar Energy Research Institute of 

Singapore is used [148]. Parameters from this model are adjusted to match those used by Filipič 

et al. [149], which better match the experimental devices, as well as to fit the performance of a 

cell fabricated on a control Cz-Si wafer B-doped to 1.5×1018 cm−3 with a bulk lifetime of about 

1.5 ms. These devices contain a p-type Si wafer with an intrinsic a-Si:H layer on both the front 

and the back, an n-type a-Si:H layer on the front to act as heteroemitter, a p-type a-Si:H layer on 

the rear, degenerately doped indium tin oxide (ITO) on both the front and the rear as a 

conductive window layer and anti-reflective coating with a Ag grid (5 fingers and one bus bar on 

the front side) and a full-area Ag contact on the rear side (see Figure 3.4). Following Filipič et 

al., the ITO is simulated as a conductor rather than a semiconductor with resistivity (ρ) 

determined by the doping density (ND) and a mobility (µ) of 30 cm2/Vs, using the relation 1/ρ = 

qµND where q is the electron charge.  

The cells are planar (i.e., not surface-textured), and the optical generation profile used in 

Sentaurus is simulated in OPAL 2 [150] using the full front layer stack under normal 

illumination with the AM1.5G spectrum and the default light-trapping model [151]. Effects of 
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contact shading are added after the fact by shifting the J-V curve down to match the measured 

JSC.  

The cells are 1 cm square and had a single grain boundary in them. To simulate this structure, 

a 5 mm simulated domain that included half of the contacts is used. A schematic of this structure 

is shown in Figure 3.4. Table 3.3 shows the key parameters used in these simulations. a-Si:H is a 

highly defective material with defects deep in the band gap associated with dangling bonds and 

bandtails with an exponential energetic distribution from the valence and conduction band edges. 

The parameters used to simulate these defects are listed in Table 3.4. The energetic distribution 

of traps is assumed to be Gaussian for the deep defects and exponential for the bandtails, 

described by the equations Nt(E) = N0 exp(-(E–E0)2/(2ES
2)) and Nt(E) = N0 exp(-|E–E0/ES|), 

respectively. Recombination at the interface between the Si wafer and the i-a-Si:H layer is also 

modeled with a Gaussian distribution of mid-gap defects, whose parameters are listed in Table 

3.4. 

 

 
Figure 3.4. Schematic diagram of SJH solar cells simulated domain for comparison to experimental devices 

fabricated at Arizona State University. Both sides have an intrinsic a-Si:H layer under a doped a-Si:H layer and an 

ITO layer. The front side has a 5-contact metal grid, half of which is included in the simulated domain. The rear has 

a full area Ag contact. Schematic is not to scale. 
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Table 3.3. Key parameters for silicon heterojunction simulations. 

Parameter Value 
i-a-Si:H thickness 6 nm 
n-a-Si:H thickness 4.5 nm 
p-a-Si:H thickness 10 nm 
Si wafer thickness 180 µm 

Front ITO thickness 130 nm 
Rear ITO thickness 240 nm 

n-a-Si:H doping 1×1019 cm−3 

p-a-Si:H doping 1×1019 cm−3 

Front ITO doping 2.6×1020 cm−3 

Rear ITO doping 1.7×1020 cm−3 
ITO mobility 30 cm2/Vs 

 
Table 3.4. Parameters for a-Si:H defect levels. 

Parameter n-a-Si:H i-a-Si:H p-a-Si:H a-Si/Si interface 

N0,deep 5×1017 cm−3 5×1015 cm−3 5×1017 cm−3 3×1011 cm−3 

N0,CB tail 3×1018 cm−3 3×1018 cm−3 3×1018 cm−3 N/A 

N0,VB tail 5×1018 cm−3 5×1018 cm−3 5×1018 cm−3 N/A 

Deep acceptor E0 EV + 0.7 eV EV + 0.9 eV EV + 0.8 eV EC - 0.46 eV 
Deep donor E0 EV + 0.5 eV EV + 0.7 eV EV + 1.0 eV EV + 0.46 eV 

Deep acceptor ES 0.22 eV 0.22 eV 0.22 eV 0.2 eV 
Deep donor ES 0.22 eV 0.22 eV 0.22 eV 0.2 eV 

Deep acceptor σn / σn 
10-14 / 

10-15 cm−3 
10-14 / 

10-15 cm−3 
10-14 / 

10-15 cm−3 
1.9×10-17 / 

1.9×10-18 cm−3 

Deep donor σn / σn 
10-15 / 

10-14 cm−3 
10-15 / 

10-14 cm−3 
10-15 / 

10-14 cm−3 
1.9×10-18 / 

1.9×10-17 cm−3 

Valence bandtail ES 0.05 eV 0.05 eV 0.05 eV N/A 

Conduction bandtail ES 0.03 eV 0.03 eV 0.03 eV N/A 

Valence bandtail σn / σn 
10-15 / 

10-16 cm−3 
10-15 / 

10-16 cm−3 
10-15 / 

10-16 cm−3 N/A 

Conduction bandtail σn / σn 
10-16 / 

10-15 cm−3 
10-16 / 

10-15 cm−3 
10-16 / 

10-15 cm−3 N/A 
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3.3.3 Implementation of Dislocations‡ 

To simulate dislocations, a rectangular prism 4 nm square is introduced in the center of the 

simulated domain. 4 nm is chosen as typical of the size of the strain field around a dislocation 

core in Si. This prism passes through the entire silicon layer perpendicular to the plane of the 

wafer (Figure 3.5a), but not through the passivating dielectrics or the GaP emitter in the 

heterojunction cell. An areal concentration of mid-gap recombination centers is introduced at the 

interface between the prism and the rest of the Si wafer (Figure 3.5b). To match the traditional 

description of dislocations as line defects, this concentration is reported as a line density (NDL) in 

units of cm-1. NDL is obtained by multiplying the areal density of recombination centers by the 

perimeter of the prism representing the dislocation. NDL determines the charging and 

recombination rate of the dislocation. Since there is one dislocation in the simulated domain, the 

dislocation density is simply 1/x2, where x is the lateral dimension of the (square) simulated 

domain (Figure 3.5a). The dislocation density can then be varied by changing the size of the 

simulated domain. 

This approach is similar to the one described for EBIC simulations in Chapter 3.1, however 

dislocations in solar cells have to be simulated in 3-D rather than 2-D because they typically 

propagate perpendicular to the plane of the wafer. The approach described for EBIC simulates a 

dislocation propagating parallel to the plane of the wafer. This direction is reasonable for the 

misfit dislocations in the EBIC experiments to which those simulations were compared, but not 

for Si wafers produced by any of the methods described in Chapter 3.1. 

Because the size of the simulated domain is used to define the dislocation density, it no longer 

corresponds to the spacing between contacts. To account for this fact, the area of the contacts is 

adjusted, so that it is always the same fraction of the wafer area. This adjustment gives the 

correct contact recombination but does not address issues of series resistance losses between 

contacts or current crowding at the contacts, which are implicitly assumed to be negligible. 

Because the cells simulated all have highly conductive emitters that are fairly carrier selective, 
                                                 

 
‡ Portions of this chapter have been submitted to Solar Energy Materials and Solar Cells and are reproduced here 

with permission from the publisher. 
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these effects can be safely ignored. This assumption is confirmed by comparing the efficiency 

(η), open-circuit voltage (VOC), short-circuit current (JSC), and fill factor (FF) of simulations with 

NDL=0 for all of the simulated domains. These factors vary by less than 1.5% relative as shown 

in Table 3.5. 

The simulated domain described above is equivalent to a domain where the dislocation is in 

one corner and is cut at the midpoints of two sides of the rectangular prism in Figure 3.5b. This 

domain is used for the simulations in Chapter 4.3. 

 
Figure 3.5. Schematic of dislocation simulation. (a) The simulated domain (always square), whose lateral 

dimensions determine the dislocation density. (b) Enlarged schematic of the dislocation itself, modeled as a 

rectangular prism within the Si wafer. The interface between this region and the Si wafer is populated with mid-gap 

recombination centers. The density of these defects is multiplied by the perimeter of the prism to give a line density 

of recombination centers, NDL, with units of cm-1.  

 

Through the application of reflective boundary conditions, the simulations described above 

model dislocations homogeneously distributed throughout the cell. However, in real materials, 

dislocations tend to be clustered. The results from these simulations can be used to calculate 

current-voltage (J-V) curves for a solar cell containing dislocation clusters with a given 

dislocation density within the clusters (DDcluster) in units of cm-2, and a given NDL (cm-1) at each 

individual dislocation. We construct these J-V curves by taking a weighted average of the 

external current as a function of external voltage for the clusters and the dislocation-free regions 
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of the cell, using the fractional area covered by each region as weights. Mathematically, this can 

be expressed using the formula: 

Jcell(V) = ADL × JDL(V) + (1-ADL) × Jclean(V), (3.7) 
where V is voltage, Jcell(V) is the current density for the whole device as a function of voltage, 

JDL(V) is the current density as a function of voltage within the dislocation cluster, Jclean(V) is the 

current as a function of voltage for the dislocation-free region of the cell, and ADL is the fraction 

of the total cell area containing dislocation clusters. This analysis relies on the assumption that 

the dislocation clusters are macroscopic, such that the area of interaction between each cluster 

and the dislocation-free region around it is much smaller than the area of either region 

individually.  

Table 3.5. Comparison of cell parameters for different simulated domain widths with NDL=0. 

Cell Type 
Domain 

Width (µm) 
η (%) VOC 

(mV) 
JSC 

(mA/cm2) FF (%) 

Al-BSF 10 18.69 609.2 37.91 80.92 

 20 18.75 609.5 38.02 80.91 

 50 18.76 609.5 38.04 80.91 

 100 18.78 609.6 38.09 80.89 

 200 18.77 609.6 38.08 80.86 

 500 18.70 609.6 38.06 80.60 

PERT 10 21.73 673.3 39.82 81.07 

 20 21.89 675.9 39.93 81.07 

 50 21.93 676.4 39.96 81.11 

 100 21.95 677.2 39.98 81.08 

 200 21.95 677.3 40.00 81.02 

 500 21.81 677.3 39.99 80.51 

heterojunction 10 22.85 696.8 40.96 80.07 

 20 22.91 699.0 40.96 80.02 

 50 22.68 701.0 40.93 79.05 

 100 22.93 700.9 40.94 79.93 

 200 22.90 701.1 40.94 79.81 

 500 22.68 701.0 40.94 79.05 



 59 

 This assumption is tested by comparing results from application of Equation (3.7) to a full 

parallel-diode model using Griddler 2.0 [152]. J-V curves for simulations of PERT cells without 

dislocations and with dislocation density of 106 cm-2 are fit to the two-diode equation [153]. The 

results of these fittings are then input into Griddler with area fractions of 10% and 50%. Figure 

3.6 and Table 3.6 show the excellent agreement between these results and the results from 

Equation (3.7). Recent results from Haug et al. confirm that this result is quite general [154]. 

 

 
Figure 3.6. J-V curves for PERT cell with 10% and 50% coverage of dislocation clusters with dislocation density of 

106 cm-2 simulated by taking the weighted average of the J-V curves of the dislocated and dislocation-free regions as 

described by equation (1) (purple diamonds) and a full parallel diode model using Griddler 2.0 (pink lines). Good 

agreement between weighted average and parallel diode simulations is reached. 

 
Table 3.6. Comparison of weighted average and parallel diode simulations of dislocation clusters. 

 

Weighted average Griddler Relative difference 

10% area 

fraction 

50% area 

fraction 

10% area 

fraction 

50% area 

fraction 

10% area 

fraction 

50% area 

fraction 

Efficiency (%) 18.25 13.77 18.18 13.75 0.4% 0.2% 

VOC (mV) 650.0 559.3 642.0 545.6 -0.2% 0.1% 

JSC (mA/cm2) 38.41 32.79 38.48 32.77 1.3% 2.5% 

FF (%) 73.11 75.10 73.60 76.90 -0.7% -2.3% 
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3.3.4 Implementation of Grain Boundaries 

The grain boundary is implemented as a 2-D interface placed 2 nm from two of the edges of 

the simulated domain (Figure 3.7). This defect is populated with mid-gap recombination centers. 

The areal density of these recombination centers (NGB) is determined using the approach of 

Stokkan et al. [103] to treat the grain boundary as an array of dislocations as described in 

Chapter 3.1. Stokkan calculates NGB for a non-coincident site lattice grain boundary with a 

misorientation angle of θ (taken to be 2º for the simulations in this thesis) as: 

𝑁GB = 𝜋
2
𝑁DL2 ×

4ε sin�𝜃 2� �

𝐵
, (3.8) 

 

where ε = 5.5 nm is the radius of the dislocation core for a grain boundary misoriented by 2º and 

B = 0.9035 Å is the magnitude of the Burgers’ vector for a Shockley partial dislocation [90]. NGB 

is then varied by varying NDL, however this is equivalent to varying any of the other parameters. 

Square domains are chosen, so that the grains are also square and can be characterized by a 

single length.  

 

 

Figure 3.7. Schematics of the simulated domains. Grain boundaries are implemented as interface traps on the two 

right faces of the device (cross-hatched). Note that the interface is actually not the edge of the simulation domain but 

2 nm from the edge. a) Al-BSF cell, b) PERT cell, (c) GaP/Si front heterojunction cell. Figure reproduced from Ref. 

[141] under a Creative Commons License. 
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This domain contains one fourth of one grain boundary. The boundary conditions guarantee 

that this is numerically equivalent to simulating an array of grains through reflective symmetry. 

A schematic illustrating reflection across one side of the boundary is shown in Figure 3.8. 

Throughout this thesis, the linear distance between parallel grain boundaries is referred to as 

“grain size” because it is a standard parameter for describing the density of grain boundaries 

within a wafer, and these simulations are of square arrays of grain boundaries. However, small-

angle grain boundaries, which limit the performance of standard mc-Si, often terminate in the 

middle of a grain, and therefore a more appropriate term in this case might be “grain boundary 

spacing” or “inter-grain boundary distance.”  

As with the simulations of dislocations, the domain width is used to determine grain size 

rather than contact spacing. For grain sizes smaller than the contact spacing, the contact 

dimensions are again scaled down proportionally, resulting in changes to the device parameters 

of less than 4% relative for the Al-BSF cell, less than 1.5% relative for PERT and less than 1% 

relative for the heterojunction (Table 3.7). 

 

 
Figure 3.8. Simulated domain with reflection over one boundary: opaque prism on left is the simulated domain, 

transparent prism on right is one implied reflected domain. Cross-hatching shows grain boundary interfaces. Yellow 

surface shows slice shown in Figure 5.4. Figure reproduced from Ref. [155] © 2016 IEEE. 
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Table 3.7. Comparison of cell parameters for different simulated domain widths with NGB=0. 

Cell Type 
Domain 

Width (µm) 
η (%) VOC 

(mV) 
JSC 

(mA/cm2) FF (%) 

Al-BSF 10 19.26 609.2 38.51 82.08 

 20 19.31 609.5 38.60 82.08 

 50 19.73 615.0 39.05 82.18 

 100 19.96 615.2 39.48 82.16 

 200 19.33 609.6 38.67 82.03 

 400 19.30 609.6 38.67 81.88 

PERT 10 22.39 673.3 40.45 82.18 

 20 22.54 675.7 40.57 82.23 

 50 22.31 672.9 40.36 82.16 

 100 22.42 674.7 40.45 82.16 

 200 22.58 677.3 40.59 82.13 

 400 22.51 677.4 40.61 81.84 

heterojunction 10 23.52 696.8 41.60 81.14 

 20 23.58 699.0 41.59 81.09 

 50 23.61 700.5 41.59 81.04 

 100 23.60 700.9 41.57 81.00 

 200 23.57 701.1 41.58 80.87 

 400 23.44 701.1 41.57 80.43 

 

It has been shown previously [135] that columnar grains have to be simulated in 3-D rather 

than 2-D. In a 2-D simulation, carriers moving perpendicular to the simulated plane do not get 

closer to a grain boundary. However, in a real material with columnar grains, carriers moving 

parallel to a grain boundary approach another portion of that grain boundary, as illustrated in 

Figure 3.9. Therefore, the grain simulations described above are 3-D simulations that match a 

columnar grain structure. The exception is the SHJ simulations used to validate the grain 

boundary model by comparing to experimental devices. The experimental devices have exactly 

one grain boundary in them running linearly through the device. Therefore, they are correctly 
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simulated in 2-D with the grain boundary implemented as an interface 2 nm from the edge of the 

simulated domain. 

 

 
Figure 3.9. Grain boundary (red line) and carrier moving parallel to a grain boundary surface (blue arrow) in a 3-D 

simulation (left) and in a 2-D simulation (simulation). The 3-D case represents columnar grains and the 2-D case 

represents a single linear grain boundary. 
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CHAPTER 

4 
EFFECTS OF DISLOCATIONS 
ON SILICON SOLAR CELLS§ 

4.1 Homogeneously Distributed Dislocations: Comparison 

to Historical Data 

Simulated results for Al-BSF cells with dislocations included are compared with experimental 

data from literature [156]. Figure 4.1 shows simulated efficiencies as a function of dislocation 

density (x-axis) and NDL (data series) as well as literature data. Reasonable agreement is oberved. 

The literature data falling across a range of NDL is not surprising since the data include several Si 

growth techniques and only average dislocation density. Data slightly below the simulated 

curves is also reasonable, as the simulations assume a 1 ms minority carrier lifetime away from 

the dislocation, which may be higher than in the experimental devices. 

                                                 

 
§ Much of this chapter has been submitted to Solar Energy Materials and Solar Cells and is reprinted here with 

permission from the publisher. The Trina Solar world record mc-Si solar cell was fabricated and measured by Z. 

Xiong and P.J. Verlinden. I performed the analysis of this data. 
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Figure 4.1. Efficiency of Al-BSF solar cells plotted vs. average dislocation density. Simulated efficiencies for a 

range of NDL (data series) are compared with experimental results from literature [156]. There is good agreement 

between simulations and literature data. 

4.2 Dislocation Clusters 

Figure 4.2–Figure 4.5 show contour plots of efficiency, VOC, JSC, and FF as a function of 

DDcluster and the dislocated area fraction (ADL) of the cell, for a range of NDL from 103–107 cm-1 

in both PERT and heterojunction cells (left and right panels). It is clear from these results that all 

three factors—ADL, DDcluster, and NDL—are critical in determining the effect of dislocations on 

device performance. 

To explicitly show the effect of clustering, lines of constant average dislocation density are 

also plotted in Figure 4.2–Figure 4.5 as blue dashed lines. These contours reveal the relative 

effect of clustered vs. homogeneously distributed dislocations: at low NDL, these contours follow 
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the contours of cell efficiency, while at high NDL they do not. Hence, at high NDL, higher cell 

efficiencies are reached if the dislocations are clustered than if they are homogeneously 

distributed. Generally, clustering improves performance, however we reiterate that the effect is 

more pronounced at higher NDL. This result contrasts with earlier simulations, which suggested 

clustered dislocations were worse [122], [123]. However, these simulations examined only a 

single pair of diode parameters for a dislocation-free and a dislocated region, and they assumed 

lower photocurrent generated in the dislocated region. This discrepancy highlights an advantage 

of the approach to modeling dislocations taken in this thesis. Because the model has microscopic 

properties embedded in it, it can be used to generate values for local diodes to use in circuit 

modeling. Having to guess at these values based on empirical data can make it unclear what the 

real relationship is between the local diode parameters and the dislocation cluster material 

properties. 

For low NDL=103 cm-1 (top row of Figure 4.2), cell efficiency does not improve when DDcluster 

is reduced below about 105 cm-2. Below this value, recombination outside the base dominates the 

total recombination losses. The exact value for this plateau will depend on the specific device 

design. The heterojunction cell is more robust to the presence of dislocations than the PERT cell 

at low NDL but performs worse at high NDL. The robustness at low NDL is attributed to the fact 

that the silicon wafer in the optimized [147] heterojunction cell is more lightly doped than in the 

optimized [147] PERT cell (6×1014 cm-3 vs. 7×1015 cm-3), while the injection level at the 

maximum power point is much higher (5×1014 cm-3 vs. 1013 cm-3) due to reduced recombination 

in the emitter, at the front surface, and in the front contact. This combination leads to a smaller 

fraction of the mid-gap recombination centers being occupied by majority carriers and reduced 

charging of the dislocations (Figure 4.6). This reduced charging decreases the size of the 

depletion region around the dislocations, reducing recombination at the defects. In contrast, at 

high NDL, recombination through the dislocation pushes the heterojunction into low injection. 

Then, the lighter doping leads to a larger depletion region around the dislocations and to higher 

recombination. The injection level and relative size of the depletion region in these two cases is 

illustrated in Figure 4.7. It is notable that while heterojunction architectures are typically 

reserved for Cz-Si, these architectures can also maximize the efficiency of high-performance mc-

Si and other high-lifetime materials whose performance is limited by dislocations. 
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Figure 4.2. Contour plots of simulated efficiency as a function of dislocation density within dislocation clusters 

(DDcluster) and dislocated area fraction (ADL) of the cell for a range of NDL (rows) in PERT (left column) and 

heterojunction (right column) solar cells. The heterojunction is more robust to the presence of dislocations at low 

NDL and more sensitive to the presence of dislocations at high NDL. Blue dashed lines indicate constant average 

dislocation density in the cell, showing that clustered defects have less impact than homogeneously distributed ones. 
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Figure 4.3. Contour plots of simulated VOC as a function of DDcluster and ADL of the cell for a range of NDL (rows) in 

PERT (left column) and heterojunction (right column) solar cells. 
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Figure 4.4. Contour plots of simulated JSC as a function of DDcluster and ADL of the cell for a range of NDL (rows) in 

PERT (left column) and heterojunction (right column) solar cells. 
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Figure 4.5. Contour plots of simulated FF as a function of DDcluster and ADL of the cell for a range of NDL (rows) in 

PERT (left column) and heterojunction (right column) solar cells. 
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Both the PERT and the heterojunction cells can achieve efficiencies approaching those of 

monocrystalline silicon. For low NDL, this occurs for average dislocation densities between 104 

and 105 cm-2 for the PERT cell and above 105 cm-2 for the heterojunction. For high NDL, it occurs 

for the PERT cell only below a dislocation density of 104 cm-2 with an area fraction of 10% or 

below 30% area fraction for a dislocation density of 103 cm-2. For the heterojunction, these 

values are even lower with an area fraction of 10% required for a dislocation density of 103 cm-2. 

 

 
Figure 4.6. Schematic illustrating the origin of increased robustness of the heterojunction simulated in this thesis. 

Left image shows increased average occupation in the more heavily doped PERT cell, which operates at lower 

injection, leading to a depletion region around the defect and more recombination. Right image shows the mostly 

unoccupied defect in the more lightly doped heterojunction, which operates at higher injection, leading to flat bands 

and less recombination. 
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Figure 4.7. The excess carrier density plotted in the neighborhood of a dislocation line, simulated at the maximum 

power point of the PERT (top row) and the heterojunction (bottom row) cells. The heterojunction cell is in higher 

injection for low NDL (103 cm-1, left column), leading to less charging of the dislocation, a smaller depletion region 

around the dislocation, and less recombination at the dislocation. Both devices are in low-injection for high NDL (106 

cm-1, right column), leading to similar charging and a larger depletion region in the more lightly doped 

heterojunction device. The left scale bar is the low NDL simulations and the right scale bar is for the high NDL 

simulations. 



 74 

 

4.3 Application to Experimental Devices 

Analysis to this point has assumed that the dislocation-free regions of the simulated cells are 

high-lifetime (1 ms) and contain no other defects. However, the model can also be used to 

predict the performance of materials, such as high-performance mc-Si, that contain other defects 

outside of the dislocation clusters. This approach is demonstrated with the world record high-

performance mc-Si solar cell from Trina Solar [58]. It has a passivated emitter and rear (PERC) 

structure that is similar to the PERT structure described in Chapter 3.3.2. Differences include the 

emitter profile, the fact that it does not have a full rear diffusion but only a local Al-BSF above 

the rear contacts, the profile of this Al-BSF, the background lifetime, and the spacing and width 

of the front and rear contacts. 

This cell was simulated in detail by Trina Solar [87]. Using similar parameters to this 

simulation, similar results were obtained. There are slight discrepancies because while the 

emitter and Al-BSF peak doping concentrations and doping depths were the same, the exact 

profiles were different. To compensate for this, the background lifetime was changed slightly 

from the values used by Trina. Specifically, they used a deep defect at mid-gap and a shallow 

defect at EC – Et = 0.1 eV with τn,deep = 250 μs, τp,deep = 2500 μs, and τn,shallow = τp,shallow = 7.6 μs. 

These values were modified to τn,deep = 100 μs, τp,deep = 6000 μs, and and τn,shallow = τp,shallow = 

3.75 μs. The resulting J-V parameters are comparable to both the experimental device and 

Trina’s simulation, as shown in Table 4.1. 

 
Table 4.1. Comparison of cell performance from simulations of world record mc-Si solar cell from this thesis and 

Trina Solar [87] with experimental data. 

Source η (%) VOC 
(mV) 

JSC 
(mA/cm2) FF (%) VMPP 

(mV) 
JMPP 

(mA/cm2) 

Trina 
(experimental) 

21.25 667.8 39.78 79.97 566.6 37.49 

Trina 
(simulation) 

21.30 669.5 39.78 79.96 562.4 37.87 

This thesis 
(simulation) 

21.27 667.3 39.97 79.73 559.0 38.04 
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To predict the performance of this device if all of the dislocation clusters were removed, first, 

a photoluminescence (PL) image of the cell is taken, with a resolution of 155 µm/pixel (Figure 

4.8). PL images the local radiative recombination in a sample during steady-state excitation with 

above-band gap light. This recombination rate is proportional to the square of the excess carrier 

density, so the image can be used to determine both the local dislocation density, and the local 

recombination strength of these dislocation clusters. 

 
Figure 4.8. Photoluminescence image of Trina Solar’s high-performance mc-Si PERC record [58], [87] solar cell at 

an internal photon flux density of 5.747×1016 cm-2s-1 (resolution: 155 µm/pixel, total area: 156×156 mm2). 

 

To obtain dislocation density, a method similar to one developed for quantifying dislocation 

density from low-resolution images of a dislocation-etched silicon wafer is used [157]. In this 

approach, the greyscale image is turned into a binary image by making all pixels with a greyscale 

value greater than a designated threshold value white and all pixels with a value below the 

threshold black. Thus, areas with high non-radiative recombination (and therefore lower excess 

carrier density and lower radiative recombination) appear black and high-lifetime areas appear 

white. This approach assumes that areas with much lower lifetime than those around them 

contain dislocations (the bus bars are removed from the image manually and the fingers are 
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removed by eliminating all features that appear as vertical lines). With the PL image, instead of 

calibrating with a higher resolution image as in [157], it is assumed that each black pixel 

contains a certain number of dislocations (100 in this case). The number of black pixels is then 

summed over an area containing 100 pixels (2.4 mm2) to determine the average dislocation 

density in each of these regions. These regions can be thought of as “macro-pixels.” 

To obtain an estimate for NDL in each of the regions containing dislocation clusters, the 

average PL contrast (ratio of local PL intensity to maximum PL intensity) is measured in each 

macro-pixel. By correlating this contrast to simulations of total radiative recombination in 

dislocation clusters compared to total radiative recombination in dislocation-free areas, NDL for 

each dislocation cluster is determined. 

Using the simulated J-V curves for each combination of dislocation density and NDL, the effect 

of dislocations can be subtracted from the measured J-V curve using the same weighted average 

approach described in Chapter 3.3.3. Specifically, the following formula is used: 
𝐽𝑐𝑐𝑐𝑐𝑐(𝑉) = 𝐽𝑐𝑐𝑐𝑐(𝑉)−∑𝐴𝐷𝐷× 𝐽𝐷𝐷(𝑉)

1−∑𝐴𝐷𝐷  
, (4.1) 

where Jclean(V) is the calculated current as a function of voltage for a dislocation-free solar cell, 

Jcell(V) is the measured current as a function of voltage, ADL is the fractional area of each 

measured dislocation cluster, and JDL(V) is the simulated current as a function of voltage for the 

combination of dislocation density and NDL extracted for each measured dislocation cluster. 

 The results for the world record mc-Si solar cell are shown in Table 4.2. Due to the high 

quality of the wafer used for this cell, the impact of dislocations is limited. The calculated 

efficiency increase is 0.26% absolute, mostly due to a 0.42 mA/cm2 increase in JSC. We attribute 

the large difference in JSC, accompanied by a small difference in VOC to the highly asymmetric 

capture cross-sections for majority and minority carriers at the dislocations. This asymmetry 

means that recombination is dominated by the dislocation at JSC conditions and by other parts of 

the device at VOC. 

 
Table 4.2. Simulated effect of removing dislocations from world record mc-Si solar cell. 

 η (%) VOC (mV) JSC (mA/cm2) FF (%) 

mc-Si world record 
(experimental) 

21.25 667.8 39.78 79.97 

Dislocation-free 
(simulated) 

21.51 668.3 40.20 80.06 
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Once the dislocation-free J-V curve is obtained, the device performance for any arbitrary 

distribution of dislocation clusters can be calculated. These calculations would show not only the 

limits of performance but the effect of smaller reductions in dislocation density and decoration as 

well as changes in dislocation distribution. 

4.4 Validation of Baseline Dislocation Model 

Comparison to the world record mc-Si cell can also be used to validate the baseline 

dislocation model. First, a model for a dislocation-free cell is developed. This model depends 

solely on changing the lifetime associated with the shallow and deep energy defects. The shallow 

defects are associated with dislocations and grain boundaries as discussed in Chapter 2.1. 

Therefore, the concentration of these shallow defects that is simulated was decreased by the area 

fraction of the whole wafer that contained dislocations (obtained as described in Chapter 4.3). 

This decrease led to a new τn,shallow’ = τp,shallow’ = 4.29 μs. The minority carrier (electron) lifetime 

associated with the deep defect is increased as well. The new value (τn,deep’) was chosen so that 

the total recombination in the device (according to the SRH formalism in Equation (4.2)), with 

τn,deep’ in the non-dislocated areas and τn,deep,i in each dislocated region to give the measured PL 

contrast in that region (binned into ranges of 10% contrast) was equal to the total recombination 

(according to Equation (4.2)) for the original values of τn,shallow = τp,shallow = 3.75 μs, τn,deep = 100 

μs and τp,deep = 6000 μs. This calculation gave a value of τn,deep’ = 200 μs, with τp,deep’ = τp,deep = 

6000 μs. The SRH recombination is given by: 

𝑅 = (𝑛 𝑝− 𝑛𝑖2)
𝜏𝑝 (𝑛+𝑛1)+𝜏𝑛 (𝑝+𝑝1) 

, (4.2) 
with n1=ni exp((Et–E0)/kT) and p1=pi exp((E0–Et)/kT) where E0 is the intrinsic energy level. The 

total recombination described above is given by: 

𝑅𝑡𝑡𝑡 = 𝐴DL−free𝑅�𝜏𝑛,shallow
′ , 𝜏𝑝,shallow

′ , 𝜏𝑛,deep
′ , 𝜏𝑝,deep� +

∑ 𝐴𝐷𝐷,𝑖𝑅�𝜏𝑛,shallow, 𝜏𝑝,shallow, 𝜏𝑛,deep
𝑖 , 𝜏𝑝,deep�𝑖 , 

(4.3) 

where τn,deep
i
 is chosen such that the PL contrast matches the region i in the PL image as 

described above. This is compared to the total recombination for the original simulation of the 

experimental world record mc-Si cell calculated using Equation (4.2). 

Using the J-V curve simulated with the new lifetime values, the effect of the dislocation 

clusters in the world record mc-Si cell are added back in using the same J-V curves as in Chapter 
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3.3.3 and Equation (3.7), with ADL and JDL(V) values taken from the curves associated with each 

dislocation cluster as described in Chapter 4.3. The resulting J-V curve shows excellent 

agreement with the experimental curve as shown in Figure 4.9 and Table 4.3. 

 

 
Figure 4.9. Comparison of simulated and experimental J-V curves for world record mc-Si solar cell. Simulated 

curve is obtained by adding dislocations to a simulated J-V curve representing the non-dislocated area of the cell. 

 

Table 4.3. Comparison of experimental and simulated device performance for world record mc-Si solar cell. 

 
η 

(%) 

VOC 

(mV) 

JSC 

(mA/cm2) 

FF 

(%) 

VMPP 

(mV) 

JMPP 

(mA/cm2) 

mc-Si world record 
(experimental) 

21.25 667.8 39.78 79.97 566.6 37.49 

mc-Si world record 
(simulated) 

21.33 668.5 39.71 80.35 563.6 37.85 
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CHAPTER 

5 
EFFECTS OF GRAIN 

BOUNDARIES ON SILICON SOLAR 
CELLS** 

5.1 Comparison to Historical Data 

Computational resources limit the grain sizes that could be simulated to less than 1 mm × 1 

mm. These sizes are comparable to those near the bottom of high-performance mc-Si ingots 

[158] and those in kerfless wafers grown directly from molten silicon [84], [159]. Since 

simulated performance varies relatively smoothly with grain size, performance of larger grains 

can extrapolated from these results. 

Figure 5.1 shows good agreement between simulated device performance and experimental 

devices in literature [135] as a function of grain size (x-axis) and the areal density of 

recombination centers at the grain boundary (NGB, data series). The spread in the experimental 

data is attributed to variation in device design, background lifetime away from the grain 

boundary, and the concentration of impurities decorating the grain boundaries. Variation in 

impurity concentration in the bulk and at the grain boundaries arises from differences in growth 

and processing. 

 

                                                 

 
** With the exception of 5.3, this chapter is reproduced with permission from Ref. [155] © 2016 IEEE. 
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Figure 5.1. Effect of grain size on open-circuit voltage (VOC) for Al-BSF devices. Experimental literature data [135], 

shown as black dots, is compared to TCAD simulations of grain boundaries with varying areal density of deep 

defects states (NGB). 

 

NGB is related to the density of dangling bonds and the density of metal impurities segregated 

to the grain boundary. These parameters are in turn correlated to the physical structure of the 

grain boundary [106]. Therefore, grain boundary type and misorientation angle strongly 

influence the distribution of NGB in a wafer, with recombination activity ranging from 

undetectable to severe. The range of NGB in these simulations endeavors to represent this full 

range. The line of best fit to the historical data in Figure 5.1, NGB = 3.3×108 cm-2, corresponds to 

a grain boundary surface recombination velocity for electrons (SRVe) in the p-type bulk silicon 

wafer of approximately 2.2×105 cm/s and surface recombination velocity for holes (SRVh) of 

about 480 cm/s, using the formulas [103]: 

𝑆𝑆𝑆 e =  𝜎 e × 𝑣the × 𝑁GB, (5.1) 
𝑆𝑆𝑆 h =  𝜎 h × 𝑣thh × 𝑁GB (5.2) 

σe and σh are the electron and hole capture cross-sections of the mid-gap defect (see Chapter 3.1 

for details), and vthe = 2×107 cm/s and vthh = 1.7×107 cm/s are the thermal velocities of electrons 

and holes, respectively. 
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5.2 Comparison of PERT and Heterojunction Cells 

Having established that the a TCAD model for grain boundaries is in reasonable agreement 

with experimental data, a grain boundary is inserted into the models for the two advanced device 

architectures described in Chapter 3.3.2: (a) passivated emitter and rear totally diffused (PERT) 

cell, with an identical junction and front metallization pattern to the Al-BSF cell but local rear 

contacts [145], [147]; (b) a heterojunction device with a front-side gallium phosphide (GaP) 

emitter and identical rear side to the PERT cell [147].  

Figure 5.2 shows simulated device performance as a function of grain size (x-axis) and NGB 

(data series). SRVe and SRVh can be calculated from NGB using Equations (5.1) and (5.2) above. 

However, SRV does not provide insight into the effects of grain boundary charging. Charging 

and injection-level effects are discussed below. 

Simulated efficiencies exceed 20% for both device architectures for grains of about 1 mm 

with  NGB less than 3.3×106 cm-2 (SRVe = 2.2×104 cm/s, SRVh = 5 cm/s). The efficiency vs. grain 

size curve for PERT cells with NGB = 3.3×1010 cm-2 (SRVe = 2.2×106 cm/s, SRVh = 4.8×104 

cm/s). has a slope of 6% (absolute) per decade. Linear extrapolation suggests that centimeter-

sized grains with this grain boundary defect concentration could achieve 20% efficiency. As 

described in Chapter 4.3, Trina Solar reported a world record efficiency of 21.25% for 6” screen-

printed solar cells on mc-Si wafers [58] with a similar cell architecture to the PERT cell 

simulated here. While grain size was not reported for these devices, reports on similar material 

give averages on the order of 1 cm [76]. Smaller-grained materials with lower grain boundary 

defect concentrations may also be viable. Sio et al. showed median SRVe less than 2×104 cm/s 

for a representative set of grain boundaries in a commercial p-type mc-Si ingot in the as-grown 

and processed states. For many of these grain boundaries, SRVe was reduced below 100 cm/s by 

gettering and hydrogenation [160]. Other mc-Si (high-performance p-type, n-type) showed 

similar or lower SRV [161]. Hanwha Q-Cells has reported efficiencies on kerfless wafers grown 

directly from molten silicon of 19.1% [59]. Again, grain sizes were not reported but similar 

material has grain sizes on the order of hundreds of microns [84], [159]. 
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Figure 5.2. Simulated device performance as a function of grain size (x-axis) and NGB (data series) for advanced 

homojunction (PERT) and heterojunction solar cells. Blue star indicates efficiency of world record mc-Si cell 

described in Chapters 4.3 and 4.4. Blue line indicates the highest reported efficiency for wafers grown directly from 

molten Si with presumed grain size. Bottom figures show contour plots of efficiency as a function of grain size (x-

axis) and NGB (y-axis) for each architecture. 
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As with the simulations of cells with dislocations, the simulated heterojunction is more robust 

to grain boundaries with low-to-intermediate values of NGB than the homojunction device. To 

elucidate this difference, recombination is analyzed at the maximum power point in each region 

of the device (Figure 5.3): front contact, emitter, junction, bulk silicon wafer, and rear contact. 

Here, the emitter refers to the n-type region of the PERT cell, including the front surface, and the 

GaP layer in the heterojunction device, including the GaP/Si interface and the GaP front surface. 

The junction refers to the space-charge region, and the bulk silicon wafer includes the quasi-

neutral portion of the base, the back-surface field region, and the passivated part of the rear 

surface. The portion of the rear surface in direct contact with the metal of the rear contact is 

treated separately (“rear contact”). Both the heterojunction and homojunction cells are dominated 

by recombination at the grain boundary in the bulk silicon wafer. The heterojunction has 

significantly less bulk recombination than the PERT cell at moderate impurity concentrations but 

more at high impurity concentrations. 

 

 
Figure 5.3. Simulated recombination in each region of the PERT and heterojunction devices: front contact, emitter 

(n-type portion of the PERT cell, GaP layer of the heterojunction), junction (space-charge) region, bulk Si wafer, 

and rear contact. a) No grain boundary included in the simulation, b) NGB = 3.3×106 cm-2, c) NGB = 3.3×1012 cm-2. 

 

As with cells with dislocations, the difference in the performance of the two devices is 

attributed to their optimized [147] base doping and their injection level rather than to effects of 

the junction itself, as might be expected from earlier work [162]. The doping concentrations and 

excess carrier densities at the maximum power point (MPP) for both devices are shown in Table 
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5.1. Higher injection in the heterojunction device is due to reduced recombination at the front 

surface, in the emitter, and at the front contact as shown in Figure 5.3. 

 
Table 5.1. Optimized [147] doping concentration of base Si wafer and injection level at maximum power point 

(MPP) with NGB = 3.3×106 cm-2 for PERC and heterojunction device. 

 PERT Heterojunction 

Base doping concentration 7×1015 cm-3 6×1014 cm-3 

Injection level at MPP 1011 – 1012 cm-3 1014 cm-3 

 

The lower injection level in the homojunction device leads to greater occupation of the mid-

gap defects at the grain boundary by majority holes (see Figure 4.6). With 100 µm grains and 

NGB = 3.3×106 cm-2, the interface charge density at MPP is about 1000 times greater in the 

homojunction device (1–3 ×106 cm-2 vs. 3–4×103 cm-2 depending on the position within the 

cells). This charging creates a depletion region around the grain boundary that drives electrons to 

the grain boundary, enhancing recombination. The difference in the size of this depletion region 

for the PERT and heterojunction devices is shown for 100 µm grains with NGB = 3.3×106 cm-2 in 

Figure 5.4a,c. 

Higher NGB increases recombination, lowering the injection level and increasing the grain 

boundary charging in the heterojunction device to the level of the homojunction device. The 

depletion region surrounding these heavily decorated grain boundaries is larger in the 

heterojunction device than in the homojunction device due to its lighter doping (Figure 5.4b,d). 

Thus, at high values of NGB, the heterojunction performs worse than the homojunction. These 

effects of injection level and doping concentration show similar trends to earlier work on charged 

grain boundaries in silicon [131], [163], [133], [134], including those that draw contrary 

conclusions because they only consider devices in low-level injection (low-lifetime grains at 

relatively high doping concentrations) with very recombination-active grain boundaries. 
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Figure 5.4. a) Excess carrier density (Δn) of a representative 2-D slice of a PERT (a,b) and heterojunction cell (c,d) 

at the maximum power point with NGB = 3.3×106 cm-2 (a,c) and NGB = 3.3×1012 cm-2 (b,d). Simulated domain is 

from x = 0 to x = 50 µm. x = 50 to x = 100 µm included for clarity in visualizing the depletion region around the 

grain boundary (see Figure 3.8). 
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5.3 Experimental Validation of Grain Boundary Model 

In order to validate the model for the electrical activity of grain boundaries, a wafer was 

obtained from a quasi-monocrystalline Si ingot seeded with six monocrystalline seeds oriented 

with the <110> direction up (growth direction) [164], [165]. The tiling of the seed crystals on the 

bottom of the crucible led to the formation of nine small-angle grain boundaries due to 

dislocation nucleation and pile-up at the seed interfaces. The misorientation and structure of 

these grain boundaries was described in Ref. [164]. This wafer is cut into nine pieces as shown in 

Figure 5.5. Of these nine pieces, five contain only a single grain boundary. These five pieces are 

processed by the Holman Group at Arizona State University into SHJ solar cells, with two cells 

per wafer piece (see Figure 5.5). 

 

 
Figure 5.5. Microwave photoconductance decay image labeled with grain boundary misorientation angle. Red 

indicates areas of low lifetime and blue areas of high lifetime. Lines of red indicate the location of grain boundaries. 

The position and shape of samples cut from this wafer are identified with solid lines and the position of cells 

fabricated on these samples with dashed lines. Samples and cells outlined in black have exactly one grain boundary 

in them and those outlined in grey have more than one. Image adapted from Ref. [164].   
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Before the metallization step in the solar cell process, the injection-dependent lifetime of each 

sample is measured at Arizona State University using quasi-steady-state photoconductance 

measured with a Sinton Instruments WCT-120 [166]. PL imaging is used to map the lifetime and 

excess carrier density in each of the cells, following the process described in Refs. [167]–[169]. 

The PL images are taken with a deep-depletion Si CCD (Princeton Instruments PIXIS) with a 

1024×1024 pixel array, using a zoom lens with a 6 cm field of view (60 µm/px resolution). The 

sample is illuminated with a diode laser with a central wavelength of 808 nm. A 1 mm-thick InP 

wafer is placed in front of the lens to act as a long-pass filter and filter out sub-band gap 

luminescence and reflected light. Since the samples show a characteristic injection dependence 

for lifetime distinct from typical Cz-Si wafers, the sample containing the least recombination-

active grain boundary (central wafer—CC-4—in Figure 5.5)  was used for calibration rather than 

a monocrystalline sample as suggested by Sio et al. [169]. This injection-dependent lifetime 

curve is shown in Figure 5.5. 

 

 
Figure 5.6. Injection-dependent lifetime of sample with least grain boundary recombination (center sample in 

Figure 5.5). 

 

The background lifetime in the simulations is taken to be the lifetime of this sample at the 

simulated injection level at the maximum power point (about 3×1014 cm-3). In order to 

distinguish the electron and hole lifetimes, the injection-dependent lifetime is fit (by Mallory 
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Jensen, MIT) using the method of Murphy et al. [170] to obtain a capture cross-section ratio. For 

this calculation, it is assumed that the injection-dependent lifetime is dominated by a single 

defect at mid-gap. From these calculations a background lifetime of τn = 70 µs and τp = 262.5 µs 

is obtained. 

The effect of the grain boundary on device performance is simulated varying NGB and 

simulating J-V curves. These curves are compared to pseudo-JV curves obtained from Suns-VOC 

measurements (also using a tool from Sinton Instruments) [171], [172] of the experimental 

devices. Suns-VOC pseudo-JV curves are used rather than true J-V curves because the 

metallization on the cells is inconsistent and adding series resistance as a fitting parameter makes 

it possible to fit the curves with too wide a range of NGB. Once a suitable value of NGB is found to 

fit a pseudo-JV curve, the same value of NGB is used to simulate excess carrier density as a 

function of position in the cell at illumination intensities of 0.117 suns and 0.233 suns, 

corresponding to two of the laser powers used for PL images.  

Line scans (perpendicular to the grain boundary) of excess carrier density are then taken from 

the calibrated PL images (see Figure 5.7). These profiles of excess carrier density are averaged 

over the length of the grain boundary, and the result is compared to the simulated excess carrier 

density. The grain boundaries are not perfectly straight, having some variation in their position in 

the direction perpendicular to their primary axis. This variation leads to a broadening of the 

excess carrier density profile as minimum of one line is rarely the minimum of another. To fit 

this broadened profile, the width of the spatial variation is measured in the PL image, and a set of 

eleven simulated profiles with their center points offset up to this width are averaged together 

(see Figure 5.8).  
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Figure 5.7. Calibrated PL images showing excess carrier densities of samples whose excess carrier density profile 

and J-V curves are fitted. Orange lines indicate direction and length of line scans taken for profiles as well as the 

position of the first and last line scans taken. 
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Figure 5.8. Example of simulations averaged to match averaging of the line scans of experimental excess carrier 

density maps. Each simulation is symmetrical, and each color represents a shift in position. The total width at the x-

intercept is the width over which the center of the grain boundary varies. 

 

The results of these fittings are shown in Figure 5.9. The slope of the excess carrier density 

curve in the bottom row of Figure 5.9 shows a bimodal characteristic. The lower slope is 

attributed to an area of lower background lifetime in the cell. The agreement near the minimum 

of this curve and of the ultimate maximum of excess carrier density is taken to indicate a good fit 

to the model. The agreement generally between simulation and experiment for both the excess 

carrier density profiles and the pseudo-JV data indicates that the grain boundary model presented 

in this thesis captures the injection-dependent recombination of grain boundaries in silicon and 

can quantitatively predict the effect of grain boundaries on the performance of silicon solar cells. 
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Figure 5.9. Simulated (black lines) and experimental (colored symbols) excess carrier density profiles across the 

grain boundary in three different samples. The experimental data is sample TL-1 shows a region with much lower 

slope than the simulated data in part of the profile due to a low lifetime region coincidentally located near the grain 

boundary. 
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Figure 5.10. Simulated J-V curves and experimental pseudo J-V curves from Suns-VOC measurements of three 

samples. 
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CHAPTER 

6 
CONCLUSIONS 

The best hope for minimizing the risk of catastrophic climate change is to reduce greenhouse 

gas emissions enough to keep atmospheric carbon dioxide concentrations under about 450 ppm. 

Achieving this goal will likely require manufacturing and installing on the order of ten terawatts 

of PV. PV based on crystalline silicon absorbers offer the most promising route to achieving this 

goal. The risk associated with the availability and cost of key elements of commercial thin-film 

absorbers—tellurium in cadmium telluride and indium in copper (indium, gallium) diselenide—

is high. The history of technology teaches us that a new absorber would likely take ten to fifteen 

years to commercialize. Even if a new technology entered commercial production today, it 

would have to be orders of magnitude cheaper and lower capex than silicon in order to scale to 

ten terawatts in the next fifteen years. To reach climate-driven PV deployment targets with 

crystalline silicon will require either trillions of dollars of government subsidies, trillions of 

dollars in low-interest debt for companies with leverage ratios of about 5:1, or substantial 

reductions in the capex and cost of current crystalline silicon technology combined with 

significant increases in efficiency. Chapter 1 of this thesis set quantitative targets for the 

technology innovations necessary to reach these targets. 

Most of the capex for current technology goes into making the silicon wafer itself. Low-cost, 

low-capex established, early commercial, and lab-scale alternatives to current processes for 

crystallization and wafering exist, but the efficiency of solar cells produced with these methods 

lag behind that of wire-sawn wafers grown by the Czochralski method. The reason for this 

difference in efficiency is largely the presence of structural defects like dislocations and grain 

boundaries in these alternative materials. 

This thesis set out to answer two questions: first, what are the efficiency limits for silicon 

solar cells that contain dislocations and grain boundaries? Second, can the deleterious effects of 

these defects be mitigated through materials engineering and device design? To answer these 
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questions, simulations tools were developed to analyze the performance impacts of these defects 

in advanced solar cell architectures, and these tools were validated through comparison to 

experiment. It is determined that the performance of silicon with dislocations and grain 

boundaries can approach that of Czochralski silicon. This finding derives from the understanding 

that structural defects themselves have a minor impact on efficiency, and it is largely metal 

impurities segregated to these defects that worsen performance. Thus, if the concentration if 

impurities at these defects can be controlled or the defects can be passivated, the presence of 

dislocations and grain boundaries will not limit efficiency. Performance across the parameter 

space including the density and distribution of structural defects as well as the concentration of 

impurities segregated to these defects is mapped for several device architectures. These maps 

indicate that high efficiency can be achieved with realistic values of defect density and impurity 

concentration. Refinements of existing processing knowledge related to crystal growth, gettering, 

and hydrogenation should be sufficient to realize high efficiency on low-cost, low-capex 

substrates. 

However, the results from Chapter 1 indicate that by itself, this process engineering will not 

be enough to achieve the aggressive deployment targets mandated by climate concerns. Wafer 

thickness will likely have to be reduced by an order of magnitude to eliminate a substantial 

portion of the third of capex that goes into the production of polysilicon feedstock. This 

reduction will require either new wire-saw technology or the elimination of wire-sawing. Either 

way, new wafer handling techniques will be necessary. Throughout module production, 

processes either need to be eliminated or have their capex reduced by factors of three to five. 

These reductions will require new processes, like local rather than global applications of heat 

(e.g., laser processing replacing furnaces) or massive increases in the throughput of existing 

processes (e.g., low-pressure diffusion enabling five times more wafers per through tighter 

spacing). Simultaneously, efficiency, particularly at the module level, must be increased beyond 

today’s best commercial modules, while costs come down by a factor of three to four. New 

schemes for all-back-contacted cells and passivated contacts appear to offer routes to achieve 

these efficiencies while larger factories and cheaper equipment can reduce cost and capex. Thin, 

high-efficiency devices are promising for defective materials as well because the smaller volume 

of material and the higher injection levels that come with thinner substrates and better 
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passivation of surfaces and contacts reduce the impact of structural defects (and often point 

defects).  

The engineering challenges to producing PV technology for the terawatt scale are great. 

However, we have the tools to tackle these challenges, and synergies like high-efficiency devices 

that mitigate the presence of defects or low-capex crystallization techniques that can eliminate 

downstream process steps show the confluence of PV research. With sustained innovation, PV is 

on the verge of fulfilling the promise that the enormity of the solar resource can play a 

substantial role in addressing the enormity of the dual challenges of energy poverty and climate 

change.  
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