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Abstract

Hybrid vehicles are designed to operate efficiently using data from within the bounds
of that single vehicle. With limited access to outside information, hybrid control sys-
tems can react to external stimuli but cannot prepare ahead of time, which limits the
overall efficiency. This thesis looks beyond the scope of traditional automotive sys-
tems to increase efficiency and boost performance of hybrid vehicles while decreasing
cost and maximizing drivability.

I cover three main subject areas which are all focused on hybrid vehicle optimiza-
tion: battery pack design for low cost thermal management, energy management of
blended battery packs for weight minimization, and collaborative learning for im-
proved energy management. The outputs of this thesis include insights into the min-
imization of air-cooling costs in battery packs, a better understanding of the blended
battery pack design space, and in-vehicle applications of collaborative learning.

First, I have advanced the understanding of how cell-level properties affect the
overall costs of air-cooling in battery packs and have shown how to minimize those
costs. Through both simulation and analytical studies, I illustrated that cell size
and geometry can be selected to balance the tradeoff between average and delta
temperature constraints. At the intersection of these two constraints, a cell size
can be found that results in the minimum cost of air-cooling for the parameters of
that application. While the simulation results take significant time to compute, the
proposed analytical method can be used to narrow down a design space in a fraction
of the time through direct calculation.

Second, I have shown how blended battery packs can be sized for a given ap-
plication and have identified what applications will benefit most from tribridization.
Using integer programming for a lower bound, a dynamic programming based method
for minimum feasibility, and a peak shaving heuristic as a baseline, I carried out a
large study. In this experiment, I quantified how much room for improvement there
is for a variety of hybrid applications through the pack-level combination of different
energy storage technologies. Based on the results, I extracted rules of thumb for
understanding when blended battery packs can improve over uniform packs.
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Finally, I have demonstrated how collaborative learning can benefit energy man-
agement for hybrid vehicles. I illustrated how the drivability and fuel efficiency of
current micro hybrids suffer from the automatic starting and stopping of the engine
for relatively short idles. By defining a traffic model and comparing that to real-
world datasets, I identified parameters that are most useful in predicting idle time
of vehicles in traffic. Using these predictors in combination with machine learning
classifiers, I quantified the potential for a Smart/Stop system that harnesses collab-
orative learning to improve over current automatic engine start/stop performance.
The result is a system that can significantly increase drivability while maintaining or
even improving upon baseline fuel economy.

Thesis Supervisor: Sanjay E. Sarma
Title: Professor of Mechanical Engineering
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Chapter 1

Introduction

Hybrid vehicles are currently at the forefront of automotive technology. With many

extra degrees of freedom with respect to conventional internal combustion vehicles,

they are simultaneously pushing the bounds of performance for high-end supercars

(e.g. McLaren P1, Ferrari LaFerrari, Porsche 918 Spyder) while stretching a gallon

of gas further than otherwise possible for passenger vehicles (e.g. Toyota Prius, Ford

Fusion Hybrid, Chevy Volt). As fleet fuel economy requirements continue to rise and

emissions regulations are tightened, hybrid and electric vehicles will necessarily be

taken from cutting edge to run-of-the-mill.

With increasing market penetration of hybrid vehicles, they are expanding into

market segments where price and fuel efficiency are paramount over the allure of

being “green.” While the costs of such enabling technologies as lithium-ion batteries

are continuing to decline, they are starting to approach the underlying material costs

[1]. Automotive manufactures must therefore seek out new ways to decrease the

costs of their hybrid components such as finding more efficient energy management

strategies to reduce the necessary amount of material.

It may appear as though most of the low hanging fruit has been harvested in

terms of hybrid vehicle optimization, but I will propose in this thesis that there

are still many opportunities for improvement. I explore three main areas of hybrid

vehicle optimization that touch on battery pack design, energy management, and

collaborative learning.
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Although each area of this thesis is distinct, it follows a natural progression that

starts with the design of the battery pack – the very heart of hybrid and electric

vehicles. Then I will show how the mass of battery packs can be minimized for

certain applications by using blended battery packs – a system that we call the tribrid

electric vehicle. These minimized packs are only possible through the use of energy

management strategies that are enabled by connected vehicle technology. Finally, I

will show that collaborative learning can be leveraged in connected vehicles to further

optimize energy management through the study of a specific application - automatic

engine start/stop systems in micro hybrid vehicles.

In the remainder of this chapter, I will give a brief overview of the new automotive

revolution that has driven the majority of the recent advances in automotive tech-

nology. This includes automotive electrification, connected vehicles, and autonomy

in vehicles. Then, I will highlight the major contributions of this thesis and outline

the overarching structure of the chapters to come.

1.1 A New Automotive Revolution

Since the invention of the automobile in the late 19th century, cars have gone through

several major revolutions as they have evolved into the vehicles we are familiar with

today. They started out as luxury items that only the wealthiest people could afford.

Then, Henry Ford brought the Model T to the masses through the introduction of

the moving assembly line in the early 20th century.

As vehicles increased in popularity throughout the 20th century, automotive man-

ufacturers continued to attract more customers through the addition of luxuries such

as power windows and locks, more powerful headlights, and heated seats that de-

manded larger and larger electrical systems. Despite the fact that hybrid vehicles

were invented very early on (circa 1900), they did not take off due to the relatively

low cost of gasoline and lack of regulations on fuel economy and emissions [2].

With the construction of highways and interstates, high speed collisions brought

on safety regulations that caused a revolution in automotive safety features such as
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seat belts, airbags, and crumple zones. Despite all the changes, many aspects of

automobiles have remained largely the same. The vast majority of vehicles still have

a single internal combustion engine for propulsion, drive on four wheels, are controlled

by a driver using a steering wheel and pedals, and employ control strategies that are

purely reactionary.

Vehicles are likely to change more in the next decade than they have changed over

the entirety of the last century. These changes are being brought on by a combination

of factors. Regulations and public sentiment are driving up fuel efficiency and emis-

sions standards beyond the point where internal combustion alone can keep up. At

the same time, the falling cost and increased abundance of computational resources,

cellular bandwidth, and high resolution sensors that make vehicles more aware of the

environments around them are driving down the costs of active safety systems (e.g.

collision-avoidance and lane-keeping) and semi-autonomous features (e.g. adaptive

cruise control and parking assist). This new automotive revolution is two-fold: the

gradual retirement of the internal combustion engine and the phasing out of the need

for a human driver.

1.1.1 Automotive Electrification

Internal combustion engines have a multitude of features that have maintained their

popularity in the automotive industry since the inception of the car and throughout

the 20th century. The most advantageous of these features are the relatively low cost,

high power density, and high energy density of the fossil fuels that power them [3].

In the 21st century, however, the underlying assumptions of the abundance of fossil

fuels and lack of regulations on carbon emissions and fuel efficiency are becoming

outdated.

When it comes to meeting upcoming fuel efficiency standards while still complying

with emissions regulations, internal combustion engines suffer from a major disadvan-

tage – they are irreversible. An engine can convert chemical energy stored in gasoline

into mechanical work, but it cannot convert mechanical energy into gasoline. This

complicates the recovery of energy that is naturally wasted in a car, of which there are
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four main categories: waste heat, conventional braking, engine idling, and dynamic

operation through inefficient load regions [4]-[5].

Motors, on the other hand, can convert mechanical work to electrical energy and

store it chemically in batteries, so they are inherently bidirectional. Unfortunately,

the batteries that power them are still relatively costly and not as energy or power

dense as gasoline. All these reasons have led automotive manufacturers to turn to hy-

bridization. An electric motor can easily capture energy through regenerative braking

and convert it back into mechanical energy during loading regions where the engine

would be least efficient. With a traction motor that can respond instantly to a torque

command, the engine can be shut off during idling and started up after the vehicle

has begun moving. The strengths of the electric motor address three out of the four

main categories of energy wasted in engines (conventional braking, engine idling, and

inefficient load regions) while still leveraging the high power and energy density of

petroleum. The fourth area, waste heat, can also be recaptured through a variety of

approaches including steam cycles, but this will be the last area to be tapped.

Although hybrid vehicles offer a great solution for improving efficiency with respect

to conventional vehicles, they will not be the end solution due to further regulations

of carbon emissions. Ultimately, it is much easier to power a full electric vehicle off of

low-carbon fuels (e.g. solar and wind) than it is to produce low-carbon fuels that can

be burned through combustion. If the trend continues, the electric systems in hybrid

vehicles will become larger and larger as the costs of batteries decline, giving them

longer all-electric range until EVs ultimately take over entirely. In the meantime,

however, we must continue to advance the field of hybrid vehicle technology.

As price point is one of the main barriers standing in the way of mass adoption

of electrified vehicles, and the high voltage battery makes up a large portion of the

underlying costs [6], automotive manufacturers must continue to seek out new ways

to optimize the designs of these packs. Since battery cells are the largest contributor

to pack cost [7], designers may become fixated on optimizing the cell without fully

considering the impacts that cell will have on the cost of the overall pack. To truly

minimize the pack costs, the cost of the cell must be considered in conjunction with
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the effects of that particular cell choice on the overall pack.

1.1.2 Connected Cars and Vehicle Autonomy

Until recently, vehicles have only been able to acquire the state of their environment

from the sensors on board that vehicle. These sensors give the control systems the

information they use to reliably control a vehicle, but they offer very little insight

about what is coming in the near future. In this way, current vehicles are almost

completely reactionary.

In order to support active safety features such as parking distance, lane-keeping,

and collision-avoidance, automotive manufacturers are fitting high-end vehicles with

sonar and RADAR sensors that extend the perceptive range of vehicles further and

further away from the vehicle itself. These give the vehicle information about what

is coming in the next few seconds and help the driver with simple reactive tasks but

do not reveal anything about what will happen over the next few minutes or hours.

For further safety and traffic flow benefits, research has been carried out on con-

nected vehicle technologies such as vehicle-to-vehicle (V2V) and vehicle-to-infrastructure

(V2I) communications. While they appear to offer great benefits for applications

such as collision-avoidance [8] and vehicle platooning [9], they have not been widely

adopted due to lack of regulation and the inextricable link between adoption and the

utility of the technology.

Vehicle-to-cloud technology (V2C), on the other hand, is being adopted by auto-

motive manufacturers who wish to carry out over-the-air updates, large-scale telem-

atics, and vehicle usage information. This trend is likely to continue as there are

obvious advantages to being able to update firmware in the owner’s garage rather

than instituting a large recall so that a dealer can flash the vehicle software manually.

With the flow of vehicle data onto the cloud comes the question of how else all

of this information might be useful. Aggregation of large datasets enables pattern

recognition and machine learning algorithms that could potentially allow vehicles

to learn and adapt for the purpose of improving energy efficiency, drivability, user

experience, and safety among others. This type of application will require massive
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amounts of data and large investments before the bulk of gains can be realized. To

justify the costs, the potential benefits thereof need to be understood ahead of time.

Even a connected vehicle with complete knowledge about the world around it can

only attempt to predict how a driver will behave, and this can only be done with

some degree of certainty. For example, a human driver may become more aggressive

based on his or her mood (i.e. accelerating through a yellow light instead of slowing

down), and this would be extremely difficult to predict. As semi-autonomous features

become standard, the natural next step is fully autonomous vehicles where the future

can much more easily be predicted because it will be defined by algorithms. Computer

programs will always behave according to the predefined rules they are programmed

to follow, and so predicting them is much more straightforward. Until the time when

all vehicles are fully autonomous, there will still be uncertainty due to the human

element.

1.2 Thesis Contributions

In this thesis, I further the field of hybrid vehicle technology through contributions

in three main areas. These contributions are summarized in the following list:

∙ I have advanced the understanding of how cell-level properties affect the overall

costs of air-cooling in battery packs and how to minimize those costs.

– I define and utilize scalable air-cooled battery packs for the isolation of the

effects of different cell features on thermal management characteristics.

– Through simulation, I show that there is an optimal cell size for a given

battery pack that balances the tradeoff between average temperature and

delta temperature across a pack.

– Through simulation, I show that rounded prismatic cells have an advan-

tage over cylindrical and prismatic cells when it comes to air-cooling cost

minimization.
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– I define and utilize an analytical heat transfer formulation that verifies

the conclusions drawn from simulation and provides a simpler means of

determining the cell size for minimal cost cooling at early stages in hybrid

vehicle design.

∙ I have advanced the understanding of how blended battery packs can be sized for

a given application and what applications will benefit most from tribridization.

– I define and utilize an integer programming method for determining the

lower bound of blended battery pack mass for a given application.

– I define and utilize a dynamic programming-based method for simulta-

neously calculating the minimum mass blended battery pack and control

strategy thereof.

– I carry out an experiment using the two optimization methods in addition

to a peak shaving heuristic to compare the relative masses of the best

blended solution versus the best uniform solution

– Based on the results of the experiment, I extract rules of thumb for deter-

mining if an application can benefit from tribridization.

∙ I have advanced the understanding of how collaborative learning can benefit

energy management for hybrid vehicles.

– I define and utilize a traffic simulation to understand what parameters are

most useful in predicting vehicle idle time.

– I design and utilize a data acquisition system for gathering vehicle idle

data in the real-world.

– I analyze idle data from a large data set, and quantify the effectiveness

and identify problems with stop/start systems in practice.

– I quantify the performance of machine learning techniques on the simulated

and real-world data for the purpose of a Smart/Stop system that increases

drivability while maintaining fuel economy.
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1.3 Thesis Outline

The remainder of this thesis is structured as follows. Chapter 2 provides an overview

of different conventional hybrid and electric vehicle topologies, introduces the tribrid

electric vehicle, and discusses the different blended battery pack topologies that enable

it. Chapter 3 covers battery pack design for the minimization of the cost of air-

cooled thermal management. I show first with simulation and then with an analytical

formulation that these costs can be minimized by selecting the appropriate cell size

for the chosen application. In Chapter 4, I go into depth on how blended battery

packs can be sized without determining a predefined power split strategy, and I use

this method to carry out a large experiment that shows the potential for weight

reduction with respect to uniform battery packs for a variety of applications. At the

end of Chapter 4, I point out that the energy management strategy that minimizes

the size of a blended battery pack is not always practically realizable without future

knowledge of the drive cycle, which highlights the need for predictive algorithms in

hybrid vehicles. In Chapter 5, I quantify the potential benefits of using these types

of predictive algorithms to improve the automatic engine start/stop systems in micro

hybrid vehicles. I show that the drivability can be significantly improved without

sacrificing fuel economy gains. Finally, I conclude this thesis in Chapter 6 with a

discussion of the overall insights of this thesis and the future direction of hybrid

vehicle optimization.
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Chapter 2

From EVs to Hybrids to Tribrids

Before we dig into the specifics of optimizing particular systems within hybrid vehi-

cles, it is important to understand the entire spectrum of vehicle electrification from

conventional vehicles all the way to full electric vehicles. Even modern day internal

combustion vehicles can be considered electrified to a lesser degree.

Since an engine cannot output appreciable torque until it is running at hundreds of

RPM, it also cannot start itself. The latest direct injection engines can sometimes be

made to start themselves but cannot self-start reliably across a wide range of temper-

atures [10]. Because of this, automotive manufacturers have turned to electric starter

motors to get engines going since the late 1800’s. The starter motor supplements

the engine torque enough at low speeds for the engine to continue to turn over on

its own. Although this system is taken for granted now, it is credited with enabling

mass adoption of internal combustion vehicles and represents the most basic form of

vehicle electrification.

Prior to examining the different types of electrified vehicles in further depth, we

will discuss the fundamental element of vehicle electrification that is responsible for

storing energy – the battery pack.
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Figure 2-1: Cell Internal Resistance Model

2.1 Battery Packs

For automotive applications, a single battery cell does not have a high enough power

or energy capacity. This necessitates putting multiple cells into arrays that multiply

the voltage and current capability by the number of cells in series and parallel. To

limit the current to reasonable levels (in order to minimize conductive losses), tractive

automotive electrical systems usually range from between 48-400 VDC depending on

how much power is required [11]. As most automotive cells are around 3 to 4 VDC

nominal, this translates to tens or hundreds of cells in series. How much current (A)

and capacity (kWh) are required at this voltage will determine how many parallel cells

are required. These series and parallel arrays of cells and all the components that

support them are called battery packs. In the following sections, we will introduce the

main components of battery packs. Sizing of uniform battery packs will be covered

in more detail in Chapter 4.

2.1.1 Cells

Battery cells store electrical energy in the form of chemical potential and can be

modeled simply as an ideal voltage source in series with an internal resistance, as

shown in 2-1. Cells come in many different form factors, sizes, and chemistries. Each

one has its own advantages. Because of their relatively high energy density, power
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density, affordability, and improvements in safety, lithium-ion cells have become the

industry standard for all forms of electrified vehicles [12]. Ultra-capacitors are also

becoming more popular for applications where extreme power density and cycle life

is required but energy density is not important.

2.1.2 Modules

Since cells are relatively small, they are usually arranged into modules before being

packaged into the final battery pack enclosure. These modules serve a variety of

purposes. They mechanically secure the cells, provide pathways for coolant flow,

house fusible links, hold bus bars, compress cells when needed, simplify shipping and

assembly, and define the general mechanical architecture of the battery pack.

2.1.3 Cooling System

Lithium-ion cells must be maintained within a certain temperature range in order to

remain efficient and prevent any damage to the cells. As the cell model in Figure

2-1 suggests, the internal resistance of battery cells makes them inherently inefficient,

and so any current flowing through the cell produces heat (𝑖2𝑅𝑖 losses) which must

be removed from the battery pack. The amount of heat generated depends on the

internal resistance of the cell and the current demanded by the application. For some

applications, natural conduction and convection of heat out of the battery pack is

enough to keep the cells within their recommended temperature range. For others,

active cooling systems such as forced air-cooling or liquid cooling must be utilized.

2.1.4 Battery Management

In addition to a usable temperature range, lithium-ion cells must be maintained within

acceptable voltage, current, and power limits [13]. Due to differences in capacity and

internal resistance, the cells within a pack also tend to become unbalanced. Since

the usable energy in a battery pack is limited by the cell with the lowest state-of-

charge (SOC), they must be balanced periodically to ensure that all the available
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energy in the battery pack can be used [14]. The battery management system (BMS)

ensures that all these cell-level constraints are adhered to at all times. As SOC

cannot be measured directly, the BMS also computes an estimated level, usually

based on coulomb counting and the occasional calibration with open circuit voltage

[15]. Additionally, the BMS usually tracks the state-of-health (SOH) of the battery

pack in order to estimate how much life the pack has left. Battery management is an

enormous task, and one of the main challenges in safely utilizing lithium-ion cells.

2.1.5 Bus Bars, Fuses, and Contactors

There are many other components in a battery pack in addition to cells, cooling

systems, and battery management. The list of important items includes bus bars,

fuses, and contactors. Bus bars and wires electrically connect the cells to each other

and must be sized to carry the appropriate level of current. At the very least, a pack

level fuse will be included to prevent damage from a short circuit. When parallel

connections are utilized, fusible links are included to prevent propagation of failure

from an internal cell short circuit. The main pack contactor disconnects the high

voltage contacts of the battery pack from all external loads. This gives the battery

management system the ability to remove the battery pack from the circuit when the

key is turned off or in the event of a fault condition.

2.2 Electric Vehicles

The most electrified, and perhaps the simplest, topology is the full electric vehicle

or the EV. There are many different ways to build an EV, but we will focus on the

simple example of a rear wheel drive configuration with a fixed gear ratio. Figure 2-2

illustrates a simplified block diagram of how this might be laid out in a vehicle. The

only source of energy is the high voltage battery pack, which is usually on the order

of 300-400 VDC and will be located in a protected region of the vehicle.

When the vehicle is running, the high voltage battery pack supplies power to

the motor controller which inverts the DC to three phase AC and delivers it to the
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Figure 2-2: EV Architecture

traction motor according to the torque demanded by the driver. That traction motor

delivers the mechanical torque through fixed gear ratio to a differential that transfers

the torque to the half shafts which turn the wheels. The battery can be recharged

from the electrical grid with an onboard or off-board charger.

The main advantage of an EV is also the main disadvantage – it doesn’t have an

internal combustion engine. This allows it to operate very efficiently and eliminate all

of the systems that go along with an engine (gas tank, exhaust, large coolant system,

etc), but also means that all of the energy must be stored in lithium-ion batteries,

which are on the order of 10 times less energy dense than gasoline. Because of this,

perhaps the largest challenge with EVs is limted range.

2.3 Hybrid Electric Vehicles

The category of hybrid electric vehicles covers a great deal of different topologies.

Hybrids attempt to harness the efficiency gains of higher levels of electrification while

still benefitting from the energy density of gasoline to provide practically unlimited

range. They range from micro hybrids, to mild hybrids, to full hybrids, to plug-in

hybrids. Micro hybrids and mild hybrids will be covered in greater detail in Chapter

5, so we will discuss full and plug-in hybrids in this section.
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Figure 2-3: Parallel HEV Architecture

2.3.1 Full Hybrid Electric Vehicles

Full hybrid electric vehicles (HEVs) are produced in three main types: series, parallel,

and series-parallel [16]. A series hybrid is essentially just an EV with an engine that

is utilized like a generator to charge the batteries while driving. The only connection

between the engine and the wheels is electrical, and the maximum power output to

the wheels is equal to the power output of the traction motor.

A parallel hybrid (pictured in Figure 2-3) couples the engine and traction motor

mechanically through a transmission so that both can simultaneously send power (in

parallel) to the wheels. As with an EV, these traction motors usually use three-phase

electric machines that are controlled using variable frequency inverters.

A series-parallel HEV (e.g. Toyota Prius) allows some combination of series and

parallel modes usually with two different electric machines coupled to the engine

through a planetary gear set or some other flexible arrangement. This is the most

flexible of the full hybrid vehicles, but also the most complicated.

2.3.2 Plug-in Hybrid Electric Vehicles

A plug-hybrid electric vehicle (PHEV) is nearly identical to an HEV with two major

differences: the vehicle can be charged from the grid like an EV, and it usually has

a larger battery pack to accept more charge [17]. An example PHEV topology is
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Figure 2-4: PHEV Architecture

shown in Figure 2-4. Just like an HEV, there are series, parallel, and series-parallel

configurations.

In order to utilize the extra energy available in the battery pack, PHEVs operate

in two different general control modes: charge depletion and charge sustaining modes.

These modes follow directly from the main goal of a PHEV, which is to act like a

pure EV (charge depleting mode) until there is insufficient charge remaining in the

battery to maintain this all-electric mode. At this point, the vehicle switches from

pseudo-EV to a pseudo-HEV and maintains the SOC of the battery at some target

level (charge sustaining mode).

2.4 Tribrid Electric Vehicles

The next leap is to hybridize the vehicle once again (which we call tribridization ),

but this time at the battery pack level. This tribrid electric vehicle (TEV) has two

different energy storage packs (collectively called a blended battery pack) that operate

together to deliver the same output as a normal (uniform) battery pack [18]. The

purpose of tribridization is to harness a baseload with relatively high energy density

and a buffer with relatively high power density to ultimately reduce the overall mass,

size, or cost of the high voltage system. Other benefits can include increased life of

the battery pack and higher system efficiency depending on the cycle. One example
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Figure 2-5: TEV Architecture

Figure 2-6: Passively Connected Blended Battery Pack

of a TEV topology is shown in Figure 2-5. There are even more potential TEV

architectures than there are for HEVs and PHEVs combined. This is due to the many

different topologies of blended battery packs. Although we will not go into great

detail for each, we will outline a several different blended topologies in the section

below.

2.4.1 Blended Battery Packs

The simplest type of blended battery pack is accomplished through a passive parallel

connection, so it requires no power electronics [19]-[20], which means that the power

split between the baseload and buffer is determined only by the impedance mismatch
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Figure 2-7: Blended Battery Pack with Buffer Facing Load

between the two [21]-[23]. A block diagram showing this type of connection is depicted

in Figure 2-6. Linking the DC voltage of the two sources means that very little of the

SOC range of the buffer can be utilized. This topology can also suffer from relatively

high leakage currents when the buffer is an ultracapacitor [24].

The next option for blended battery packs is to decouple the voltages of the

buffer and baseload through the use a single additional power electronic converter as

shown in Figurer 2-7. When the buffer is an ultracapacitor, this topology is known

as ultracapacitor facing load, or UCFL. Placing the baseload behind the DC/DC

converter means that all the energy delivered to or from the baseload is subject to

the efficiency loss from the converter (typically between 94-95% efficient) [24]. On the

other hand the energy traveling to and from the buffer does not suffer any additional

losses. Since the buffer tends to have a less stable SOC, this configuration also

results in a less stable DC bus voltage [25] - [26]. If the bulk of the energy is being

sourced from the baseload, this configuration may not be the best solution in terms

of efficiency.

The third blended battery pack topology is shown in Figure 2-8. Just like the

previous configuration, this topology uses one additional power electronic converter

but places it between the buffer and the load. When a battery is utilized for the

baseload, this is known as battery facing load (BFL). Placing the baseload across the

load stabilizes the DC bus while allowing the voltage (and SOC) of the buffer to vary
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Figure 2-8: Blended Battery Pack with Baseload Facing Load

Figure 2-9: Dual Active Parallel Blended Battery Pack

freely, which translates to better utilization capability [27]-[28]. The disadvantage

here is that the DC/DC converter must be sized to handle the full power of the

buffer, which may be relatively high, and any energy that goes into and then out of

the buffer suffers twice from the efficiency loss thereof [29].

Putting the BFL and UCFL topologies together yields the final and most complex

configuration. This type of blended battery pack is called the dual active parallel

(DAP) topology and is shown in Figure 2-9. Despite offering the greatest flexibility,

as the DC bus voltage can be held at an arbitrary level, this configuration suffers

from the highest converter losses [30] - [31].
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Chapter 3

Battery Pack Design for Low Cost

Thermal Management

In this chapter, I demonstrate how cell-level properties such as size and form factor

have large impacts on the minimum possible cost of pack-level thermal management

for air-cooled battery packs. In order to do this, I first introduce the idea of a

scalable air-cooled battery packs where cell size and geometry can be manipulated

while keeping other important attributes constant (like module energy density and

outer dimensions). This allows for a range of cell sizes and shapes to be compared

fairly in terms of cost of thermal management.

I present several simulation studies using scalable battery packs that highlight the

tradeoff between the average and delta temperature constraints. For each of three

different form factors, I show that there is a cell size that minimizes the cost of air-

cooling. Next, I define an analytical (as opposed to numerical) heat transfer model

based on tube bank theory that allows for the quick calculation of pack-level thermal

management properties for scalable battery packs. Finally, I use this analytical model

to confirm and validate the simulation results for cylindrical cells. This analytical

model provides a much faster and scalable method than simulation for early battery

pack design studies.
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3.1 Thermal Management in Air-Cooled Battery Packs

When designing automotive battery packs, cells are selected based on a plethora

of factors including, among others, energy density, power density, cycle life, and

extreme temperature performance [40] - [44]. Capacity is chosen based on pack level

requirements including peak C rate, vehicle range for electric operation (and the

resulting required capacity), battery-life concerns, etc [45] - [48]. In packs that are

sufficiently small (e.g. hybrids), the cell capacity may simply be chosen as the pack

capacity, which results in a single string of series cells, which is known as a 1P pack

(for one parallel). The number of series cells is indicated in a similar manner with an

S, so a pack with 72 cells in series and 1 in parallel would be a 72S1P pack.

Cell selection must occur early on in the design process when the design of the

enclosure that will contain and cool the cells is far from finalized, if started at all.

Because of this, it is difficult to predict the pack-level implications of one cell over

another. For all these reasons, the actual physical size of the cells is more likely to

be a constraint than a variable in the battery pack design process.

When packs become sufficiently large (e.g. EVs), a new degree of freedom emerges.

The question becomes whether it is better to choose larger form factor cells (fewer

parallel cells) or to connect many smaller cells in parallel. At a glance, it may seem

obvious that given the option, the number of cells should be minimized for simplic-

ity’s sake. The true answer, unfortunately, is not so simple. In reality, choosing a

1P over a 2P or 3P architecture can have far-reaching effects on pack level costs, in-

cluding material costs, such as cell interconnects; fusing; crimp connections; thermal

management hardware (fans, pumps, blowers); and manufacturing costs such as tab

welding, assembly costs, and so on [1], [49].

While the overall pack cost function is composed of numerous variables, many of

which are functions of cell size, this chapter seeks to isolate the effects of cell size, cell

geometry, inlet turbulence, and cell alignment on pack level thermal management.

Furthermore, the study is limited to air-cooled packs because of the stark differences

between liquid and air-cooled battery packs, and so each deserves special attention.
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3.2 Scalable Air-Cooled Battery Packs

3.2.1 Types of Lithium-ion Cells

Lithium-ion cells come in all different geometries and sizes. Many factors contribute

to the decision of what battery cell geometry will best serve an application. For

applications with small numbers of cells in a tightly constrained space, the most

suitable geometry is one that efficiently fills the available space envelope. For example,

cylindrical cells fit well into a cylindrical flashlight casing, and a flat polymer cell is

perfect for a low profile cell phone. In large packs, on the other hand, packing

efficiency becomes less of a differentiating factor [50] - [52], and other factors must

be considered. Due to economies of scale, some geometries/sizes are available more

cheaply than others, especially for relatively low volume players (Tesla Motors early

on) [40]. Additionally, some cell geometries (such as pouch cells) require external

compression to prevent excessive deformation over life [53]. In the case of air-cooled

battery packs, the relative performance of different cell shapes is not well understood.

To compound the problem, each cell geometry is available in many different capacities,

and selecting the best size is difficult [54].

3.2.2 Scalable Cylindrical Battery Packs

Before any analysis can take place, a scalable pack topology must be defined that

allows for a fair comparison between different cell sizes for a given battery module.

Here we will examine cylindrical cells in square packs (Figure 3-1), although the

process is extensible to other geometries.

This scalable geometry attempts to hold important design constraints constant

while primarily varying cell size and module energy density. Cell energy densities,

module dimensions, total cell volume, cell height, and total heat generation are held

constant, while the number of cells is varied (and along with it, the diameter of the

cells). This assumes that the volume of cell casing materials is small with respect to

active materials.
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Figure 3-1: Scalable Module of Cylindrical Cells (Top View)

As input parameters, the model accepts cell energy density (𝜀𝑐𝑒𝑙𝑙), total module

energy (𝐸𝑚𝑜𝑑), cell height (𝐻), total heat output (�̇�𝑡𝑜𝑡), and outer gap (𝐺𝑜𝑢𝑡). The

variables of concern are number of cells per side (𝑛) and desired module energy density

(𝜀𝑚𝑜𝑑).

With these inputs defined, the important derived parameters are as follows. The

volume of the module (𝑉 ) can be found based on the total module energy and module

energy density.

𝑉 =
𝐸𝑚𝑜𝑑

𝜀𝑚𝑜𝑑

(3.1)

Since the module is square, the side length (𝐿) is
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𝐿 =

√︂
𝑉

𝐻
=

√︂
𝐸𝑚𝑜𝑑

𝐻𝜀𝑚𝑜𝑑

(3.2)

Similarly, the total cell cross-sectional area (𝐴𝑡𝑜𝑡) is

𝐴𝑡𝑜𝑡 =
𝐸𝑚𝑜𝑑

𝐻𝜀𝑐𝑒𝑙𝑙
(3.3)

and the area of a single cell (𝐴𝑐𝑒𝑙𝑙) becomes

𝐴𝑐𝑒𝑙𝑙 =
𝐴𝑡𝑜𝑡

𝑛2
=

𝐸𝑚𝑜𝑑

𝑛2𝐻𝜀𝑐𝑒𝑙𝑙
(3.4)

which yields the cell diameter (𝐷)

𝐷 =

√︂
4𝐴𝑐𝑒𝑙𝑙

𝜋
= 2

√︂
𝐸𝑚𝑜𝑑

𝜋𝑛2𝐻𝜀𝑐𝑒𝑙𝑙
(3.5)

The spaces between centers (𝑆𝑇 ) and (𝑆𝐿) are then

𝑆𝑇 = 𝑆𝐿 =
𝐿−𝐷

𝑛− 1
(3.6)

and the block side (𝐵𝑠𝑖𝑑𝑒) and block height (𝐵ℎ𝑒𝑖𝑔ℎ𝑡) are

𝐵𝑠𝑖𝑑𝑒 = 𝐿 + 2𝐺𝑜𝑢𝑡 (3.7)

𝐵ℎ𝑒𝑖𝑔ℎ𝑡 = 𝐻 + 2𝐺𝑜𝑢𝑡 (3.8)

and finally, the heat output of a single cell (�̇�𝑐𝑒𝑙𝑙) is

�̇�𝑐𝑒𝑙𝑙 =
�̇�𝑡𝑜𝑡

𝑛2
(3.9)

With these parameters known, the pack geometry is defined and can be scaled to

any 𝑛-by-𝑛 array of cells.
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Figure 3-2: Scalable Module of Prismatic Cells (Top View)

3.2.3 Scalable Rectangular Battery Packs

To better understand how these different geometries affect the overall, pack-level

thermal management properties, a scalable battery module from 3.2.2 is extended

to other popular geometries. In order to best compare the modules containing dif-

ferent shaped cells, cross-sectional area for each cell in a given 𝑛-by-𝑛 arrangement

is held constant. Gap spacing is recalculated to maintain the same module-level

energy density. While an 𝑛-by-𝑛 arrangment of cylindrical cells results in a square

pack, prismatic and rounded prismatic cells yield a rectangular pack, and this further

complicates the calculations.

As input parameters, the model accepts cell energy density (𝜀𝑐𝑒𝑙𝑙), total module
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Figure 3-3: Scalable Module of Rounded Prismatic Cells (Top View)

energy (𝐸𝑚𝑜𝑑), cell height (𝐻), total heat output (�̇�𝑡𝑜𝑡), and outer gap (𝐺𝑜𝑢𝑡). The

variables of concern are number of cells per side (𝑛) and desired module energy density

(𝜀𝑚𝑜𝑑).

The rounded prismatic cell geometry shown in Figure 3-3 is essentially a cylindrical

cell that is elongated along the longitudinal axis. In order to elongate the cell while

maintaining the overall volume and height of the cell, the cell must shrink along

the transverse axis. If we assume the cell has been elongated by some fraction (or

multiplier 𝛼) of the new diameter, then the rounded prismatic area is

𝐴𝑅𝑃 = 𝛼𝐷𝑅𝑃
2 +

𝜋𝐷𝑅𝑃
2

4
(3.10)
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Since we require that 𝐴𝑅𝑃 = 𝐴𝐶𝑌 [54]

𝐴𝑐𝑒𝑙𝑙 =
𝐸𝑚𝑜𝑑

𝑛2𝐻𝜀𝑐𝑒𝑙𝑙
= 𝐷𝑅𝑃

2(𝛼 +
𝜋

4
); (3.11)

𝑠𝑜 𝐷𝑅𝑃 =

√︃
𝐸𝑚𝑜𝑑

𝑛2𝐻𝜀𝑐𝑒𝑙𝑙(𝛼 + 𝜋
4
)
. (3.12)

Knowing that the volume target is

𝑉 =
𝐸𝑚𝑜𝑑

𝜀𝑚𝑜𝑑

= 𝐻(𝐷𝑅𝑃 + (𝑛− 1)𝑆𝑇 )(𝐷𝑅𝑃 + (𝑛− 1)𝑆𝐿) (3.13)

and the longitudinal spacing is

𝑆𝐿 = 𝑆𝑇 + 𝛼𝐷𝑅𝑃 (3.14)

we can expand the expression of volume and solve for the space between the cells

using a simple quadratic formula while taking the positive root.

𝑆𝑇 =
−𝑏 +

√
𝑏2 − 4𝑎𝑐

2𝑎
;𝑤ℎ𝑒𝑟𝑒 𝑎 = 𝐻(𝑛− 1)2;

𝑏 = 𝐻(𝐷𝑅𝑃 (2 + 𝛼)(𝑛− 1) + 𝛼𝐷𝑅𝑃 (𝑛− 1)2) (3.15)

𝑎𝑛𝑑 𝑐 = 𝐻(𝐷𝑅𝑃
2(1 + 𝛼𝑛)) − 𝐸𝑚𝑜𝑑

𝜀𝑚𝑜𝑑

In order to extend this general pack geometry to prismatic cells (Figure 3-2), the

width can be assumed to be equal to the diameter of the rounded prismatic cell

𝑤 = 𝐷𝑅𝑃 (3.16)

By maintaining that the cross-sectional areas are all equal

𝐴𝐶𝑌 = 𝐴𝑅𝑃 = 𝐴𝑃𝑅 =
𝐸𝑚𝑜𝑑

(𝑛𝐻𝜀𝑐𝑒𝑙𝑙)
(3.17)

we can find the length of the prismatic cell by division
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𝑙 =
𝐴𝑃𝑅

𝑤
=

√︃
𝐸𝑚𝑜𝑑(𝛼 + 𝜋

4
)

𝑛2𝐻𝜀𝑐𝑒𝑙𝑙
(3.18)

In both cases, the spacing between cells is the same. With these parameters

known, the pack geometry is fully defined and can be scaled to any 𝑛-by-𝑛 array of

cells.

3.2.4 Cost Modeling

To assign some dollar cost of a fan with a particular airflow and pressure capability, we

compiled prices from an online retailer (Digikey.com) and plotted them versus airflow

and static pressure as shown in Figure 3-4. A planar function shows a relatively good

fit and achieves an R-squared value of 0.68 in this case. Using this plane defined by

the normal vector (-0.019, -0.169, 0.985) through the origin, we can take airflow and

pressure as inputs and calculate an estimated dollar cost. Although the actual costs

will change over time, this function can always be updated. This best fit plane yields

an objective function defined by

𝐶 =
0.019�̇� + 0.169∆𝑃

0.985
, (3.19)

where 𝐶 is [$], �̇� is [𝐶𝐹𝑀 ] and ∆𝑃 is [𝑃𝑎].

In Figure 3-4, the contour lines represent the planar function, and the dots show

the individual fan data points used to generate that planar function. This represents

a more accurate cost estimation of blowers at low volumes than high volumes but

should provide a reasonable metric for relative comparisons in this study. Without

this combined metric, it would be difficult to differentiate between subtle discrepancies

in required airflow and resulting pressure drop [55].
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Figure 3-4: Fan Price vs. Static Pressure and CFM (Data and Planar Fit Contours)

3.3 Effects of Cell Size in Cylindrical Battery Packs

3.3.1 Design Constraints

To find the necessary airflow and resulting pressure drop for each pack geometry,

we developed a COMSOL Multiphysics 4.4 model. The model uses the geometric

equations derived above to form a scalable battery pack. Just as above, the model

takes cell energy density, module dimensions, total cell volume, cell height, and total

heat generation as inputs, while the number of cells per side (𝑛) and module energy

density (𝜀𝑚𝑜𝑑) can be varied. Ambient air is forced through the front face of the

pack with a specified inlet turbulent intensity (defined as the root-mean-square of the

turbulent velocity fluctuations divided by the mean velocity) and exits though the

back face (cylinders in cross flow). The side walls are taken to be thermal insulators

with wall boundary conditions.

The three most important features from a thermal management standpoint are the

average temperature (𝑇 ), delta temperature (∆𝑇 ), and pressure drop (∆𝑃 ). Average
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temperature is one of the largest factors in rate of pack degradation, and excessive

delta temperatures lead to ununiform aging of the pack. Since the pack capacity is

limited by the weakest cell, large temperature gradients will lead to premature end-of-

life. In order to keep the cells cool, we flow air across the pack at a sufficient volumetric

flow rate, for which we must necessarily develop a pressure drop. We compute the

average temperature by summing the temperature of each cell and dividing by the

total number of cells

𝑇 =
1

𝑛2

𝑛2∑︁
𝑖=1

𝑇 𝑐𝑒𝑙𝑙𝑖 . (3.20)

We find the delta temperature of the pack by subtracting the minimum cell tem-

perature from the maximum cell temperature

∆𝑇 = 𝑚𝑎𝑥(𝑇𝑐𝑒𝑙𝑙) −𝑚𝑖𝑛(𝑇𝑐𝑒𝑙𝑙). (3.21)

The pressure drop of the pack is taken to be the average pressure at the front face

of the pack minus the average pressure at the back face of the pack

∆𝑃 = 𝑃 𝑓𝑟𝑜𝑛𝑡 − 𝑃 𝑏𝑎𝑐𝑘. (3.22)

To illustrate the process, a we selected a maximum allowable average temperature

of 40∘𝐶 and ∆𝑇 of 5∘𝐶 since these values are commonly used in industry. Inlet

air temperature was 27∘𝐶, and the inlet turbulent intensity was set to 0.1. For

each flow rate in a range of inlet volumetric airflows from 20 to 300 cubic feet per

minute (CFM), the resulting temperatures of the cells and the pressure drop from

the front to the back were evaluated with the COMSOL model. The maximum of

the two resulting flow rates (one for 𝑇 and one for ∆𝑇 ) is taken as the requirement

(𝑚𝑖𝑛(𝐶𝐹𝑀) 𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡 𝑇 ≤ 40∘𝐶 𝑎𝑛𝑑∆𝑇 ≤ 5∘𝐶), and the resulting pressure drop

is interpolated from the pressure plot. With the required airflow and pressure drop

defined, the cost of the fan can be estimated using the fan cost function.
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Table 3.1: COMSOL Model Dimensions in Millimeters

n D ST, 𝜀𝑚𝑜𝑑 = 278 ST, 𝜀𝑚𝑜𝑑 = 306 ST, 𝜀𝑚𝑜𝑑 = 333

2 56.6 74.4 68.2 63.1
3 37.7 46.6 43.6 41.0
4 28.3 34.2 32.2 30.5
5 22.6 27.1 25.5 24.3
6 18.9 22.4 21.2 20.2
7 16.2 19.1 18.1 17.2
8 14.1 16.7 15.8 15.1

3.3.2 Input Parameters

In this analysis, the model input parameters are cell energy density 𝜀𝑐𝑒𝑙𝑙 = 474 𝑊ℎ/𝐿,

total module energy 𝐸𝑚𝑜𝑑 = 309 𝑊ℎ, cell height 𝐻 = 64.8 𝑚𝑚, total heat out-

put �̇�𝑡𝑜𝑡 = 42 𝑊 , and outer gap 𝐺𝑜𝑢𝑡 = 9.8 𝑚𝑚. The ranges of variables are

number of cells per side 𝑛 = [2 : 8] and desired module energy density 𝜀𝑚𝑜𝑑 =

[278, 306, 333] 𝑊ℎ/𝐿. These numbers were chosen to be within the practical limita-

tions of current technology. The cell diameters and spaces between centers for each

of the simulated configurations are shown in Table 3.1.

3.3.3 Cylindrical Simulation Results

Some representative samples of the COMSOL simulation outputs are shown in Fig-

ures 3-5 through 3-10. Each of these figures shows the lesser of the three simulated

module energy densities (𝜀𝑚𝑜𝑑 = 278 𝑊ℎ/𝐿). On each of the temperature plots, the

critical flow rates at which the average and delta temperature constraints are met are

highlighted with dotted vertical lines (black for ∆𝑇 and cyan for 𝑇 ). The higher of

the two critical flow rates becomes the driving constraint and is represented on the

pressure plot as a dotted vertical line.

Figure 3-5 portrays the cell temperatures verses flow rate for the 2x2 array (𝐴𝑐𝑒𝑙𝑙 =

2520 𝑚𝑚2 which corresponds to a relatively large diameter of about 56 𝑚𝑚 and 4

cells total). As expected, the maximum, minimum, and average temperatures of the
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Figure 3-5: Temp vs. CFM for n=2 (𝐴𝑐𝑒𝑙𝑙 = 2520 𝑚𝑚2, 𝜀𝑚𝑜𝑑 = 278 𝑊ℎ
𝐿

)

Figure 3-6: Pressure vs. CFM for n=2 (𝐴𝑐𝑒𝑙𝑙 = 2520 𝑚𝑚2, 𝜀𝑚𝑜𝑑 = 278 𝑊ℎ
𝐿

)

cells decrease as the flow rate is increased, but cooling is diminished as the surface

temperature approaches the ambient air temperature of 27∘𝐶. It is also important to
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note that the spread between the maximum and minimum temperatures is decreasing

as the flow rate increases.

In this example, the flow rate required to maintain an average temperature of

less than 40∘𝐶 is higher than the flow rate required to maintain a ∆𝑇 of less than

5∘𝐶. Therefore, the minimum flow rate that satisfies the constraints is driven by the

average temperature requirement. As shown in Figure 3-6, the pressure drop across

the pack increases with flow rate. Using the higher constraint, the required pressure

is shown to be about 200 𝑃𝑎 in Figure 3-6.

Increasing the number of cells to a 5x5 array (𝐴𝑐𝑒𝑙𝑙 = 403 𝑚𝑚2 which is roughly

22 𝑚𝑚 in diameter and 25 cells total) but holding all other parameters constant yields

some interesting changes to the temperature verses flow rate curves as illustrated in

Figure 3-7. As compared to the 2x2 array, the temperatures drop substantially for any

given flow rate. The result is that the required CFM for both constraints decreases

significantly. At this point, the airflow required to satisfy the ∆𝑇 requirement is only

slightly less than the airflow for the average temperature requirement, but the average

temperature requirement still defines the required flow rate.

Contrary to the change in the temperature curve, the pressure drop for a given

flow rate increases to about double that of the 2x2 array (from a pressure of less

than 900 𝑃𝑎 to almost 1800 𝑃𝑎) as illustrated in Figure 3-8. Despite this, the lower

required flow rate more than compensates for the general pressure increase as the

pressure drop corresponding to the critical flow rate decreases by about sixty percent

to approximately 80 𝑃𝑎.

Further increasing the number of cells to an 8x8 array (𝐴𝑐𝑒𝑙𝑙 = 158 𝑚𝑚2 which

is a diameter of about 14 𝑚𝑚 and 64 cells total) continues to decrease the average

temperature of the pack for each flow rate but causes an increase in ∆𝑇 as shown

by the wide spread of the temperature curves in Figure 3-9. This causes the ∆𝑇

constraint to overtake the average temperature constraint as the driving flow rate

requirement. The flow rate at which the average temperature constraint is satisfied

may have decreased with respect to the 5x5 array, but because it is no longer driving,

this has no effect on the required airflow.
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Figure 3-7: Temp vs. CFM for n=5 (𝐴𝑐𝑒𝑙𝑙 = 403 𝑚𝑚2, 𝜀𝑚𝑜𝑑 = 278 𝑊ℎ
𝐿

)

Figure 3-8: Pressure vs. CFM for n=5 (𝐴𝑐𝑒𝑙𝑙 = 403 𝑚𝑚2, 𝜀𝑚𝑜𝑑 = 278 𝑊ℎ
𝐿

)

From Figure 3-10, it becomes clear that the pressure drop has increased slightly

as compared to the 5x5 array. This small increase, in combination with the increased
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Figure 3-9: Temp vs. CFM for n=8 (𝐴𝑐𝑒𝑙𝑙 = 158 𝑚𝑚2, 𝜀𝑚𝑜𝑑 = 278 𝑊ℎ
𝐿

)

Figure 3-10: Pressure vs. CFM for n=8 (𝐴𝑐𝑒𝑙𝑙 = 158 𝑚𝑚2, 𝜀𝑚𝑜𝑑 = 278 𝑊ℎ
𝐿

)

flow rate requirement due to the ∆𝑇 constraint, causes a large increase in required

pressure over the 5x5 array. This transition between the two constraints highlights
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how they are competing and suggests that some balance must be struck between

them.

3.3.4 Overall Cylindrical Results

To reveal the bigger picture, a plot of airflow and pressure drop verses cell cross-

sectional area is shown in Figure 3-11. This plot includes every array size from n=2

to n=8 for 𝜀𝑚𝑜𝑑 = 278 𝑊ℎ
𝐿

and illustrates the formation of a clear minimum. This

valley can be attributed to the two competing constraints; average temperature

and ∆T. As the size of the cells decreases, the surface area to volume ratio increases,

and the average heat transfer improves. This is captured in the right side of the plot

as both the required airflow and pressure drop decrease as cell cross-sectional area

decreases. The downward trend continues until the ∆𝑇 spikes for the smaller cells (as

it did in Figure 3-9). The minimum for both the airflow and resulting pressure drop

curves occurs at the critical point where the airflow required for average temperature

is approximately equal to the airflow required for ∆𝑇 .

By evaluating each solution using the cost model described previously, a relative

dollar amount can be assigned to each cell size as depicted in Figure 3-12. This

plot accounts for both the flow rate and pressure drop, but since both curves have a

similar shape and fan cost is more sensitive to pressure capability, the shape closely

resembles the pressure drop curve. This said, it is interesting to see that the minimum

cost blower is possible when a cell between an 18650 and a 26650 is selected. While

the magnitude of the fan cost for both the 18650 and 26650 are similar in this case,

the slope of the cost curve is much more drastic for the smaller cells than the larger

cells.

Increasing the module energy density to 𝜀𝑚𝑜𝑑 = 306 𝑊ℎ
𝐿

significantly increases the

resulting pressure drop as shown in Figure 3-13. This is intuitive since increasing the

module energy density decreases the gaps between the cells. The increase in pressure

is especially pronounced for the smaller cells. The necessary airflow increases for the

smaller cells and decreases for the larger cells. Both airflow and pressure drop still

have clear minimums, but they have shifted slightly toward the right (as compared
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Figure 3-11: CFM and Pressure vs. Cell Cross-sectional Area, 𝜀𝑚𝑜𝑑 = 278 𝑊ℎ
𝐿

Figure 3-12: Fan Cost vs. Cell Cross-sectional Area, 𝜀𝑚𝑜𝑑 = 278 𝑊ℎ
𝐿

to the lower energy density packs).

As shown in Figure 3-14, estimated fan cost for the 306 𝑊ℎ
𝐿

pack has increased
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Figure 3-13: CFM and Pressure vs. Cell Cross-sectional Area, 𝜀𝑚𝑜𝑑 = 306 𝑊ℎ
𝐿

Figure 3-14: Fan Cost vs. Cell Cross-sectional Area, 𝜀𝑚𝑜𝑑 = 306 𝑊ℎ
𝐿

across the board. The minimum cost fan now occurs for cells slightly larger than the

26650 form factor. Selecting an 18650 over a 26650 would increase the cost of the
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Figure 3-15: CFM and Pressure vs. Cell Cross-sectional Area, 𝜀𝑚𝑜𝑑 = 333 𝑊ℎ
𝐿

Figure 3-16: Fan Cost vs. Cell Cross-sectional Area, 𝜀𝑚𝑜𝑑 = 333 𝑊ℎ
𝐿

blower by more than 50%. The fan cost for cells smaller than 500 𝑚𝑚2 is even more

sensitive to changes than in the lower energy density pack.
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For the highest energy density packs (𝜀𝑚𝑜𝑑 = 333 𝑊ℎ
𝐿

), the required pressure

increases even further over the 306 𝑊ℎ
𝐿

pack as illustrated in Figure 3-15. Once

again, this makes sense because the cells are being squeezed closer together. This

also causes a decrease in the required inlet volumetric airflow, since air going through

smaller gaps accelerates faster and causes more effective convection. The minimums

are still present, and have only shifted slightly with respect to the middle energy

density packs.

The estimated fan cost curve once again increases across the board as shown in

Figure 3-16, although the increase is less pronounced. The added cost of selecting

an 18650 over a 26650 has now jumped to over double. Since the slope of the fan

cost curve is even steeper, the cost sensitivity has become even greater for the smaller

cells. A few millimeter change in diameter for smaller cells can cause double digit

percent changes to fan cost.

3.3.5 Cylindrical Cell Sizing Conclusions

When this process is repeated for each pack from a 2x2 to an 8x8, several patterns

become clear. Naturally, increasing flow rate decreases the average and delta temper-

ature of the cells. At the same time, the pressure drop increases as flow rate increases.

For larger cells, average temperature is the limiting factor and requires more airflow

as shown in Figures 3-5 and 3-6. For small cells, ∆𝑇 is the limiting constraint as

Figures 3-9 and 3-10 illustrate. The result is a cost function with a clear minimum

at the cell size where the two constraints intersect.

As module energy density is increased, the pressure drop required for a given

airflow also increases. The change in the airflow based on energy density depends on

the cell size, but regardless, the increase in necessary pressure drop causes the cost

of the fan to increase with module energy density. For instance, while only one cell

size results in a cost of $20 when 𝜀𝑚𝑜𝑑 = 306 𝑊ℎ
𝐿

, a whole range of cells yield costs of

less than $20 when module energy density is reduced to 278 𝑊ℎ
𝐿

.

This suggests that for air-cooled packs, cell size should be carefully considered as

a driving factor in cooling cost. Utilizing a non-optimal cell size can easily double the
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cost of the blower for a given energy density. This cost is particularly sensitive with

small cells. While both the 18650 and 26650 cell sizes yield similar fan costs when

𝜀𝑚𝑜𝑑 = 278 𝑊ℎ
𝐿

, the sensitivity to change is much higher for the 18650, and thus a

26650 would be preferable.

Every battery pack is unique, and the optimal cell size for minimizing the cost

of thermal management will depend heavily on the particular parameters of that

battery pack. While there is no single battery size that will minimize the cost of

cooling in every pack, these results show that there is a cell size that will minimize

the cost of cooling for that particular battery pack. Considering the effects of cell

size on thermal management early on in the design process can help to cut costs and

maximize attainable energy density.

3.4 Effects of Geometry in Air-Cooled Battery Packs

3.4.1 Design Constraints

Based on the parameters above, models were created, and forced convection was sim-

ulated for each scenario with an inlet at the front of the module and an outlet at

the back (cells in cross flow) [56]. A target average cell temperature (𝑇 ) of 40∘𝐶 and

∆𝑇 (where ∆𝑇 = 𝑚𝑎𝑥(𝑇𝑐𝑒𝑙𝑙)−𝑚𝑖𝑛(𝑇𝑐𝑒𝑙𝑙)) of under 5∘𝐶 were selected as constraints.

These values depend on the requirements of the particular application and cell chem-

istry [57] but were selected to be values typically used in industry. Inlet air temp

was chosen to be 27∘𝐶. For each flow rate in a range of inlet volumetric airflows,

the resulting temperatures of the cells and the pressure drop from the front to the

back were evaluated using COMSOL with LiveLink for MATLAB, a multiphysics

FEA simulation software package scripted through MATLAB. Relative fan cost was

estimated using a planar fit based on CFM and pressure requirements as discussed in

Section 3.2.4 [54].
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3.4.2 Input Parameters

For this analysis, the model input parameters are cell energy density 𝜀𝑐𝑒𝑙𝑙 = 474 [𝑊ℎ
𝐿

],

total module energy 𝐸𝑚𝑜𝑑 = 309 𝑊ℎ, cell height 𝐻 = 64.8 𝑚𝑚, total heat output

�̇�𝑡𝑜𝑡 = 42 𝑊 , 𝛼 = 0.96, and outer gap 𝐺𝑜𝑢𝑡 = 9.8 𝑚𝑚. The ranges of variables

are number of cells per side 𝑛 = [2 : 8] and desired module energy density 𝜀𝑚𝑜𝑑 =

[278, 333] [𝑊ℎ
𝐿

].

3.4.3 Geometry Simulation Results

Figures 3-17 through 3-28 show simulation results for each cell geometry. Every

geometry has a set of four figures that show the behavior of ∆𝑇 , average temperature,

pressure drop, and required airflow with respect to the cross-sectional area of that

cell shape. Contour plots are used for the temperature and pressure plots to display

a large number of simulations in each plot. They also highlight large differences in

performance between large cells and small cells for each geometry. The ∆𝑇 ≤ 5∘

and 𝑇 ≤ 40∘ constraints are overlaid as contours on the plots. Every flow rate

above both constraint contours is acceptable for the corresponding cross-sectional

area. The required flow rate is the minimum without violating either constraint

(𝑚𝑖𝑛(𝐶𝐹𝑀) 𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡 𝑇 ≤ 40∘𝐶 𝑎𝑛𝑑 ∆𝑇 ≤ 5∘∆𝐶).

Cylindrical Cell Contour Plots

Figure 3-17 shows ∆𝑇 as a function of airflow and cell cross-sectional area for the full

range of cylindrical cells in this study. As with each of the other ∆𝑇 plots, there is

a hot spot at the bottom left corner. This corresponds to smaller cells at the lowest

flow rates and, at over 22∘𝐶, also represents the highest ∆𝑇 out of all the geometries.

Although it is roughly half the temperature, there is another hot spot at the bottom

right corner, which corresponds to the larger cells.

The contour plot of average temperature verses cell cross-sectional area and flow

rate for cylindrical cells is shown in Figure 3-18. The hottest average temperature is

immediately evident in the bottom right corner of the plot, which represents larger
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Figure 3-17: Delta Temperature [C] Contour Plot for Cylindrical Cells

Figure 3-18: Average Temperature [C] Contour Plot for Cylindrical Cells
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Figure 3-19: Pressure Drop [Pa] Contour Plot for Cylindrical Cells

Figure 3-20: CFM and Pressure vs. Cell Cross-sectional Area for Cylindrical Cells
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cells at low flow rates. The average temperature slopes down as cell cross-sectional

area is reduced and as flow rate is increased. At over 90∘𝐶, the large cylindrical cells

yield the highest average temperature in the study.

Figure 3-19 shows the contour plot of pressure drop verses cell size and airflow

rate. The maximum pressure occurs for the smallest cells at the highest flow rates.

This pressure decreases as cell cross-sectional area increases and flow rates drop. This

represents the opposite trend as the plot of average temperature. At over 300 𝑃𝑎, the

cylindrical cells have the lowest peak pressure drop out of all the geometries. As with

each of the pressure plots, both the ∆𝑇 ≤ 5∘ and 𝑇 ≤ 40∘ constraints are overlaid on

top to illustrate how the final pressure curve is derived.

The final plot devoted to the cylindrical cells isolates the required airflow and

resulting pressure drop verses cell size and is shown in Figure 3-20. The airflow curve

(in blue) represents the minimum airflow where both constraints are satisfied. The

cylindrical cells require the highest airflow in the study. The pressure drop curve (in

green) depicts the pressure that must be developed across the pack to achieve the

required airflow. Despite having the lowest pressure drop for a given airflow and cell

size, the relatively high required airflows result in the second highest pressure curve.

Rounded Prismatic Cell Contour Plots

Figures 3-21 through 3-24 show the simulation results for rounded prismatic cells.

Figure 3-21 illustrates ∆𝑇 as a function of airflow and cross-sectional area for these

cells. As compared to the cylindrical cells, the rounded prismatic cells yield a sub-

stantially lower ∆𝑇 (11∘𝐶 peak verses 22∘𝐶).

The average temperature plot shown in Figure 3-22 closely resembles that for

cylindrical cells. Both have the same peak temperature location in the bottom right

corner. However, the temperature range is shifted to lower temperatures for the

rounded prismatic cell, i.e., from 30∘𝐶 − 90∘𝐶 down to 30∘𝐶 − 75∘𝐶. The 40∘𝐶

contour is also shifted to lower flow rates (∼ 20−35 𝐶𝐹𝑀) for the rounded prismatic

geometry.

Similar to the pressure plot for cylindrical cells, the pressure contour plot for
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Figure 3-21: Delta Temperature [C] Contour Plot for Rounded Prismatic Cells

Figure 3-22: Average Temperature [C] Contour Plot for Rounded Prismatic Cells
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Figure 3-23: Pressure Drop [Pa] Contour Plot for Rounded Prismatic Cells

Figure 3-24: CFM and Pressure vs. Cell Cross-sectional Area for Rounded Prismatic
Cells
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Figure 3-25: Delta Temperature [C] Contour Plot for Prismatic Cells

rounded prismatic cells illustrated in Figure 3-23 shows the highest pressures in the

top left corner, which corresponds to smaller cells at high flow rates. While the trend

is the same, the magnitude of the pressure drops has increased by about a factor of

two (from over 300 𝑃𝑎 to over 600 𝑃𝑎). The ∆𝑇 ≤ 5∘ and 𝑇 ≤ 40∘ constraints, on

the other hand, have both dropped with respect to the cylindrical cells.

Figure 3-24 shows the required airflow (in blue) and the resulting pressure drop

(in green) for the rounded prismatic cells. Despite having a much larger pressure drop

for a given flow rate and cell size, the required pressure curve is significantly lower

than the same curve for the cylindrical cells (Figure 3-20). This can be attributed to

the lower overall airflow rates required to maintain the temperature constraints.

Prismatic Cell Contour Plots

The simulation results for the prismatic cells are shown in Figures 3-25 through 3-

28. The ∆𝑇 is depicted in Figure 3-25. From this plot it is clear that, in this study,

prismatic cells perform better than cylindrical but worse than rounded prismatic cells
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Figure 3-26: Average Temperature [C] Contour Plot for Prismatic Cells

Figure 3-27: Pressure Drop [Pa] Contour Plot for Prismatic Cells
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Figure 3-28: CFM and Pressure vs. Cell Cross-sectional Area for Prismatic Cells

with respect to ∆𝑇 . Regardless, the same hot spot location can be seen for smaller

cells at low flow rates in the bottom left corner. The hot spot for larger cells (bottom

right corner) disappears for prismatic cells.

Figure 3-26 shows the average temperature verses cell size and airflow rate for

prismatic cells. Once again, the trend of higher average temperatures for larger cells

at low flow rates holds true. Relative to the cylindrical and rounded prismatic cells,

this plot illustrates that prismatic cells require the lowest flow rates to stay within

the average temperature constraint.

While the pressure contour plot for prismatic cells (Figure 3-27) looks almost

identical to the same plot for rounded prismatic cells (Figure 3-23), the magnitude of

the pressure drops has increased nearly threefold from over 600 𝑃𝑎 to over 1800 𝑃𝑎.

The ∆𝑇 ≤ 5∘ and 𝑇 ≤ 40∘ contours overlaid on top of the pressure plot represent the

lowest required airflows on average.

Figure 3-28 shows the summary of required airflow and pressure drop verses cell

cross-sectional area for prismatic cells. Despite having the lowest average required
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Figure 3-29: Fan Cost vs. Cell Area for 𝜀𝑚𝑜𝑑 = 278 [𝑊ℎ
𝐿

]

airflow, the pressure drop curve is the highest in the study. This can be attributed

to the large pressure drop required to develop a particular airflow for the prismatic

pack. Unlike the other two cell geometries, where the minimum pressures and airflows

fall in between an 18650 and 26650 cell, the minimum pressure drop and airflow for

prismatic cells rest with cells slightly larger in cross-sectional area than a 26650.

Overall Geometry Comparison Results

Using the planar fit method described in [54], the airflow and pressure drop curves

for each geometry can be used to estimate the dollar cost of a blower or fan for any

given pack. Figures 3-29 and 3-30 show these estimated costs for each geometry at

𝜀𝑚𝑜𝑑 = 278 [𝑊ℎ
𝐿

] and 𝜀𝑚𝑜𝑑 = 333 [𝑊ℎ
𝐿

] respectively.

These overall results illustrate the differences between the geometries with respect

to cell cross-sectional area. A clear minimum cost can be obtained by choosing the

appropriate cross-sectional area for each geometry. Depending on the energy density,
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Figure 3-30: Fan Cost vs. Cell Area for 𝜀𝑚𝑜𝑑 = 333 [𝑊ℎ
𝐿

]

some geometries are better suited for air-cooling than others.

At 278 [𝑊ℎ
𝐿

], the rounded prismatic cells perform substantially better than cylin-

drical and prismatic cells across the board. When the module energy density is

increased to 333 [𝑊ℎ
𝐿

], the gap between the rounded prismatic and cylindrical cells

almost disappears. This is most likely because the spaces between the cells have

become small enough that the lines of cylindrical cells become more streamlined, in

which case the two geometries are not so different.

For each geometry, increasing the energy density from 278 [𝑊ℎ
𝐿

] to 333 [𝑊ℎ
𝐿

] causes

a large increase in the cost of the blower (from 50−100%). It also causes the minimum

cost cell size to shift to the right (toward larger cells) in each case.

3.4.4 Geometry Comparison Conclusions

The results show that small differences in cell shape and size can have large impacts

on the necessary air flow and resulting pressure drop for a given module. For each cell
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geometry and energy density studied, a minimum cost cell size was found. Straying

from this cell size translates directly to additional cost of cooling. Furthermore, the

differences between the cell geometries were shown to be large. Utilizing a non-

optimal cell size or geometry can easily double or triple the cost of cooling. Due

to the relative slope of the cost function on either side of the minimum, this cost is

particularly sensitive for smaller cells. The results also illustrate that cooling costs

can be reduced by increasing the space between cells, but for mobile applications,

extra space comes at a premium.

During cell selection, both the geometry and shape should be carefully considered

given the pack requirements. For air cooling, these results show that while cylindrical

cells minimize pressure drop for a given flow rate and prismatic cells minimize the

required flow rate, rounded prismatic cells minimize the pressure drop resulting from

the required flow rate, which in turn minimizes the cost of cooling the pack.

3.5 Analytical Model Based on Tube Bank Theory

While understanding which cell can minimize the cost of air cooling for a given pack

is important, the multiphysics simulation methods from the previous two sections

require long computation times and many iterations to converge, making it relatively

cumbersome as a design tool early on in the design process.

Here we consider an analytical method derived from well-established heat transfer

equations empirically shown to predict the behavior of tube banks in crossflow [58].

While battery packs and tube banks are similar in many ways, there are several key

differences that necessitate a number of changes to the model, which are outlined

in Section 3.5.2. After the model is explained, the analytical results are compared

side-by-side with the simulations in order to understand how well they line up and

when and why they diverge.

The analytical method allows for very quick calculations that link the simulation

results to thermal intuition and provide a means of external validation. The results

indicate that our analytical method has the potential to serve as a useful tool when
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pack designers consider the ramifications of one cell over another early on in the

design process.

3.5.1 Inlet Turbulence

It should be noted that the simulations covered in Sections 3.3 and 3.4 utilized an inlet

turbulent intensity of 0.1. The cylindrical simulations that are compared with the

analytical results were run with an inlet turbulent intensity of 0.05. This boundary

condition was updated in order to more closely parallel the conditions of the original

experiments used to derive the tube bank heat transfer equations.

The analytical model accounts for turbulence within the Reynolds number de-

pendent factors along with correction factors to adjust for developing turbulence as

the air travels through the first few rows. These factors will be discussed further in

Section 3.5.2.

3.5.2 Analytical Formulation for Cylindrical Packs

Our framework builds upon a foundation of empirically derived heat transfer corre-

lations for aligned tube banks in crossflow [58]. While battery packs are similar to

tube banks in many ways, there are several key differences. Tube banks are generally

used in heat exchangers where the tubes are long and often filled with a phase change

material that maintains a constant temperature. In battery packs, the battery cells

(or tubes) cannot be considered to be infinitely long and are not held at a constant

temperature. To recreate the simulated scenario, two parallel flow paths must be

considered: through the bank, and around the outside as shown in Figure 3-31. Both

paths must be considered because the gaps around the bank will differ in size from

the gaps between the cells (especially as the inner gaps vary with the number of cells).

For this reason, we incorporate the heat transfer through the tops and bottoms of the

cells. In addition, each row of cells must be considered sequentially in order to find

the temperature gradient across the pack, unlike tube banks, where the whole bank

can be treated as a black box with an inlet temperature, an exit temperature, and an
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Figure 3-31: Top View of Flow Paths for Scalable Cylindrical Battery Pack

average heat transfer coefficient.

Assuming the bank of battery cells exhibits a coefficient of drag 𝑐𝑑 with respect

to the air flowing around, the pressure drop can be calculated as

∆𝑃𝑜𝑢𝑡 =
1

2
𝑐𝑑𝑣𝑜𝑢𝑡

2𝜌, (3.23)

where 𝜌 is the density of air, and 𝑣𝑜𝑢𝑡 is the velocity of air. This defines the pressure

drop for the outer path by approximating the cell bank as a bluff body.

The resulting pressure drop [59] from traveling through the center of a tube bank

is
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∆𝑃𝑡ℎ𝑟𝑢 =
1

2
𝑁𝜒𝜌𝑓𝑣𝑡ℎ𝑟𝑢

2

(︂
𝑆𝑇

𝑆𝑇 −𝐷

)︂2

, (3.24)

where 𝑁 is the number of rows and friction factor (𝑓), and correction factor (𝜒), can

be determined from the reference chart found in [58]. For the range of parameters in

this study, these factors were taken to be constants.

Since the two flow paths are parallel, we can solve for the ratio of velocities that

equates the pressure drops.

∆𝑃𝑜𝑢𝑡 =
1

2
𝑐𝑑𝑣𝑜𝑢𝑡

2𝜌 =
1

2
𝑁𝜒𝜌𝑓𝑣𝑡ℎ𝑟𝑢

2

(︂
𝑆𝑇

𝑆𝑇 −𝐷

)︂2

= ∆𝑃𝑡ℎ𝑟𝑢 (3.25)

Eliminating and solving for 𝑣𝑜𝑢𝑡
𝑣𝑡ℎ𝑟𝑢

yields 𝜑,

𝑣𝑜𝑢𝑡
𝑣𝑡ℎ𝑟𝑢

=

(︂
𝑆𝑇

𝑆𝑇 −𝐷

)︂√︂
𝑁𝜒𝑓

𝑐𝑑
= 𝜑. (3.26)

By continuity, the total volumetric flow must be

�̇� = 𝑣𝑜𝑢𝑡𝐴𝑜𝑢𝑡 + 𝑣𝑡ℎ𝑟𝑢𝐴𝑡ℎ𝑟𝑢, (3.27)

where 𝐴𝑜𝑢𝑡 and 𝐴𝑡ℎ𝑟𝑢 are the outside and inside flow areas.

Substituting in for 𝑣𝑜𝑢𝑡, 𝑣𝑡ℎ𝑟𝑢 can be determined

𝑣𝑡ℎ𝑟𝑢 =
�̇�

𝐴𝑜𝑢𝑡𝜑 + 𝐴𝑡ℎ𝑟𝑢

. (3.28)

So 𝑣𝑜𝑢𝑡 is

𝑣𝑜𝑢𝑡 = 𝜑𝑣𝑡ℎ𝑟𝑢 =
�̇�

𝐴𝑜𝑢𝑡 + 𝐴𝑡ℎ𝑟𝑢

𝜑

, (3.29)

where 𝜑 =
(︁

𝑆𝑇

𝑆𝑇−𝐷

)︁√︁
𝑁𝜒𝑓
𝑐𝑑

.

We also know that the Reynolds number for a tube bank is

𝑅𝑒𝐷 =
𝑢𝑡ℎ𝑟𝑢𝐷

𝑣
, (3.30)
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where 𝑢𝑡ℎ𝑟𝑢 = 𝑣𝑡ℎ𝑟𝑢
𝜋

∫︀ 𝜋

0
( 𝑆𝑇

𝑆𝑇−𝐷 sin 𝜃
)𝑑𝜃 for row 1 , and 𝑢𝑡ℎ𝑟𝑢 = 𝑣𝑡ℎ𝑟𝑢( 𝑆𝑇

𝑆𝑇−𝐷
) for rows 2

through 𝑁 , and 𝑣 is kinematic viscosity [59].

For tube banks, we know that the average Nusselt number [60] for the surface of

the tube is

𝑁𝑢𝐷 = 𝑃𝑟0.36𝑓𝑛(𝑅𝑒𝐷); (3.31)

if 102 < 𝑅𝑒𝐷 < 2 · 103

𝑓𝑛(𝑅𝑒𝐷) = 0.52𝑅𝑒𝐷
0.5, (3.32)

if 103 < 𝑅𝑒𝐷 < 2 · 105

𝑓𝑛(𝑅𝑒𝐷) = 0.27𝑅𝑒𝐷
0.63, (3.33)

if 105 < 𝑅𝑒𝐷

𝑓𝑛(𝑅𝑒𝐷) = 0.033𝑅𝑒𝐷
0.8. (3.34)

This Nusselt number, 𝑁𝑢𝐷, only applies to the inner rows of a tube bank because

the heat transfer coefficient is smaller for the rows toward the front of the bank

[60]. This is due to the generation of turbulence by the first few rows, after which

the intensity of turbulence levels off. As the turbulence approaches the steady state

value, the heat transfer correction factor approaches one. This correction factor (𝑐𝑛)

for each row (𝑛), can be approximated as

𝑁𝑢𝑛 = 𝑐𝑛𝑁𝑢𝐷 (3.35)

where

𝑐1 = 0.7

𝑐2 = 0.9

𝑐3 = 0.98

𝑐𝑛>3 = 1.

To find the Nusselt number for the top and bottom surfaces of the cells, we model
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the flow over the flat surface as a modified flow over a flat plate [60].

Reynolds number can be calculated as

𝑅𝑒𝑥 =
𝑣𝑜𝑢𝑡𝑥

𝑣
, (3.36)

where 𝑥 is the distance from the inlet of the module, and 𝑣 is kinematic viscosity. For

a given row, 𝑛, the Reynolds number is then

𝑅𝑒𝑛 =
𝑣𝑜𝑢𝑡(𝑛𝐷 + (𝑆𝑇 −𝐷)(𝑛− 1))

𝑣
. (3.37)

If 𝑅𝑒𝑛 < 5 · 105, then the Nusselt number for the top and bottom surfaces is

𝑁𝑢𝑡 = 0.665𝑅𝑒𝑛
0.68𝑃𝑟0.33. (3.38)

If 𝑅𝑒𝑛 ≥ 5 · 105, then

𝑁𝑢𝑡 = 0.037𝑅𝑒𝑛
0.8𝑃𝑟0.33, (3.39)

where 𝑃𝑟 = 𝑣
𝛼
.

The total heat flux for a given cell is the sum of all the cell surfaces

�̇�𝑡𝑜𝑡 = 2�̇�𝑡 + �̇�𝑛, (3.40)

where �̇�𝑡 is the total heat flux through the top or bottom surface, and �̇�𝑛 is the heat

flux through the battery tube surface.

From Newton’s law of cooling we know that

�̇� = ℎ𝐴 (𝑇∞ − 𝑇𝑠) . (3.41)

Assuming the entire surface of each cell maintains the average cell temperature,

the total heat flux is

�̇�𝑐𝑒𝑙𝑙 = 2ℎ𝑡𝐴𝑡(𝑇∞ − 𝑇 𝑐𝑒𝑙𝑙) + ℎ𝑛𝐴𝑛(𝑇∞ − 𝑇 𝑐𝑒𝑙𝑙), (3.42)
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and the ratio of heat flux through the flat surface versus the tube surface is 2�̇�𝑡

�̇�𝑛
=

𝑁𝑢𝑡𝐷
2𝑁𝑢𝑛𝐻

.

We can substitute in 𝐴𝑡 = 𝜋𝐷2

4
, 𝐴𝑛 = 𝐻𝜋𝐷, and ℎ = 𝑁𝑢𝑘

𝐷
to yield

�̇�𝑐𝑒𝑙𝑙 =

(︂
2
𝑁𝑢𝑡𝑘

𝐷

𝜋𝐷2

4
+

𝑁𝑢𝑛𝑘

𝐷
𝐻𝜋𝐷

)︂
(𝑇∞ − 𝑇 𝑐𝑒𝑙𝑙), (3.43)

where 𝐻 is the height of the cell, and 𝑘 is the thermal conductivity.

Simplifying and solving for 𝑇𝑐𝑒𝑙𝑙, we can find

𝑇 𝑐𝑒𝑙𝑙 = 𝑇∞ − �̇�𝑐𝑒𝑙𝑙

𝜋𝑘
(︁

𝑁𝑢𝑡𝐷
2

+ 𝑁𝑢𝑛𝐻
)︁ . (3.44)

So the surface temperature for a single row can be determined where �̇�𝑐𝑒𝑙𝑙 out of

the cell is negative.

In order to determine the temperatures of the next 𝑁 − 1 rows, the exit air

temperature of each row must be found in sequence (since each exit temperature is

the inlet temperature for the next row).

The change in temperature of the air can be found as

∆𝑇𝑎𝑖𝑟 =
�̇�𝑐𝑒𝑙𝑙

�̇�𝑐𝑒𝑙𝑙𝑐𝑝
, (3.45)

where �̇�𝑐𝑒𝑙𝑙 is the mass flow rate of air heated by the cell, and 𝑐𝑝 is the specific heat

capacity of the air.

The mass flow rate of air heated by the cell can be estimated as

�̇�𝑐𝑒𝑙𝑙 = 𝜂�̇� 𝜌
𝑆𝑉 𝑆𝐻

𝐴𝑡𝑜𝑡

, (3.46)

where 𝜂 is a discount factor between 0 and 1 (due to the shadowing effect [58]),

𝑆𝑉 = 𝑆𝑇 for inner cells and 𝑆𝑉 = 𝑆𝑇+𝐷
2

+ 𝑆𝑂 for cells along the outer edge, 𝑆𝐻 is the

height of the module, and 𝐴𝑡𝑜𝑡 is the total flow area.

By definition,

𝐴𝑡𝑜𝑡 = 𝐴𝑜𝑢𝑡 + 𝐴𝑡ℎ𝑟𝑢. (3.47)
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The inlet temperature for the next cell (in row 𝑛) is then

𝑇∞𝑛 = 𝑇∞𝑛−1 + ∆𝑇𝑎𝑖𝑟𝑛−1 , (3.48)

and so the surface temperature of a cell in row 𝑛 is

𝑇 𝑐𝑒𝑙𝑙𝑛 = 𝑇∞𝑛−1 + ∆𝑇𝑎𝑖𝑟𝑛−1 −
�̇�𝑐𝑒𝑙𝑙

𝜋𝑘
(︁

𝑁𝑢𝑡𝐷
2

+ 𝑁𝑢𝑛𝐻
)︁ , (3.49)

where 𝑇∞0 is the ambient air temperature, and ∆𝑇𝑎𝑖𝑟0 is 0.

The overall average cell temperature can be found by adding up all the cell row

temperatures and dividing by the number of rows

𝑇 𝑝𝑎𝑐𝑘 =
1

𝑁

𝑁∑︁
𝑛=1

𝑇 𝑐𝑒𝑙𝑙𝑛 . (3.50)

The overall pack ∆𝑇𝑝𝑎𝑐𝑘 can be found as the maximum cell temperature (usually

row 1 or 𝑁) minus the minimum cell temperature (usually row 2)

∆𝑇𝑝𝑎𝑐𝑘 = 𝑇 𝑐𝑒𝑙𝑙𝑚𝑎𝑥 − 𝑇 𝑐𝑒𝑙𝑙𝑚𝑖𝑛
. (3.51)

The overall pressure drop of the pack is

∆𝑃𝑝𝑎𝑐𝑘 = ∆𝑃𝑜𝑢𝑡 = ∆𝑃𝑡ℎ𝑟𝑢. (3.52)

3.5.3 Comparison of Analytical and Simulated Results for Cylin-

drical Packs

Using the analytical formulation in the above section, identical parameters as [54]

(listed in Table 3.1) were used to make a side-by-side comparison of the results. The

comparison shows a relatively good match with a few exceptions that are explained

by the assumptions of the analytical model.
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(a) (b)

Figure 3-32: Mesh Sensitivity for (a) Airflow and (b) Pressure Drop when 𝜀𝑚𝑜𝑑 =
278 [𝑊ℎ 𝐿−1]

Mesh Sensitivity Analysis

For each of the simulated packs, the meshing granularity was selected to provide a

convergent result while not exceeding the computational capacity of the resources

available for this study. In a similar manner to [61], the mesh count is increased

until the marginal improvement of the result becomes negligible. The meshes were

calibrated for the fluid dynamics solver using COMSOL’s predefined element size

parameters that range from extremely coarse to extremely fine. As illustrated in

Figure 3-32, both airflow and pressure drop were shown to have converged for every

pack from 𝑁 = 2 to 𝑁 = 8.

Average Temperature

Starting with the average cell temperature plots in Figure 3-33, the analytical and

simulated results show a very good resemblance. The normalized root-mean-square

(NRMS) error between the two contour plots is 2.05%, where NRMS is the root-mean-

square error divided by the difference between the maximum and minimum average

temperature values. Both exhibit an increasing average temperature trend as the cell

cross-sectional area is increased and decreasing temperature as flow is increased. The

hottest average temperature occurs with the largest cells and the lowest flow in the
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(a) (b)

Figure 3-33: (a) Analytical and (b) Simulated Average Cell Temp [∘𝐶] for Cylindrical
Cells 𝜀𝑚𝑜𝑑 = 278 [𝑊ℎ 𝐿−1]

bottom right corner as should be expected. The 40∘𝐶 average temperature constraint

follows an almost identical path in both cases. Additionally, both plots show a very

similar peak temperature of 84∘𝐶 and 86∘𝐶.

Delta Temperature

The delta temperature plots shown in Figure 3-34 tell a very different story than

the average temperature plots. The left sides of the two plots show very similar

trends but the right sides are significantly different. This results in a normalized

root-mean-square error of 8.32% between the two. In both plots, the highest delta

temperature occurs with the smallest cells at the lowest flows and decreases as flow

is increased as well as when the cell’s size is increased. Once the cell size becomes

large enough (greater than 1000 𝑚𝑚2), the two plots begin to differ. The analytical

model predicts that the delta temperature should increase gradually for the larger

cells while the simulation predicts that it should increase abruptly for larger cells at

lower flow rates.

This divergence can be accounted for in the analytical assumptions that revolve

around the cells being a part of a “tube bank.” As the number of cells decreases

beyond 𝑁 = 4, the pack in question behaves less and less like a tube bank when
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it comes to ∆𝑇 . This can be traced back to the driving force behind the ∆𝑇 in

each case. When 𝑁 is small, the main contributor to ∆𝑇 is the change of the heat

transfer coefficient due to turbulence that is developing more with each row of cells.

Once 𝑁 becomes large enough, the turbulence reaches steady state before the last

row. At that point, it becomes the increasing temperature of the air that drives the

temperature gradient. To illustrate these different modes, simulated cell temperature

is shown in Figure 3-35 for 𝑁 = 2 and 𝑁 = 5. As Figure 3-35a illustrates, the first

row (𝑛 = 1) is significantly hotter than the last row (𝑛 = 2). On the other hand,

Figure 3-35b demonstrates that the first row (𝑛 = 1) is cooler than the last row

(𝑛 = 5), but still hotter than the second row (𝑛 = 2). The upshot of this is that the

analytically modeled ∆𝑇 for small numbers of cells hinges on the correction factor

𝑐𝑛 for the first three rows, and these correction factors were derived for relatively

large tube banks. According to [58], the heat transfer of inner rows can range from

30−100% more than the first row and 10−30% higher than the second depending on

the longitudinal pitch and the flow turbulence. This is an extremely wide range, and

demonstrates that if 𝑁 becomes small enough that 𝑐𝑛 is the main contributor to ∆𝑇 ,

further investigation could be required. With a better understanding of the specific

turbulence characteristics of a given application, more accurate 𝑐𝑛 values could be

determined.

Pressure Drop

While the average and delta temperature plots reveal a great deal about the necessary

flow rate, the entire picture is incomplete without the pressure drop. The analytical

and simulated pressure drop plots are shown in Figure 3-36. Looking first at the

contour lines that represent the pressure drop across the packs, a close resemblance

can be observed in the shapes of the contours. Over the whole range of flow rates and

areas, the normalized root-mean-square error is 5.16%. In each case, the pressure drop

for a given flow rate decreases as the cells become larger. This seems to indicate that

larger cells yield lower pressure drops, but because the required flow rate increases

based on the temperature constraints, the necessary pressure drop actually increases.

80



(a) (b)

Figure 3-34: (a) Analytical and (b) Simulated Delta Temp [∘𝐶] for Cylindrical Cells
𝜀𝑚𝑜𝑑 = 278 [𝑊ℎ 𝐿−1]

(a) (b)

Figure 3-35: Simulated Temperature for (a) 𝑁 = 2 and (b) 𝑁 = 5 in [∘𝐶] for 20[𝐶𝐹𝑀 ]
and 𝜀𝑚𝑜𝑑 = 278 [𝑊ℎ 𝐿−1]
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(a) (b)

Figure 3-36: (a) Analytical and (b) Simulated Pressure Drop with Temperature Con-
straint Contour Overlay

On each pressure plot, the 40∘𝐶 average temperature and 5∘𝐶 ∆𝑇 contours are

overlaid on top. These contours show the minimum airflow required to satisfy each

constraint, and since both constraints must be withheld, the necessary airflow is the

maximum of the two contour lines for any given cell size. Looking at only the maxi-

mum of the two constraint contours on Figure 3-36 yields very similar v-shape profiles.

Because the average temperature constraint becomes the driving factor for larger cells

(after the two constraints intersect) the discrepancy in the delta temperature contour

for larger cells has no effect on the final result. This is a convenient byproduct of the

fact that packs composed of larger cells convect heat away less effectively.

Required Airflow and Pressure Drop

Figure 3-36 can be used to determine the required airflow and pressure drop for a

given cell cross-sectional area. The necessary airflow for each cell size is just the

maximum airflow required by either the average temperature or ∆𝑇 constraint. The

required pressure can then be interpolated from the pressure contour plot. To show

a clear comparison between the analytical and simulated predictions for both airflow

and pressure drop across the range, Figure 3-37a illustrates these values with respect

to cell size. Both the airflow and pressure drop show a reasonably good fit across
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(a) (b)

Figure 3-37: (a) Airflow and Pressure Drop Comparison and (b) Estimated Fan Cost
Comparison

most of the cell size range.

Relative Cost of Cooling

Using the method described in Section 3.2.4, we estimated the relative cost of a fan

or blower that develops the required airflow at the necessary pressure. Figure 3-

37b shows a comparison between the analytical and simulated methods of this cost

estimation. When 𝜀𝑚𝑜𝑑 = 278 𝑊ℎ 𝐿−1, the analytical and simulated methods yield

very similar cost estimations. Most importantly, the minimum cost point predictions

coincide at 𝐴𝑐𝑒𝑙𝑙 = 403 𝑚𝑚2 which corresponds to a cell diameter of 𝐷 = 22.7 𝑚𝑚.

3.6 Conclusion

In this chapter, I showed the importance of considering the implications of the size

and shape of a lithium-ion cell on the cost of air-cooling at the onset of a battery pack

design. Through simulation, I illustrated that a minimum cost cell can be found and

this choice can have large impacts on the necessary airflow rate and pressure drop

across that pack. I also developed an analytical method based on tube bank theory

that confirms the results of the simulations for cylindrical cells.
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Despite the limitations of the analytical method, the advantage of not requiring

lengthy simulations through a multiphysics solver make it much more feasible for

use as an early stage design tool. The results of both the simulations and analytical

method highlight the need for this type of an analysis at the onset of a new battery

pack design. Selecting a cell that is larger or smaller than the optimum can result

in much higher required flow rates and pressure drops, which directly translates to

additional cost of the fan or blower. For the parameters utilized in this study, we found

that a non-optimal cell size could double or triple the cost of the blower. Additionally,

the results show that fan cost is more sensitive for cells that are on the smaller side of

the optimal point. This suggests that a designer might opt to err on the larger side

to decrease sensitivity.

In the end, this analytical method cannot provide as much detail as a multiphysics

simulation, but when the ultimate goal is to predict the overall pressure drop, average

temperature, delta temperature, and cost of cooling for a given cylindrical pack at

a variety of flow rates, it gives comparable results in a fraction of the time. For

future work, a better understanding of 𝑐𝑛 should be developed for small numbers of

𝑁 . Furthermore, this analytical method can be extended to other form factors such

as prismatic and rounded prismatic cells.
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Chapter 4

Energy Management of Blended

Battery Packs for Weight

Minimization

In this chapter, I start by giving an overview of different types of energy storage that

are currently in use in hybrid and electric vehicles. After comparing the inherent

tradeoffs that are present in these energy storage technologies, I introduce the idea of

tribridization through the use of blended battery packs and define the requirements

in terms of drive cycles. Next, I define seven different automotive use cases that are

representative of the applications where tribridization might be beneficial.

After showing how uniform battery packs are sized based on power and energy

requirements, I discuss how the additional degree of freedom of controlling the power

split in blended battery packs complicates their design. Next, I introduce three meth-

ods of sizing blended battery packs for minimum overall pack mass. For each of the

use cases over a range of parameters, I compare the best available uniform battery

pack with the blended battery packs found using the three different methods. By

examining the results of this experiment, I identify which general applications are

best suited for tribridization, and quantify how much potential there is to reduce the

mass of conventional battery packs. Finally, I discuss the implications of these results

on energy management in hybrid vehicles, and how more information is required to
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actually achieve the minimum size pack.

4.1 Energy Storage Types

There are a plethora of energy storage solutions available on the market today. Each

one has unique strengths and weaknesses that make them more or less suited for dif-

ferent applications. For hybrid and electric vehicles, Lithium-ion batteries have sup-

planted nickel-metal hydride to become the industry standard mostly due to their rel-

atively high energy density, power density, and longevity of life [62]. Ultra-capacitors

offer even higher power density and life [63]-[64], but have seen limited adoption in

the automotive space due to extremely reduced energy density [65].

For the sake of comparison, Tables 4.1 and 4.2 show 15 different production hybrid

and electric vehicles and their associated energy storage types. Additionally, three

different ultra-capacitor modules have been included for reference. Table 4.2 provides

details on each energy storage unit. It is important to note that these tabulated

numbers are derived from pack-level attributes. In other words, each value reflects

the effective cell properties as a part of a battery pack. So the tabulated masses and

densities are not representative of a single cell, but of that cell and the associated

packaging materials, battery management circuitry, bus bars, cooling materials, and

so forth. All production vehicle storage data was supplied by the Idaho National

Lab’s Advanced Vehicle Testing project.

Figure 4-1 gives a visual representation of the energy storage information in Table

4.2. By plotting gravimetric energy density versus gravimetric power density, we see

that there is a wide spectrum of different options. It also becomes clear there is a

trade-off between energy and power density [66]. As energy density increases along

the x-axis, the power density trends downward along the y-axis. This is a byproduct

of the fact that the materials that increase power density (current collectors) are

independent from the materials that increase energy density (active material), and

both of these materials are competing for the same space within the cell [67]. This

power-energy tradeoff is a fundamental barrier that stands in the way of producing
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Table 4.1: Vehicle Energy Storage Information with Associated ID Numbers

ID # Model Class Cell Man. Type Cooling

1 Tesla Model S ’12 EV Panasonic Li-ion Active-Liquid

2 Kia Soul ’15 EV SK Innovation Li-ion Active-Air

3 Mitsubishi iMiev ’12 EV GS Yuasa Li-ion Active-Air

4 Smart EV ’14 EV D. ACCUmotive Li-ion Active-Liquid

5 Chevy Spark ’15 EV LG Chem Li-ion Active-Liquid

6 Chevy Volt ’13 PHEV LG Chem Li-ion Active-Liquid

7 Nissan Leaf S ’13 EV AESC Li-ion Passive

8 BMW i3 EV ’14 EV Samsung SDI Li-ion Rerfrigerant

9 Ford Focus ’13 EV LG Chem Li-ion Active-Liquid

10 Ford Fusion Energi ’13 PHEV Panasonic Li-ion Active-Air

11 Toyota Prius ’13 PHEV Primearth Li-ion Active-Air

12 Ford Fusion SE ’13 HEV Panasonic Li-ion Active-Air

13 Honda Civic ’13 HEV Blue Energy Li-ion Active-Air

14 Volkswagen Jetta ’14 HEV Sanyo Li-ion Active-Air

15 Toyota Prius ’10 HEV Panasonic NiMH Active-Air

16 BMOD0006 E160 B02 NA Maxwell U-cap Passive

17 GTSM-48V165FUS NA GreenTech U-cap Passive

18 BMOD0063 P125 B08 NA Maxwell U-cap Active-Air

an ideal energy storage device that would sit at the upper right hand corner of Figure

4-1. It is this limitation that motivates the following sections.

4.2 Blended Battery Packs for Tribridization

A blended battery pack is one composed of multiple different energy storage types.

There are several different topologies for combining these different sources which are

discussed at length in Section 2.4. A tribrid is a hybrid with a blended battery pack

instead of a uniform pack. The benefit of hybridizing the battery pack itself is to

leverage the strengths of the different energy storage types while downplaying the

weaknesses of each. For example, a high energy cell can supply the average power
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Table 4.2: Energy Storage Parameters for Each ID Number

ID # 𝑉𝑛𝑜𝑚
𝑘𝑊
𝑘𝑔

𝑊ℎ
𝑘𝑔

Ohms 𝐼𝑚𝑎𝑥[𝐴] 𝐼𝑚𝑖𝑛[𝐴] 𝐸 [𝑊ℎ] Mass [g]

1 3.6 0.57 156 0.1021 12.1 5.9 11.97 77

2 3.7 1.374 133 0.00156 392.2 233.4 140.63 1056

3 3.7 0.599 99 0.00148 303.1 141.6 185.23 1872

4 3.7 0.359 92 0.00172 199.1 234.5 189.25 2054

5 3.7 0.538 86 0.00229 162.7 101.1 95.83 1120

6 3.7 0.922 84 0.00281 170.8 57.7 57.29 685

7 3.8 0.824 83 0.00229 332.2 89.3 125 1512

8 3.7 0.656 80 0.00125 433.8 111.2 195.83 2448

9 3.7 0.498 76 0.00407 94.8 62.8 53.49 704

10 3.7 0.656 62 0.00167 260.6 167.3 90.48 1469

11 3.7 0.689 55 0.00196 265.4 188.2 78.57 1425

12 3.7 1.916 41 0.00342 235.1 173.9 18.42 454

13 3.6 1.142 31 0.0035 172.9 153.5 17 545

14 3.7 1.096 30 0.00333 180.9 158.2 18.33 605

15 1.2 0.379 25 0.00268 100.2 82.8 7.8 317

16 2.7 2.5 4 0.004 81.3 81.3 0.35 87

17 2.7 3.85 4 0.00028 1163 1163 2.93 806

18 2.7 1.7 2 0.00038 829.6 829.6 2.92 1271

while an ultra-capacitor can absorb the high power transients. The feasibility of

implementing blended battery packs has been explored in several examples [25]-[38].

While it is clearly achievable to produce a pack made up of different devices, the

question of which applications would benefit most from tribrirization remains. The

rest of this chapter is devoted to answering this question.

4.3 Drive Cycles as a Design Requirement

Before we can answer the question of which applications are well suited for tribridiza-

tion, we must be able to clearly define an application. The most common way to

represent an application is to capture a snapshot of it in the form of a drive cycle. At
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Figure 4-1: Gravimetric Power Density vs. Gravimetric Energy Density for Surveyed
Cells

Figure 4-2: Urban Dynamometer Drive Cycle (UDDS)
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Figure 4-3: Heavy Duty Vehicle Urban Dynamometer Drive Cycle (HDVUDDS)

the surface, drive cycles are very simple. They are just a speed versus time profile,

such as the Urban Dynamometer Drive Schedule (UDDS) shown in Figures 4-2 and

the Heavy Duty Vehicle Urban Dynamometer Drive Schedule in Figure 4-3. This

profile is represented as a function of time by

𝑣 =
𝑑𝑟

𝑑𝑡
= 𝑣(𝑡), (4.1)

where 𝑟 is position, 𝑡 is time, and 𝑣 is speed.

But when we dig a little bit deeper, we find that each drive cycle actually en-

capsulates a large number of automotive requirements. From the speed profile, the

acceleration and linear position of the vehicle can be derived, and in combination

with a relatively simple physical model of a vehicle, a power curve can be calculated

that will allow a particular vehicle to follow the speed trace. We represent the power

profile as

𝑝 = 𝑓(𝑣(𝑡)) = 𝑝(𝑡), (4.2)
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where 𝑝 is power and 𝑓 is a function that estimates the required power based on vehicle

parameters and speed (assuming level ground). For the hybrid and electric vehicles in

this thesis, we utilized the ADVISOR Advanced Vehicle Simulator to generate these

power curves.

The simultaneous simplicity and underlying complexity of drive cycles are why the

Environmental Protection Agency (EPA) uses them to set emissions requirements

and measure fuel economy. With a finite set of cycles that define "city driving"

versus "highway driving", the EPA can ensure that every car they test is held to

the same standards. One unfortunate side effect of using drive cycles in this way

is that automotive manufacturers can tune the vehicle to perform best on the test,

while real world performance may suffer. To avoid too much overfitting, automotive

manufacturers also use their own internal drive cycles for many validation tasks such

as endurance and performance testing.

Because of their ubiquitous usage throughout the automotive industry, drive cycles

are used as the main requirements for sizing the different battery packs in this chapter.

It’s true that the drive cycles selected for this study may not be aggressive enough

to size a pack for an actual vehicle platform (since the EPA cycles are relatively

conservative), but they will nonetheless provide a good means for comparing and

contrasting various control strategies and energy storage devices.

4.4 Automotive Use Cases

Before a drive cycle can be translated into a power curve, the physical parameters of

a vehicle must be applied. For this reason, seven different use cases are considered

in this chapter. These cases were chosen to represent a range of hybrid and electric

applications from light duty to heavy duty, with special emphasis on hybrid electric

vehicles. As Table 4.3 summarizes, six different vehicles and two different drive cycles

are used for comparison. For all the use cases, required energy storage power versus

time was simulated using the ADVISOR Advanced Vehicle Simulator developed by

the National Renewable Energy Laboratory (NREL). These power curves are utilized
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Table 4.3: Use Case Parameters

ID Name Cycle 𝐶𝑑 𝑘𝑔 Dis. [𝑘𝑊 ] Ch. [𝑘𝑊 ] [𝑊ℎ]
C1 Toyota Prius UDDS 0.3 1368 21.74 -8.87 338
C2 Honda Insight UDDS 0.25 1000 6.31 -6.42 118
C3 Hybrid Bus HDVUDDS 0.79 15940 272.21 -160.36 12111
C4 Hybrid Bus UDDS 0.79 15940 260.42 -136.48 15436
C5 Hybrid SUV UDDS 0.44 2000 21.49 -14.74 404
C6 Small PHEV UDDS 0.34 1254 34.09 -11.01 1157
C7 Ford Focus EV UDDS 0.31 1445 39.98 -8.99 2021

as the design requirement for each pack in question.

4.5 Uniform Battery Packs

Many factors must be considered to successfully design an automotive battery pack.

Simply put, the battery pack must be able to provide enough current at a high enough

voltage for the vehicle to meet the worst case drive cycle over the entire life of the

vehicle in the most extreme operating environments. Designing such a battery pack

and then validating that it can actually meet all of these requirements is a venture

that automotive manufacturers spend millions of dollars and countless engineering

man-hours completing. Because of this complexity, early stage design studies are

limited in scope and are used to eliminate certain choices while spending the fewest

resources possible to properly evaluate them. This chapter focuses exclusively on this

type of early stage design down-selection. In particular, the main focus is on power

and energy requirements since a pack that does not meet both can be immediately

ruled out as an option.

4.5.1 Uniform Pack Modeling and Constraints

Although there are several layout options for a battery pack, we will use the assump-

tion that each battery pack is wired first in parallel, and then in series as shown in

Figure 4-4. Additionally, every cell within that battery is modeled using an internal

resistance and a ideal voltage source in series [68]. The voltage source (𝑉𝑜𝑐) provides
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Figure 4-4: Uniform Battery Pack Layout and Internal Resistance

the open circuit voltage while the resistor 𝑅𝑖 models the current dependent voltage

drop and subsequent power loss. Both of these are illustrated with the schematics

embedded in each cell in Figure 4-4.

Summing the internal voltages yields the cell output voltage

𝑉𝑐𝑒𝑙𝑙 = 𝑉𝑜𝑐 − 𝑖𝑅𝑖, (4.3)

where 𝑖 is the cell current.

To find the voltage of the entire pack, we can simply sum up all the series cell

voltages
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𝑉𝑝𝑎𝑐𝑘 = 𝑆𝑉𝑜𝑐 − 𝑆𝑖𝑅𝑖, (4.4)

where 𝑆 is the number of series cells.

The pack current is the cell current times the number of parallel cells

𝑖𝑝𝑎𝑐𝑘 = 𝑖𝑃, (4.5)

where 𝑃 is the number of parallel cells.

From Equations 4.4 and 4.5, the pack level power is just the pack current times

the pack voltage

𝑝 = (𝑆𝑉𝑜𝑐 − 𝑆𝑖𝑅𝑖)𝑖𝑃. (4.6)

Multiplying through yields

𝑝 = −𝑆𝑃𝑅𝑖𝑖
2 + 𝑆𝑃𝑉𝑜𝑐𝑖, (4.7)

or

𝑝 = −𝑁𝑅𝑖𝑖
2 + 𝑁𝑉𝑜𝑐𝑖, (4.8)

where 𝑁 is the total number of cells in the pack and is equal to 𝑆𝑃 .

The pack level energy capacity is just the total number of cells times the cell

energy capacity,

𝐸𝑝𝑎𝑐𝑘 = 𝑁𝐸, (4.9)

or

𝐸𝑝𝑎𝑐𝑘 = 𝑆𝑃𝐸, (4.10)

where 𝐸𝑝𝑎𝑐𝑘 is the pack energy capacity, and 𝐸 is the cell energy capacity.

Equations 4.7 and 4.10 give us the ability to calculate the pack level power and

energy based on the cell level properties and the number of series and parallel cells.

Using these equations in combination with the power cycle extracted from the appli-
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cation drive cycle provides a means for constraining the minimum size of the battery

pack.

First, we must ensure that the battery pack is capable of supplying the maximum

and minimum required power. We can calculate the current at the maximum and

minimum cycle power by rearranging Equation 4.7

0 = −𝑆𝑃𝑅𝑖𝑖𝑚𝑎𝑥
2 + 𝑆𝑃𝑉𝑜𝑐𝑖𝑚𝑎𝑥 − 𝑝𝑚𝑎𝑥, (4.11)

where 𝑝𝑚𝑎𝑥 = 𝑚𝑎𝑥(𝑝(𝑡)), and solving for the quadratic roots as follows

𝑖𝑚𝑎𝑥 = −𝑆𝑃𝑉𝑜𝑐 ±
√︀

𝑆𝑃 (𝑉𝑜𝑐)2 − 4𝑅𝑖𝑝𝑚𝑎𝑥

−2𝑅𝑖

, (4.12)

and similarly

𝑖𝑚𝑖𝑛 = −𝑆𝑃𝑉𝑜𝑐 ±
√︀

𝑆𝑃 (𝑉𝑜𝑐)2 − 4𝑅𝑖𝑝𝑚𝑖𝑛

−2𝑅𝑖

, (4.13)

where 𝑝𝑚𝑖𝑛 = 𝑚𝑖𝑛(𝑝(𝑡)).

For a particular cell to be able to meet the power requirements, we must therefore

ensure that

𝐼𝑚𝑎𝑥 ≥ 𝑖𝑚𝑎𝑥 𝑎𝑛𝑑 𝐼𝑚𝑖𝑛 ≤ 𝑖𝑚𝑖𝑛, (4.14)

where 𝐼𝑚𝑎𝑥 is the maximum allowed cell current, 𝐼𝑚𝑖𝑛 is the minimum allowed cell

current, and 𝑖𝑚𝑎𝑥 and 𝑖𝑚𝑖𝑛 are the maximum and minimum required currents as

defined in Equations 4.12 and 4.13.

We can calculate the amount of energy consumed during the cycle by taking the

integral of the power profile

𝑒(𝑡) =

∫︁
𝑝(𝑡)𝑑𝑡. (4.15)

Then, we can find the maximum range of capacity required by taking the maximum

minus the minimum point of the energy cycle
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𝑒𝑟𝑎𝑛𝑔𝑒 = 𝑒𝑚𝑎𝑥 − 𝑒𝑚𝑖𝑛, (4.16)

where 𝑒𝑚𝑎𝑥 = 𝑚𝑎𝑥(𝑒(𝑡)) and 𝑒𝑚𝑖𝑛 = 𝑚𝑖𝑛(𝑒(𝑡)) .

To make sure the pack can complete the entire duration of the cycle, we must

require that

𝐸𝑝𝑎𝑐𝑘 ≥ 𝑒𝑚𝑎𝑥 − 𝑒𝑚𝑖𝑛. (4.17)

Plugging in from Equation 4.10, we find the constraint on cell energy capacity as

follows

𝐸 ≥ 𝑒𝑚𝑎𝑥 − 𝑒𝑚𝑖𝑛

𝑃𝑆
. (4.18)

4.5.2 Uniform Battery Pack Sizing

With the power constraints (Equations 4.12, 4.13, and 4.14) and energy constraint

(Equation 4.18) defined, we can now begin to size uniform battery packs. In order to

develop an understanding of the minimum possible battery pack size given that only

one battery type can be used, it is useful to consider a number of different use cases

over a range of requirements.

The best uniform battery pack for a given application can be considered the trivial

solution as compared to a blended solution. There are only as many trivial solutions

per application as there are possible energy storage types. Because of this, it is

straightforward to iterate through each possible cell type, find the minimum mass

pack that satisfies the energy and power constraints, and then choose the cell type

with the overall minimum mass as the winning pack.

It is also easy to study the effect of cycle distance (total miles traveled in a given

cycle) by repeating the drive cycle some number of times. In the case of of pure electric

vehicles, this translates directly to operating range. For a PHEV, this translates to

a longer charge depleting range (resulting in greater fuel economy) until the control

strategy is switched to charge-sustaining mode. The effect of repeating the cycle for
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Figure 4-5: Minimum Pack Mass for Uniform Solutions for Light Duty Vehicles on a
UDDS Cycle, Numbers Indicate Energy Storage ID as Defined in Table 4.1

a full hybrid vehicle will have less of an effect since the hybrid control strategies are

always charge-sustaining over a long enough average.

Using this simple “brute-force” method, we found the minimal mass uniform packs

for all use cases listed in Table 4.3 over a range of repeated cycles. We evaluated each

of the eighteen different energy storage units listed in Table 4.2 for every use case for

every number of repeated cycles. For every pack, the number of series cells (𝑆) was

held constant at 100 and the open circuit voltage is assumed to be 𝑉𝑛𝑜𝑚. In the case

of the PHEV, we assumed that charge depleting mode was maintained throughout.

Figure 4-5 shows the minimum mass uniform pack for all the light duty use cases

over a range from 0.1 to 15 repeated UDDS cycles. Each cycle covers 7.45 miles, so

this extends from less than a mile to over 110 miles of driving range. At each point,

the ID number (from Table 4.2) of the selected energy storage unit is overlaid on top

of the plot for reference. The light duty vehicle results for each case are summarized

in Tables 4.4 and 4.5.

From Figure 4-5, it is clear that increasing the number of drive cycles tends to
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Table 4.4: Minimum Uniform Pack Mass [𝑘𝑔] for Light Duty Vehicles on a UDDS
Cycle

Cycles Prius Insight SUV PHEV Focus EV
0.1 26.1 8.7 26.1 43.5 45.4
0.5 45.4 17.4 45.4 45.4 45.4
1 45.4 23.1 45.4 45.4 68.5
2 45.4 23.1 45.4 68.5 68.5
3 45.4 23.1 45.4 68.5 105.6
4 45.4 23.1 45.4 68.5 105.6
5 45.4 23.1 68.5 105.6 105.6
6 68.5 23.1 68.5 105.6 105.6
7 68.5 23.1 68.5 105.6 123.2
8 68.5 23.1 68.5 105.6 123.2
9 68.5 23.1 68.5 105.6 123.2
10 68.5 23.1 68.5 105.6 130.9
11 68.5 23.1 68.5 105.6 146.3
12 68.5 23.1 68.5 105.6 161.7
13 68.5 23.1 68.5 107.8 169.4
14 68.5 23.1 68.5 107.8 184.8
15 68.5 23.1 69.3 115.5 200.2

increase the mass of the minimally sized uniform pack. For the fewest numbers of

cycles, high power density cells such as the Ford Fusion SE Panasonic cell (12) and

the Maxwell E160 ultra-capacitor (16) are the optimal uniform cell choice. As the

number of repeated cycles increases, the optimal cell type transitions to more and

and more energy-dense cells. This is because the energy requirement continues to

increase while the maximum and minimum power requirements stays the same. In

other words, the required C-rate decreases, and therefore, higher energy density cells

can be used without running into power limitations.

In Figure 4-5, we see that the Chevy Volt LG Chem cell happens to be the best

choice for the small PHEV with charge depleting ranges between 15 and 37.25 miles.

This confirms that GM selected a great cell for their uniform PHEV pack. After this

point, a more energy dense EV cell (2) wins out. It is also logical that for the Focus

EV with ranges greater than 50 miles, the best uniform cell choice is the most energy

dense cell (1) from the Tesla Model S.

Similar trends can be observed in Figure 4-6 for the hybrid bus for repeated UDDS
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Table 4.5: Minimum Uniform Pack Types for Light Duty Vehicles on a UDDS Cycle

Cycles Prius Insight SUV PHEV Focus EV
0.1 16 16 16 16 12
0.5 12 16 12 12 12
1 12 1 12 12 6
2 12 1 12 6 6
3 12 1 12 6 2
4 12 1 12 6 2
5 12 1 6 2 2
6 6 1 6 2 2
7 6 1 6 2 1
8 6 1 6 2 1
9 6 1 6 2 1
10 6 1 6 2 1
11 6 1 6 2 1
12 6 1 6 2 1
13 6 1 6 1 1
14 6 1 6 1 1
15 6 1 1 1 1

Figure 4-6: Minimum Pack Mass for Uniform Solutions for Heavy Duty Vehicles on
a UDDS and HDVUDDS Cycle
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Table 4.6: Minimum Uniform Pack Mass [𝑘𝑔] for the Hybrid Bus on the UDDS and
HDVUDDS Cycles

Cycles UDDS HDVUDDS
0.5 182 272
1 317 317
2 317 317
3 317 422
4 422 528
5 528 634
6 634 739
7 634 778
8 739 793
9 809 893
10 809 993
11 855 1093
12 932 1194
13 1009 1294
14 1086 1394
15 1163 1486

and HDVUDDS cycles. It is important to note that the repeated hybrid bus cycle

was operating in charge depleting mode, so it is more indicative of a PHEV than a

full hybrid. Just like the light duty vehicles, the optimal cell choice starts with a

highly power dense cell, and then transitions to more and more energy dense cells as

the cycle is repeated. The full results are shown in Tables 4.6 and 4.7

4.6 Blended Battery Packs

While blended battery packs have the potential to leverage the strengths of multiple

energy storage types, the expanded flexibility also complicates the design process.

With the addition of an extra energy source to the battery pack, a whole new degree

of freedom emerges: how to control the power split between the two devices.

During the early stages of design, it is costly to get bogged down in the specifics of

how something should be controlled when the most consequential consideration is the

layout and mass of the pack in question. As illustrated in Section 4.5, determining

an estimated pack size for a given energy storage type is relatively straightforward
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Table 4.7: Minimum Uniform Pack Types for the Hybrid Bus on the UDDS and
HDVUDDS Cycles

Cycles UDDS HDVUDDS
0.5 12 12
1 2 2
2 2 2
3 2 2
4 2 2
5 2 2
6 2 2
7 2 1
8 2 1
9 1 1
10 1 1
11 1 1
12 1 1
13 1 1
14 1 1
15 1 1

and easy to brute force when dealing with uniform battery packs.

Optimal blended battery pack solutions, on the other hand, are practically impos-

sible to brute force. As the length of the drive cycle increases, the time complexity

grows exponentially as 𝑂(𝑐𝑁) where 𝑁 is the length of the cycle, and 𝑐 is the number

of discrete power levels to be considered.

Consider the Toyota Prius on the UDDS cycle (C1 from Table 4.1) for instance.

Suppose we discretize the space into 30 different possible power levels (1 per kW) per

unit time. At 1369 seconds long, this translates to 301369 different possible ways to

control the power split. This number is astronomical, so every possibility cannot be

individually examined.

In addition to the shear number of possible power split strategies, the specific

control strategy will completely change the optimal size of the blended battery pack.

The end result is extremely sensitive to the selected control control strategy. These

two complexities motivate the need for control strategy agnostic sizing methodologies.
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4.6.1 Linear Integer Programming for Lower Bound

Perhaps the easiest, and also most trivial, method to size a blended battery pack

without considering control strategy is to ignore all time dependence of the power

cycle. Without time dependence, the blended pack cannot be guaranteed to suc-

cessfully complete the power cycle, but this does not mean the analysis is worthless.

To understand if tribridization is plausibly beneficial, it is useful to first understand

the lower bound of battery pack size. This is analogous to the Carnot efficiency of

a heat cycle. While it might not always be practically realizable, it’s still useful to

understand the best possible scenario of efficiency for the purpose of benchmarking.

Linear Integer Programming Modeling and Constraints

By ignoring time dependence, we do not need to iterate through the entire cycle. We

must simply ensure that the combined power and energy capability of the blended

battery pack is greater than the overall demand of the cycle. The first requirement is

that the two energy sources must be able to supply enough combined power to fulfill

the maximum discharge and charge power experienced during the cycle.

From Equation 4.7, we can represent the maximum available baseload power as

𝑝𝑚𝑎𝑥𝑏𝑎𝑠𝑒
= −𝑆𝑏𝑎𝑠𝑒𝑃𝑏𝑎𝑠𝑒𝑅𝑖𝑏𝑎𝑠𝑒𝐼

2
𝑚𝑎𝑥𝑏𝑎𝑠𝑒

+ 𝑆𝑏𝑎𝑠𝑒𝑃𝑏𝑎𝑠𝑒𝑉𝑜𝑐𝑏𝑎𝑠𝑒𝐼𝑚𝑎𝑥𝑏𝑎𝑠𝑒
, (4.19)

where 𝑆𝑏𝑎𝑠𝑒 is the number of series baseload cells, 𝑃𝑏𝑎𝑠𝑒 is the number of parallel

baseload cells, 𝑅𝑖𝑏𝑎𝑠𝑒 is the internal resistance of a baseload cell, 𝑉𝑜𝑐𝑏𝑎𝑠𝑒 is the open

circuit voltage of a baseload cell, and 𝐼𝑚𝑎𝑥𝑏𝑎𝑠𝑒
is the maximum available current from

a baseload cell.

The minimum available baseload power is

𝑝𝑚𝑖𝑛𝑏𝑎𝑠𝑒
= −𝑆𝑏𝑎𝑠𝑒𝑃𝑏𝑎𝑠𝑒𝑅𝑖𝑏𝑎𝑠𝑒𝐼

2
𝑚𝑖𝑛𝑏𝑎𝑠𝑒

+ 𝑆𝑏𝑎𝑠𝑒𝑃𝑏𝑎𝑠𝑒𝑉𝑜𝑐𝑏𝑎𝑠𝑒𝐼𝑚𝑖𝑛𝑏𝑎𝑠𝑒
. (4.20)

where 𝐼𝑚𝑖𝑛𝑏𝑎𝑠𝑒
is the minimum available current from a baseload cell.

Similarly, the maximum available buffer power is

102



𝑝𝑚𝑎𝑥𝑏𝑢𝑓𝑓
= −𝑆𝑏𝑢𝑓𝑓𝑃𝑏𝑢𝑓𝑓𝑅𝑖𝑏𝑢𝑓𝑓 𝐼

2
𝑚𝑎𝑥𝑏𝑢𝑓𝑓

+ 𝑆𝑏𝑢𝑓𝑓𝑃𝑏𝑢𝑓𝑓𝑉𝑜𝑐𝑏𝑢𝑓𝑓 𝐼𝑚𝑎𝑥𝑏𝑢𝑓𝑓
, (4.21)

where 𝑆𝑏𝑢𝑓𝑓 is the number of series buffer cells, 𝑃𝑏𝑢𝑓𝑓 is the number of parallel buffer

cells, 𝑅𝑖𝑏𝑢𝑓𝑓 is the internal resistance of a buffer cell, 𝑉𝑜𝑐𝑏𝑢𝑓𝑓 is the open circuit voltage

of a buffer cell, and 𝐼𝑚𝑎𝑥𝑏𝑢𝑓𝑓
is the maximum available current from a buffer cell.

The minimum available buffer power is

𝑝𝑚𝑖𝑛𝑏𝑢𝑓𝑓
= −𝑆𝑏𝑢𝑓𝑓𝑃𝑏𝑢𝑓𝑓𝑅𝑖𝑏𝑢𝑓𝑓 𝐼

2
𝑚𝑖𝑛𝑏𝑢𝑓𝑓

+ 𝑆𝑏𝑢𝑓𝑓𝑃𝑏𝑢𝑓𝑓𝑉𝑜𝑐𝑏𝑢𝑓𝑓 𝐼𝑚𝑖𝑛𝑏𝑢𝑓𝑓
. (4.22)

where 𝐼𝑚𝑖𝑛𝑏𝑎𝑠𝑒
is the minimum available current from a buffer cell.

Summing the maximum power from the baseload and buffer yields the total power

capability of the blended pack

𝑝𝑚𝑎𝑥𝑏𝑙𝑒𝑛𝑑𝑒𝑑
= 𝑝𝑚𝑎𝑥𝑏𝑎𝑠𝑒

+ 𝑝𝑚𝑎𝑥𝑏𝑢𝑓𝑓
. (4.23)

Plugging in from Equations 4.19 and 4.21 and factoring yields

𝑝𝑚𝑎𝑥𝑏𝑙𝑒𝑛𝑑𝑒𝑑
= 𝑆(−𝑃𝑏𝑎𝑠𝑒(𝑅𝑖𝑏𝑎𝑠𝑒𝐼

2
𝑚𝑎𝑥𝑏𝑎𝑠𝑒

+𝑉𝑜𝑐𝑏𝑎𝑠𝑒𝐼𝑚𝑎𝑥𝑏𝑎𝑠𝑒
)−𝑃𝑏𝑢𝑓𝑓 (𝑅𝑖𝑏𝑢𝑓𝑓 𝐼

2
𝑚𝑎𝑥𝑏𝑢𝑓𝑓

+𝑉𝑜𝑐𝑏𝑢𝑓𝑓 𝐼𝑚𝑎𝑥𝑏𝑢𝑓𝑓
)),

(4.24)

where 𝑆𝑏𝑎𝑠𝑒 = 𝑆𝑏𝑢𝑓𝑓 = 𝑆.

Summing the minimum power from the baseload and buffer yields the total re-

generative power capability of the blended pack

𝑝𝑚𝑖𝑛𝑏𝑙𝑒𝑛𝑑𝑒𝑑
= 𝑝𝑚𝑖𝑛𝑏𝑎𝑠𝑒

+ 𝑝𝑚𝑖𝑛𝑏𝑢𝑓𝑓
. (4.25)

Plugging in for the minimum powers from Equations 4.20 and 4.22 yields the

minimum blended power
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𝑝𝑚𝑖𝑛𝑏𝑙𝑒𝑛𝑑𝑒𝑑
= 𝑆(−𝑃𝑏𝑎𝑠𝑒(𝑅𝑖𝑏𝑎𝑠𝑒𝐼

2
𝑚𝑖𝑛𝑏𝑎𝑠𝑒

+𝑉𝑜𝑐𝑏𝑎𝑠𝑒𝐼𝑚𝑖𝑛𝑏𝑎𝑠𝑒
)−𝑃𝑏𝑢𝑓𝑓 (𝑅𝑖𝑏𝑢𝑓𝑓 𝐼

2
𝑚𝑖𝑛𝑏𝑢𝑓𝑓

+𝑉𝑜𝑐𝑏𝑢𝑓𝑓 𝐼𝑚𝑖𝑛𝑏𝑢𝑓𝑓
)),

(4.26)

where 𝑆𝑏𝑎𝑠𝑒 = 𝑆𝑏𝑢𝑓𝑓 = 𝑆.

The second constraint is that there must be enough energy capacity in the entire

pack to complete the cycle. Starting with the baseload and according to Equation

4.10, the total available energy is

𝐸𝑝𝑎𝑐𝑘𝑏𝑎𝑠𝑒 = 𝑆𝑏𝑎𝑠𝑒𝑃𝑏𝑎𝑠𝑒𝐸𝑏𝑎𝑠𝑒. (4.27)

For the buffer, the same is true

𝐸𝑝𝑎𝑐𝑘𝑏𝑢𝑓𝑓 = 𝑆𝑏𝑢𝑓𝑓𝑃𝑏𝑢𝑓𝑓𝐸𝑏𝑢𝑓𝑓 . (4.28)

Summing the available baseload and buffer energy yields the total available energy

from the blended pack

𝐸𝑝𝑎𝑐𝑘𝑏𝑙𝑒𝑛𝑑𝑒𝑑
= 𝐸𝑝𝑎𝑐𝑘𝑏𝑎𝑠𝑒 + 𝐸𝑝𝑎𝑐𝑘𝑏𝑢𝑓𝑓 . (4.29)

Plugging in from Equations 4.27 and 4.28 and factoring gives the expanded form

𝐸𝑝𝑎𝑐𝑘𝑏𝑙𝑒𝑛𝑑𝑒𝑑
= 𝑆(𝑃𝑏𝑎𝑠𝑒𝐸𝑏𝑎𝑠𝑒 + 𝑃𝑏𝑢𝑓𝑓𝐸𝑏𝑢𝑓𝑓 ), (4.30)

where 𝑆𝑏𝑎𝑠𝑒 = 𝑆𝑏𝑢𝑓𝑓 = 𝑆.

Before a linear integer programming (IP) algorithm can be applied, it is useful to

phrase the problem in the canonical form:

𝑚𝑎𝑥𝑖𝑚𝑖𝑧𝑒 𝑐𝑇𝑥

⎧⎪⎪⎪⎨⎪⎪⎪⎩
𝐴𝑥 ≤ 𝑏

𝑥 ≥ 0

𝑥 ∈ Z𝑛

(4.31)

In order to minimize the overall blended battery pack mass, we must maximize
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Figure 4-7: Minimum Pack Mass for Integer Programming and Uniform Solutions for
the Toyota Prius on a UDDS Cycle

the negative masses

𝑐 =

⎡⎣−𝑀𝑏𝑎𝑠𝑒

−𝑀𝑏𝑢𝑓𝑓

⎤⎦ , (4.32)

where 𝑀𝑏𝑎𝑠𝑒 is the mass of a baseload cell, and 𝑀𝑏𝑢𝑓𝑓 is the mass of a buffer cell.

The working variables are the number of parallel cells in the baseload and buffer

𝑥 =

⎡⎣𝑃𝑏𝑎𝑠𝑒

𝑃𝑏𝑢𝑓𝑓

⎤⎦ , (4.33)

where 𝑀𝑏𝑎𝑠𝑒 is the mass of a baseload cell, and 𝑀𝑏𝑢𝑓𝑓 is the mass of a buffer cell.

To ensure that the power and energy requirements are met, there are three con-

straints:

𝑝𝑚𝑎𝑥𝑏𝑙𝑒𝑛𝑑𝑒𝑑
≥ 𝑝𝑚𝑎𝑥, (4.34)
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Figure 4-8: Minimum Pack Mass for Integer Programming and Uniform Solutions for
the Honda Insight on a UDDS Cycle

where 𝑝𝑚𝑎𝑥 = 𝑚𝑎𝑥(𝑝(𝑡)),

𝑝𝑚𝑖𝑛𝑏𝑙𝑒𝑛𝑑𝑒𝑑
≤ 𝑝𝑚𝑖𝑛, (4.35)

where 𝑝𝑚𝑖𝑛 = 𝑚𝑖𝑛(𝑝(𝑡)),

and

𝐸𝑝𝑎𝑐𝑘𝑏𝑙𝑒𝑛𝑑𝑒𝑑
≥ 𝑒𝑚𝑎𝑥 − 𝑒𝑚𝑖𝑛, (4.36)

where 𝑒𝑚𝑎𝑥 = 𝑚𝑎𝑥(𝑒(𝑡)) and 𝑒𝑚𝑖𝑛 = 𝑚𝑖𝑛(𝑒(𝑡)).

From Relations 4.34, 4.35, 4.36, and Equations 4.24, 4.26, and 4.30, the constraint

matrix can be developed as
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Figure 4-9: Minimum Pack Mass for Integer Programming and Uniform Solutions for
the Hybrid Bus on a HDVUDDS Cycle

𝐴 = 𝑆

⎡⎢⎢⎢⎣
𝑅𝑖𝑏𝑎𝑠𝑒𝐼

2
𝑚𝑎𝑥𝑏𝑎𝑠𝑒

− 𝑉𝑜𝑐𝑏𝑎𝑠𝑒𝐼𝑚𝑎𝑥𝑏𝑎𝑠𝑒
𝑅𝑖𝑏𝑢𝑓𝑓 𝐼

2
𝑚𝑎𝑥𝑏𝑢𝑓𝑓

− 𝑉𝑜𝑐𝑏𝑢𝑓𝑓 𝐼𝑚𝑎𝑥𝑏𝑢𝑓𝑓

−𝑅𝑖𝑏𝑎𝑠𝑒𝐼
2
𝑚𝑖𝑛𝑏𝑎𝑠𝑒

+ 𝑉𝑜𝑐𝑏𝑎𝑠𝑒𝐼𝑚𝑖𝑛𝑏𝑎𝑠𝑒
−𝑅𝑖𝑏𝑢𝑓𝑓 𝐼

2
𝑚𝑖𝑛𝑏𝑢𝑓𝑓

+ 𝑉𝑜𝑐𝑏𝑢𝑓𝑓 𝐼𝑚𝑖𝑛𝑏𝑢𝑓𝑓

−𝐸𝑏𝑎𝑠𝑒 −𝐸𝑏𝑢𝑓𝑓

⎤⎥⎥⎥⎦ , (4.37)

Finally, the upper bound matrix is just the other sides of Relations 4.34, 4.35, and

4.36

𝑏 =

⎡⎢⎢⎢⎣
−𝑝𝑚𝑎𝑥

𝑝𝑚𝑖𝑛

−𝑒𝑚𝑎𝑥 + 𝑒𝑚𝑖𝑛

⎤⎥⎥⎥⎦ . (4.38)

With the objective and constraints in the canonical form, the matrices can be

plugged into a solver for any given application.
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Figure 4-10: Minimum Pack Mass for Integer Programming and Uniform Solutions
for the Hybrid Bus on a UDDS Cycle

Linear Integer Programming for Blended Battery Pack Sizing

Figures 4-7, 4-8, 4-9, 4-10, 4-11, 4-12, and 4-13 show the results of the linear integer

programming optimization over a range of cycle counts for all the use cases (see

Table 4.3 for use case definitions). Each figure plots the integer programming result

alongside the best uniform pack solution for that use case. The wider the gap between

the two traces, the more potential there is for improving over a uniform battery pack

through tribridization.

Perhaps the most useful insight to be gained from the integer programming solu-

tion is at what point it converges with the uniform battery pack solution. Once this

occurs, there is no reason to explore tribridization. For the Toyota Prius (Figure 4-7)

and Hybrid SUV (Figure 4-11) use cases, the IP solution does not converge to the

uniform solution within the range of the plot. This suggests that tribridization could

be very beneficial for these applications.

For the Ford Focus EV (Figure 4-13), on the other hand, the two solutions converge
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Figure 4-11: Minimum Pack Mass for Integer Programming and Uniform Solutions
for the Hybrid SUV on a UDDS Cycle

at the ninth repeated UDDS cycle, which corresponds to approximately 67 miles.

Since the Focus boasts a range of over 70 miles, this suggests that a uniform pack is

the best solution for this use case. This is not surprising since the Focus demands

approximately five times more energy per cycle than the similarly sized hybrids while

the power is only about double. This translates to significantly reduced C rates,

which can more easily be supported by high energy density cells. In other words, the

energy demand is the dominant constraint. This conclusion is transferrable to most

full EV applications, and suggests that EVs are inherently less suited for blended

battery packs than hybrids from a pure mass reduction standpoint.

The IP and uniform solutions also converge in the small PHEV use case (Figure

4-12). In this case, the intersection occurs on the thirteenth repeated UDDS cycle,

which corresponds to approximately 97 miles of driving range. Unlike EVs, PHEVs

usually only have charge depleting ranges of less than 50 miles. This means that as

long as the desired charge depleting range is below the 97 mile threshold, tribridization

has the potential to offer significant weight reduction.
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Figure 4-12: Minimum Pack Mass for Integer Programming and Uniform Solutions
for the PHEV on a UDDS Cycle

The hybrid bus use cases (Figures 4-9 and 4-10) indicate that there is potential

for improvement over the uniform solution if the cycle is repeated fewer than 11 times

for the HDVUDDS cycle (61 miles), and fewer than 8 times for the UDDS cycle (or

60 miles). This indicates that there is likely room for mass reduction since a charge

depleting cycle is not expected to continue for more than the 60 miles of range on

hybrid electric buses.

It is very important to note that the integer programming solution may meet

the constraints that were imposed, but these do not guarantee that the pack can

successfully complete the cycle. It just means that the blended pack can output the

maximum power, absorb the minimum power, and also has more energy capacity

than the cycle requires. The main failure mode of these assumptions occurs when

the required power exceeds the baseload power capacity for a long enough time that

the buffer runs out of usable energy. It is for this reason that further investigation is

required to confirm that a blended battery pack can offer reduced mass with respect

to a uniform pack.
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Figure 4-13: Minimum Pack Mass for Integer Programming and Uniform Solutions
for the Focus EV on a UDDS Cycle

4.6.2 Dynamic Programming for Minimum Achievable Pack

Size

With the lower bound understood, we can now expend extra resources on the appli-

cations with room for improvement through tribridization. To see what the minimum

achievable pack size is, we need to find the control strategy that minimizes the mass

of the pack. Conversely, to fully optimize the control strategy, we need to know what

the pack layout is. In light of this “chicken-and-the-egg” predicament, we must some-

how simultaneously size the blended battery pack while controlling it in such a way

as to minimize the resulting mass.

Objective Function

Before discussing the structure of the algorithm, it is important to understand the

objective function. This function effectively controls the power split between the

baseload and the buffer throughout the cycle. By splitting the overall function into
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three different objectives, we can ensure that they are prioritized appropriately. The

second objective acts as a tie breaker for the first objective, and the third objective

function acts as a tie breaker for the second.

Objective 1 - Total Mass of the Pack The number one priority in controlling

the power split is to minimize the overall mass of the blended battery pack. This

function takes the form of

𝑓1(𝑃𝑏𝑎𝑠𝑒, 𝑃𝑏𝑢𝑓𝑓 ) = 𝑆𝑃𝑏𝑎𝑠𝑒𝑀𝑏𝑎𝑠𝑒 + 𝑆𝑃𝑏𝑢𝑓𝑓𝑀𝑏𝑢𝑓𝑓 . (4.39)

Objective 2 - Effective Mass of Energy To act as a tiebreaker between paths

that allow for the same mass battery pack, two different objectives are used. The

first is applied during charge-sustaining mode, and the second applies during charge-

depletion mode. Charge-depletion mode is used when the energy available in the

baseload and buffer is greater than the energy remaining in the cycle.

For charge sustaining mode, we have

𝑓2𝑎(𝑒𝑏𝑎𝑠𝑒, 𝑒𝑏𝑢𝑓𝑓 ) =
𝑒𝑏𝑎𝑠𝑒𝑀𝑏𝑎𝑠𝑒

𝐸𝑏𝑎𝑠𝑒

+
𝑒𝑏𝑢𝑓𝑓𝑀𝑏𝑢𝑓𝑓

𝐸𝑏𝑎𝑠𝑒

, (4.40)

and for charge depletion mode, we use

𝑓2𝑏(𝑒𝑏𝑎𝑠𝑒, 𝑒𝑏𝑢𝑓𝑓𝐶𝐷
) =

𝑒𝑏𝑎𝑠𝑒𝑀𝑏𝑎𝑠𝑒

𝐸𝑏𝑎𝑠𝑒

+
𝑒𝑏𝑢𝑓𝑓𝐶𝐷

𝑀𝑏𝑢𝑓𝑓

𝐸𝑏𝑎𝑠𝑒

. (4.41)

where 𝑒𝑏𝑢𝑓𝑓𝐶𝐷
is the absolute difference between the available buffer energy divided

by the remaining number of steps and the energy added to the buffer in the current

time step.

Objective 3 - Minimize Inefficiency The third objective and final tiebreaker is

to choose the most efficient path with respect to 𝐼2𝑅 losses.

𝑓3(𝑒𝑅𝑏𝑎𝑠𝑒
, 𝑒𝑅𝑏𝑢𝑓𝑓

) = 𝑒𝑅𝑏𝑎𝑠𝑒
+ 𝑒𝑅𝑏𝑢𝑓𝑓

(4.42)
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Deterministic Dynamic Programming Based Algorithm

Deterministic dynamic programming (DDP) is commonly used to optimize power

split between two sources such as an engine and a motor in a hybrid vehicle [69]-

[70]. However, these sources are fixed in size throughout the cycle. The fundamental

assumption of dynamic programming is that a very complicated problem can be

solved by breaking that problem down into a finite number of simpler subproblems,

solving them, and storing the answers. Combining the solutions to all the subproblems

ultimately yields the overall solution. This memoization technique cuts out a vast

number steps that would otherwise be repeated in a brute force approach.

The assumption that the optimally solved subproblems will cumulatively solve

the overall problem breaks down when the size of the battery pack is changing over

the course of the cycle. For example, if the baseload grows steadily as the algorithm

iterates backward through the cycle, the power capability will increase as it grows. It’s

possible that once the algorithm reaches the start of the cycle, the baseload will have

enough power capability to deliver the entirety of the peak power demand. In this

case, it might improve the solution if the baseload delivers more or all of the demand

throughout the previously solved subproblems. For this reason, the algorithm cannot

be a direct application of DDP and we must use a heuristic approach that solves the

problem iteratively [71].

DDP Algorithm Step 1 Figure 4-14 shows a simplified flow chart of the utilized

dynamic programming based method. The first step in the iterative algorithm is the

same as all the other approaches: translate the drive cycle into a power cycle using

the Advisor Advanced Vehicle Simulator. An example section of a power cycle is

shown in Figure 4-15.

DDP Algorithm Step 2 The next step (number 2 in Figure 4-14) is to discretize

the domain to the desired granularity. This is represented by the black grid overlaid on

top of the power cycle in Figure 4-16. The grid represents the possible baseload power

levels (𝑝𝑏𝑎𝑠𝑒) throughout the analysis. Assuming no loss of power in the conversion,
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Figure 4-14: Deterministic Dynamic Programming Based Algorithm for Blended Bat-
tery Pack Sizing

Figure 4-15: Example Portion of Power Cycle for UDDS Cycle

the buffer power (𝑝𝑏𝑢𝑓𝑓 ) is simply found by subtracting the baseload power from the

total power

𝑝𝑏𝑢𝑓𝑓 (𝑡, 𝑔) = 𝑝(𝑡) − 𝑝𝑏𝑎𝑠𝑒(𝑡, 𝑔), (4.43)

where 𝑡 is time (or horizontal grid position) and 𝑔 is vertical grid position.

The number of vertical elements should be sized based on the necessary level of

accuracy and the available computational resources. The finer the grid, the higher

the accuracy, but computation times will increase as 𝑂(𝑁𝐺2) where 𝐺 is the vertical

grid size, and 𝑁 is the number of horizontal elements. The grid must include 0 as one

of the vertical elements or the all-buffer case will not be a possible solution. It should

also be noted that if the precision of the power cycle is finer than the resolution of

the grid, the all-baseload case cannot be found as a possible solution (as the value of

𝑝𝑏𝑢𝑓𝑓 (𝑡) will always be non-zero). This is not generally a problem since it is relatively

trivial to check the all-baseload case manually (as outlined in Section 4.5). The
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Figure 4-16: Discretized Example Portion of Power Cycle for UDDS Cycle

number of horizontal elements should be equal to the total number of sample points

in the drive cycle (usually sampled at 1𝐻𝑧). Finally, the mass of the minimum pack

(𝑀) is set to infinity.

DDP Algorithm Step 3, 𝑡 = 𝑁 Zooming in on the grid section outlined in red in

Figure 4-16 brings about the next step (the first iteration of step number 3 in Figure

4-14). The zoomed view is shown in Figure 4-17. The algorithm enters the grid once

for each vertical level at 𝑡 = 𝑁 . Each blue circle represents an instantaneous baseload

power level (𝑝𝑏𝑎𝑠𝑒(𝑁)). The buffer power level at position 𝑔 is found from equation

4.43 as

𝑝𝑏𝑢𝑓𝑓 (𝑁, 𝑔) = 𝑝(𝑁) − 𝑝𝑏𝑎𝑠𝑒(𝑁, 𝑔). (4.44)

Since this is the first step, the maximum and minimum power levels are both set

equal to their respective instantaneous powers at N. The maximum and minimum

baseload powers are

𝑝𝑚𝑎𝑥𝑏𝑎𝑠𝑒
(𝑁, 𝑔) = 𝑝𝑚𝑖𝑛𝑏𝑎𝑠𝑒

(𝑁, 𝑔) = 𝑝𝑏𝑎𝑠𝑒(𝑁, 𝑔), (4.45)

and the maximum and minimum buffer power is

𝑝𝑚𝑎𝑥𝑏𝑢𝑓𝑓
(𝑁, 𝑔) = 𝑝𝑚𝑖𝑛𝑏𝑎𝑠𝑒

(𝑁, 𝑔) = 𝑝𝑏𝑢𝑓𝑓 (𝑁, 𝑔). (4.46)
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In this case, the maximum, minimum, and current energy states are set to zero,

since no time has passed. So the maximum (𝑒𝑚𝑎𝑥𝑏𝑎𝑠𝑒
), minimum (𝑒𝑚𝑖𝑛𝑏𝑎𝑠𝑒

), and current

(𝑒𝑏𝑎𝑠𝑒) baseload energies are

𝑒𝑚𝑎𝑥𝑏𝑎𝑠𝑒
(𝑁, 𝑔) = 𝑒𝑚𝑖𝑛𝑏𝑎𝑠𝑒

(𝑁, 𝑔) = 𝑒𝑏𝑎𝑠𝑒 = 0, (4.47)

and the maximum, minimum, and current buffer energies are

𝑒𝑚𝑎𝑥𝑏𝑢𝑓𝑓
(𝑁, 𝑔) = 𝑒𝑚𝑖𝑛𝑏𝑎𝑠𝑒

(𝑁, 𝑔) = 𝑒𝑏𝑢𝑓𝑓 = 0. (4.48)

Initially, all parallel cell counts are also set to zero

𝑃𝑏𝑢𝑓𝑓 (𝑁, 𝑔) = 𝑃𝑏𝑎𝑠𝑒(𝑁, 𝑔) = 0, (4.49)

and the number of series cells is assumed to be a constant 𝑆 throughout.

With 𝑝𝑚𝑎𝑥𝑏𝑎𝑠𝑒
(𝑁, 𝑔), 𝑝𝑚𝑖𝑛𝑏𝑎𝑠𝑒

(𝑁, 𝑔), 𝑝𝑚𝑎𝑥𝑏𝑢𝑓𝑓
(𝑁, 𝑔), 𝑝𝑚𝑖𝑛𝑏𝑢𝑓𝑓

(𝑁, 𝑔), 𝑒𝑚𝑎𝑥𝑏𝑎𝑠𝑒
(𝑁, 𝑔),

𝑒𝑚𝑖𝑛𝑏𝑎𝑠𝑒
(𝑁, 𝑔), 𝑒𝑚𝑎𝑥𝑏𝑢𝑓𝑓

(𝑁, 𝑔), and 𝑒𝑚𝑖𝑛𝑏𝑎𝑠𝑒
(𝑁, 𝑔) known for all grid positions (𝑔), the

uniform pack sizing methodology described in Section 4.5 can be applied to both the

baseload and the buffer individually. Using Relations 4.14 and 4.18, the number of

parallel cells (𝑃𝑏𝑎𝑠𝑒(𝑁, 𝑔) and 𝑃𝑏𝑢𝑓𝑓 (𝑁, 𝑔)) are incremented until all constraints are

satisfied.

Since this is the first time step, and no time has passed, the energy lost due to

the internal resistance of the packs is set to zero for each position

𝑒𝑅𝑏𝑎𝑠𝑒
(𝑁, 𝑔) = 𝑒𝑅𝑏𝑢𝑓𝑓

(𝑁, 𝑔) = 0. (4.50)

DDP Algorithm Step 3, 𝑡 < 𝑁 As Figure 4-14 illustrates, Step 3 is repeated

for every time step moving backward in time until the first point in the cycle (𝑡 = 1)

is finally reached. Each of the steps from 𝑡 = 𝑁 − 1 to 𝑡 = 1 follow the process

represented in Figures 4-18 and 4-19 and described below.

Each point in the grid at time step 𝑡 is evaluated from each point in the grid at
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Figure 4-17: Discretized Example Portion of Power Cycle for UDDS Cycle Zoomed
to Red Region from Figure 4-16

Figure 4-18: DDP Algorithm Substep Evaluation Technique for UDDS Power Cycle
Example

time step 𝑡+ 1. Figure 4-18 illustrates the path lines from each grid point (𝑔𝑡+1]
𝐺
1 ) at

𝑡 = 𝑁 to the first grid point (𝑔𝑡 = 1) at 𝑡 = 𝑁 − 1.

The blue circles at 𝑡 = 𝑁 − 1 represent an instantaneous baseload power level

(𝑝𝑏𝑎𝑠𝑒(𝑡, 𝑔𝑡)). The buffer power level at position 𝑔𝑡 is found from equation 4.43 as

𝑝𝑏𝑢𝑓𝑓 (𝑡, 𝑔𝑡) = 𝑝(𝑡) − 𝑝𝑏𝑎𝑠𝑒(𝑡, 𝑔𝑡). (4.51)

The maximum and minimum power levels are both updated to reflect the new

maximum and minimum powers. Temporary values are denoted with an asterisk

and stored for each possible path. All but the best path according to the objective

function will be discarded. The temporary maximum and minimum baseload powers

for a path from 𝑔𝑡 to 𝑔𝑡+1 are
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𝑝*𝑚𝑎𝑥𝑏𝑎𝑠𝑒
(𝑡, 𝑔𝑡, 𝑔𝑡+1) = 𝑚𝑎𝑥 [𝑝𝑏𝑎𝑠𝑒(𝑡, 𝑔𝑡), 𝑝𝑚𝑎𝑥𝑏𝑎𝑠𝑒

(𝑡 + 1, 𝑔𝑡+1)] , (4.52)

and

𝑝*𝑚𝑖𝑛𝑏𝑎𝑠𝑒
(𝑡, 𝑔𝑡, 𝑔𝑡+1) = 𝑚𝑖𝑛 [𝑝𝑏𝑎𝑠𝑒(𝑡, 𝑔𝑡), 𝑝𝑚𝑖𝑛𝑏𝑎𝑠𝑒

(𝑡 + 1, 𝑔𝑡+1)] . (4.53)

The temporary maximum and minimum buffer powers for a path from 𝑔𝑡 to 𝑔𝑡+1

are

𝑝*𝑚𝑎𝑥𝑏𝑢𝑓𝑓
(𝑡, 𝑔𝑡, 𝑔𝑡+1) = 𝑚𝑎𝑥

[︀
𝑝𝑏𝑢𝑓𝑓 (𝑡, 𝑔𝑡), 𝑝𝑚𝑎𝑥𝑏𝑢𝑓𝑓

(𝑡 + 1, 𝑔𝑡+1)
]︀
, (4.54)

and

𝑝*𝑚𝑖𝑛𝑏𝑢𝑓𝑓
(𝑡, 𝑔𝑡, 𝑔𝑡+1) = 𝑚𝑖𝑛

[︀
𝑝𝑏𝑢𝑓𝑓 (𝑡, 𝑔𝑡), 𝑝𝑚𝑖𝑛𝑏𝑢𝑓𝑓

(𝑡 + 1, 𝑔𝑡+1)
]︀
. (4.55)

Since time has now passed, the current energy states are updated. Once again,

these values are temporary and will be denoted with an asterisk. The baseload energy

is

𝑒*𝑏𝑎𝑠𝑒(𝑡, 𝑔𝑡, 𝑔𝑡+1) = 𝑒𝑏𝑎𝑠𝑒(𝑡 + 1, 𝑔𝑡+1) +
(𝑝𝑏𝑎𝑠𝑒(𝑡, 𝑔𝑡) + 𝑝𝑏𝑎𝑠𝑒(𝑡, 𝑔𝑡+1))

2
, (4.56)

assuming the time step is 1 second.

Similarly, the buffer energy is

𝑒*𝑏𝑢𝑓𝑓 (𝑡, 𝑔𝑡, 𝑔𝑡+1) = 𝑒𝑏𝑢𝑓𝑓 (𝑡 + 1, 𝑔𝑡+1) +
(𝑝𝑏𝑢𝑓𝑓 (𝑡, 𝑔𝑡) + 𝑝𝑏𝑢𝑓𝑓 (𝑡, 𝑔𝑡+1))

2
, (4.57)

The temporary maximum (𝑒*𝑚𝑎𝑥𝑏𝑎𝑠𝑒
) and minimum (𝑒*𝑚𝑖𝑛𝑏𝑎𝑠𝑒

) baseload energies are

𝑒*𝑚𝑎𝑥𝑏𝑎𝑠𝑒
(𝑡, 𝑔𝑡, 𝑔𝑡+1) = 𝑚𝑎𝑥 [𝑒*𝑏𝑎𝑠𝑒(𝑡, 𝑔𝑡, 𝑔𝑡+1), 𝑒𝑚𝑎𝑥𝑏𝑎𝑠𝑒

(𝑡 + 1, 𝑔𝑡+1)] , (4.58)

and

𝑒*𝑚𝑖𝑛𝑏𝑎𝑠𝑒
(𝑡, 𝑔𝑡, 𝑔𝑡+1) = 𝑚𝑖𝑛 [𝑒*𝑏𝑎𝑠𝑒(𝑡, 𝑔𝑡, 𝑔𝑡+1), 𝑒𝑚𝑖𝑛𝑏𝑎𝑠𝑒

(𝑡 + 1, 𝑔𝑡+1)] . (4.59)
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The maximum (𝑒*𝑚𝑎𝑥𝑏𝑢𝑓𝑓
) and minimum (𝑒*𝑚𝑖𝑛𝑏𝑢𝑓𝑓

) buffer energies are of the same

form

𝑒*𝑚𝑎𝑥𝑏𝑢𝑓𝑓
(𝑡, 𝑔𝑡, 𝑔𝑡+1) = 𝑚𝑎𝑥

[︀
𝑒*𝑏𝑢𝑓𝑓 (𝑡, 𝑔𝑡, 𝑔𝑡+1), 𝑒𝑚𝑎𝑥𝑏𝑢𝑓𝑓

(𝑡 + 1, 𝑔𝑡+1)
]︀
, (4.60)

and

𝑒*𝑚𝑖𝑛𝑏𝑢𝑓𝑓
(𝑡, 𝑔𝑡, 𝑔𝑡+1) = 𝑚𝑖𝑛

[︀
𝑒*𝑏𝑢𝑓𝑓 (𝑡, 𝑔𝑡, 𝑔𝑡+1), 𝑒𝑚𝑖𝑛𝑏𝑢𝑓𝑓

(𝑡 + 1, 𝑔𝑡+1)
]︀
. (4.61)

With 𝑝*𝑚𝑎𝑥𝑏𝑎𝑠𝑒
(𝑡, 𝑔𝑡, 𝑔𝑡+1), 𝑝*𝑚𝑖𝑛𝑏𝑎𝑠𝑒

(𝑡, 𝑔𝑡, 𝑔𝑡+1), 𝑝*𝑚𝑎𝑥𝑏𝑢𝑓𝑓
(𝑡, 𝑔𝑡, 𝑔𝑡+1), 𝑝*𝑚𝑖𝑛𝑏𝑢𝑓𝑓

(𝑡, 𝑔𝑡, 𝑔𝑡+1),

𝑒*𝑚𝑎𝑥𝑏𝑎𝑠𝑒
(𝑡, 𝑔𝑡, 𝑔𝑡+1), 𝑒*𝑚𝑖𝑛𝑏𝑎𝑠𝑒

(𝑡, 𝑔𝑡, 𝑔𝑡+1), 𝑒*𝑚𝑎𝑥𝑏𝑢𝑓𝑓
(𝑡, 𝑔𝑡, 𝑔𝑡+1), and 𝑒*𝑚𝑖𝑛𝑏𝑎𝑠𝑒

(𝑡, 𝑔𝑡, 𝑔𝑡+1) known

for all grid positions (𝑔𝑡+1), the uniform pack sizing methodology described in Section

4.5 can be applied to both the baseload and the buffer individually. Using Relations

4.14 and 4.18, the number of parallel cells (𝑃 *
𝑏𝑎𝑠𝑒(𝑡, 𝑔𝑡, 𝑔𝑡+1) and 𝑃 *

𝑏𝑢𝑓𝑓 (𝑡, 𝑔𝑡, 𝑔𝑡+1)) are

incremented until all constraints are satisfied for each temporary path.

For evaluation of the objective function, the energy lost due to the internal re-

sistance of the baseload and buffer is recorded for each temporary path. First, the

instantaneous current is found for both the baseload and buffer using the same method

as Equation 4.12. The baseload current is

𝑖*𝑏𝑎𝑠𝑒(𝑡, 𝑔𝑡, 𝑔𝑡+1) = −𝑆𝑃 *
𝑏𝑎𝑠𝑒(𝑡, 𝑔𝑡, 𝑔𝑡+1)𝑉𝑜𝑐𝑏𝑎𝑠𝑒±

√︀
𝑆𝑃 *

𝑏𝑎𝑠𝑒(𝑡, 𝑔𝑡, 𝑔𝑡+1)(𝑉𝑜𝑐𝑏𝑎𝑠𝑒)
2 − 4𝑅𝑖𝑏𝑎𝑠𝑒𝑝𝑏𝑎𝑠𝑒(𝑡, 𝑔𝑡)

−2𝑅𝑖𝑏𝑎𝑠𝑒

,

(4.62)

and the buffer current is

𝑖*𝑏𝑢𝑓𝑓 (𝑡, 𝑔𝑡, 𝑔𝑡+1) = −𝑆𝑃 *
𝑏𝑢𝑓𝑓 (𝑡, 𝑔𝑡, 𝑔𝑡+1)𝑉𝑜𝑐𝑏𝑢𝑓𝑓±

√︁
𝑆𝑃 *

𝑏𝑢𝑓𝑓 (𝑡, 𝑔𝑡, 𝑔𝑡+1)(𝑉𝑜𝑐𝑏𝑢𝑓𝑓 )2 − 4𝑅𝑖𝑏𝑢𝑓𝑓𝑝𝑏𝑢𝑓𝑓 (𝑡, 𝑔𝑡)

−2𝑅𝑖𝑏𝑢𝑓𝑓

.

(4.63)

With the currents known for each path, the temporary cumulative energy loss can
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Figure 4-19: DDP Algorithm Step N-1 Evaluation for UDDS Power Cycle Example

be calculated for the baseload as

𝑒*𝑅𝑏𝑎𝑠𝑒
(𝑡, 𝑔𝑡, 𝑔𝑡+1) = 𝑆𝑃 *

𝑏𝑎𝑠𝑒(𝑡, 𝑔𝑡, 𝑔𝑡+1)(𝑖
*
𝑏𝑎𝑠𝑒(𝑡, 𝑔𝑡, 𝑔𝑡+1))

2𝑅𝑖𝑏𝑎𝑠𝑒+𝑒𝑅𝑏𝑎𝑠𝑒
(𝑡+1, 𝑔𝑡+1), (4.64)

and for the buffer as

𝑒*𝑅𝑏𝑢𝑓𝑓
(𝑡, 𝑔𝑡, 𝑔𝑡+1) = 𝑆𝑃 *

𝑏𝑢𝑓𝑓 (𝑡, 𝑔𝑡, 𝑔𝑡+1)(𝑖
*
𝑏𝑢𝑓𝑓 (𝑡, 𝑔𝑡, 𝑔𝑡+1))

2𝑅𝑖𝑏𝑢𝑓𝑓 + 𝑒𝑅𝑏𝑢𝑓𝑓
(𝑡 + 1, 𝑔𝑡+1),

(4.65)

assuming the time step is 1 second.

With 𝑃 *
𝑏𝑎𝑠𝑒(𝑡, 𝑔𝑡, 𝑔𝑡+1), 𝑃 *

𝑏𝑢𝑓𝑓 (𝑡, 𝑔𝑡, 𝑔𝑡+1), 𝑒*𝑏𝑎𝑠𝑒(𝑡, 𝑔𝑡, 𝑔𝑡+1), 𝑒*𝑏𝑢𝑓𝑓 (𝑡, 𝑔𝑡, 𝑔𝑡+1), 𝑒*𝑅𝑏𝑎𝑠𝑒
(𝑡, 𝑔𝑡, 𝑔𝑡+1),

and 𝑒*𝑅𝑏𝑢𝑓𝑓
(𝑡, 𝑔𝑡, 𝑔𝑡+1) known for all all grid positions (𝑔𝑡+1), the objective function is

used to evaluate the best path. In Figure 4-18 this path is depicted in red and the

yellow paths are discarded. The index at 𝑡 + 1 from which the minimum mass pack

is generated for 𝑔𝑡 is denoted as 𝑔𝑚𝑖𝑛𝑡+1 .

The parameters resulting in the minimum mass pack are then stored at 𝑡 for 𝑔𝑡

for reference at 𝑡− 1

𝑝𝑚𝑎𝑥𝑏𝑎𝑠𝑒
(𝑡, 𝑔𝑡) = 𝑝*𝑚𝑎𝑥𝑏𝑎𝑠𝑒

(𝑡, 𝑔𝑡, 𝑔𝑚𝑖𝑛𝑡+1) (4.66)

𝑝𝑚𝑖𝑛𝑏𝑎𝑠𝑒
(𝑡, 𝑔𝑡) = 𝑝*𝑚𝑖𝑛𝑏𝑎𝑠𝑒

(𝑡, 𝑔𝑡, 𝑔𝑚𝑖𝑛𝑡+1) (4.67)

𝑝𝑚𝑎𝑥𝑏𝑢𝑓𝑓
(𝑡, 𝑔𝑡) = 𝑝*𝑚𝑎𝑥𝑏𝑢𝑓𝑓

(𝑡, 𝑔𝑡, 𝑔𝑚𝑖𝑛𝑡+1) (4.68)
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Figure 4-20: DDP Algorithm Step N-2 Evaluation for UDDS Power Cycle Example

𝑝𝑚𝑖𝑛𝑏𝑢𝑓𝑓
(𝑡, 𝑔𝑡) = 𝑝*𝑚𝑖𝑛𝑏𝑢𝑓𝑓

(𝑡, 𝑔𝑡, 𝑔𝑚𝑖𝑛𝑡+1) (4.69)

𝑒𝑏𝑎𝑠𝑒(𝑡, 𝑔𝑡) = 𝑒*𝑏𝑎𝑠𝑒(𝑡, 𝑔𝑡, 𝑔𝑚𝑖𝑛𝑡+1) (4.70)

𝑒𝑏𝑢𝑓𝑓 (𝑡, 𝑔𝑡) = 𝑒*𝑏𝑢𝑓𝑓 (𝑡, 𝑔𝑡, 𝑔𝑚𝑖𝑛𝑡+1) (4.71)

𝑒𝑚𝑎𝑥𝑏𝑎𝑠𝑒
(𝑡, 𝑔𝑡) = 𝑒*𝑚𝑎𝑥𝑏𝑎𝑠𝑒

(𝑡, 𝑔𝑡, 𝑔𝑚𝑖𝑛𝑡+1) (4.72)

𝑒𝑚𝑖𝑛𝑏𝑎𝑠𝑒
(𝑡, 𝑔𝑡) = 𝑒*𝑚𝑖𝑛𝑏𝑎𝑠𝑒

(𝑡, 𝑔𝑡, 𝑔𝑚𝑖𝑛𝑡+1) (4.73)

𝑒𝑚𝑎𝑥𝑏𝑢𝑓𝑓
(𝑡, 𝑔𝑡) = 𝑒*𝑚𝑎𝑥𝑏𝑢𝑓𝑓

(𝑡, 𝑔𝑡, 𝑔𝑚𝑖𝑛𝑡+1) (4.74)

𝑒𝑚𝑖𝑛𝑏𝑢𝑓𝑓
(𝑡, 𝑔𝑡) = 𝑒*𝑚𝑖𝑛𝑏𝑢𝑓𝑓

(𝑡, 𝑔𝑡, 𝑔𝑚𝑖𝑛𝑡+1) (4.75)

𝑒𝑅𝑏𝑎𝑠𝑒
(𝑡, 𝑔𝑡) = 𝑒*𝑅𝑏𝑎𝑠𝑒

(𝑡, 𝑔𝑡, 𝑔𝑚𝑖𝑛𝑡+1) (4.76)

𝑒𝑅𝑏𝑢𝑓𝑓
(𝑡, 𝑔𝑡) = 𝑒*𝑅𝑏𝑢𝑓𝑓

(𝑡, 𝑔𝑡, 𝑔𝑚𝑖𝑛𝑡+1) (4.77)

𝑃𝑏𝑎𝑠𝑒(𝑡, 𝑔𝑡) = 𝑃 *
𝑏𝑎𝑠𝑒(𝑡, 𝑔𝑡, 𝑔𝑚𝑖𝑛𝑡+1) (4.78)

𝑃𝑏𝑢𝑓𝑓 (𝑡, 𝑔𝑡) = 𝑃 *
𝑏𝑢𝑓𝑓 (𝑡, 𝑔𝑡, 𝑔𝑚𝑖𝑛𝑡+1) (4.79)

The process of calculating all temporary paths and selecting the best is repeated

for each point (𝑔𝑡]𝐺1 ). Figure 4-19 illustrates the best path for each grid point at 𝑡.

This process of finding the best path from 𝑡 + 1 to each point 𝑔𝑡 is repeated until

𝑡 = 1 is reached. Figures 4-20 and 4-21 show an example of the repeated process for

𝑡 = 𝑁 − 2 and 𝑡 = 𝑁 − 3.

The best of all the paths according to the objective function at 𝑡 = 1 is selected
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Figure 4-21: DDP Algorithm Step N-3 Evaluation for UDDS Power Cycle Example

Figure 4-22: DDP Algorithm Best Path for UDDS Power Cycle Example

as the overall minimum mass path. The selected path is shown as a black dashed line

in Figure 4-22.

DDP Algorithm Step 4 The mass of the battery pack resulting from the best

path at 𝑡 = 1 is stored as 𝑚 and compared to the minimum pack mass 𝑀 . If 𝑚 is

not equal to 𝑀 , the algorithm has not converged, and so 𝑀 is set equal to 𝑚, 𝑡 is

reset to 𝑁 , and the buffer parameters are reset. The baseload parameters are also

reset except for the number of parallel cells, which remains at the value from the end

of the current iteration.

For the first iteration, 𝑀 was set to infinity, so the cycle must repeat at least

once. The reason for resetting the buffer is to allow the baseload to grow until more

baseload does not improve the solution. Without this buffer resetting technique, the

higher power density of the buffer tends to force the algorithm to overutilize the buffer

at the beginning of each iteration when the required energy is small in comparison to
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Figure 4-23: UDDS Power Cycle Example with Power Baseload Power Thresholds

the minimum and maximum power requirements.

DDP Algorithm Step 5 Once the same algorithm returns the same pack twice

in a row, we know that the baseload did not grow over the course of the cycle, and

the solution has been reached.

4.6.3 Peak Shaving Strategy as a Benchmark

While the dynamic programming based solution can find a minimum achievable pack

size, it doesn’t imply that the control strategy is practically realizable. This is due

to the omniscient nature of the dynamic programming algorithm. If the future is

completely unknown, a less efficient control strategy must be utilized [72]. To see

which applications lend well to a more practical control strategy, we will use a peak

shaving benchmark heuristic.

Peak Shaving Method

The peak shaving method is very simple in principle. A power threshold (𝑝𝑡ℎ𝑟𝑒𝑠ℎ) is

selected for the given application. Any power below that threshold is assigned to the

baseload, and any power over that threshold is assigned to the buffer [73]-[75]. Figure

4-23 shows an example UDDS Power cycle with positive and negative baseload power

thresholds overlaid on top. The magnitude of the threshold is a design choice, and

could be changed dynamically, but in this thesis it is assumed to be constant.
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Figure 4-24: Peak Shaving Baseload Power Curve for UDDS Power Cycle Example

Figure 4-25: Peak Shaving Buffer Power Curve for UDDS Power Cycle Example

The baseload power (𝑝𝑏𝑎𝑠𝑒(𝑡)) can be represented as a piecewise function

𝑝𝑏𝑎𝑠𝑒(𝑡) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
𝑝(𝑡) 𝑖𝑓 |𝑝(𝑡)| ≤ 𝑝𝑡ℎ𝑟𝑒𝑠ℎ

𝑝𝑡ℎ𝑟𝑒𝑠ℎ 𝑖𝑓 𝑝(𝑡) > 𝑝𝑡ℎ𝑟𝑒𝑠ℎ

−𝑝𝑡ℎ𝑟𝑒𝑠ℎ 𝑖𝑓 𝑝(𝑡) < −𝑝𝑡ℎ𝑟𝑒𝑠ℎ

(4.80)

and then the buffer power (𝑝𝑏𝑢𝑓𝑓 (𝑡)) can be found by subtracting the baseload

power from the total power

𝑝𝑏𝑢𝑓𝑓 (𝑡) = 𝑝(𝑡) − 𝑝𝑏𝑎𝑠𝑒(𝑡). (4.81)

The baseload power curve is shown for the example UDDS power cycle in Figure

4-24 and the buffer power curve is shown for the same cycle in Figure 4-25. With the

power cycles defined for both the baseload and buffer, the blended battery pack sizing

problem can be treated as two uniform battery packs. The same uniform battery pack

124



Figure 4-26: Minimum Pack Mass for DDP, Integer Programming, Peak Shaving, and
Uniform Solutions for the Toyota Prius on a UDDS Cycle

sizing methodology described in Section 4.5 is used to identify the minimum necessary

number of parallel baseload cells (𝑃𝑏𝑎𝑠𝑒𝑙𝑜𝑎𝑑) and buffer cells (𝑃𝑏𝑢𝑓𝑓𝑒𝑟).

This peak shaving method can be repeated for power thresholds over the entire

range of possible power levels with some granularity. It is important to include both

zero and a threshold greater than the peak total power so that the all baseload and

all buffer cases can be considered. The minimum mass pack out of all the power

threshold levels is taken to be the peak shaving solution.

4.7 Study Results

By utilizing all four of the battery pack sizing methodologies listed in Sections 4.5

and 4.6, we can examine particular use cases and understand how the minimum mass

uniform battery pack compares to the blended solutions that are sized with the three

different methods. As Section 4.6 describes, the integer programming (IP) method

provides a lower bound, the dynamic programming (DDP) based method yields a
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Figure 4-27: Minimum Pack Mass for DDP, Integer Programming, Peak Shaving, and
Uniform Solutions for the Hybrid Bus on a UDDS Cycle

minimum feasible pack, and the peak shaving (PS) method gives a good baseline.

4.7.1 Design of Experiment

To understand which applications lend well to tribridization, we designed and carried

out a large experiment that sweeps over a range of different applications and potential

energy storage units. For each of the usage cases listed in Table 4.3, we found solutions

using all four methodologies (DDP, IP, PS, and uniform) for 1 through 10 repeated

drive cycles (7.45 -74.5 miles of driving) while considering all 18 of the energy storage

units listed in Table 4.1. We will discuss the results for HEVs, PHEVs, and EVs

separately in the following three sections. The full results tables are listed in Appendix

A.
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Figure 4-28: Minimum Pack Mass for DDP, Integer Programming, Peak Shaving, and
Uniform Solutions for the Hybrid SUV on a UDDS Cycle

4.7.2 Hybrid Electric Vehicles

Figures 4-26, 4-27, and 4-28 show the results for the Toyota Prius, Hybrid Bus, and

Hybrid SUV respectively. Each figure depicts the minimum mass pack for all four

methods across 1 through 10 repeated drive cycles. The actual energy requirement

of the application will determine how many repeated drive cycles are appropriate,

but for hybrid vehicles in general, the energy requirement corresponds to about 4

repeated cycles.

Taking a closer look at Figure 4-26 shows the minimum mass packs found using

the DDP, IP, PS, and uniform solutions for the Toyota Prius. Up until 5 repeated

cycles, the uniform and PS solutions converge to the same result of a 1P pack of Ford

Fusion SE cells (ID number 12) at 45.4 kg. The DDP solution offers a lower mass

pack, but only saves about 6 kg by blending between a 4P pack of Tesla Model S cells

and a 1P pack of Maxwell Ultracaps.

Figure 4-27 shows the minimum mass packs found using the DDP, IP, PS, and
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Figure 4-29: Gravimetric Power Density vs. Gravimetric Energy Density for Surveyed
Cells (black) and DDP Solutions (red) for 4 Consecutive Cycles

uniform solutions for the Hybrid Bus on a UDDS drive cycle. For this use case,

the blended solutions offer an improvement over the uniform solution up until 8

repeated cycles. All of the blended solutions are relatively similar across the board.

At 4 repeated cycles, the DDP and PS solutions have converged to a 442.2 kg pack

composed of a 30P pack of Tesla Model S cells and a 2P pack of Kia Soul cells. The

best uniform pack is a 5P pack of Kia Soul cells that weighs 528 kg. This translates

to a potential savings of almost 86 kg over the uniform pack through tribridization.

For the Hybrid SUV on a UDDS drive cycle, Figure 4-28 shows the minimum

mass packs found using the DDP, IP, PS, and uniform solutions. While there are

areas where blended packs offer significant improvement over the uniform pack, the

two feasible blended solutions converge to the uniform pack when the number of

repeated drive cycles is 4. At this point, the DDP, PS, and uniform solutions are all

1P packs of Ford Fusion SE cells. The IP solution offers substantial gains, but it is

not likely to be achievable in practice.

Figure 4-29 shows all 18 of the uniform storage options (from Figure 4-1) with the
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Figure 4-30: Least Massive Pack for DDP, Peak Shaving, and Uniform Solution Meth-
ods for 4 Consecutive Cycles

blended solutions for each of the seven use cases overlaid on top in red for 4 consecutive

drive cycles. It is clear that each of the red (blended) solutions is interpolating between

the energy density and power density of two of the uniform solutions. The hybrid bus

solutions, for instance, interpolate between the Tesla Model S cell (number 1) and

the Kia Soul cell (number 2). In this way, the blended packs can linearly fill in the

gaps between the various uniform options.

To show all of the solutions for each use case with 4 repeated drive cycles, Figure

4-30 depicts a summary bar plot. From this plot, it is clear that the hybrid bus

applications (3 and 4) offer the largest room for improvement through blended battery

packs. The Ford Focus EV (7) also shows significant room for improvement, but 4

repeated cycles (approximately 30 miles) for this application is not an acceptable EV

range. This energy requirement would be more representative of a PHEV.
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Figure 4-31: Minimum Pack Mass for DDP, Integer Programming, Peak Shaving, and
Uniform Solutions for the PHEV on a UDDS Cycle

4.7.3 Plug-in Hybrid Electric Vehicles

Figure 4-31 shows the minimum mass packs found using the DDP, IP, PS, and uniform

solutions for the PHEV on a UDDS drive cycle. With the exception of one repeated

cycle, the blended battery packs show potential for improvement over the uniform

packs across the board. A realistic energy requirement for the PHEV occurs at

approximately 7 repeated cycles (or roughly 8 kWh). At this location on the plot, we

can see the best uniform pack is a 105.6 kg pack of Kia Soul cells (1P). The DDP and

IP methods converged to a blended solution composed of a 7P pack of Tesla Model

S cells and a 1P pack of Maxwell Ultracaps for a total mass of 62.6 kg. The PS

benchmark yields a 91.6 kg blended solution made up of a 3P pack of Tesla Model

S cells and a 1P pack of Ford Fusion SE cells. This means that even the benchmark

blended solution can cut the weight of the pack by 14 kg while the DDP solution can

reduce the mass of the pack by 43 kg.

In the same way Figure 4-29 presents the blended solutions for 4 consecutive
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Figure 4-32: Gravimetric Power Density vs. Gravimetric Energy Density for Surveyed
Cells (black) and DDP Solutions (red) for 7 Consecutive Cycles

cycles, Figure 4-32 shows the 18 uniform storage options (from Figure 4-1) alongside

the blended solutions for each of the seven use cases for 7 consecutive drive cycles.

We can see that the blended solutions have shifted to the right with respect to the 4

consecutive cycle case (in order to achieve higher energy density). Once again, we can

see that the red solutions are interpolating between two different uniform solutions.

Figure 4-33 summarizes the results for all the use cases with 7 repeated drive

cycles. It is clear that there is large room for improvement for the PHEV (C6) and

also the Toyota Prius and Hybrid SUV (C1 and C5). The PHEV can achieve small

gains using the PS solution, but much larger savings can be realized by utilizing the

DDP solution (which requires complete knowledge of the drive cycle). The hybrid

vehicle use cases offer larger gains for 7 cycles than for 4 cycles because the energy

requirements have increased substantially to a point that is not realistic for full hybrid

electric vehicles.
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Figure 4-33: Least Massive Pack for DDP, Peak Shaving, and Uniform Solution Meth-
ods for 7 Consecutive Cycles

4.7.4 Electric Vehicles

Pure electric vehicle applications demand the highest amount of energy density and

the lowest amount of power density. This is due to the fact that while the energy

requirement becomes multiplied with each consecutive drive cycle, the power require-

ment remains constant. As the necessary energy grows, the resulting C rate dimin-

ishes, and this opens the door for higher energy density cells. Figure 4-34 illustrates

this effect and shows the minimum mass packs found using the DDP, IP, PS, and

uniform solutions for the Focus EV on a UDDS drive cycle.

Just from the linear integer programming lower bound in Figure 4-34, we can see

that EV battery packs can only be downsized with blended battery packs when the

overall vehicle range is relatively short. After 9 consecutive cycles, all of the solutions

converge to the same uniform pack (composed completely of Tesla Model S cells).

This occurs when the power output of the highest energy density cells is sufficient

to supply all of the power for the given application. There are regions on the plot
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Figure 4-34: Minimum Pack Mass for DDP, Integer Programming, Peak Shaving, and
Uniform Solutions for the Focus EV on a UDDS Cycle

that show room for improvement with the blended solutions, but with fewer than

10 repeated cycles, the requirement is more indicative of a PHEV than an EV. This

illustrates that when power and energy are the only constraints under consideration,

EVs are not susceptible to weight reduction through blending of the battery pack.

Figure 4-35 shows the power density and energy density of the blended solutions for

10 consecutive cycles in red overlaid on top of the original 18 uniform storage options.

We can see that the energy densities have increased with respect to Figure 4-32 due

to the increased energy requirement of the 10 cycles. Each solution is approaching

the Tesla Model S cell by interpolating between it and the Maxwell Ultracap. The

Honda Insight pack remains the same, but this is because the energy requirement for

each cycle is very low (highly charge sustaining), and so the minimal pack remains

unchanged.

To summarize the results for 10 consecutive cycles, Figure 4-36 shows a bar plot

with the minimal mass packs for the DDP, IP, PS, and uniform solutions for each of

the 7 use cases. We can see that there is no room for improvement on the Focus EV
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Figure 4-35: Gravimetric Power Density vs. Gravimetric Energy Density for Surveyed
Cells (black) and DDP Solutions (red) for 10 Consecutive Cycles

use case (7), and very little room for improvement on the others with the exception

of the Toyota Prius (1). With 10 repeated cycles, the 3.38 kWh energy requirement is

unrealistically large for a full hybrid electric vehicle and would be more representative

of a limited range PHEV.

4.8 Conclusion

In this chapter, I illustrated that tribridization through the use of blended battery

packs has significant potential to reduce the overall weight of hybrid vehicles. This

potential depends heavily on the specific parameters of the application in question. To

examine which applications can benefit most from tribridization, I introduced three

different methods for sizing blended battery packs early on in the design process.

An integer programming method provides a lower bound, a dynamic programming

based method yields the minimum feasible pack, and a peak shaving strategy gives a

benchmark. I compared the results of all three of these methods to the best uniform
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Figure 4-36: Least Massive Pack for DDP, Peak Shaving, and Uniform Solution Meth-
ods for 10 Consecutive Cycles

pack for 7 different use cases over a range of energy requirements.

Using this experiment, I showed that for the UDDS cycle, PHEVs have the largest

potential for improvement. Additionally, some HEVs have potential for gains when

their energy constraints are large enough. EVs, on the other hand, are not well suited

for blended battery packs since the highest energy density cell can already supply the

full power requirement without excess energy capacity. Regardless of the application,

I found that a good rule of thumb is to plot the energy and power densities of the

available storage devices and see if the application can be served better by linearly

interpolating between two sources.

Perhaps the most useful insight of this analysis is that future knowledge of the

drive cycle is necessary to realize the full benefits of tribridization. A simple strategy

such as peak shaving can yield improvements over a uniform battery pack, but a

control strategy that accounts for upcoming events (such as DDP) can offer much

larger gains. For example, if a tribrid vehicle can anticipate a regenerative braking

event before it occurs, it can ensure that there is enough room in the buffer to absorb
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that pulse by increasing the draw from the buffer ahead of time. These types of

gains will only be fully realized once vehicles can look outside the bounds of their

conventional sensors and communicate with other vehicles on the road.
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Chapter 5

Collaborative Learning for Improved

Hybrid Energy Management

In this chapter, I discuss the idea of collaborative learning for the purpose of improving

energy management in hybrid vehicles. To start, I introduce the high level ideas of

connected vehicles and collaborative learning. Since connective vehicle technology

is a new and fast-growing area, automotive manufacturers are still trying to discern

the potential benefits and costs thereof. The costs and benefits are very application

specific, so to understand the overall utility of connected vehicles, we must examine

the applications on a case-by-case basis.

I will take a closer look at how these technologies can have an impact on the

automatic start/stop system in micro hybrid vehicles. After introducing micro hybrid

vehicles and giving an overview of the associated features and issues, I will quantify the

potential to resolve these issues while maintaining the fuel economy benefits through

the use of three different data sources and two machine learning techniques.

5.1 Connected Vehicles and Collaborative Learning

As vehicles become more and more connected to each other, infrastructure, and the

cloud, and the costs of transmitting data continue to fall, applications of this con-

nected vehicle data are becoming increasingly feasible [76]. Automotive manufac-
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Figure 5-1: Connected Vehicle Technologies: (a) V2V, (b) V2I, (c) V2C

turers have begun to invest more in connected vehicle technology and are becoming

increasingly interested in the implications of such large scale vehicle data collection.

Yet, gathering massive amounts of data is not a trivial task, and the question still

remains of which applications will benefit from connected vehicle data and how much

value will result from such applications.

5.1.1 Connected Vehicle Technology

There are several main categories of connected vehicle technology: vehicle-to-vehicle

(V2V), vehicle-to-infrastructure (V2I), and vehicle-to-cloud (V2C) [77]. Each of these

methods allows data to disseminate with varying degrees of bandwidth, latency, and

cost from one vehicle to other connected vehicles and surrounding connected infras-

tructure. In this thesis, we will not delve deeply into the consequences of one tech-

nology over another. Instead, we will assume the availability of current and historic

vehicle data and analyze the potential benefits for certain applications.

5.1.2 Collaborative Learning

Collaborative learning traditionally refers to a situation in which two or more people

attempt to learn something through a combined effort [78]. By working together, the

objective can be reached much faster, and each individual benefits from the learning.
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Current vehicle control systems rely solely on information obtained by the sensors

in that vehicle. These control loops offer very precise information with extremely

low latency about the state of the systems within that vehicle. Over time, learning

algorithms can tune control parameters to compensate for gear lash or sloppy linkages;

however, they have no insight into what is happening a few miles down the road or

what was sensed in that same spot a few minutes ago by another vehicle.

In a connected automotive system, the meaning of "collaborative learning" is not

so different from its pedagogical roots. Instead of each vehicle only having myopic ac-

cess to the sensors within that same vehicle, every connected vehicle can share sensor

data and store it to a common cloud for later reference. Then, learning algorithms

can benefit from a much richer data set that extends well beyond the bounds of a

single vehicle.

The applications for collaborative learning in automotive systems are practically

limitless. For example, a vehicle that hits a pothole can log the position and magni-

tude of suspension deflection so that vehicles traveling down that same stretch of road

can adjust their ride height and damping coefficients accordingly and notify munic-

ipalities that road work is necessary. A hybrid vehicle traveling down the interstate

can foresee an upcoming accident and lower the state of charge of the battery pack

to prepare for the regenerative braking event.

Ultimately, vehicles can use all of this contextual information to predict the future

with some level of certainty and use this foresight to improve efficiency, comfort,

performance, and the overall driving experience. In this chapter, we will focus on

a few select applications with the goal of improving energy management through

collaborative learning.

5.2 Micro Hybrids and Automatic Engine Start/Stop

Charge-sustaining hybrid vehicles can boost fuel economy in three main ways: sup-

plementing engine power with an electric motor when the engine is least efficient,

recovering energy through regenerative braking, and eliminating engine idling [16].
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Figure 5-2: Micro Hybrid Topology

Micro hybrids exclusively target the potential gains of reducing engine idle time. In

this way, micro hybrids are essentially the minimum viable hybrid vehicle.

At its core, a micro hybrid revolves around the automatic engine start/stop

(AESS) system. As the name implies, this system turns the engine off when the

engine would otherwise be idling, and then turns it back on again once the driver is

ready to accelerate or some other system (e.g. power steering) requires the engine

to start [79]. All the other micro hybrid components make this functionality possi-

ble while minimizing any negative impact on reliability, drivability, and overall user

experience.

5.2.1 Micro Hybrid Structure

The goal of the micro hybrid topology is to eliminate all engine idling with minimal

changes to the conventional internal combustion vehicle. While the necessary changes

are not cost-prohibitive, there are certainly changes that must be made. A typical

micro hybrid topology is shown in Figure 5-2.

Starter System

First of all, the starter motor system must be designed to handle the significantly

increased cycle count. In addition to the typical 35,000 cold starts, an AESS system
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(a) (b)

Figure 5-3: Types of Starter Motors: (a) Ring Gear Starters and (b) Belt-Integrated
Starter Generator

demands an estimated extra 300,000 warm start cycles [10]. Among other things, this

includes a high durability starter motor and deep cycle lead acid battery.

Types of Starter Motors

There are two main types of starter motors used in AESS systems: ring gear starters

and belt-integrated starter generators (BISG) [80]. Both of these are shown in Fig-

ure 5-3. Ring gear starters can be further subdivided into conventional and always

engaged. Each one has strengths and weaknesses.

Conventional Ring Gear Starters Ring gear starters transfer torque to the main

flywheel through a pinion gear on the starter motor shaft. This pinion gear is pushed

into place by the starter solenoid, and so the starter motor pinion is only engaged

with the ring gear on the main flywheel during startup. After startup, the pinion

gear is retracted and can no longer transfer torque to the crankshaft.

Because of this, the engine can only be started after it has slowed down enough

for the pinion gear to engage the ring gear. Despite the challenge that this limitation

poses for an AESS system (discussed further in Section 5.2.3) ring gear starters are

still commonly used because of their relatively low cost [80].
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Belt-Integrated Starter Generator A belt-integrated starter generator works

well for AESS systems since it is always engaged with the engine via belts and pulleys.

This allows the starter to apply forward torque at any speed and can also perform a

mild form of regenerative braking. Because of these additional features (and the extra

cost associated with them) vehicle equipped with a BISG are generally classified as

mild-hybrids [81].

Always Engaged Ring Gear Starters Always engaged ring gear starter motors

have been proposed to allow the application of torque even before the engine has

completely stopped [82]. This is similar to the BISG but uses gears instead of belts

and pulleys. This solution has the drawback of additional noise due to the always

engaged pinion gear.

Electrified Accessories

Since traditional accessories such as the A/C compressor and power steering are run

off the serpentine belt that stops moving when the engine is stopped, a new solution

is required if the operation of these accessories is going to be maintained at all times.

The simplest way to always ensure operation of the accessories is to run a separate

accessory motor either for each one or some combination using belts and pulleys.

In addition to allowing these accessories to run while the engine is stopped, there

are secondary benefits of decoupling them from the engine. When they are not being

used, they no longer apply extra frictional loads to the engine. Each accessory can

be run at the most efficient RPM for any given time and is not linked to the engine

speed through some gear ratio. Accessories can even be loaded opportunistically to

help bring the engine into more efficient operating ranges as the electrical load on the

BISG or alternator increases [83].

5.2.2 Estimated Fuel Economy Gains

The actual fuel economy benefits from AESS depend heavily on the use case. The

more idling the vehicle would experience, the more room there is for improvement.
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Figure 5-4: Idle Time for UDDS Cycle

For the EPA cycles such as the UDDS cycle shown in Figure 5-4, the fuel economy

benefits range from 4 − 10% [84] - [85]. In Section 5.3.1, we will discuss idle time

reduction further based on real world data.

5.2.3 Problems with Automatic Engine Start/Stop

The potential fuel economy gains from AESS are substantial in theory, but when the

vehicle operates in the real world, a number of problems arise that have slowed down

the adoption of AESS. While regulations require that the vehicles start with AESS

enabled by default, they do not prevent the manufacturers from installing buttons to

disable AESS, or discourage drivers from turning it off at the beginning of each trip.

Unless these problems are addressed, there will always be drivers who disable AESS

and circumvent any fuel economy gains that would have otherwise been achieved.
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Figure 5-5: Performance Comparison of BMW X1 with AESS enabled and Disabled
(Gathered Using OBDII Data)

Performance Comparison

While vehicles with AESS are tuned to minimize starting time, there is still a notice-

able lag between when the engine begins to start and when it finally reaches a high

enough speed to produce usable torque. Lag times range from vehicle to vehicle and

from stop to stop. Typical startup delays range between 0.5 and 1 second [10], [86].

Figure 5-5 illustrates some acceleration times we gathered for a BMW X1 with AESS

enabled and disabled. We observed delays in excess of 1 second.

Change-of-Mind Events

The AESS hesitation is exacerbated during a "change-of-mind" event, in which the

driver desires to accelerate as soon as the engine has slowed beyond the point of no

return in a micro hybrid equipped with a ring gear starter (around 400 RPM) [80].

This is considered the worst-case-scenario in terms of startup delay and causes the

feeling of a distinct disconnect between the pedal and the motion of the vehicle.
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Figure 5-6: Critical Idle Duration Before AESS Benefits Fuel Economy

Despite the label, a change-of-mind event does not only occur when a driver

changes his or her mind but often occurs in the natural flow of traffic, as we will show

in the sections that follow. These events would otherwise be relatively short engine

idles in a conventional vehicle but are none-the-less referred to this way.

Effect on Fuel Economy

In terms of fuel economy gains, a change-of-mind event offers the least potential

savings and can even hurt fuel economy with respect to idling the engine depending

on the duration of the would-be idle. This is due to the fixed fuel cost of starting the

engine versus the variable fuel cost of idling the engine. Figure 5-6 illustrates this

relationship. According to [10], even under the best conditions for a micro hybrid

with a ring gear starter, the engine would have to idle for more than 2 seconds before

the fuel consumed during the engine start process is surpassed by the fuel that is

saved due to idle time reduction. Other studies have reported this critical threshold

as low as 0.4 seconds [87] or as high as 7 seconds for some engines [88].

Stopping the engine for any idle time shorter than this critical threshold will cost

as much fuel as idling for the amount of time less than the threshold. For example,

when the critical threshold is 2 seconds as in Figure 5-6, a 0.5 second AESS event

actually increases the effective idling time (with respect to fuel consumption) by 1.5

seconds.
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User Experience

The most prominent annoyances to customers are noise, vibration, and harshness,

collectively referred to as NVH. As the NVH in vehicles has improved over the years,

drivers have become even more sensitive to new sources of noise and vibration. In a

conventional vehicle where the engine is started and stopped once per trip, the NVH

experienced by the driver during these events has little consequence on the overall

comfort and experience of the rest of the journey.

In a micro hybrid, where the engine is started and stopped frequently throughout

the trip, the harshness of the start and stop can disrupt an otherwise smooth ex-

perience. Because of the importance of NVH, entire studies have been performed to

characterize and optimize the NVH while maintaining drivability and launch-readiness

[89] - [90].

Shorter and more frequent stops subject the driver to the most additional NVH

with the smallest potential fuel economy gains (and the possibility of increasing fuel

consumption). Unless NVH can be reduced to a level below which drivers are not

disturbed by the constant start and restart of the engine, they will most likely continue

to disable the system instead of benefit from the fuel economy gains.

Disabling Factors

Although AESS systems perform well during EPA testing, there are a large number

of real-world factors that cause the system to be disabled in practice. For example,

AESS does not function if the ambient temperature is close to or below freezing or

above some high threshold (usually about 95𝑜𝐹 ), or if the engine temperature is too

high or too low (still warming up), or if the cabin temperature is not at the target

temperature, or if the steering wheel is angled or moved, or if the battery voltage is

too low, or if the road grade is too steep, or if the windshield is fogged, or if the car is

in reverse, or if the car is in stop and go traffic (vehicle must exceed a certain speed

between engine stops).

All of these requirements have good reasons behind them. They are attempting to

146



ensure that the vehicle functions smoothly, and that any driver annoyance is kept to

a minimum while still capturing as much of the fuel economy gains as possible during

the EPA tests. Interestingly enough, none of the factors listed above are triggered

during fuel economy testing. Even the ambient temperature requirement alone can

eliminate the utility of an AESS system for months out of the year depending on the

local climate.

Short Idles

Short idles are at the root of most of the problems associated with AESS. They intro-

duce change-of-mind events, which produce the largest lag between driver-demanded

acceleration and actual acceleration. They have the lowest potential for fuel economy

gains and can even be detrimental to fuel economy when the stop is below the criti-

cal time threshold (approximately 2 seconds). They produce the greatest amount of

NVH for a given amount of idle reduction. Ultimately, if short idles can be predicted,

they should be avoided entirely by not stopping the engine.

5.3 JLR Data Set

We conducted research with Jaguar Land Rover to start answering the question of

how valuable large amounts of data can become with applied to the vehicle powertrain

and energy management. As their part, JLR has provided access to a data set that

they have been building up over the past few years.

5.3.1 JLR Data Statistics

To filter out any extraneous trips, we used a subset of the JLR data set based on a

number of criteria. In order to be classified as a valid trip, we required a minimum

duration of 6 minutes, minimum distance traveled of 5 kilometers, maximum GPS

time discontinuity of 6 minutes, maximum GPS spacial discontinuity of 5 kilometers,

a maximum vehicle speed of 150 kilometers per hour.
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Figure 5-7: Histogram of Trip Durations from the JLR Data Set

In addition, we added the requirement to the filter that all of the following pa-

rameters be reported on the vehicle networks at least once during a given trip: engine

speed, AESS available, AESS button status, AESS status, AESS stop-in-progress,

and AESS switch status. This ruled out any vehicles without AESS and ensured the

validity of any data processing assumptions.

After filtering, the JLR data set contains 79 vehicles, 6144 trips, for a total of

3,176 hours of driving data. The minimum, average, and maximum trip duration

after filtering were 6 minutes 23 seconds, 31 minutes 1 second, and 2 hours 4 minutes

respectively. Figure 5-7 shows a histogram of the trip durations in minutes after

filtering.

JLR Idling Statistics

Figure 5-8 illustrates the engine speed and stop-in-progress data from a typical trip

in the JLR data set. When the stop-in-progress parameter is 1, an AESS event is

in progress, and when it is 0, there is no stop in progress. Using this parameter, we
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Figure 5-8: Sample Trip from JLR Data Set

can evaluate how often and for how long AESS events are occurring throughout the

entire JLR data set.

For vehicles reporting the AESS stop-in-progress parameter, 20,146 unique idle

events were recorded. The minimum, average, and maximum idles times were 0.1

seconds, 13.7 seconds, 99.8 seconds respectively when filtering out any idles over 100

seconds long. Any idles longer than 100 seconds are considered to be parking events

and not a part of traffic flow.

Figure 5-9 shows a histogram of the JLR data idle times. It is clear that the idle

times follow an asymmetrical distribution with a bias towards shorter idles. This plot

appears to resemble an Inverse Gaussian distribution.

The empirical CDF plot in Figure 5-10 illustrates what fraction of idle events are

below a given idle time. This illustrates that the majority of idle events are less than

8 seconds, and 18 % of idles are less than 2 seconds in duration.

Over all the filtered trips, the AESS system indicated a stop-in-progress 6.27% of

the time, the engine was idling 16.82% of the time, and the AESS switch status was

reported to be disabled 0.89% of the time. The total duration of idles (real-world idle

fraction) was 23.1% of the time. Overall system effectiveness is therefore 44.7%.
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Figure 5-9: Histogram of Idle Durations from the JLR Data

Figure 5-10: Empirical Cumulative Distribution Function (CDF) of Idle Durations
from the JLR Data
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Change-of-Mind Detriment to Fuel Economy

As discussed in Section 5.2.3, there is a fixed fuel cost of starting the engine and a

variable cost of idling the engine. Due to this relationship, there is a critical time at

which the fuel consumed through idling is equal to the fuel used to start the engine.

Turning the engine off for an idle that is less than this critical threshold results in more

fuel being consumed than if the engine had idled for that same duration. Because of

this, any of the potential fuel savings from idle time below the threshold cannot be

recovered through AESS.

Since this critical threshold takes on a range of values depending on the applica-

tion, we have used the JLR data set to show the cumulative fraction of the total idle

time that is below a given critical threshold in Figure 5-11. From this figure, we can

see that approximately 7% of total idle time is accounted for in the first second of

idling. With a critical threshold of two seconds, the fuel savings from about 13.5%

of all idle time is not recoverable. At three seconds, over 19% of the fuel consumed

through idling cannot be saved using AESS. Understanding this threshold dependent

efficiency limit is important when evaluating different AESS strategies.

Comparison to Mercedes Benz Off-cycle Credit Idling Study

For model year 2012 to 2016 vehicles, the EPA established an option for manufacturers

to generate additional carbon credits through the use of technologies that cut more

carbon dioxide than is captured in the 2-cycle test procedure employed by the EPA.

These additional credits are known as “off-cycle" credits [91].

Real-world Idle Fraction By default, the EPA uses a real-world idle fraction of

13.76% when crediting all AESS systems. Mercedes Benz was awarded additional off-

cycle credits by proving that the actual real-world idle fraction was closer to 23%. In a

Mercedes specific study of 29 vehicles, the idle fraction was found to be 23.83%. They

also used data collected from 17,484 Mercedes vehicles by Progressive Insurance to

find an idle fraction of 23.9% [91]. This agrees generally with the 23.1% idle fraction

found for the JLR data.
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Figure 5-11: CDF of % Idle Time Due to Idles Less than the Threshold

AESS System Effectiveness The real-world idle fraction accounts for how much

time the engine is idling but not how often it can actually be shut off by the AESS

system. Normally, the EPA assumes a system effectiveness of 87.75%. After consid-

ering all the factors listed in Section 5.2.3 aside from driver disablement, Mercedes

estimated the weighted AESS effectiveness of 60-65% for their vehicles. The EPA

reviewed this claim and concluded that 52% system effectiveness was more realistic

[91].

Driver Disablement As discussed in Section 5.2.3, drivers can easily disable the

AESS system with the push of a button. An example of a trip where the driver disables

the AESS system is shown in Figure 5-12. When the button status parameter is at 2,

the AESS system is enabled, and when it goes to 5, the driver has disabled it. This

trip shows four AESS events before the driver disables the system for the rest of the

journey.

In the Mercedes Benz off-cycle credit application, they estimated driver disable-

ment at less than 1% of the time based on European survey data [91]. This agrees
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Figure 5-12: Sample Trip with Driver Disablement from JLR Data Set

well with the 0.89% driver disablement found in the JLR data. The EPA used a

more conservative estimate of 11% for driver disablement yielding an overall system

effectiveness of 46%, which agrees well with the 44.7% found in the JLR data.

5.3.2 JLR Data Set Limitations

The JLR data set has a large quantity of data, but it only has the data that was

available on the vehicle networks at the time it was gathered. In other words, a

parameter that is important in retrospect, may not have been broadcast at the time,

and is therefore unavailable.

Of particular consequence to this study (as will be shown in the rest of this chapter)

is the relative position and speed of the vehicle in front of the vehicle in question.

Although the vehicles in the JLR fleet are equipped with parking sensors and radar

modules for active cruise control, and the position and speed of the vehicle in front

could be obtained using these sensors, this data was not logged due to the nature of

the vehicle network architecture.
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5.4 Traffic Simulation Data Set

In order to understand traffic flow at a more fundamental level and determine the

best-case feasibility of predicting idle time, we decided to start with traffic simulation.

If it is not possible to make reliable predictions in a controlled simulation, it is not

likely to work in the real world. This also allowed for the relatively quick exploration

of the usefulness of various data sources without having to go through the process of

real-world data collection for each one.

5.4.1 Traffic Modeling with the Intelligent Driver Model

To model the behavior of individual cars on the road, we created a traffic model in

MATLAB based on the Intelligent Driver Model (IDM) [92], which is a microscopic

traffic flow model. In this time-continuous car-following model, the acceleration of

each vehicle is determined based on the current speed of that particular vehicle,

the bumper-to-bumper distance and relative velocity to the car in front, and driver

parameters such as desired speed and acceleration.

Intelligent Drive Model Definition and Parameters

For a given vehicle (𝑖), the 1-dimensional position of that vehicle is denoted as 𝑥𝑖,

and so the velocity of vehicle 𝑖 is represented by the ordinary differential equation

𝑣𝑖 = �̇�𝑖 =
𝑑𝑥𝑖

𝑑𝑡
. (5.1)

Taking another derivative yields acceleration

𝑎𝑖 = 𝑣𝑖 =
𝑑𝑣𝑖
𝑑𝑡

, (5.2)

which is modeled as

𝑑𝑣𝑖
𝑑𝑡

= 𝐴𝑖

[︃
1 −

(︂
𝑣𝑖
𝑉𝑖0

)︂𝛿

−
(︂
𝑠*(𝑣𝑖,∆𝑣𝑖)

𝑠𝑖

)︂2
]︃
, (5.3)
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Table 5.1: IDM Parameter Values

Parameter Value
𝐴𝑖 2 [𝑚𝑠−2]
𝑉𝑖0 20 [𝑚𝑠−1]
𝛿 4
𝑠𝑖0 2 [𝑚]
𝐿𝑖 4 [𝑚]
𝑇 1 [𝑠]
𝐵𝑖 2 [𝑚𝑠−2]
𝐵𝑖𝑚𝑎𝑥 6 [𝑚𝑠−2]

where 𝐴𝑖 is desired acceleration in traffic, 𝑉𝑖0 is desired speed on a free road, 𝛿 is the

acceleration exponent, ∆𝑣𝑖 is the relative speed to the car in front (𝑣𝑖−1 − 𝑣𝑖), 𝑠𝑖 is

defined as

𝑠𝑖 = 𝑥𝑖−1 − 𝑥𝑖 − 𝐿𝑖−1 (5.4)

where 𝑥𝑖−1 is the position of the car in front of car 𝑖, 𝐿𝑖−1 is the length of the car in

front, and 𝑠* is defined as

𝑠*(𝑣𝑖,∆𝑣𝑖) = 𝑠𝑖0 + 𝑚𝑎𝑥

[︂
0,

(︂
𝑣𝑖𝑇 +

𝑣𝑖∆𝑣𝑖

2
√
𝐴𝑖𝐵𝑖

)︂]︂
(5.5)

where 𝑠𝑖0 is the minimum desired bumper-to-bumper distance for car 𝑖, 𝑇 is the

desired safety time headway to the car in front, 𝐵𝑖 is the comfortable desired braking

deceleration, and 𝐵𝑖𝑚𝑎𝑥 is the maximum allowed breaking deceleration.

For this simulation, the vehicle parameters were chosen to be representative of

a typical driver in city traffic. The IDM parameter values utilized in this study are

listed in Table 5.1.

Simulation Algorithm

The Intelligent Drive Model explained in Section 5.4.1 governs the acceleration of each

vehicle in the simulation, but the overall simulation requires further explanation.

For simplicity, we chose to create a one-dimensional simulation composed of both

vehicles and traffic lights as shown in Figure 5-13. Whenever a vehicle reaches the
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Figure 5-13: 1-D Traffic Simulation with Traffic Light

Table 5.2: Traffic Simulation Parameter Values

Parameter Value
𝑁𝑐 40 𝑐𝑎𝑟𝑠]
𝐿𝑟 800 [𝑚]
𝑁𝑙 3 𝑙𝑖𝑔ℎ𝑡𝑠
𝑇𝑟𝑔 40 [𝑠]
𝑇𝑦 3 [𝑠]
𝑇𝑠𝑖𝑚 48 [ℎ𝑜𝑢𝑟𝑠]
𝜏 0.1 [𝑠]

end of the road, it returns to the beginning of the road (𝑥 = 0) forming a virtual ring

road. The number of vehicles (𝑁𝑐), length of the road (𝐿𝑟), number of traffic lights

𝑁𝑙, red and green light duration 𝑇𝑟𝑔, yellow light duration 𝑇𝑦, time step 𝜏 , duration

of simulation 𝑇𝑠𝑖𝑚, and IDM parameters are all inputs to the simulation. The values

of these overall simulation parameters are listed in Table 5.2.

Initialization, 𝑡 = 0 The beginning of the simulation is seeded with some random

components to ensure each result is unique. The last car (𝑁𝑐) is placed at position

𝑥𝑁𝑐 = 0 with a speed of 𝑣𝑁𝑐 = 15 [𝑚𝑠−1]. Each subsequent car is placed a random

distance between 5 and 10 meters in front of the car before it with a random speed

between 15 and 17 [𝑚𝑠−1]. So the initial position of each car is

𝑥𝑖0 = 𝑥(𝑖+1)0
+ 𝑋 (5.6)

where 𝑋 is a discrete random variable with a uniform distribution between 5 and 10.

The initial speed is

𝑣𝑖0 = 𝑉 (5.7)
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where 𝑉 is a discrete random variable with a uniform distribution between 15 and

17.

The lights are also initialized semi-randomly to attempt to simulate a more real-

istic environment without perfect synchronization. Lights are spaced evenly across

the total road length at position 𝑥𝑗. The red and green light durations for each light

(𝑗) are set to the base duration plus a random component,

𝑇𝑟𝑔𝑗 = 𝑇𝑟𝑔 + 𝑄𝑟𝑔, (5.8)

where 𝑄𝑟𝑔 is a discrete random variable with a uniform distribution between 0 and

15, and the same is done for the yellow light duration,

𝑇𝑦𝑗 = 𝑇𝑦 + 𝑄𝑦, (5.9)

where 𝑄𝑦 is a discrete random variable with a uniform distribution between 0 and 2.

Each light is also started at a random point in the cycle,

𝑇𝑠𝑡𝑎𝑟𝑡𝑗 = 𝑄𝑠𝑡𝑎𝑟𝑡, (5.10)

where 𝑄𝑠𝑡𝑎𝑟𝑡 is a discrete random variable with a uniform distribution between 0 and

2𝑇𝑟𝑔𝑗 + 𝑇𝑦𝑗 .

Simulation Main Loop, 𝑡 > 0 After initialization, the simulation proceeds at

increments of 𝜏 . At the start of each step, the first step is to update the colors of the

lights based on the current time, the start time of the light, and the red, green, and

yellow light durations.

A red light acts like a stationary car at the position of the light, and a green light

has no effect on the flow of traffic. Treating the red light like a stopped car assumes

that the yellow light duration (𝑇𝑦𝑗) gives the car enough time to stop at its maximum

desired speed 𝑉𝑖0 .

When a car encounters a yellow light, it must decide if it should stop or go through

157



the yellow light. Just treating the yellow light like a red light would result in cars

attempting to stop when it is physically impossible for them to do so.

For each vehicle (starting with 𝑖 = 1), the desired acceleration is calculated using

the Intelligent Driver Model (discussed in Section 5.4.1) based on the parameters of

the vehicle in front (𝑎𝑖𝑐(𝑡)). Note that for the first vehicle in line (𝑖 = 1), the vehicle

in front is the last vehicle in line (𝑖 = 𝑁𝑐) since this is a ring road, but otherwise it is

𝑖− 1.

If all the lights are green, then the desired acceleration is just set to the acceleration

due to the car in front,

𝑎𝑖(𝑡) = 𝑎𝑖𝑐(𝑡). (5.11)

The desired acceleration for a red light (𝑎𝑖𝑟(𝑡)) is calculated using the IDM as

though the red light were a stationary vehicle at the position of the light. The

acceleration due to the light is then set equal to the red light acceleration

𝑎𝑖𝑙(𝑡) = 𝑎𝑖𝑟(𝑡). (5.12)

In the case of a yellow light, the minimum stopping distance (𝑑𝑠𝑡𝑜𝑝(𝑡)) is calculated

base on the maximum braking deceleration and the current speed,

𝑑𝑠𝑡𝑜𝑝(𝑡) =
𝑣𝑖(𝑡)

2

2𝐵𝑖𝑚𝑎𝑥

. (5.13)

Then the acceleration due to the light is defined by the following piecewise func-

tion,

𝑎𝑖𝑙(𝑡) =

⎧⎨⎩𝑎𝑖𝑟(𝑡) 𝑖𝑓 𝑑𝑠𝑡𝑜𝑝(𝑡) ≤ 𝑥𝑗 − 𝑥𝑖

𝑎𝑖𝑐(𝑡) 𝑖𝑓 𝑑𝑠𝑡𝑜𝑝(𝑡) > 𝑥𝑗 − 𝑥𝑖

(5.14)

which ensures that the car will stop for the yellow light as though it were a red light

if it can physically do so.

With the desired acceleration calculated for the car in front and the next red or

yellow light, we take the minimum of these two accelerations to find the acceleration
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of car 𝑖.

𝑎𝑖(𝑡) =

⎧⎨⎩𝑎𝑖𝑐(𝑡) 𝑖𝑓 𝑎𝑖𝑐(𝑡) ≤ 𝑎𝑖𝑙(𝑡)

𝑎𝑖𝑙(𝑡) 𝑖𝑓 𝑎𝑖𝑐(𝑡) > 𝑎𝑖𝑙(𝑡)
(5.15)

If the desired acceleration 𝑎𝑖(𝑡) exceeds the maximum allowed acceleration or

deceleration, then the value is saturated to the maximum.

With the acceleration known for each vehicle at the current time step, the resulting

speeds and positions are calculated assuming constant acceleration for the duration

of the time step. The velocity is

𝑣𝑖(𝑡) = 𝑣𝑖(𝑡− 𝜏) + 𝜏𝑎𝑖(𝑡), (5.16)

and the resulting position is,

𝑥𝑖(𝑡) = 𝑥𝑖(𝑡− 𝜏) + 𝜏𝑣𝑖(𝑡) +
𝑎𝑖(𝑡)𝜏

2

2
. (5.17)

Whenever the velocity (𝑣𝑖(𝑡)) of a vehicle is 0, that vehicle is considered to be

idling. The durations and positions of each idle are logged for later analysis.

5.4.2 Traffic Simulation Data Statistics

For a 48 hour simulation, the forty simulated vehicles logged 59,323 idle events. The

minimum, average, and maximum idles times were 0.1 seconds, 26.67 seconds, and

59.1 seconds respectively.

A histogram of idle times is shown in Figure 5-14. The distribution here looks

substantially different from the real data collected in the JLR data set. From 0 to 35

seconds, the distribution appears more or less uniform until there is a spike around

38 and 47 seconds, which corresponds to the red and green light durations for the

simulation.

Figure 5-15 shows the empirical CDF for the simulation and illustrates what frac-

tion of idle events are below a given idle time. This distribution highlights how much
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Figure 5-14: Histogram of Idle Durations from the Simulated Data

more slowly short idles accumulate with respect to the real-world JLR data. There are

many factors that the simulation does not capture which could cause the discrepancy

between the simulation and reality. Stop signs, pedestrian crossings, turning right on

red (causing all the cars to move up), creeping forward in heavy traffic, and other

driver behaviors can all cause more short idles. While the simulated distribution is

different from the real world distributions, it still serves as a good test case.

5.5 Cambridge Data Set

Because the JLR data set is limited to the parameters that were broadcast on the

vehicle networks and does not necessarily include all the pertinent information, we

also gathered a local idle data set in Cambridge that includes the parameters we

required. The goal of our local data collection was to mimic the data available in

the simulation for the purposes of validating any hypotheses that came out of the

simulation.
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Figure 5-15: Empirical CDF of Idle Durations from Simulated Data

As the Intelligent Driver Model shows, the behavior of a driver and the acceleration

of a given vehicle can be modeled by observing the relative speed and position of the

vehicle directly in front of that given vehicle. This fact compelled us to focus on

gathering location and speed data of a single vehicle as well as the speed and position

of the vehicle in front of it. This allows us to compare the model more directly with

real-world data.

5.5.1 Experimental Method

To gather idle time data in Cambridge, we used two vehicles equipped with custom

data acquisition rigs. Each rig consisted of a differential GPS unit for position, OBD-

II logger for vehicle speed and engine RPM, two single-point LIDAR and sonar units

for the distance to the car in front (see Figures 5-16 and 5-17), and a laptop for

processing and saving the data.

In order to parallel the simulation and limit the number of driving hours necessary

to acquire sufficient data density, a small circuit was selected around MIT campus with
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Figure 5-16: Windshield Mounted LIDAR and Sonar Rig (1 of 2)

four traffic lights. Unlike the simulation, this circuit also included four crosswalks. A

map view of the circuit with markers for idle locations is shown in Figure 5-18.

The chase car pictured in Figure 5-17 acts as the vehicle 𝑖 while the lead car acts

as vehicle 𝑖 − 1 from Section 5.4.1. When the vehicle speed parameter of vehicle 𝑖

read from the OBD-II logger reaches zero, the position and time from the GPS are

logged, and position and speed of vehicle 𝑖 − 1 are logged by both the LIDAR and

sonar sensors on vehicle 𝑖 as well as the OBD-II logger in vehicle 𝑖 − 1. When the

speed of vehicle 𝑖 goes above zero again, the time of the idle is logged.

5.5.2 Cambridge Data Statistics

Over the course of approximately 6 hours, our two-vehicle data convoy logged 375

unique idle events around the Cambridge circuit (pictured in Figure 5-18). The

minimum, average, and maximum idles times were 0.2 seconds, 7.35 seconds, 29.8

seconds respectively.

162



Figure 5-17: Chase Car with LIDAR and Sonar Mounted on Windshield Near Side
Mirrors

Figure 5-18: Map View of Cambridge Idle Data, Greener Markers Correspond to
Shorter Idles, Bluer Markers Correspond to Longer Idles

A histogram of idle times is shown in Figure 5-19. It is clear that the idle times

follow an asymmetrical distribution with a bias towards shorter idles in the same way

as the JLR data.

The empirical CDF plot in Figure 5-20 shows what fraction of idle events are

below a given idle time. This illustrates that the majority of idle events are less than
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Figure 5-19: Histogram of Idle Durations from the Cambridge Data

Figure 5-20: Empirical CDF of Idle Durations from the Cambridge Data

4 seconds, and over 35% are shorter than 2 seconds.
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5.6 Smart/Stop: Making AESS Seamless

A smarter solution is required to help alleviate the issues that have plagued automatic

engine start/stop systems (Section 5.2.3). In this section, we introduce the idea of a

Smart/Stop system that can learn how to predict a change-of-mind event before it

occurs, and then temporarily disable the AESS system, thus eliminating what could

otherwise be an unpleasant experience for the driver and a waste of fuel.

5.6.1 Short Idle Classification for Smart/Stop

The fundamental requirement of the Smart/Stop system is to be able to classify short

and long idle events before they happen. In order to do this, we will draw on current

and historical contextual data.

5.6.2 Confusion Matrix

A confusion matrix is a useful tool in understanding the performance of a particular

classification method. An example confusion matrix is shown in Table 5.3. This

matrix will show the number of times the algorithm classifies each event correctly or

incorrectly.

It is important to separate it out in terms of correct short classifications (true pos-

itive), incorrect short classifications (false positive), correct long classifications (true

negative) and incorrect long classifications (false negatives). Ideally, every prediction

is either a true positive or a true negative, but in reality, there will be misclassifica-

tions.

It is useful to understand the consequence of a false positive versus a false negative

classification for the specific application. In the case of a Smart/Stop system, a false

positive will result in the engine idling for a long idle, when the AESS system would

have otherwise shut the engine off. This results in lower fuel economy with respect to

the baseline (standard AESS). A false negative, on the other hand, would lead to the

engine stopping for a short idle, which could lead to a change-of-mind event. This is

equivalent to the baseline case.
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Table 5.3: Example Confusion Matrix

Actual Class Classified Short Classified Long
Short # True Positive # False Negative
Long # False Positive # True Negative

5.6.3 Learning Feature Selection

Before we can attempt to classify short and long idles, we must identify a list of

parameters to include in the learning vector. We decided to start by focusing in on

the parameters that are most fundamentally related to idle time.

Using the IDM to Understand Important Features

By manipulating the Intelligent Driver Model, we will find that the speed and accel-

eration of the vehicle in front of the vehicle in question are the most critical factors.

When the vehicle in question stops (and is just starting an idle event), we know that

the speed of the vehicle is zero by definition. Plugging 𝑣𝑖 = 0 into Equation 5.3 yields

the acceleration of a stationary vehicle as follows

𝑎𝑖(𝑣𝑖 = 0) = 𝐴𝑖

[︃
1 −

(︂
𝑠*(𝑣𝑖,∆𝑣𝑖)

𝑠𝑖

)︂2
]︃
, (5.18)

where 𝐴𝑖 is the desired acceleration and 𝑠𝑖 is the bumper-to-bumper distance to the

car in front (Equation 5.4). Plugging in 𝑣𝑖 = 0 into Equation 5.5 simplifies the

expression further to

𝑎𝑖0 = 𝐴𝑖

[︃
1 −

(︂
𝑠𝑖0
𝑠𝑖

)︂2
]︃
, (5.19)

where 𝑠𝑖0 is the minimum desired bumper-to-bumper distance.

It is important to note that after the vehicle stops, any negative acceleration is

saturated to zero. The vehicle inevitably overshoots the desired bumper-to-bumper

distance, and this prevents it from moving backward to correct. With this in mind,

in order to predict how long the vehicle will be idling, we must find the critical point

at which the stationary acceleration (𝑎𝑖0) exceeds zero. In other words, the time at

which the following is true
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(︂
𝑠𝑖0
𝑠𝑖

)︂2

= 1. (5.20)

Of course, the desired bumper-to-bumper distance is constant with respect to time,

but the actual distance will increase as the vehicle in front moves forward according

to Equation 5.4. So the condition is met when the actual bumper-to-bumper distance

exceeds the desired distance. This means that the idle time for a stopped vehicle with

a moving vehicle in front should be the time that it takes the vehicle in front to move

a fixed distance (𝑠𝑖0 − 𝑠𝑖𝐼 ), where 𝑠𝑖𝐼 is the bumper-to-bumper distance at the start

of the idle.

If we assume that vehicle in front is accelerating a constant rate with an initial

velocity, 𝑣(𝑖−1)𝐼
, we can model the change in bumper-to-bumper distance as

∆𝑠𝑖 =
1

2
𝑎𝑖−1𝑡

2 + 𝑣(𝑖−1)𝐼
𝑡, (5.21)

which allows us to estimate the idle time by plugging in ∆𝑠𝑖 = 𝑠𝑖0 − 𝑠𝑖𝐼 and solving

for 𝑡 using the quadratic formula

𝑡𝐼 =
−𝑣(𝑖−1)𝐼

+
√︁

𝑣2(𝑖−1)𝐼
+ 2𝑎𝑖−1(𝑠𝑖0 − 𝑠𝑖𝐼 )

𝑎𝑖−1

. (5.22)

From Equation 5.22, we can see that the idle time of a vehicle with a moving car

in front depends on the initial velocity of the car in front, the acceleration of that car,

and the amount of distance the vehicle needs to cover to reach the desired bumper-

to-bumper distance. This equation is only valid to estimate the time from when the

vehicle in front starts moving until the vehicle in question starts to move (not valid

when the vehicle in front is stationary). However, it can be applied recursively for a

queue of stationary vehicles.

Potential Features vs. Idle Time from Simulation

To confirm if the velocity and acceleration of the vehicles in front of the current vehicle

are correlated with idle time, we will take a closer look at the simulated traffic data.
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(a) (b)

Figure 5-21: (a) Speed of Vehicle 𝑖−1 at Start of Idle and (b) Acceleration of Vehicle
𝑖− 1 at Start of Idle vs. Actual Idle Time

Figure 5-21a shows the speed of vehicle in front of vehicle 𝑖 at the start of the idle

versus the duration of the idle. The vast majority of cases show a speed of zero for

all idles over two seconds. For idles less than two seconds, on the other hand, we see

the speed approach 5 kph as the idle duration moves toward zero.

This trend agrees with well with the projected idle times based on 𝑣(𝑖−1)𝐼
from

Equation 5.22 (overlaid on top of the simulated data with a dashed line in Figure

5-21a). This projection assumes a constant acceleration of 0.2 [𝑚𝑠−2] and 𝑠𝑖0 − 𝑠𝑖𝐼 =

1
3

[𝑚]. Of course, the acceleration is not going to be completely constant, but using

an average acceleration illustrates the dependance of idle time on the initial speed of

the vehicle.

The acceleration of the vehicle 𝑖 − 1 shows a similar trend in Figure 5-21b. For

idles longer than two seconds, the acceleration of vehicle 𝑖− 1 is generally zero. For

idles less than two seconds, the acceleration of vehicle 𝑖−1 approaches a value slightly

greater than 1 [𝑚𝑠−2]. Outliers are due to situations in which vehicle 𝑖−1 has already

passed the light at which vehicle 𝑖 is stopped.

Figure 5-22 shows the speed and acceleration of the second vehicle in front of the

vehicle in question (𝑖 − 2). Similar trends to Figure 5-21 can be observed for both

speed and acceleration. The main difference is that idle time at which the speed and

acceleration converge to zero has approximately doubled to about four seconds.
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(a) (b)

Figure 5-22: (a) Speed of Vehicle 𝑖−2 at Start of Idle and (b) Acceleration of Vehicle
𝑖− 2 at Start of Idle vs. Actual Idle Time

As mentioned in Section 5.6.3, this is due to the “recursive” nature of the traffic

queue. Vehicle 𝑖 must wait for vehicle 𝑖− 1 to move which must wait for vehicle 𝑖− 2

to move and so forth down the line. The further away the first moving vehicle is in

the queue, the longer vehicle 𝑖 must wait.

Potential Features vs. Idle Time, Comparison with Cambridge Data

To see if the trends experienced in the simulation and discussed in Section 5.6.3 are

just artifacts of the simulation or have some bearing on reality, we will compare the

simulated data to the real-world data gathered in Cambridge.

Figure 5-23 shows the speed of vehicle 𝑖− 1 at the start of the idle versus actual

idle time for both the simulated and real-world data. In both data sets, we see that

after a certain idle time threshold, the speed of vehicle 𝑖 − 1 converges to zero. For

the Cambridge data set, this point is somewhere between 2 and 3 seconds.

The very tight nature of the simulated data with respect to the real-world data is

most likely due to the fact that real drivers don’t always accelerate at the same rate

for a given situation (unlike the IDM simulated drivers). This large spread of speeds

for a given idle time with the real-world data will make prediction of actual idle time

more difficult based only on speed. However, if the goal is to classify the idle as short

or long, this variance will have less of an effect.
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Figure 5-23: Speed of Vehicle 𝑖−1 at Start of Idle vs. Actual Idle Time for Simulated
and Cambridge Data

Learning Feature Selection Conclusions

By checking the insights gathered from the Intelligent Driver Model with the sim-

ulated data and confirming them with real data in the above sections, we can be

confident that the speeds and accelerations of the vehicles in front of vehicle 𝑖 are

useful for idle time prediction. We saw that for the real-world data, additional noise

in the speed data suggests that more factors should be considered to capture all the

variance. This could make other parameters such as location useful for differentiating

between different idle durations.

Ideally, we could also examine the acceleration of vehicle 𝑖−1 as well as the speed

and acceleration of vehicle 𝑖 − 2 for the Cambridge data set. Unfortunately, we did

not measure acceleration directly, and taking the derivative of the noisy speed data

signal only amplifies the noise, which makes it largely unusable. As for the second

vehicle in front, we only had access to two vehicles and two drivers, so we could not

include a third vehicle in the data collection convoy.
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5.6.4 Classification Methods

In this study, we will explore the utility of two different classification methods. We will

utilize the Naive Bayes Classifier as a baseline and kNN for enhanced performance.

Naive Bayes Classifier

As a baseline method, we used a Naive Bayes Classifier to predict if an idle will be

short or long using only the features in the learning vector. The Naive Bayes Classifier

is based on Baye’s theorem which defines the probability of event 𝐴 given event 𝐵 in

terms of the probability of 𝐵 given 𝐴, and the independent probabilities of each [93]

𝑃 (𝐴|𝐵) =
𝑃 (𝐵|𝐴)𝑃 (𝐴)

𝑃 (𝐵)
. (5.23)

This theorem can be expanded into a classifier for a short idle given a learning

vector x of length 𝑛 as follows

𝑝(𝑠ℎ𝑜𝑟𝑡|x) =
𝑝(x|𝑠ℎ𝑜𝑟𝑡)𝑝(𝑠ℎ𝑜𝑟𝑡)

𝑝(x)
. (5.24)

where 𝑝(𝑠ℎ𝑜𝑟𝑡|x) is the posterior, 𝑝(x|𝑠ℎ𝑜𝑟𝑡) is the prior, 𝑝(𝑠ℎ𝑜𝑟𝑡) is the likelihood,

and 𝑝(x) is the evidence. Since the evidence does not depend on if the idle is long or

short, it can be considered constant and effectively ignored. By using the chain rule,

Equation 5.24 can be expanded to

𝑝(𝑠ℎ𝑜𝑟𝑡|x) =
𝑝(𝑠ℎ𝑜𝑟𝑡)

𝑝(x)

𝑛∏︁
𝑘=1

𝑝(𝑥𝑘|𝑠ℎ𝑜𝑟𝑡). (5.25)

Similarly, the posterior probability for a long idle can be defined as

𝑝(𝑙𝑜𝑛𝑔|x) =
𝑝(𝑙𝑜𝑛𝑔)

𝑝(x)

𝑛∏︁
𝑘=1

𝑝(𝑥𝑘|𝑙𝑜𝑛𝑔). (5.26)

To predict if an idle will be short or long, the posterior probabilities for both

long (Equation 5.26) and short (Equation 5.25) are calculated for the given learning

vector, and the greater of the two probabilities is taken as the prediction.
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𝑘th Nearest Neighbor Classification

For improved performance, we used a 𝑘th Nearest Neighbor Classifier using a Eu-

clidean distance metric. As the name suggests, this classifier finds the 𝑘 nearest

neighbors with the closest Euclidean distance in the training set to the test vector

for the idle in question [94]. If more of the neighbors are short idles, the classifier

predicts a short idle. If more of the neighbors are long idles, the classifier predicts a

long idle.

5.6.5 Cross-Validation

We tested each classifier using an exhaustive leave-one-out cross-validation. One by

one, each idle is removed from the set and a prediction is made based on the remaining

idles. That idle is then replaced, and the process is repeated. While this method is

computationally intensive, it ensures no overfitting and minimizes any wasted data.

This is particularly important for the Cambridge data set where there are only 375

idles total.

5.6.6 Idle Time Prediction

Predicting Idle Time with Simulated Data

Figures 5-24 - 5-27 show the results of using a kNN classifier on the simulated traffic

data set for various learning vectors. Each plot shows the classification accuracy for

short idles (a) and for long idles (b) at three different short idle thresholds (𝑐 = 2 [𝑠],

𝑐 = 3 [𝑠], 𝑐 = 4 [𝑠]) using both kNN and the Naive Bayes classifiers for reference.

These accuracies are calculated using the confusion matrix described in 5.6.2.

Short idle classification accuracy is found by taking the number of short idles

properly classified over the total number of short idles. In other words, short idle

accuracy is the true positive rate (𝑇𝑃𝑅),

𝑇𝑃𝑅 =

∑︀
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒∑︀

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 +
∑︀

𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
. (5.27)
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(a) (b)

Figure 5-24: Classification Accuracy for (a) Short and (b) Long Idles Using Position
Only with Simulated Data

As discussed in Section 5.6.2, a false negative event occurs when the idle is actually

short, but it is predicted to be long. In this case, a false negative results in the

Smart/Stop system turning the engine off for a short idle. This is equivalent to the

normal AESS system response, so it is merely a return to the status quo (no different

from the baseline). Every true positive prediction will reduce the number of change-of-

mind events, improve drivability, and cut down on fuel wasted from excessive starting

and stopping.

Similarly, long idle classification accuracy can be found by taking the number of

properly classified long idles divided by the total number of long idles. This accuracy

is known as the true negative rate (𝑇𝑁𝑅),

𝑇𝑁𝑅 =

∑︀
𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒∑︀

𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 +
∑︀

𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
. (5.28)

In terms of the Smart/Stop system, a true negative prediction will result in the

engine stopping for a long idle event (which is equivalent to the baseline). This

maintains the fuel economy benefits of AESS. A false positive prediction will cause

the system to idle the engine for a long event, which circumvents any fuel economy

gains for that particular event, but also eliminates any driver frustration due to a

change-of-mind hesitation. In this sense, a false positive prediction is comparable to
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(a) (b)

Figure 5-25: Classification Accuracy for (a) Short and (b) Long Idles Using Speed of
First Car in Front Only with Simulated Data

driver disablement.

Figure 5-24 shows the classification accuracies from simulation for short and long

idles using position only in the learning vector. This means that at the start of

the idle, the only information available is where that idle is taking place along the

simulated road. We can see in Figure 5-24a that the best performance for short idle

classification occurs with one neighbor (𝑘 = 1) and drops off quickly as 𝑘 increases

for each of the three short idle thresholds. The peak short idle accuracy is between

65-68% using position only.

The simulated long idle classification accuracy for position only is shown in Figure

5-24b. Long idle classification accuracy is much higher across the board than for short

idles in this case, and the accuracy increases as 𝑘 increases. This follows from the fact

that there are far more long idles than short idles (see Figure 5-15). Taking the best

𝑘 value for short idle accuracy still yields between 97-99% accuracy for long idles.

It is interesting to note that the Naive Bayes classifier always predicts a long idle

for the position-only case (Figure 5-24). This results in 0% accuracy for short idles

and 100% accuracy for long idles. This indicates that for any given position, there

are more long idles than short idles, and makes this method equivalent to driver

disablement for Smart/Stop.

Short and long idle classification accuracies based on speed alone are shown in
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(a) (b)

Figure 5-26: Classification Accuracy for (a) Short and (b) Long Idles Using Position
and Speed of First Car in Front with Simulated Data

Figures 5-25a and 5-25b for the simulated data set. Unlike the position-based pre-

dictions, the speed-based predictions are relatively constant for all 𝑘 values. For

short idles, the classification accuracy ranges substantially between different short

idle thresholds from as low as 22% for 𝑐 = 4 [𝑠] to as high as 84% when 𝑐 = 2 [𝑠].

Figure 5-21a illustrates why speed is a much better parameter for lower short idle

thresholds (since the speed is almost always zero for idles longer than 2 seconds). For

long idles, using speed as a predictor results in over 99% accuracy for both kNN and

Naive Bayes.

Using both position and speed in the learning vector leads to better results than

either position or speed alone, as Figure 5-26 illustrates for the simulated data. Like

the position only plots, the performance tapers off for short idles as 𝑘 increases,

but increases for long idles. Using a 𝑘 value of 1 results in classification accuracies

between 88-97% for short idles and from 98-99% for long idles. Naive Bayes, on the

other had, predicts long idles every time, resulting in perfect long accuracy and zero

short accuracy. This would be the same as disabling AESS entirely.

Figure 5-27 shows the classification accuracies when the position of vehicle 𝑖, speed

of vehicle 𝑖− 1, and speed of vehicle 𝑖− 2 are all included as features in the learning

vector. The addition of the speed of vehicle 𝑖 − 2 does not appear to appreciably

increase the classification accuracy with respect to position of vehicle 𝑖 and speed of
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(a) (b)

Figure 5-27: Classification Accuracy for (a) Short and (b) Long Idles Using Position
and Speeds of First and Second Car in Front with Simulated Data

vehicle 𝑖− 1 alone. There is a slight improvement, but there seems to be diminishing

returns. The Naive Bayes classifier still does poorly but has significantly improved

when the short idle threshold is two seconds.

Predicting Idle Time with Real-World Data

Since kNN performed well on the traffic simulation data in Section 5.6.6, we attempted

to validate these results using real-world data. Figures 5-28 through 5-30 show the

results of applying two different classifiers on three different learning vectors for the

Cambridge data set. Each figure plots the short and long classification accuracies

using both kNN and a Naive Bayes baseline over three short idle thresholds (𝑐 = 2 [𝑠],

𝑐 = 3 [𝑠], 𝑐 = 4 [𝑠]). As before, these accuracies were calculated using a confusion

matrix and Equations 5.27 and 5.28.

Figure 5-28 shows the short and long classification accuracies using GPS position

only on the Cambridge data set. For short idle accuracy shown in Figure 5-28a,

performance ranges between 50-70% depending on the short idle threshold as long as

𝑘 is less than 25, but drops off as 𝑘 increases further. Long idle classification accuracy

increases gradually with 𝑘 and hovers between 70-80% when 𝑘 is less than 25. This

performance is comparable to simulation for short idles and slightly reduced for long

idles. Naive Bayes still performs relatively poorly for short idles and very well for
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(a) (b)

Figure 5-28: Classification Accuracy for (a) Short and (b) Long Idles Using Position
Only with Cambridge Data

long idles (due to the statistical bias toward long idles).

Classification accuracies using the speed of vehicle 𝑖− 1 alone on the Cambridge

data set are shown in Figure 5-29 for short and long idles. For low values of 𝑘,

accuracy is very high for short idles but very low for long idles. Once 𝑘 increases to 3

for 𝑐 = 2 [𝑠] and 7 for 𝑐 = 3 [𝑠] and 𝑐 = 4 [𝑠], the situation flips as accuracy is high for

long idles and low for short idles. The value of 𝑘 cannot be varied preemptively, so in

practice, a single value must be chosen, which means that the high accuracy cannot

simultaneously be maintained for both short and long idles using speed alone. Once

again, Naive Bayes performs poorly for short idles and extremely well for long idles.

Figure 5-30 shows the short and long classification accuracies on the Cambridge

data set using a combination of GPS position of vehicle 𝑖 and the speed of vehicle

𝑖−1. As in the simulation, combining both position and speed yield accuracies higher

than either of the two alone. Short idle classification reaches peak performance when

𝑘 = 3, where accuracies range between 60-73% depending on the short idle threshold.

As 𝑘 increases beyond 3, the accuracies continue to decline.

Selecting the same value of 𝑘 = 3 for long idles (Figure 5-30a) provides perfor-

mance levels between 67% and 80% accuracy. Depending on the requirement, 𝑘 can

be increased to provide better long idle prediction at the cost of short idle accuracy.

The Naive Bayes classifier reaches levels between 20-26% for short idles and 90-94%
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(a) (b)

Figure 5-29: Classification Accuracy for (a) Short and (b) Long Idles Using Speed of
First Car in Front Only with Cambridge Data

(a) (b)

Figure 5-30: Classification Accuracy for (a) Short and (b) Long Idles Using Position
and Speed of First Car in Front with Cambridge Data
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for long idles.

AESS and Smart/Stop Fuel Efficiency

Before we can evaluate the utility of Smart/Stop, we need to establish some metrics

for measuring the relative fuel efficiency of various strategies. As discussed in Section

5.2.3, one important consideration for AESS is how much fuel is consumed during the

startup sequence versus the amount of fuel consumed for a given amount of engine

idling. The critical threshold (𝑇𝐼𝑐𝑟𝑖𝑡) at which the fuel saved from the elimination

of engine idling exceeds the fuel consumed during engine start is on the order of 2

seconds [10].

When conventional AESS systems are operating within their operational regions,

they shut the engine down for every possible idle event. Since the duration of idles

are widely distributed (see Figure 5-9), many of these events will be under the critical

threshold and actually consume more fuel than idling the engine for that same period.

Because of the fixed cost of fueling during startup, all of the fuel savings available

through raw idle elimination cannot be achieved. We can represent the efficiency of

a conventional AESS system as

𝜂0 =

𝑍0∑︀
𝑧=1

𝑇𝐼𝑧 − 𝑍0𝑇𝐼𝑐𝑟𝑖𝑡

𝑍0∑︀
𝑧=1

𝑇𝐼𝑧

, (5.29)

where 𝑇𝐼𝑧 is the idle time of idle event 𝑧 and 𝑍0 is the total number of idles. In order

to achieve perfect efficiency, starting the engine would have to use zero fuel, which is

not feasible for micro hybrids.

Similarly, the efficiency of the Smart/Stop system can be represented as

𝜂𝑆𝑆 =

𝑍0∑︀
𝑧=1

𝑇𝐼𝑧 −
𝑍𝑃∑︀
𝑞=1

𝑇𝐼𝑞 − 𝑍𝑁𝑇𝐼𝑐𝑟𝑖𝑡

𝑍0∑︀
𝑧=1

𝑇𝐼𝑧

, (5.30)

where 𝑍𝑃 is the number of idles predicted short, 𝑍𝐿 is the number of idles predicted
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Table 5.4: Smart/Stop Results Summary

c k TPR TNR 𝜂0(
1
2
) 𝜂𝑆𝑆(1

2
) 𝜂0(1) 𝜂𝑆𝑆(1) 𝜂0(2) 𝜂𝑆𝑆(2) 𝜂0(3) 𝜂𝑆𝑆(3)

2 3 60.1 80.2 93.4 88.1 86.9 82.7 73.7 72.1 60.6 61.4
2 5 58.0 85.5 93.4 89.6 86.9 84.0 73.7 72.7 60.6 61.4
2 7 54.5 84.7 93.4 90.9 86.9 85.1 73.7 73.4 60.6 61.6
2 9 59.4 85.5 93.4 91.0 86.9 85.0 73.7 73.1 60.6 61.2
3 3 68.7 72.2 93.4 82.1 86.9 77.8 73.7 69.1 60.6 60.4
3 5 68.7 79.7 93.4 84.2 86.9 79.5 73.7 70.1 60.6 60.7
3 7 67.0 81.1 93.4 84.6 86.9 80.0 73.7 70.8 60.6 61.5
3 9 66.5 80.7 93.4 85.5 86.9 80.7 73.7 71.2 60.6 61.7
4 3 71.9 66.5 93.4 77.8 86.9 74.0 73.7 66.5 60.6 59.0
4 5 73.9 75.0 93.4 81.6 86.9 77.5 73.7 69.4 60.6 61.3
4 7 70.9 75.0 93.4 82.4 86.9 78.2 73.7 69.9 60.6 61.5
4 9 68.0 77.1 93.4 83.7 86.9 79.4 73.7 70.8 60.6 62.2

long, and 𝑇𝐼𝑞 is the idle time of smart idle 𝑞.

As we can see from Equations 5.29 and 5.30, the fuel efficiencies of using conven-

tional AESS and Smart/Stop depend heavily on the critical time threshold (𝑇𝐼𝑐𝑟𝑖𝑡) at

which idling the engine uses more fuel than stopping and starting it again.

Predicting Idle Time Results Summary

Now that we have measured the performance of the classification algorithms over a

wide range of parameters, and defined metrics for evaluating relative fuel efficiency, we

can compare the tradeoff between eliminating short idles and decreasing fuel efficiency

using Smart/Stop.

As we showed in Section 5.6.6, the total percentage of change-of-mind events that

can be eliminated using Smart/Stop (𝑇𝑃𝑅) and total percentage of long idles that

can be maintained (𝑇𝑁𝑅) both depend on the threshold (𝑐) below which idles are

considered to be short as well as the 𝑘 value used in the kNN classifier.

Table 5.4 shows 𝑇𝑃𝑅 and 𝑇𝑁𝑅 for 𝑐 thresholds of 2, 3, and 4 seconds and 𝑘

values of 3, 5, 7, and 9. For each combination, the baseline efficiency of AESS (𝜂0)

and efficiency of Smart/Stop (𝜂𝑆𝑆) are included for critical idling time thresholds

(𝑇𝐼𝑐𝑟𝑖𝑡) of 0.5, 1, 2, and 3 seconds.

From examining Table 5.4, a few trends become clear. As 𝑘 increases, the total
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Figure 5-31: Histogram of Idle Durations for Cambridge Data when AESS is Disabled
and when Smart/Stop is Enabled

positive rate tends to decrease and the total negative rate tends to increase in general.

On the contrary, higher 𝑐 thresholds yield higher 𝑇𝑃𝑅 and lower 𝑇𝑁𝑅. The lower

the critical idle time threshold, the higher the absolute efficiencies become with 0.5

seconds giving the highest efficiencies. As the critical threshold increases, however,

the gap between the baseline efficiency and the Smart/Stop efficiency narrows until

Smart/Stop actually overtakes the baseline efficiency for most cases when 𝑇𝐼𝑐𝑟𝑖𝑡 = 3

seconds.

The particular requirements and parameters of a given application will determine

which values in Table 5.4 are most valid, but in any case, several general conclusions

can be drawn about the potential benefits of Smart/Stop. With sufficient density

of data, anywhere between 55 to 74% of change-of-mind events can be eliminated

using a kNN classifier. The fuel efficiency that must be sacrificed to eliminate these

would-be short idles is small in the worst case, negligible for most cases, and even

flipped (efficiency is improved) for the best cases.

It is important to remember the efficiency differences between AESS and Smart/Stop
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may be on the order of 1 − 12% in terms of idling time, but idling time makes up

between 3 − 10% of fuel consumption for most driving cycles. This means that the

effect on overall fuel economy will be on the order of 0.03− 1.2% of overall fuel econ-

omy. These difference are small when compared to the potential to reduce driver

disablement of the start/stop system, which the EPA estimates as 11% of the time

when granting off-cycle credits [91]. On top of this, there are the additional benefits

to drivability, user experience, and safety.

As an example of how Smart/Stop looks in terms of distribution of idle times,

Figure 5-31 shows a comparison between AESS disabled and the Smart/Stop when

𝑐 = 4 and 𝑘 = 5. From Table 5.4, we can see that for this case, 73.9% of short

idles were properly classified, and therefore, the engine was allowed to idle through

them. For long idles, 75.0% were correctly predicted, so the engine was shut down for

those. From the plot, it is clear that majority of misclassified long idles are relatively

close to the cutoff threshold. When the critical idle time threshold is 2 seconds, the

Smart/Stop algorithm only results in 4.3% additional effective idling time over the

baseline AESS case. Given a cycle where eliminating all idling increases fuel economy

by 5%, Smart/Stop would still capture a 4.8% improvement in fuel economy all while

eliminating the vast majority of change-of-mind events.

5.7 Conclusion

In this chapter, I showed how connected vehicle technology and collaborative learning

can be applied to the AESS system in micro hybrid vehicles. In particular, I intro-

duced the concept of a Smart/Stop system that uses machine learning to predict and

eliminate change-of-mind events before they occur. These change-of-mind events are

not only annoying to the driver, but inefficient with respect to fuel economy, and have

been shown to cause drivers to disable the AESS system entirely (circumventing all

efficiency improvement).

I proved that for our real-world data set the Smart/Stop system can remove as

many as 74% of change-of-mind events while still maintaining the fuel economy ben-
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efits of AESS. With even richer data sets, this accuracy rate will only increase, and

so the potential for a Smart/Stop system to reduce driver disablements is great.

This application is only one example of data-based prediction for the purpose of

energy management in hybrid vehicles, but it illustrates the potential for massive im-

provements when vehicles control strategies extend far beyond the bounds of a single

vehicle.
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Chapter 6

Conclusions

6.1 Insights on Hybrid Vehicle Optimization

In this thesis, I showed that there are still many opportunities to improve upon state-

of-the-art hybrid vehicle technology. These opportunities are enabled by the increased

volumes of hybrid vehicles and the potential of control strategies to look further into

the near future by utilizing the latest sensor technology and the cloud for historical

contextual insights. This revolution in data availability will take vehicles from react-

ing to the environment after the fact to predicting future events and preparing for

them ahead of time. Without this type of foresight, automotive manufacturers would

have to continue to build in excess hardware capacity to account for the uncertainty

in vehicle control and energy management. In the next three sections, I will discuss

the major insights from each chapter of this thesis.

6.1.1 Battery Pack Design

Many factors go into cell selection for hybrid and electric vehicles, but as the sales

volumes of electrified vehicles continue to rise, manufacturers have more freedom to

customize a particular cell for a specific vehicle. In the past, some manufacturers

have turned to cells that benefit from high sales volumes in the consumer electronics

markets, but this forces them to design around the parameters of that cell.
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A single vehicle platform can now have high enough volumes to justify tooling

up for entirely customized cell sizes and form factors. With this freedom to choose

an arbitrary cell size, shape, and chemistry comes the question of which one is best.

In Chapter 3, I showed that due to the tradeoff between the average and delta tem-

perature constraints, this question has a definitive answer with respect to air-cooled

battery packs.

Choosing a suboptimal size or shape can multiply the necessary cost of cooling

by as much as two to three times over the best case cell. I also showed that some

form factors perform better than others regardless of cell size for a given module-

level energy density. Specifically, rounded prismatic cells exhibited the lowest cost of

cooling across the board.

Finally, after defining a new analytical method to calculate the minimum cost cell

size, I showed that it matches the results of the simulation. This provides a design

tool for battery pack designers that can be used with a simple spreadsheet instead

of requiring time consuming multi-physics simulations. With this tool, designers are

better equipped to ensure they are minimizing the cost of air-cooling before they get

locked into a cell choice that is inherently less efficient.

6.1.2 Energy Management and Blended Battery Packs

Energy management is often viewed as an optimization problem after the hardware

has been defined. In this thesis, I showed that the energy management strategy can

have a significant effect on the minimal size (and relatedly cost) of a blended battery

pack. If the power split is not defined in such a way as to minimize the hardware

size from the start, it is not possible to fairly compare potential energy storage types

in both uniform and blended configurations and understand which offers the best

solution for an application.

In Chapter 4, I defined a dynamic programming based method that allows blended

battery packs to be sized for minimal weight without predefining a power split strat-

egy. Then, I utilized this method along with an integer programming solution to

show the lower bound and a peak shaving heuristic strategy as a benchmark to carry
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out a large experiment across 18 different energy storage types and 7 different au-

tomotive use cases. The results of this study allowed me to draw conclusions about

when blended battery packs can be beneficial and how much potential there is for

improvement over uniform packs.

If there is a single cell type that can supply the required power and energy with a

very small amount of excess power or energy capacity, this source is likely to be the

best solution. If there is excess power or energy capacity in the best uniform battery

pack, however, this capacity represents additional cost, and there is most likely an

opportunity for tribridization. The strength of blended battery packs is derived from

the extra degree of flexibility that they unlock. When a high energy and high power

source can be sized independent of each other, any excess capacity that would be

necessarily present in a uniform battery pack can be eliminated.

From the study, it is clear that blended battery packs can decrease the mass of

packs for HEVs and PHEVs but are not well suited for pure EVs. This is due to the

fact that while the energy required for a given EV application scales up linearly with

the required range, the power requirement stays constant. As the required range is

increased, the necessary C rate drops proportionally and allows higher and higher

energy density cells to deliver the required power without excess energy capacity.

These results suggest that pack designers for HEV and PHEV vehicles should consider

tribridization as a means for weight reduction before locking into a uniform battery

pack.

6.1.3 Collaborative Learning for Future Insights

While the potential gains of blended battery packs are large, I illustrated that the

power split strategy that enables the minimization of pack size requires future knowl-

edge of the drive cycle at hand. Until vehicles become fully autonomous, this requires

some pattern recognition and collaborative learning on the part of the vehicle control

system in order to predict the future with some level of certainty.

In Chapter 5, I went into detail on how collaborative learning can be used to

predict the future for the purpose of improving the drivability of micro hybrids without
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sacrificing the fuel economy gains of the automatic engine start/stop (AESS) system.

The baseline AESS stops the engine every time the vehicle stops (when able). The

main issue with this strategy is that many of these stops are only momentary, so the

driver wishes to accelerate again faster than the engine can possibly stop and then

start.

These change-of-mind events are not only a detriment to drivability, but capture

little to no fuel economy benefit, and can even result in more fuel consumption than

idling the engine. To prevent this hesitation, some drivers disable the system en-

tirely. In order to eliminate these change-of-mind events, I introduced the idea of a

Smart/Stop system, and illustrated how such a system could be implemented using

historical context and machine learning classifiers.

Using the Smart/Stop system, I showed that as many as 74% of change-of-mind

events can be eliminated while maintaining over 97% of the fuel economy benefits of

AESS. This system has the potential to not only improve drivability, but convince

drivers who would otherwise disable AESS to leave it on and increase the overall fleet

fuel economy savings. While this is only one application of collaborative learning for

hybrid vehicles, it shows that there is great potential for improvement over current

systems when vehicles can utilize proactive control strategies.

6.2 Summary of Contributions

To summarize, the main contributions of my thesis are as follows.

∙ I have advanced the understanding of how cell-level properties affect the overall

costs of air-cooling in battery packs and have shown how to minimize those

costs. Through both simulation and analytical studies, I illustrated that cell

size and geometry can be selected to balance the tradeoff between average and

delta temperature constraints. At the intersection of these two constraints, a

cell size can be found that results in the minimum cost of air-cooling for the

parameters of that application. While the simulation results take a good deal
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of time to compute, the analytical method can be used to narrow down a design

space with very little effort.

∙ I have advanced the understanding of how blended battery packs can be sized for

a given application and what applications will benefit most from tribridization.

Using integer programming for a lower bound, a dynamic programming based

method for minimum feasibility, and a peak shaving heuristic as a baseline, I

carried out a large experiment to quantify how much room for improvement

there is for a variety of hybrid applications using current energy storage tech-

nology. Based on the results, I extracted rules of thumb for when to consider

blended battery packs.

∙ I have advanced the understanding of how collaborative learning can benefit

energy management for hybrid vehicles. By defining a traffic model and com-

paring that to real-world datasets, I identified parameters that are most useful in

predicting idle time of vehicles in traffic. Using these predictors in combination

with machine learning classifiers, I quantified the potential for a Smart/Stop

system to improve over current AESS performance. The result is a system that

can significantly increase drivability while maintaining or even improving on

baseline fuel economy.

6.3 The Death of the Drive Cycle

The drive cycle has served the automotive industry very well in the quest for lower

emissions and higher fuel economy, but we have reached a point where it is becoming

more of a detriment than a benefit. The findings of this thesis suggest that there is

a better way.

In the same way that teachers are now incentivized to focus on skills that are

measured on standardized tests instead of those that are applicable in the real world,

automotive manufactures are encouraged to optimize their control strategies for the

EPA tests instead of targeting better real-world fuel economy. Just as students might
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cheat on a standardized test, we have seen certain automotive manufacturers doing

the same on the EPA tests.

This thesis outlined a number of ways that the drive cycles can be used to optimize

the performance of hybrid vehicles, but it is critical to emphasize the importance of

not falling into the trap of overfitting, or real-world fuel economy and emissions will

suffer. When control strategies are tuned for these particular cycles, we are not

achieving the overall optimal performance and efficiency.

As discussed in Section 5.3.1, the EPA has begun allowing manufacturers to gain

off-cycle credits by proving that their vehicles are actually achieving higher fuel econ-

omy than the drive cycle tests might show. This acknowledges the problem that a

small number of fixed cycles are not representative of the sum total of driving cycles

and address the issue of underestimating fuel economy, but it does not solve the issue

of overestimation.

Just as the connected vehicle data was shown to allow for further optimization of

the AESS system in micro hybrids in Chapter 5, this data can be used to evaluate

the fuel economy of vehicles in the real world. By using drive cycles as an initial

benchmark, and then measuring real world usage data with some sample set of in-

strumented vehicles, the EPA can automatically reward off-cycle credits after the fact

and penalize any manufacturers that overfit to the EPA cycles. This will incentivize

real-world fuel economy and reward strategies that have measurable impact on fuel

consumed in practice.

6.4 Future Work

This thesis showed that there is still a great deal of room for improvement when it

comes to the efficiency and performance of hybrid vehicles. These opportunities rest

at every level of hybrid vehicle design, from the choice of what size and shape of cell

is best for air-cooling, to yet another layer of hybridization through blended battery

packs, to the optimization of energy management strategies through collaborative

learning. Even with all of these areas better understood, there is still much to be
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learned.

While I identified that there is a minimum cost cell size and geometry for a partic-

ular application with respect to air-cooled battery packs, a similar study is required

for water-cooled battery packs. Furthermore, the temperature gradient across the

pack was found to be sensitive to the intensity of turbulence at the inlet. If the inten-

sity is high, the turbulence will decrease as it travels through the pack. If it is low, the

intensity will increase. As heat transfer increases with higher turbulence, this effect

could be used as a design variable to help mitigate issues with excessive temperature

gradient. Additionally, these types of generalized analyses should be extended to

other aspects of battery pack design to develop more fundamental understanding of

how packs should be designed for minimum cost.

I showed that blended battery packs have the potential to reduce the mass of

hybrid and plug-in hybrid vehicle battery packs, and that the gains are maximized

when an omniscient control strategy is utilized. Since the speed profile of the vehicle is

not predefined, the next step in fully minimizing the mass of these packs is to attempt

to approach this optimal control strategy with drive cycle prediction algorithms. By

utilizing connected vehicle technology this type of speed profile prediction could be

feasible. To better understand just how close we can come to the optimal strategy,

a study using stochastic programming in combination with speed predictions will be

required.

Through the application of collaborative learning to the AESS system in micro

hybrids, I illustrated the power of predictive algorithms for the purpose of hybrid

powertrain optimization. While the gains appear promising from the initial study,

further development and testing will be required to ensure that it can be a viable

feature in production vehicles. This application shows great potential, but it is really

only the tip of the iceberg when it comes to automotive application areas. More and

more areas of improvement will need to be identified and studied in order to justify

the costs and bring collaborative learning into the mainstream.
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Appendix A

Result Summary Tables from

Chapter 4

This appendix provides the summary tables of the results from Chapter 4. These

tables show which energy storage types from Table 4.1 were chosen for each of the

blended solutions (DDP, PS, IP, and Uniform) for all 7 applications from Table 4.3.

Table A.1: Overall Results for DDP Solution for 4 Consecutive Cycles

ID# Base Buff 𝑃𝑏𝑎𝑠𝑒 𝑃𝑏𝑢𝑓𝑓 Mass [kg]
1 1 16 4 1 39.5
2 1 16 1 1 16.4
3 1 2 7 3 370.7
4 1 2 30 2 442.2
5 12 − 1 − 45.4
6 1 16 5 2 55.9
7 1 16 7 2 71.3
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Table A.2: Overall Results for PS Solution for 4 Consecutive Cycles

ID# Base Buff 𝑃𝑏𝑎𝑠𝑒 𝑃𝑏𝑢𝑓𝑓 Mass [kg]
1 12 − 1 − 45.4
2 1 − 3 − 23.1
3 1 2 7 3 370.7
4 1 2 30 2 442.2
5 12 − 1 − 45.4
6 6 − 1 − 68.5
7 1 6 3 1 91.6

Table A.3: Overall Results for IP Lower Bound for 4 Consecutive Cycles

ID# Base Buff 𝑃𝑏𝑎𝑠𝑒 𝑃𝑏𝑢𝑓𝑓 Mass [kg]
1 1 16 2 1 24.1
2 1 16 1 1 16.4
3 1 2 17 2 342.1
4 1 2 28 2 426.8
5 1 16 2 1 24.1
6 1 16 4 2 48.2
7 1 16 8 1 70.3

Table A.4: Overall Results for Uniform Solution for 4 Consecutive Cycles

ID# ESU P Mass [kg]
1 12 1 45.4
2 1 3 23.1
3 2 4 422.4
4 2 5 528
5 12 1 45.4
6 6 1 68.5
7 2 1 105.6

Table A.5: Overall Results for DDP Solution for 7 Consecutive Cycles

ID# Base Buff 𝑃𝑏𝑎𝑠𝑒 𝑃𝑏𝑢𝑓𝑓 Mass [kg]
1 1 16 4 1 39.5
2 1 16 1 1 16.4
3 1 2 47 2 573.1
4 1 2 80 1 721.6
5 1 12 1 1 53.1
6 1 16 7 1 62.6
7 1 16 12 1 101.1
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Table A.6: Overall Results for PS Solution for 7 Consecutive Cycles

ID# Base Buff 𝑃𝑏𝑎𝑠𝑒 𝑃𝑏𝑢𝑓𝑓 Mass [kg]
1 1 12 2 1 60.8
2 1 − 3 − 23.1
3 1 2 62 1 583
4 1 2 80 1 721.6
5 1 16 6 1 54.9
6 1 6 3 1 91.6
7 1 16 12 2 109.8

Table A.7: Overall Results for IP Lower Bound for 7 Consecutive Cycles

ID# Base Buff 𝑃𝑏𝑎𝑠𝑒 𝑃𝑏𝑢𝑓𝑓 Mass [kg]
1 1 16 2 1 24.1
2 1 16 1 1 16.4
3 1 2 59 1 559.9
4 1 16 90 2 710.4
5 1 16 3 1 31.8
6 1 16 7 1 62.6
7 1 16 12 1 101.1

Table A.8: Overall Results for Uniform Solution for 7 Consecutive Cycles

ID# ESU P Mass [kg]
1 6 1 68.5
2 1 3 23.1
3 2 6 633.6
4 1 101 777.7
5 6 1 68.5
6 2 1 105.6
7 1 16 123.2

Table A.9: Overall Results for DDP Solution for 10 Consecutive Cycles

ID# Base Buff 𝑃𝑏𝑎𝑠𝑒 𝑃𝑏𝑢𝑓𝑓 Mass [kg]
1 1 16 4 1 39.5
2 1 16 1 1 16.4
3 1 16 101 1 786.4
4 1 − 129 − 993.3
5 1 16 6 1 54.9
6 1 16 10 1 85.7
7 1 − 17 − 130.9
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Table A.10: Overall Results for PS Solution for 10 Consecutive Cycles

ID# Base Buff 𝑃𝑏𝑎𝑠𝑒 𝑃𝑏𝑢𝑓𝑓 Mass [kg]
1 1 16 7 1 62.6
2 1 − 3 − 23.1
3 1 2 89 1 790.9
4 1 − 129 − 993.3
5 1 16 7 1 62.6
6 1 16 12 1 101.1
7 1 − 17 − 130.9

Table A.11: Overall Results for IP Lower Bound for 10 Consecutive Cycles

ID# Base Buff 𝑃𝑏𝑎𝑠𝑒 𝑃𝑏𝑢𝑓𝑓 Mass [kg]
1 1 16 3 1 31.8
2 1 16 1 1 16.4
3 1 16 101 1 786.4
4 1 − 129 − 993.3
5 1 16 4 1 39.5
6 1 16 10 1 85.7
7 1 − 17 − 130.9

Table A.12: Overall Results for Uniform Solution for 10 Consecutive Cycles

ID# ESU P Mass [kg]
1 6 1 68.5
2 1 3 23.1
3 1 105 808.5
4 1 129 993.3
5 6 1 68.5
6 2 1 105.6
7 1 17 130.9
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