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Studies of and Methods for Electronic Properties of Large Chemical
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by

Matthew Gregory Welborn

Submitted to the Department of Chemistry
on May 3, 2016, in partial fulfillment of the

requirements for the degree of
Doctor of Philosophy in Physical Chemistry

Abstract

In this thesis, we explore various approaches to modeling electronic properties of large chemical
systems, a challenge for theoretical and computational chemistry.

We first model experimental systems with conventional electronic structure by excerpting a region
of interest: a few amino acids near the reactive site of a protein, an exciplex dimer in a thin-film LED,
and a few donor/acceptor molecules at an organic/organic interface. We find that these models work
well for explaining experiments provided we can identify a local region that captures the property
of interest.

Second, we consider a situation in which the property of interest is not local. We investigate the
Anderson model of localization in disordered materials, using the tools of random matrix theory.
We use free probability to approximately compute the density of states of a Hamiltonian matrix
ensemble without exact diagonalization. We develop an error analysis for this method, and show
that it is accurate to the eighth moment of the density of states. Finally, we apply the method to
various extensions of the Anderson model, to good result.

Third, we develop a wavefunction-in-wavefunction embedding theory for strongly correlated sys-
tems. We base our work on Density Matrix Embedding Theory (DMET). We extend the original
DMET equations to account for correlation in the bath via an antisymmetrized geminal power
(AGP) wave function. The resulting formalism has a number of advantages. First, it allows one to
properly treat the weak correlation limit of independent pairs, which DMET is unable to do with
a mean-field bath. Second, it associates a size extensive correlation energy with a given density
matrix (for the models tested), which AGP by itself is incapable of providing. Third, it provides
a reasonable description of charge redistribution in strongly correlated but non-periodic systems.
We then describe a new electronic embedding method based on DMET, dubbed "Bootstrap Em-
bedding," a self-consistent wavefunction-in-wavefunction embedding theory that uses overlapping
fragments to improve the description of fragment edges. We find Bootstrap Embedding converges
rapidly with embedded fragment size, overcoming the surface-area-to-volume-ratio error typical of
many embedding methods.

Fourth, we employ semiempirical neglect of diatomic differential overlap (NDDO) methods as
force fields for liquid water. Using force matching, we design a reparameterized NDDO model and
find that it qualitatively reproduces the experimental radial distribution function of water, as well
as various monomer, dimer, and bulk properties that standard NDDO method do not. This suggests
that the apparent limitations of NDDO models are primarily due to poor parameterization and not
to the NDDO approximations themselves. We identify the physical parameters that most influence
the condensed phase properties. These results help to elucidate the chemistry that a semiempirical
molecular orbital picture of water must capture. We conclude that properly parameterized NDDO
models could be useful for simulations that require electronically detailed explicit solvent, including
the calculation of redox potentials and simulation of charge transfer and photochemistry.

Thesis Supervisor: Troy Van Voorhis
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Chapter 1

Introduction

Historically, science has concerned itself with two activities: experiments, which measure reality,

and theories, which explain and predict experiments. However, since the advent of modern physics,

theories have become so mathematically complex that they cannot be solved analytically. Chemistry

is a particularly severe case: the Schrödinger equation, a nearly-complete model for chemistry, has

been around for nearly a century. Yet, from Hylleraas’s variational computations on Helium in

1929 [152] up to the present day, nearly all progress in theoretical chemistry has come in the form of

better approximations, more efficient numerical algorithms, and faster computers. Even the name

of the field bears out this fact: computational and theoretical chemistry are often used as synonyms.

This isn’t to say that progress hasn’t been made. At present, we can compute electronic properties

to great accuracy for small to medium sized molecules using a range of electronic structure methods.

For large molecules or collections of molecules, molecular dynamics/mechanics provides a description

of structural properties and averages.

But, there is still a vast set of large systems whose electronic properties cannot be calculated

directly. Disordered organic materials are actively studied for photovoltaic [102, 116, 117] and

electroluminescent applications [65]. Photosystem II [339] is a huge protein that uses light to catalyze

water splitting. Solvation, where configurational sampling is usually prohibitively expensive, can

shift redox potentials [351], electron transfer rates [183], and catalytic properties [350] of solutes.

The standard approach to large systems is to only treat accurately small subsystems of interest

or to map the system onto a simpler model. But there is still room for development of new methods

as well. In this thesis, we will explore both.

1.1 Tools of the trade

In this section, we briefly introduce the core tools of computational chemistry. Throughout this

thesis, we will either apply these tools to study chemical systems, or use them as a foundation to
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build new methods.

We first focus on practical solutions to electronic structure: the problem of solving the Schrödinger

equation for electrons in the presence of fixed nuclei. Then, we discuss a classical approximation to

the motion of these nuclei, molecular dynamics.

1.1.1 Quantum chemistry

At its heart, chemistry is the quantum physics of nuclei and electrons interacting via the Coulomb

potential. A chemical system — composed of point electrons and nuclei — is well-described by the

non-relativistic, time-independent Schrödinger equation [285]. In the basis of the positions of these

particles, it is given by

ĤΨ(r1, r2, . . . , rN , R1, R2, . . . RM ) = EΨ(r1, r2, . . . , rN , R1, R2, . . . RM ) (1.1)

where, mechanically, Ĥ is an input specified by the properties of all particles in the system, while E

and Ψ are variables to be solved for. E is the (scalar) energy associated with a given “wavefunction”,

Ψ. The wavefunction contains all information about the state of the system, and is a function of the

coordinates of all of the electrons, {ri}, and of all of the nuclei, {Ri}. Finally, Ĥ is the Hamiltonian,

an operator that acts on the wavefunction. In atomic units (~ = 1, qe− = −1, me− = 1) [132], it is

given by

Ĥ = −
N∑
i=1

1

2
∇2
i −

M∑
I=1

1

2mI
∇2
I −

N∑
i=1

M∑
I=1

ZI
riI

+

N∑
i=1

N∑
j>i

1

rij
+

M∑
I=1

M∑
J>I

ZIZJ
rIJ

(1.2)

where i and j index electrons, N is the number of electrons, I and J index nuclei, M is the number

of nuclei, ZI is the charge of nucleus I, (electrons have charge -1), mI is the mass of nucleus I,

(electrons have mass 1), ∇2
x is the laplacian operator acting on the coordinates of particle x, and

rxy is the distance between particles x and y. The first two terms represent the kinetic energy of

each particle, while the last three terms account for the Coulomb interaction between particles.

While the kinetic energy terms are by themselves separable, the potential energy terms couple

all degrees of freedom in the system together. The result is an equation that cannot be solved

analytically. As such, solutions to equation 1.1 must be approximated in practice, and we will spend

the remainder of this chapter building up such approximations.

1.1.1.1 The Born-Oppenheimer approximation

The first and most common approximation to the problem of molecular quantum mechanics is the

Born-Oppenheimer approximation [37]. Qualitatively, we observe that an electron is 1836 times less

massive than the lightest of nuclei. We thus expect that electrons will move far faster than nuclei, or,
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equivalently, there will be a separation of timescales between nuclear and electronic motion. Because

this timescale is so large, we make the approximation that electronic relaxation is instantaneous

compared to nuclear motion. That is, the nuclei move on a potential energy surface generated by

completely relaxed electrons (the long time limit of the motion of the electrons). Conversely, the

electrons move in a potential energy generated by fixed nuclei (the short time limit of the motion of

the nuclei).

In mathematical terms, this means that we can separate the Hamiltonian, energy, and wavefunc-

tion into distinct nuclear and electronic components

Ĥ ≈ Ĥn + Ĥe (1.3)

E ≈ En + Ee (1.4)

Ψ (r1, r2, . . . , rN , R1, R2, . . . RM ) ≈ Ψn (R1, R2, . . . RM ) Ψe (r1, r2, . . . , rN ) . (1.5)

Equation 1.1 can then be separated into a nuclear and an electronic Schrödinger equation

ĤnΨn (R1, R2, . . . RM ) = EnΨ (R1, R2, . . . RM ) (1.6)

Ĥe (r1, r2, . . . rN ) = EeΨ (r1, r2, . . . rN ) . (1.7)

where the electronic Hamiltonian is given by

Ĥe = −
N∑
i=1

1

2
∇2
i −

N∑
i=1

M∑
I=1

ZI
riI

+

N∑
i=1

N∑
j>i

1

rij
(1.8)

while the nuclear Hamiltonian is given by

Ĥn = −
M∑
I=1

1

2mI
∇2
I +

M∑
I=1

M∑
J>I

ZIZJ
rIJ

+ Ee (R1, R2, . . . , RM ) . (1.9)

Ee is the electronic energy computed by solving equation 1.7 at fixed nuclear positionsR1, R2, . . . , RN .

For the remainder of this section, we focus on approximating solutions to equation 1.7. In Section

1.1.2, we will discuss a classical approximation to the time-dependent version of equation 1.6.

1.1.1.2 Representation of wavefunctions

At the end of the day, we will want to solve equation 1.7 on a computer. A key step in adapting

the equation for computation is discretization of the wavefunction; the computer cannot directly

represent a continuous function. Instead, we approximate the wavefunction as a weighted sum of

basis functions
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Ψ(τ) =
∑
i

ciψi(τ) (1.10)

where τ represents all relevant coordinates. For the sake of simplicity, we will choose basis function

that are orthonormal

ˆ
ψ∗i (τ)ψj(τ)dτ ≡ 〈ψi| ψj〉 = δij (1.11)

where we have also introduced Dirac notation [81].

These basis functions are arbitrary, but it is most computationally efficient to choose basis

functions that make the representation as compact as possible. To this end, two choices are usually

made. First, the basis is composed of functions of the coordinates of a single electron at a time,

called orbitals. Second, these orbitals are chosen to closely resemble the solutions to the electronic

structure problem of the atoms in the system as though they were isolated. When both of these

choices are made, the basis functions are called “atomic orbitals”.

We can construct wavefunctions by combining atomic orbitals. To account for the fermion

statistics of electrons, a convenient formalism for such constructions is second quantization. In

second quantization, the creation operator â†i creates an electron in orbital |ψi〉

|ψi〉 = â†i |〉 (1.12)

while the annihilation operator âi removes an electron from orbital |ψi〉

âi |ψi〉 = |〉 (1.13)

where |〉 represents the vacuum containing no electrons. The vacuum is chosen to be normalized

〈 | 〉 = 1 (1.14)

and is the null space of the annihilation operators

âi |〉 = 0. (1.15)

Fermion statistics are handled by the anticommutation relations of the second quantization operators

[
â†i , âj

]
+

= δij (1.16)

[âi, âj ]+ = 0 (1.17)[
â†i , â

†
j

]
+

= 0. (1.18)
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where [·, ·]+ is the anticommutator

[
Â, B̂

]
+
≡ ÂB̂ + B̂Â. (1.19)

In this chapter, we use second quantization operators
{
âi, â

†
i

}
and functions |ψi〉 to denote

general orbitals. To specifically denote atomic orbitals, we use second quantization operators
{
ĉµ, ĉ

†
µ

}
and functions |φµ〉.

We can now rewrite the electronic Hamiltonian (equation 1.8) in the basis of atomic orbitals

using the notation of second quantization

Ĥe =
∑
µν

hµν â
†
µâν +

∑
µνλσ

Vµνλσâ
†
µâ
†
ν âσâλ (1.20)

where h is the matrix of so-called one-electron integrals for the set of basis functions {φµ}

hµν =

ˆ
φ∗µ(r)

[
−1

2
∇2 −

M∑
I=1

ZI
|r −RI |

]
φν(r)dr (1.21)

and V is the four-tensor of two-electron integrals (in physicists’ notation)

Vµνλσ =

ˆ
φ∗µ(r1)φ∗ν(r2)

1

r12
φλ(r1)φσ(r2)dr1dr2. (1.22)

With these ideas in hand, we can now discuss the Hartree-Fock approximation.

1.1.1.3 Hartree Fock

While already approximate, the electronic Schrödinger equation (equation 1.7) cannot be solved

even numerically; the cost of computing its solution increases exponentially with the number of

electrons. This exponential scaling comes from the form of the wavefunction. If we grid out each

electron coordinate over m basis function, then N electrons will require mN basis functions, and any

computation that touches every element of the wavefunction must scale as at least O
(
mN

)
. Thus,

we need an approximate form of the wavefunction.

Hartree-Fock theory [318] approximates the wavefunction by noticing that in the absence of two

electron interactions, the Schrödinger equation is separable

Ĥ (V = 0) Ψ (r1, r2, . . . , rN ) = EΨ (r1, r2, . . . , rN )

Ĥ(V = 0)

N∏
i=1

[ψi (ri)] =

(
N∑
i=1

Ei

)(
N∏
i=1

[ψi (ri)]

)
(1.23)

(where for now we have dropped the e subscript and ignored the fermion statistics of electrons). In
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this limit, the wavefunction becomes a product of one-electron orbitals. These so-called molecular

orbitals {ψi} can be expanded in the basis of atomic orbitals {φµ}

|ψi〉 =

m∑
µ

Ciµ |φµ〉 =

m∑
µ

Ciµĉ
†
µ |〉 . (1.24)

This equation introduces the coefficient matrix, C, whose ith row specifies the expansion of ψi in

terms of the atomic orbital basis functions {φµ}, and the second quantization operators for these

atomic orbitals
{
ĉµ, ĉ

†
µ

}
. Rewriting the wavefunction from equation 1.23 in the notation of second

quantization gives us the form of the Hartree-Fock wavefunction (with correct fermion statistics)

|ΨHF 〉 =

N∏
i=1

â†i |〉 =

N∏
i=1

(
m∑
µ

Ciµĉ
†
µ

)
|〉 . (1.25)

This form of the wavefunction is known as the Slater determinant [299]. Unlike the general wave-

function, this ansatz has only mN parameters. In practice, the size of the basis set scales linearly

with the number of electrons, so the scaling of computations involving this wavefunction has a lower

bound of O
(
N2
)
. This is of course far better than the exponential-scaling lower bound of the exact

wavefunction.

With a wavefunction ansatz in hand, we now need a prescription for choosing the elements of

C. In quantum mechanics, the variational principle [118] states that the expectation value of the

Hamiltonian with any wavefunction is an upper bound for the true ground state energy. Thus,

〈ΨHF | Ĥ |ΨHF 〉 ≥ E0. (1.26)

This provides our prescription for choosing the Ciµ. We expect that the wavefunction ansatz with

an energy (〈ΨHF | Ĥ |ΨHF 〉) closest to the true ground state is the best description of our physical

system. Therefore, we minimize the difference 〈ΨHF | Ĥ |ΨHF 〉−E0. Because the first term is always

greater than the second, we need only minimize 〈ΨHF | Ĥ |ΨHF 〉.

Putting all of this together,

C = arg min
C∈U(m)

〈ΨHF (C)| Ĥ |ΨHF (C)〉 (1.27)

where U(m) is the group of m×m unitary matrices. Using equation 1.20, the expectation value is

given by [201, 158]

〈ΨHF | Ĥ |ΨHF 〉 =
∑
µν

hµνPνµ +
∑
µνλσ

(Vµνλσ − Vµνσλ)PλµPνσ (1.28)

where P = CC† (Pµν ≡ 〈ΨHF (C)| ĉ†ν ĉµ |ΨHF (C)〉 ) and is called the density matrix. Note that like

C, P is a complete description of the HF wavefunction. Performing the minimization in equation
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1.27, results in the matrix eigenvalue equation

FC = Cε (1.29)

where ε is a diagonal matrix and the Fock matrix, F, is given by

Fµν = hµν +
∑
λσ

Pλσ (2Vµσνλ − Vµσλν) . (1.30)

Equations 1.29 and 1.30 can also be written in terms of individual molecular orbitals (in the position

representation):

−1

2
∇2

1 −
M∑
I=1

ZI
|r1 −RI |

+

N∑
j=1

ˆ
dr2ψ

∗
j (r2)

1

r12
(1− P12)ψj(r2)

ψi(r1) = εiψi(r1) (1.31)

where P12 exchanges the labels of electron 1 and 2 [318]. This representation is presented for later

comparison to Kohn-Sham density functional theory.

For purposes of day-to-day computations, Hartree-Fock has mostly been supplanted by density

functional theory, which we introduce in the next section. However, in Chapters 5 and 6, we will

build a wavefunction-in-wavefunction embedding theory on top of Hartree-Fock, and in Chapter 7

we will create a water model based on a stripped-down version of Hartree Fock.

1.1.1.4 Kohn-Sham density functional theory

The wavefunction is a costly description of a chemical system, and Density Functional Theory (DFT)

seeks to do away with it. In DFT, the N -dimensional (electron) density

P (r1, r2, . . . , rN ) ≡ Ψ∗ (r1, r2, . . . , rN ) Ψ (r1, r2, . . . , rN ) (1.32)

is replaced by the one-electron density

ρ (r) ≡
ˆ

Ψ∗ (r, r2, . . . , rN ) Ψ (r, r2, . . . , rN ) dr2, . . . , drN , (1.33)

the result of integrating out every electronic coordinate except one [248].

Hohenberg and Kohn showed that there exists a universal functional of the density F , which

does not depend on the details of the system, and gives its energy [143]

E [ρ(r)] =

ˆ
vn(r)ρ(r)dr + F [ρ(r)] (1.34)

where vn is the external Coulomb potential created by the nuclei. Remarkably, this energy functional
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is minimized by the one-electron density of the ground state wavefunction. Because the density can

be expanded in a basis (in the same manner as the wavefunction), the density provides a complete

description of an N electron system with only O (N) parameters.

Unfortunately, the exact functional F is not known and must be approximated. The primary

difficulty in approximation of F comes from approximation of the kinetic energy functional. Thus,

the vast majority of approximations for this functional are framed in the Kohn-Sham (KS) frame-

work [179], due to its highly accurate treatment of the kinetic energy. In this formalism, a fictitious

system of non-interacting electrons is created whose ground state density is the same as that of the

physical system. Because these fictitious electrons do not interact, their wavefunction is completely

specified by a Slater determinant of orthonormal orbitals
{
ψKSi

}
and the density is given by

ρ(r) =
N∑
i=1

ψKS∗i (r)ψKSi (r). (1.35)

The kinetic energy of this wavefunction is readily evaluated, and turns out to be a very good

approximation to the kinetic energy of the physical system [249]. These orbitals are found by

solving the Kohn-Sham equations

[
−1

2
∇2

1 + vn(r) +

ˆ
ρ(r2)

|r1 − r2|
dr2 + vxc(r)

]
ψKSi (r1) = εiψ

KS
i (r1). (1.36)

Note that this equation bears a striking resemblance to the Hartree Fock equation 1.31. New in the

KS equations is the exchange-correlation potential, vxc(r), which becomes the missing piece that

must be approximated. The price of this formalism is the introduction of the fictitious orbitals which

increase the cost of the calculation from O(N) to a cost similar to that of Hartree Fock. However,

KS DFT has proven to be far more accurate than Hartree Fock at roughly the same cost.

Throughout Chapter 2, we will use KS DFT to study a variety of chemical systems.

1.1.1.5 Constrained density functional theory (configuration interaction)

Sometimes, a state other than the ground state is desired. For example, in electron transfer reactions

we might desire a charge transfer state in which an excess electron is localized on one part of a

chemical system (and correspondingly, a hole is localized on another part). Such a property can be

described entirely through the one electron density by requiring that the density in one region of

space integrate to a certain number of electrons. This hints at the possibility of a Density Functional

Theory description of a charge transfer state.

Constrained Density Functional Theory (CDFT) provides just such a description [165]. In CDFT,

energy is minimized subject to constraints on the density. This variation is performed by finding

stationary points of the CDFT functional
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W [ρ, λ] = E [ρ] + λ

(ˆ
w(r)ρ(r)dr − V

)
(1.37)

where E is the energy functional from equation 1.34, λ is a Lagrange multiplier, w is a weight function

that defines the desired constraint, and V is the desired value of the constraint. For example, if we

wished to constrain the number of electrons in a region of space to a certain value Ne, w would be

a binary function defining this region and V would be Ne. For the purposes of our charge transfer

reaction, w is a density-based charge partitioning function (e.g. the Löwdin population [199]) and

V represents an excess electron on part of our system. An excellent description of the practical

considerations of CDFT calculations is given in reference [164]).

We can now compute the energy of both the ground state (from DFT) and the charge transfer

excited state (from CDFT) of an electron transfer reaction. In Section 2.2.1, we use these tools to

compute the color of exciplexes that emit through charge annihilation.

Densities generated via CDFT represent diabatic states [336]. These states do not diagonalize

the Hamiltonian, and the Hamiltonian matrix element between two such states, |Ψ1〉 and |Ψ2〉, is

called the “coupling”

V ≡ 〈Ψ1| Ĥ |Ψ2〉 . (1.38)

This coupling is important, e.g., for determining the rate of condensed phase electron transfer

reactions in Marcus theory [205]. In Section 2.2.2, we will compute such a coupling in order to

understand hole hopping in a rubrene crystal.

In the framework of CDFT, these couplings are given by [365]

V =
1

2
(E1 + E2) 〈Ψ1| Ψ2〉 −

1

2
〈Ψ1|λ1ŵ1 + λ2ŵ2 |Ψ2〉 (1.39)

where the Ei are the functional energies associated with the two constrained densities and the wi

and λi are the weight functions and Lagrange multipliers used to specify and apply the constraints

to these densities. However, DFT does not define a wavefunction for the physical system, so we

do not know |Ψ1〉 and |Ψ2〉. That is to say, CDFT computes ρ1 and ρ2 which are the densities

associated with |Ψ1〉 and |Ψ2〉

ρ1 = |Ψ1〉 〈Ψ1| (1.40)

ρ2 = |Ψ2〉 〈Ψ2| , (1.41)

but many wavefunctions map onto a single density, and we cannot determine the exact ground state

wavefunction from the exact ground state density. Thus, an approximation must be made.
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CDFT-CI approximates the exact wavefunctions by the fictitious non-interacting Kohn-Sham

Slater determinant of equations 1.35 and 1.36. Equation 1.39 becomes

V ≈ 1

2
(E1 + E2)

〈
ΨKS

1

∣∣ ΨKS
2

〉
− 1

2

〈
ΨKS

1

∣∣λ1ŵ1 + λ2ŵ2

∣∣ΨKS
2

〉
. (1.42)

It is this approximation that we will employ in Section 2.2.2.

1.1.2 Molecular dynamics

In Section 1.1.1.1, we partitioned the Schrödinger equation approximately into an electronic and a

nuclear equation. So far, we’ve discussed methods for approximating the electronic equation. In this

section, we approximate the nuclear equation classically.

Like the quantum nuclear Hamiltonian, the classical nuclear Hamiltonian partitions into a kinetic

and potential energy piece

H = T + V (1.43)

where we substitute the classical momentum, PI , for the quantum momentum operator, −∇2
I ,

T (P1, P2, . . . PM ) =

M∑
I=1

1

2mI
P 2
I (1.44)

and collect the potential energy terms

V (R1, R2, . . . , RM ) =

M∑
I=1

M∑
J>I

ZIZJ
rIJ

+ Ee (R1, R2, . . . , RM ) . (1.45)

This classical approximation is valid when nuclei are heavy (and thus localized) and when zero-point

energies do not change significantly with nuclear coordinates.

While molecules usually exist in a single electronic state (most often the electronic ground state),

finite temperature causes the nuclei to move. Thus we are almost always interested in the dynamics

corresponding to equation 1.43. These dynamics are given by Hamilton’s equations of motion [111]

dPI
dt

= − ∂H
∂RI

(1.46)

dRI
dt

=
∂H

∂PI
. (1.47)

In practice, these equations are usually integrated using the Velocity-Verlet algorithm [104]. Taken

together, solving the classical equations of motion of the nuclei is called Molecular Dynamics (MD).
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1.1.2.1 Ensemble averages

For the purposes of this thesis, we are not explicitly concerned with the time dependent dynamics

of a system, but rather an ensemble average of some property

〈A〉p =

´
p (τ)A (τ) dτ´
p (τ) dτ

(1.48)

where τ is a collective variable containing all of the nuclear coordinates, R1, R2, . . . , RM , used here

for the sake of brevity. A is an observable and A (τ) is the value of that observable at a given nuclear

geometry. p (τ) is the probability of observing that geometry. The denominator normalizes p and is

called the “configuration integral”

Q [p] ≡
ˆ
p (τ) dτ. (1.49)

At constant energy, volume, and number of particles (the so-called NVE ensemble) and ignoring

the possibility of electronic degeneracy, p is just a function that requires the energy of the system

to be fixed at a constant value E

pNV E(τ) = δ [V (τ)− E] (1.50)

where δis the Kronecker delta function. We can relate an NVE ensemble average to MD by way of

the ergodic hypothesis [214]

〈A〉p =
1

Q [pNV E ]

ˆ
pNV E (τ)A (τ) dτ = lim

t→∞

1

t

ˆ t

0

A (τ(t′)|NV E) dt′ (1.51)

where τ(t′)|NV E are the coordinates of the system at time t′ evolving dynamically under the con-

ditions of constant NVE. By running MD at energy E, we can compute the trajectory τ (t′)|NV E .

MD is a constant energy algorithm because Hamilton’s equations of motion (equation 1.47) conserve

energy for a conservative potential (like V ).

A more experimentally relevant ensemble is the NVT ensemble, where we substitute constant

energy for constant temperature. In this ensemble, p is the Boltzmann distribution

pNV T (τ) = exp [−βV (τ)] (1.52)

where β is the inverse temperature

β ≡ 1

kT
. (1.53)

In order to sample the NVT ensemble with MD, we would like an equation similar to 1.51 :
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1

Q [pNV T ]

ˆ
pNV T (τ)A (τ) dτ = lim

t→∞

1

t

ˆ t

0

A (τ(t′)|NV T ) dt′ (1.54)

While it’s easy to compute an MD trajectory at constant NVE, we need to include additional physics

in our model to simulate constant temperature.

1.1.2.2 Thermostats

In a real system, constant temperature is the result of energy transfer between the system and the

outside universe (or bath). On a computer, we seek to simulate this effect using a thermostat.

In this thesis, we use the Nosé-Hoover thermostat [238, 145]. It represents the effect of cou-

pling to a thermal bath by a single auxiliary degree of freedom, s. This results in the extended

Hamiltonian [238]

HNose =

M∑
I=1

p2
I

mI
+ V (τ) + (3M + 1) kT ln s+

p2
s

ms
(1.55)

where ms is a fictitious mass associated with coordinate s. ms determines how strongly the system

is coupled to the thermal bath, and is a parameter of an NVT MD simulation. (As a reminder, M

is the number of nuclei in the system.)

Using Hamilton’s equations of motion (equation 1.47), the dynamics of the system is given by

dRI
dt

=
pI

2mIs2
(1.56)

dpI
dt

= −∂V (τ)

∂RI
(1.57)

ds

dt
=

ps
ms

(1.58)

dps
dt

=

M∑
I=1

p2
I

2mIs2
− (3M + 1)

kT

s
. (1.59)

These equations result in a trajectory for the system that samples the NVT ensemble. But it does

so at the cost of a timestep for the simulation that fluctuates across iterations. Hoover noticed that

this inconvenience could be removed via a change of variables [145]
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ζ ≡ ps
3M

(1.60)

dRI
dt

=
pI
mi

(1.61)

dpI
dt

= −∂V (τ)

∂RI
− ζpI (1.62)

dζ

dt
=

1

ms

(
M∑
I=1

p2
I

mI
− 3MkT

)
(1.63)

This thermostat has the attractive property that it can be integrated much like the NVE equations.

We will use it in MD simulations to compute NVT ensemble averages in Chapters 2 and 7.

1.1.2.3 Force fields

In order to sufficiently sample to converge averages like equation 1.54, we must run MD for a long

time. As currently presented, MD is usually too costly for such calculations.

Integrating the classical equations of motion is computationally straightforward. The expensive

part of an MD calculation is the evaluation of the force on each nucleus

dPI
dt

= − ∂H
∂RI

= − ∂V

∂RI
(1.64)

∂V

∂RI
= −

N∑
I=1

M∑
J>I

ZIZJ
r2
IJ

r̂IJ +
∂Ee (R1, R2, . . . , RM )

∂RI
. (1.65)

Specifically, the expensive term is the derivative of the electronic energy with respect to the nuclear

coordinates because it requires an electronic structure calculation. When MD is performed in this

manner, it is called “ab-initio” or “Born-Oppenheimer” MD [21].

In order to massively speed up this calculation, Ee (R1, R2, . . . , RN ) is often approximated by a

classical, phenomenological expression. The resulting approximate potential energy is called a force

field.

EE (R1, R2, . . . , RM ) +

M∑
I=1

M∑
J>I

ZIZJ
rIJ

= V (R1, R2, . . . , RM ) ≈ VFF (R1, R2, . . . , RM ) (1.66)

When MD is performed using a force field, it is called Molecular Mechanics (MM) [9, 104].

A simple molecular force field is composed of four terms [13]
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VFF =

M∑
I=1

M∑
J>I

[VCoul (rIJ , I, J) + VNB (rIJ , I, J) + Vbond (rIJ , I, J)] +

M∑
I=1

M∑
J>I

M∑
K>J

Vangle (θIJK , I, J,K) . (1.67)

Vcoul is the Coulomb interaction between two atoms

Vcoul (r,A,B) =
QAQB
r

(1.68)

where QX is the charge of atomX and is a parameter for the force field. The non-bonded interaction,

VNB , usually describes both hard-core short-range interactions as well as long range dispersion. One

popular form of this interaction is the Lennard-Jones potential

VLJ (r,A,B) = 4εAB

[(σAB
r

)12

−
(σAB

r

)6
]

(1.69)

where σAB and εAB are empirical parameters. Vbond describes stretching of chemical bonds, and is

most simply approximated by a harmonic potential

Vbond (r,A,B) =
1

2
kAB (r − bAB)

2 (1.70)

where kAB and bAB are parameters if atoms A and B are covalently bonded, and zero otherwise.

Finally, Vangle represents the energy of angular bond vibration and might be approximated by

Vangle (θ,A,B,C) =
1

2
kABC [cos (θ)− cos (φABC)]

2 (1.71)

with kABC and φABC as parameters (again zero if B isn’t bonded to both A and C).

Looking at equations 1.68, 1.69, 1.70, and 1.71, we see that even a simple force field has many

parameters. Because these parameters are the only thing that changes for different atoms and

molecules, the MD description of a chemical system is very sensitive to our choice of force field

parameters.

1.1.2.4 Force matching

One choice of force field parameters is motivated by equation 1.66; we want force field parameters

that best minimize the difference between the force field potential energy and the quantum potential

energy surface

{πi} = arg min
{πi}

|V (R1, R2, . . . , RM )− VFF (R1, R2, . . . , RM ; {πi})|2 (1.72)
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where {πi} represents the set of parameters of the force field. This expression does not specify

nuclear coordinates, however, and we must make another choice. From Section 1.1.2.1, we recall

that we are often interested in computing ensemble averages. Thus, we can choose our coordinates

to produce the force field that best reproduces averages in an ensemble. We do this by minimizing

the ensemble average of the error (equation 1.72)

{πi} = arg min
{πi}

1

Q [p]

ˆ
p(τ) |V (τ)− VFF (τ ; {πi})|2 dτ. (1.73)

And we sample this average using MD. In practice, we also minimize error in the derivatives of the

potential, resulting in a method called “force matching” [92, 153]. For simplicity, we will consider only

matching the potential in this section. In Section 7.2.1, we expound the general case of simultaneous

energy and force matching.

Assuming that we are interested in the NVT ensemble, p becomes the Boltzmann ensemble

p(τ) = exp [−βV (τ)] . (1.74)

Of course, we cannot afford to sample this average with MD because it requires many evaluations

of the expensive quantum potential energy surface. Instead, we approximate V with the force field

p(τ) ≈ pFF (τ) = exp [−βVFF (τ ; {πi})] . (1.75)

To first order (in βV ), the error of this approximation is

1

Q [p]

ˆ
p (τ) |p (τ)− pFF (τ)|2 dτ ≈ 1

Q [p]

ˆ
p (τ)β2 |V (τ)− VFF (τ)|2 dτ (1.76)

which is proportional to our original force matching error (equation 1.73). Thus, as we improve the

error of our force field at each point τ , we also improve the error in our choice of which {τ} we

sample. A force-matched set of parameters then not only gives a better description of V , but also

gives a better estimate of the error

1

Q [p]

ˆ
p (τ) |p (τ)− pFF (τ)|2 dτ ≈ 1

QFF [p]

ˆ
pFF (τ) |p (τ)− pFF (τ)|2 dτ. (1.77)

This last observation leads to the self-consistent force-matching algorithm [348]:

1. Choose an initial set of parameters
{
π

(0)
i

}
2. For a given set of parameters

{
π

(n)
i

}
, sample a set of independent coordinate snapshots

{
τ (n)

}
by running MD with the approximate potential VFF

(
τ,
{
π

(n)
i

})
.

3. Find a new set of parameters
{
π

(n+1)
i

}
by minimizing the error (equation 1.73). To save
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computational time, only compute the error using a sparse set of τ .1

4. Repeat steps 2 and 3 until the {πi} and error converge.

In Chapter 7, we will apply this self-consistent force-matching algorithm to parameterize a force

field for liquid water.

1.2 Exotic methods

The previous section introduced popular methods central to computational and theoretical chemistry.

In this section, we will introduce more niche concepts that serve as background for later chapters.

Because these methods can be narrow in scope, each section contains in its title the chapter(s) to

which it corresponds.

1.2.1 Free probability (chapters 3 and 4)

In this section, we introduce free probability, the theory of non-commuting random variables. For

purposes of this thesis, our non-commuting random variables of interest will be random matrices,

finite-basis representations of random operators. We begin by reviewing definitions and results from

the theory of commuting random variables, classical probability. We then summarize key definitions

and results from free probability by analogy to their classical counterparts.

1.2.1.1 Review of classical probability

Classical probability [98] concerns itself with commuting random variables. By chance, random

variables take on different scalar values. Each value is associated with a corresponding probability

of measuring the random variable to have that value. For a random variable r, the relationship

between a value, x, and its probability, pr (x), is contained in the probability distribution function

(p.d.f.), pr. pr is normalized, non-negative, and does not associate a probability large than 1 with

any value:

ˆ
pr(x)dx = 1

0 ≤ pr (x)

1 ≥ pr (x) dx. (1.78)

1This is actually a good approximation. The MD snapshots are time-correlated, reducing the statistical significance
of sampling the error at two points that are close together in time. We only lose accuracy in the error integral if our
sparsified samples differ by more than the correlation time of the system. Typical correlation times are around 1ps,
or 104 MD steps. Thus, we only need one electronic structure calculation per 104 MM calculations.
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The expectation value, or mean, of r is defined as the average value of repeated measurements

of r as the number of measurements goes to infinity. It is related to the p.d.f. by

〈r〉 =

ˆ
xpr (x) dx (1.79)

where we use angle brackets 〈·〉 to denote the expectation value. More generally, the kth moment of

r is defined as the expectation value of rk, where k is a non-negative integer. These moments also

relate to the p.d.f.

µ
(r)
k ≡

〈
rk
〉

=

ˆ
xkpr (x) dx. (1.80)

We are sometimes interested in a joint moment
〈
rkql

〉
of two random variables, r and q. When

this joint moment can be factored into moments of r and q alone

〈
rkql

〉
=
〈
rk
〉 〈
ql
〉

(1.81)

for all non-negative integers k and l, r and q are said to be “independent”. Under these conditions, we

can sample a value of r+q by independently sampling a value from each r and q and adding them to-

gether. Somewhat more formally, if we have a vector of samples of r, ~x(r) =
[
x

(r)
1 , x

(r)
2 , x

(r)
3 , . . . x

(r)
n

]
,

and similar vector of samples of q, ~x(q), we can generate a vector of samples of r + q with

~x(r+q) = ~x(r) + Ω~x(q) = Ω~x(r) + ~x(q) = Ω~x(r) + Ω′~x(q) (1.82)

where Ω is a random permutation matrix (a shuffle) and equality is in a statistical sense.

The p.d.f. corresponding to r + q can be computed with the (classical) convolution

pr+q (x) =

ˆ
pr(y)pq(x− y)dy ≡ pr (x) ? pq (x) . (1.83)

While this integral can be computed directly, the convolution can also be performed stepwise. In

doing so, we distill the essence of each independent p.d.f. First, we compute the Fourier transform

of each p.d.f.

p̂ (k) =

ˆ
eikxp(x)dx. (1.84)

The Fourier transform of the p.d.f. of the sum of two random variables is simply the product of the

Fourier transforms of their corresponding p.d.f.s

p̂r+q (k) = p̂r (k) p̂q (k) . (1.85)

The desired p.d.f. can then be recovered by inverting the Fourier transform
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pr+q (x) =
1

2π

ˆ
e−ikxp̂r+q (k) dk. (1.86)

We can understand the action of the Fourier transform by expanding the exponential in 1.84 in

a power series

p̂r (k) =

ˆ [
1 + ikx+

(ik)
2

2
x2 +

(ik)
3

3!
x3 + . . .

]
pr (x) dx

=

ˆ
pr (x) dx+ ik

ˆ
xpr (x) dx+

(ik)
2

2

ˆ
x2pr (x) dx+

(ik)
3

3!

ˆ
x3pr (x) dx+ . . .

= 1 + ikµ
(r)
1 +

(ik)
2

2
µ

(r)
2 +

(ik)
3

3!
µ

(r)
3 + . . .

=

∞∑
n=0

µ(r)
n

(ik)
n

n!
. (1.87)

We can then obtain moments of r by taking an appropriate derivative of the Fourier-transformed

p.d.f.

µ(r)
n =

dn

d (ik)
n p̂r (k)

∣∣∣∣
k=0

. (1.88)

This Fourier-transformed p.d.f. is sometimes called the “moment generating function”.

For purposes of future analogy, we can modify equation 1.85 so that addition of r and q corre-

sponds to addition in some representation

p̂r+q (k) = exp [ln (p̂r (k)) + ln (p̂q (k))] . (1.89)

The logarithm of the Fourier transform is thus fundamentally related to the addition of independent

random variables: it is the property of these variables that adds. Its Taylor series expansion is given

by

ln (p̂r (k)) =

∞∑
n=1

κ(r)
n

(ik)
n

n!
. (1.90)

κ
(r)
n is the nth “cumulant” of r and is a combinatorial function of the first n moments of r. The

log-Fourier transform of the p.d.f. is sometimes called the “cumulant generating function” and we

can use it to generate cumulants in a manner analogous to equation 1.88.

When we add two log-Fourier-transformed p.d.f.s, we gather each power of ik

ln (p̂r (k)) + ln (p̂q (k)) =

∞∑
n=1

κ(r)
n

(ik)
n

n!
+

∞∑
n=1

κ(q)
n

(ik)
n

n!
=

∞∑
n=1

(
κ(r)
n + κ(q)

n

) (ik)
n

n!
. (1.91)
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Thus, adding two independent random variables is equivalent to adding their cumulants.

1.2.1.2 What is a random matrix?

We now progress to non-commuting random variables. Our non-commuting objects of choice will

be random matrices. At its most basic, a random matrix is a square matrix whose elements are

random variables.

We now define some analogous properties of random matrices. There are many choices of what

to map on to the various objects in classical probability; we use the spectral theory of random

matrices. This formulation concerns itself with eigenvalues of random matrices. It concerns us

because computational quantum mechanics is often an eigenvalue-seeking problem. (For a discussion

on the choices made to construct this formalism as well as their implications, see reference [322].)

These eigenvalues are in general complex.

The p.d.f., PR (λ), of an n × n random matrix, R, is the probability that R has an eigenvalue

equal to λ. As in equation 1.78, it is normalized, non-negative, and associates a probability of 1 or

less to a given eigenvalue. It is given by

pR (λ) =
1

n

〈
n∑
i=1

δ
(
λ− λ(R)

i

)〉
(1.92)

where δ is the Kronecker delta function,
{
λ

(R)
i

}
are the eigenvalues of R, and 1

n normalizes the

p.d.f. Note that for a deterministic matrix, this object is the density of states.

The expectation value (mean) is now replaced by the mean eigenvalue of R

〈R〉 ≡ 1

n
〈TrR〉 (1.93)

where we have used the fact that the trace is the sum of the eigenvalues. We also overload the angle

brackets to denote this matrix expectation value when their argument is a matrix. We can define

the moments of R by analogy to equation 1.80

µ
(R)
k ≡

〈
Rk
〉

=
1

n

〈
TrRk

〉
. (1.94)

1.2.1.3 Free independence

As with commuting random variables, random matrices have a notion of independence. Naively

mapping onto equation 1.81, we might expect that two random matrices R and Q are independent

when

〈
RkQl

〉
=
〈
Rk
〉 〈

Ql
〉
. (1.95)
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However, equation 1.81 has implicitly used the commutativity of r and q to gather terms. For

non-commuting random matrices, the equivalent (and far more general) condition is [340]

〈 ∞∏
i=1

pi (R) p′i (Q)

〉
= 0 (1.96)

where the {pi} and {p′i} are all polynomials such that

〈pi (R)〉 = 0

〈p′i (Q)〉 = 0. (1.97)

When equation 1.96 is satisfied, Q and R are said to be “freely independent” or, more succinctly,

“free”. When Q and R do commute, this condition is not equivalent to 1.95. Thus, free independence

is not a generalization of (classical) independence, but rather a parallel statistical property. (Note

however, that this is only the case for matrices. For commuting scalar random variables (or random

matrices with n = 1), equation 1.96 does reduce to equation 1.81).

An equivalent (and simpler) condition to equation 1.96 is that all centered joint moments vanish

〈
Rk1 Ql1 Rk2 Ql2 . . .Rk∞ Ql∞

〉
= 0 (1.98)

where {ki} and {li} are arbitrary sequences of non-negative integers and the centered matrix is

defined as

M ≡M− 〈M〉 . (1.99)

This definition allows us to draw analogy back to equation 1.81, which we can rewrite as

〈
rk ql

〉
= 0 (1.100)〈

rk1 ql1 rk2 ql2 . . . rk∞ ql∞
〉

= 0 (1.101)

using the commutativity of r and q with

k ≡
∞∑
i=1

ki (1.102)

l ≡
∞∑
i=1

li. (1.103)

40



In classical probability, we viewed independence of classical variables as a shuffling operation

(equation 1.82). The free probability equivalent is a random rotation of eigenvectors. Given a

diagonal matrix of eigenvalues sampled from R,

Λ(R) ≡


λ

(R)
1

λ
(R)
1

. . .

λ
(R)
1

 , (1.104)

and a similar object for Q, Λ(Q), the eigenvalues sampled from their sum are given by

VΛ(R+Q)V† = Λ(R) + UΛ(Q)U† = UΛ(R)U† + Λ(Q) = UΛ(R)U† + U′Λ(Q) (U′)
†
. (1.105)

U is a random unitary matrix of Haar measure [63], the equivalent of a uniform distribution for

unitary matrices. V is also a unitary matrix, indicating that VΛ(R+Q)V† must be diagonalized to

sample the eigenvalues of R + Q. Because equality is meant in a statistical sense, V is also of Haar

measure. If we assume that our random matrices are Hermitian, as is often the case in quantum

mechanics,

V (R + Q) V† = R + UQU† = URU† + Q = URU† + U′Q (U′)
†
, (1.106)

where we have used the fact that Hermitian matrices are diagonalized by unitary transformations

and that the sum of Hermitian matrices is Hermitian.

1.2.1.4 The R transform

In classical probability, the convolution allowed us to find the p.d.f. of the sum of two independent

random variables (equation 1.83). In free probability, the free convolution serves the same purpose

pR+Q (λ) = pR (λ) � pQ (λ) . (1.107)

Unlike the (classical) convolution, the free convolution does not have a pithy form. Instead, we

define it implicitly via the R transform, which is analogous to the log-Fourier transform of equation

1.89. We define it in two steps. First, we compute the Cauchy transform of the p.d.f. [340, 234]

GR (w) = lim
ε→0+

ˆ
pR (λ)

w − λ− iε
dλ. (1.108)

In the same way that the Fourier transform of the p.d.f. is the moment-generating function of

classical probability, the Cauchy transform is a moment-generating function for free probability [28]
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GR (w) =

∞∑
m=0

µ(R)
m

1

wm+1
. (1.109)

Second, we invert the Cauchy transform to get the R transform

RR (w) = G−1
R (w) . (1.110)

The R transform is the free analogy of the log-Fourier transform (equation 1.89) in that the R

transforms of free random matrices add

RR+Q (w) = RR (w) +RQ (w)− 1

w
(1.111)

where the last term ensures normalization. As with the log-Fourier transform for cumulants, the R

transform is the generating function of the “free cumulants”

RR (w) =

∞∑
i=0

χ
(R)
i wi−1 (1.112)

which add for free random matrices like the cumulants do for independent random variables.

Finally, we can recover the p.d.f. by inverting RR+Q and by noting that the Cauchy transform

is an anti-involution [328]

G−1 (G(w)) = −1. (1.113)

1.2.2 Schmidt decomposition (chapters 5 and 6)

In this section, we introduce the Schmidt decomposition [250], a tool for decomposing wavefunctions.

We begin with a Hilbert space, H, of dimension d and a wavefunction |Ψ〉 that exists in that Hilbert

space. We can partition this Hilbert space into two smaller Hilbert spaces

H = HA ⊕HB , (1.114)

where we choose the dimension of HA, dA, to be smaller than that of HB . HA and HB are spanned

by sets of states {|ai〉} and {|bi〉}, which we will choose to be orthonormal. We can write |Ψ〉 in

terms of these states

|Ψ〉 =

dA∑
i=1

dB∑
j=1

Xij |ai〉 ⊗ |bj〉 (1.115)

where X is a (generally rectangular) matrix of overlaps between |Ψ〉 and the basis states of our

Hilbert spaces
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Xij = (〈ai| ⊗ 〈bj |) |Ψ〉 . (1.116)

X can be rewritten using the singular value decomposition (SVD) [146]

X = UσV† (1.117)

where U is a dA × dA orthogonal matrix, σ is a dA × dA diagonal matrix, and V† is a dA × dB
matrix with orthogonal rows. The matrix multiplication can be expanded as a sum

Xij =

dA∑
k=1

UikσkkV
†
kj (1.118)

where we have used the fact that σ is diagonal.

Rewriting equation 1.115,

|Ψ〉 =

dA∑
i=1

dB∑
j=1

dA∑
k=1

UikσkkV
†
kj |ai〉 ⊗ |bj〉 (1.119)

and defining

|αk〉 ≡
dA∑
i=1

Uik |ai〉

|βk〉 ≡
dB∑
j=1

V ∗jk |bj〉 , (1.120)

we find the Schmidt decomposition

|Ψ〉 =

dA∑
k=1

σkk |αk〉 ⊗ |βk〉 . (1.121)

This remarkable result shows that the wavefunction be represented using dA states of HA and only

dA corresponding states ofHB . In other words, we have described the wavefunction with a set {|αk〉}

that spans HA and a set of {|βk〉} that spans only a dA-dimensional subspace of HB . The σkk are

called “entanglements” and relate to the coherence of |αk〉 and |βk〉. They take values between

0 and 1. The total entanglement of the wavefunction in HA to that in HB is the “entanglement

entropy” [156],

Sσ = −
dA∑
k=1

σkk lnσkk. (1.122)

We can also bring operators into this reduced subspace. Given an operator, Ô, in H, its Schmidt-
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reduced form ÔAB is the result of projecting it into our reduced Hilbert space

ÔAB =

dA∑
i=1

dA∑
j=1

dA∑
k=1

dA∑
l=1

(|αi〉 ⊗ |βi〉) (〈αj | ⊗ 〈βj |) Ô (|αk〉 ⊗ |βk〉) (〈αl| ⊗ 〈βl|) . (1.123)

This operation maintains expectation values

〈Ψ| Ô |Ψ〉 = 〈Ψ| ÔAB |Ψ〉 . (1.124)

(It is convenient to evaluate the right-hand side using the Schmidt decomposition of |Ψ〉 from equa-

tion 1.121).

1.2.2.1 Schmidt decomposition of product wavefunctions

In the special case of product wavefunctions, the Schmidt decomposition is even more compact.

For this section, we focus on the Hartree-Fock wavefunction of Section 1.1.1.3, but these ideas are

generalized in Section 5.6 to the Hartree-Fock-Bogoliubov and Antisymmetrized Geminal Product

wavefunctions which will be introduced in the next section.

The Hilbert space of Hartree-Fock is the N -electron Fock space, composed of products of orbitals.

As in equation 1.114, we partition our Fock space

F = FA ⊕FB (1.125)

with dA ≤ dB .

To reach the most compact decomposition of a Hartree-Fock wavefunction, we use a different

procedure than the previous section, following reference [174]. Our goal is to replace the many-body

states of equation 1.121 with single-body orbitals. We begin with a wavefunction |ΨHF 〉 and a

projector onto the orbitals that span FA, P̂A. |ΨHF 〉 is a product of N molecular orbitals

|ΨHF 〉 =

N∏
p=1

â†p |〉 . (1.126)

Define the N ×N overlap of |ΨHF 〉 with FA as

Mpq = 〈| âpP̂Aâq |〉 . (1.127)

This matrix is Hermitian and can be diagonalized by a unitary transformation

M = TOT†.

Because P̂A has rank dA, M has dA non-zero eigenvalues (assuming dA ≤ N). Because T is unitary
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and the Hartree-Fock wavefunction is invariant under unitary rotations, we can represent |ΨHF 〉 in

a rotation of the molecular orbitals by T

χ̂†i =

N∑
p=1

Tpiâ
†
p (1.128)

|ΨHF 〉 =

N∏
i=1

χ̂†i |〉 . (1.129)

These orbitals partition into two types. The first are those that come from eigenvectors of V

corresponding to zero eigenvalues. These orbitals have no density in FA and are called “environment”

orbitals. Separating them out gives

|ΨHF 〉 =

(
dA∏
i=1

η̂†i

)(
N−dA∏
i=i

γ̂†i

)
|〉 . (1.130)

where the
{
γ̂†i

}
correspond to these environment. Their compliment, the

{
η̂†i

}
, can be partitioned

into their components in FA, α, and in FB , β

|ΨHF 〉 =

(
dA∏
i=1

[√
Oiiα̂

†
i +

√
1−Oiiβ̂†i

])(N−dA∏
i=1

γ̂†i

)
|〉 . (1.131)

Rewriting this expression in the notation of equation 1.121 [364], we see

|ΨHF 〉 =

dA∑
i=1

Oii |αi〉 ⊗ |βi〉 ⊗ |core〉 (1.132)

where

|αi〉 = α̂†i |〉

|βi〉 = β̂†i |〉

|core〉 =

(
N−dA∏
i=1

γ̂†i

)
|〉 .

Instead of the many-body states of the Schmidt-decomposition, this equation partitions the

Hartree-Fock state into dA interacting orbitals on the A and B subspaces and N − dA environment

orbitals in subspace B. We can project operators into this subspace. Specifically, we will project the

Hamiltonian. Because our subspace is defined by orbitals, this amounts to just an orbital rotation

of the integrals
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(HAB)ij =

2dA∑
ij=1

(
h̃ij + h̃core

)
τ̂ †i τ̂j +

2dA∑
ijkl=1

Ṽijklτ̂
†
i τ̂
†
j τ̂lτ̂k (1.133)

where

{
τ̂ †i

}
=
{
α̂†i

}
∪
{
β̂†i

}
. (1.134)

h̃ and Ṽ are the one- and two-electron integrals rotated into the basis of the
{
τ̂ †i

}
. h̃core is the

frozen-core [147, 280] contribution of the environment orbitals, also rotated into this basis. The

unrotated form is given by

(hcore)pq =
∑
pqrs

Vprqs

N∑
a=dA+1

TraT
†
as. (1.135)

1.2.3 Broken symmetry mean fields (chapter 5)

The difference between the Hartree-Fock (section 1.1.1.3) energy and the exact energy is called

“correlation”. In Hartree-Fock, each electron moves in the average potential of the other electrons,

and thus correlations between electron motions are lost. Correlation is divided into two types,

reflecting the two main shortcomings of Hartree-Fock. Dynamical correlation is the process we

just described: electrons repel each other instantaneously. When two electrons meet, they reduce

their interaction energy by pushing each other away. Static correlation arises when there are near

degeneracies in the Hartree-Fock ground state. The Hartree-Fock approximation assumes that the

ground state is primarily described by a single Slater determinant. When static correlation is present,

the correct wavefunction will have significant contributions from more than one determinant.

In this section, we introduce two wavefunctions that address this second kind of correlation.

They both have mean-field-like cost (O
(
n3 log n

)
at most), but are not competitive for solving real

chemical problems. In Chapter 5, we use these wavefunctions as an embedding bath.

1.2.3.1 Hartree-Fock-Bogoliubov

Hartree-Fock-Bogoliubov (HFB) is a generalization of Hartree-Fock, formulated to describe nuclear

structure and superconductivity [272]. It begins with the Hartree-Fock Slater determinant and then

adds quasi-particle operators that represent low-lying excitations of the Hartree-Fock determinant.

By mixing in low-lying (possibly near-degenerate) determinants, HFB attempts to patch up the

static correlation problem in Hartree-Fock.

The quasi-particles are defined through their second quantization operators
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β̂†i ≡
∑
µ

(
Uµiĉ

†
µ + Vµiĉµ

)
β̂i ≡

∑
µ

(
U∗µiĉµ + V ∗µiĉ

†
µ

)
(1.136)

where U and V are parameters of the HFB wavefunction akin to the coefficient matrix, C, of the

Hartree-Fock wavefunction. For later convenience, these parameters can be gathered into a single

matrix

 β̂

β̂†

 =

 U† V†

VT UT

 ĉ

ĉ†

 ≡W†

 ĉ

ĉ†

 . (1.137)

(The unsubscripted operators stand in for a vector of N quasiparticle or electron second quantization

operators.)

HFB is a mean-field quasi-particle product wavefunction

|ΨHFB〉 =

N∏
i=1

β̂i |〉 . (1.138)

Notice that this is analogous to the Hartree-Fock wavefunction (equation 1.25), but we have replaced

the electron creation operators ĉ†i with the quasiparticle annihilation operators β̂i. (This seemingly

counterintuitive choice is made so that the ground state wavefunction is the vacuum with respect to

quasiparticles

β̂i |ΨHFB〉 = 0 ∀i ∈ [1, N ] (1.139)

This condition also sets the limit of the product to N quasiparticles corresponding to N electrons.)

Like electrons, the quasi-particles are chosen to be fermions,

{
β̂†i , β̂j

}
= δij (1.140){

β̂i, β̂j

}
= 0 (1.141){

β̂†i , β̂
†
j

}
= 0. (1.142)

This choice imposes a constraint on the parameters of the wavefunction most easily expressed by

requiring W to be unitary

W†W = 1. (1.143)

To understand the structure of the HFB wavefunction, we can examine its analog of the Hartree-
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Fock density matrix. First, we note that the Hartree-Fock density matrix can be written as

P = C

 1N 0

0 0

C† (1.144)

where 1N is an N × N identity matrix representing unity occupation of the occupied molecular

orbitals. The HFB equivalent is given by

R = W

 0 0

0 1N

W† ≡

 P K

−K∗ 1−P∗

 (1.145)

where 1N is now in the bottom-right corner due to the choice to use quasi-particle annihilation

operators in place of electron creation operators (equation 1.138). Using equations 1.136 and 1.137

and noting that

Rµν = 〈| ĉµ |ΨHFB〉 〈ΨHFB | ĉ†ν |〉 , (1.146)

we find

Pµν = 〈ΨHFB | ĉ†ν ĉµ |ΨHFB〉 (1.147)

Kµν = 〈ΨHFB | ĉν ĉµ |ΨHFB〉 . (1.148)

P is thus analogous to the density matrix from Hartree-Fock. But, we notice that it is not idempotent

PP−P = −KK† (1.149)

where we have used the fact that R is idempotent by construction. In fact, P can assume any struc-

ture. We will use this fact in Chapter 5 to match similar wavefunctions to the exact wavefunction.

K is called the “pairing matrix” and represents pair correlation of electrons. It contains the new

physics of HFB; when K = 0, the wavefunction reduces to Hartree-Fock. The presence of K also

exposes an approximation of HFB (as applied to molecules): the HFB state is not an eigenstate

of the electron number operator. In other words, the HFB wavefunction describes a fluctuating

number of electrons. In order to make physical sense of such a state, the HFB wavefunctions is

usually constrained to have the correct number of electrons on average

〈ΨHFB | N̂ |ΨHFB〉 = TrP = Ne. (1.150)

Using the definitions in equations 1.21 and 1.22, the energy of an HFB state is given by
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〈ΨHFB | Ĥ |ΨHFB〉 =
∑
µν

hµνPνµ +
1

2

∑
µνλσ

(Vµλνσ − Vµλσν)PµνPλσ +

1

4

∑
µνλσ

(Vµνλσ − Vµνσλ)K∗µνKλσ. (1.151)

To variationally optimize the HFB state, we minimize the Lagrangian

L [R] = 〈ΨHFB | Ĥ |ΨHFB〉 − Λ (TrP−N) (1.152)

where the second term enforces equation 1.150 using Lagrange multiplier Λ. This results in a self-

consistency equation for HFB theory

GHFBW = W

 ε 0

0 −ε

 (1.153)

where

GHFB =

 FHFB ∆

∆ F∗HFB

 . (1.154)

FHFB is analogous to the Fock matrix (equation 1.30)

(FHFB)µν = hµν +
1

2

∑
λσ

(Vµλνσ − Vµλσν)Pλσ + Λδµν . (1.155)

∆ contains the mean-field description of the pairing interaction

∆µν =
1

4

∑
λσ

(Vµνλσ − Vµνσλ)Kλσ. (1.156)

The HFB wavefunction has two issues that make it unattractive for electronic structure. The

first is the aforementioned number symmetry breaking, which we have patched by constraining the

wavefunction to have the correct number of electrons on average (equation 1.150). The second

problem is that the pairing interaction always increases the energy for repulsive interactions [16].

Thus, for the molecular Hamiltonian (equation 1.8), minimizing the HFB energy results in the

Hartree-Fock wavefunction. One approach to this problem is to switch the sign of the pairing

energy [307].
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1.2.3.2 Antisymmetrized geminal product

Hartree-Fock(-Bogoliubov) is based on an approximate wavefunction that is a product of one-electron

(one-quasiparticle) functions. Observing that (in chemistry) electrons tend to pair up and that the

interactions are pairwise, we build a wavefunction ansatz that is a product of two-electron functions.

These functions, called geminals, take the form

ĝ†i ≡
∑
µν

C(i)
µν ĉ
†
µĉ
†
ν (1.157)

where we use the overbar, ·, to denote that µ and ν are restricted to opposite spins. We can create

a product of these geminals

|ΨAPG〉 =

N/2∏
i=1

ĝ†i |〉 , (1.158)

called the Antisymmetrized Product of Geminals (APG) wavefunction [211]. Because each geminal

contains 2 electrons, this product of N/2 geminals contains N electrons. If desired, we can handle

the case of an odd number of electrons by tacking on an orbital for the unpaired electron

∣∣∣Ψ(odd)
APG

〉
= â†

N/2∏
i=1

ĝ†i |〉 . (1.159)

This APG wavefunction is highly accurate [236, 298], but is also exponentially expensive to varia-

tionally optimize.

To combat this scaling, many subsets of the APG wavefunctions have been formulated [151, 187,

188, 150, 316]. We will focus on the Antisymmetrized Geminal Power (AGP) wavefunction [60, 61].

In Hartree-Fock, the orbitals are required to be different because each single-electron orbital is a

fermion. Two-electron geminals, however, are bosons. Thus, we can build a wavefunction out of the

same geminal repeated N/2 times

|ΨAGP 〉 =
(
g†
)N/2 |〉 . (1.160)

The AGP wavefunction has a number of attractive properties. Unlike HFB, it is an eigenstate

of the number operator. It treats static correlation by implicitly including a Slater determinant and

all of its even excitations [39]. Thus, it contains all low-level excitations, patching Hartree-Fock’s

static correlation problem. In addition, it can have any density matrix. In principle, this means

that it has the flexibility to match the density matrix of the exact wavefunction. (Such flexibility is

not available in Hartree-Fock.)

However, AGP comes with a number of drawbacks. First, the coefficients of its excitations are

not variationally optimized, but are rather fixed by the geminal coefficient matrix C. Second, like
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any truncated configuration interaction, AGP is not size-consistent. In fact, its energy reduces to

that of HFB in the limit of large N [216, 62].

1.2.3.3 AGP as number-projected HFB

When discussing HFB, we constrained the wavefunction to have the correct number of electrons on

average. Another approach to HFB’s number asymmetry problem is to project it onto the eigenstate

of the number operator corresponding to the desired number of electrons. As we will see later, this

turns out to be equivalent to the AGP wavefunction

|ΨAGP 〉 = P̂N |ΨHFB〉 . (1.161)

P̂N is a projection operator that zeros out components of the wavefunction without N electrons.

This projection operator can be written as an integral [272]

P̂N |ΨHFB〉 =
1

2π

ˆ 2π

0

exp
[
i
(
N̂ −N

)
θ
]
|ΨHFB〉 dθ. (1.162)

To understand this projector, we expand |ΨHFB〉 in a basis on number eigenstates

|ΨHFB〉 =
∑
M=0

cM |ΦM 〉

N̂ |ΦM 〉 = M |ΦM 〉 . (1.163)

Then, the integral becomes

P̂N |ΨHFB〉 =
1

2π

∑
M=0

|ΦM 〉
ˆ 2π

0

exp [i (M −N) θ] dθ. (1.164)

When M = N , the exponential is 1 and the integral evaluates to 2π. Otherwise, the exponential is

oscillatory and integrates to zero around the unit circle.

To evaluate the integral in practice, we operate the number operator on the HFB wavefunction

to generate a new HFB wavefunction

|ΨHFB (θ)〉 ≡ exp
[
iN̂θ

]
|ΨHFB〉 . (1.165)

If |ΨHFB〉 is described by parameter matrix W, then the parameter matrix of |ΨHFB (θ)〉, W (θ),

is [294, 289]

W (θ) = exp [iNθ] W =

 eiθ1 0

0 e−iθ1

W =

 eiθU
(
e−iθV

)∗
e−iθV

(
eiθU

)∗
 . (1.166)
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The integral 1.162 can be evaluated by quadrature

|ΨAGP 〉 = P̂N |ΨHFB〉 =
∑
i

wi |ΨHFB (θi)〉 . (1.167)

The AGP wavefunction is then just a sum of HFB determinants. Because the integral is one-

dimensional and periodic, this quadrature should scale as O (logN).

In general, we will want to evaluate matrix elements for AGP wavefunctions. For example, the

energy expectation

EAGP =
〈ΨAGP | Ĥ |ΨAGP 〉
〈ΨAGP |ΨAGP 〉

. (1.168)

Using equation 1.167, this becomes

EAGP =

∑
ij w

∗
iwj 〈ΨHFB (θi)| Ĥ |ΨHFB (θj)〉∑

ij w
∗
iwj 〈ΨHFB (θi) |ΨHFB (θj)〉

. (1.169)

Thus, we see that matrix elements between AGP wavefunctions can be evaluated as matrix elements

between HFB wavefunctions.

To evaluate such matrix elements, we introduce the Thouless form of the HFB wavefunction [326]

|ΨHFB〉 = exp

[∑
µν

Zµν ĉ
†
µĉ
†
ν

]
|〉 (1.170)

where Z parameterizes the wavefunction and is related to our previous representation by

Z = V∗ (U∗)
−1
. (1.171)

For purposes of number projection,

Z (θ) =
(
e−iθV

)∗ [(
eiθU

)∗]−1

= e2iθZ. (1.172)

In this form, we can see why HFB does not conserve number. Expanding the exponential in a Taylor

series, and noting that
∑
µν Zµν ĉ

†
µĉ
†
ν ≡ ĝ

†
HFB is a geminal, equation 1.170 becomes

|ΨHFB〉 =

[
1 + g†HFB +

1

2

(
g†HFB

)2

+
1

3!

(
g†HFB

)3

+ . . .

]
|〉 . (1.173)

So, Hartree-Fock-Bogoliubov is a sum of AGP wavefunctions corresponding to the same geminal,

but different numbers of electrons. (Looking back, this also justifies equation 1.172, which can in

turn be used to prove equation 1.166.) Expanding |ΨHFB (θ)〉 exposes how exp
[
iN̂θ

]
marks each

AGP wavefunction with its number of particles
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|ΨHFB (θ)〉 =

[
1 + e2iθg†HFB +

1

2

(
e2iθg†HFB

)2

+
1

3!

(
e2iθg†HFB

)3

+ . . .

]
|〉

=

[
1 + e2iθg†HFB +

1

2
e4iθ

(
g†HFB

)2

+
1

3!
e6iθ

(
g†HFB

)3

+ . . .

]
|〉 (1.174)

which then maps onto our expansion in number eigenstates, equation 1.163 (where the AGP functions

are the number eigenstates).

The overlap between two HFB states,
∣∣∣Ψ(1)

HFB

〉
and

∣∣∣Ψ(2)
HFB

〉
, described by Z1 and Z2 is given

by the Onishi theorem [244]

〈
Ψ

(1)
HFB

∣∣∣Ψ(2)
HFB

〉
= Pf [1− Z∗1Z2] (1.175)

where Pf is the Pfaffian [218], a generalization of the determinant. Unlike the determinant, the

Pfaffian can be computationally tricky [241, 105]. Hamiltonian matrix elements between HFB states

can be evaluated through a generalization of equation 1.151 [272]

〈
Ψ

(1)
HFB

∣∣∣ Ĥ ∣∣∣Ψ(2)
HFB

〉
〈

Ψ
(1)
HFB

∣∣∣Ψ(2)
HFB

〉 =
∑
µν

hµνP
(21)
νµ +

1

2

∑
µνλσ

(Vµλνσ − Vµλσν)P (21)
µν P

(21)
λσ +

1

4

∑
µνλσ

(Vµνλσ − Vµνσλ)
(
K(12)
µν

)∗
K

(21)
λσ . (1.176)

where the density and pairing matrices have been replaced by the transition density and transition

pairing matrices

P(21) = −Z(2)
(
1−

(
Z(1)

)∗
Z(2)

)−1 (
Z(1)

)∗
,

K(21) = Z(2)
(
1−

(
Z(1)

)∗
Z(2)

)−1

,(
K(12)

)∗
=

(
1−

(
Z(1)

)∗
Z(2)

)−1 (
Z(1)

)∗
. (1.177)

Finally, there is some question about variation with a projected wavefunction. Naively, we might

variationally optimize the HFB wavefunction, and then number-project it to find the corresponding

AGP wavefunction. But, in this projection after variation (PAV) framework, we find that the AGP

state is just the Hartree-Fock state; the HFB state reduces to Hartree-Fock before projection, and

Hartree-Fock is an eigenstate of the number operator.

The alternative option is variation after projection (VAP) [276]. For AGP, we vary
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EAGP [Z] =
〈ΨHFB (Z)| P̂ †NHP̂N |ΨHFB (Z)〉
〈ΨHFB (Z)| P̂ †N P̂N |ΨHFB (Z)〉

=
〈ΨHFB (Z)|HP̂N |ΨHFB (Z)〉
〈ΨHFB (Z)| P̂N |ΨHFB (Z)〉

. (1.178)

In the denominator, we have used the fact that projectors are Hermitian and idempotent. In the

numerator, we have additionally used the fact that the Hamiltonian commutes with the number

projector because it conserves total electron number. This method results in the true variational

AGP state.

1.2.4 Semi-empirical molecular orbital theory (chapter 7)

The previous section covered extensions to Hartree-Fock that add new physics at little additional

cost. In this section, we move in the other direction; we remove physics from Hartree-Fock in order

to significantly reduce its cost.

We explore the class of so-called semi-empirical molecular orbital theories. All of these meth-

ods proceed by making cheap approximations to Hartree-Fock with free parameters, and then fit-

ting these parameters to recover accuracy. The first among these methods, CNDO, INDO, and

NDDO [262, 263, 264, 261], fit their parameters to Hartree-Fock results. The next generation, in-

cluding AM1 [78], PM3 ,[310] and PM6 [311], instead fit to experimental data. Finally, there is a class

of methods parameterized for excited states which includes ZINDO [373] and SINDO [228, 161, 162].

In this section, we focus on PM6. PM6 begins with the three Neglect of Diatomic Differential

Overlap (NDDO) approximations [262]. To understand the first approximation, we note that the

basis functions chosen to represent the wavefunction overlap in general

〈| ĉµĉ†ν |〉 ≡ Sµν (1.179)

where µ and ν are basis functions and S is dubbed the “overlap matrix”. In this general case, equation

1.29 becomes

FC = SCε. (1.180)

Solving this self-consistency equation is more expensive. NDDO approximates it away by setting

S ≈ 1 (1.181)

for purposes of the self-consistency equation. For standard atomic orbital basis sets, this is equivalent

to saying that basis functions on different atoms do not overlap. (Basis functions on the same atom

are already mutually orthogonal.)

Second, NDDO approximates the one-electron integrals between different atoms by
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hµν = β(AB)
µν Sµν (1.182)

where A and B are the atoms on which basis functions µ and ν are centered, and βµν is a parameter.

Sµν is the actual overlap of basis functions µ and ν (equation 1.179); the approximation that the

basis is orthogonal (equation 1.181) only applies to the self-consistency equation. In PM6, βAB is

further approximated as additive

β(AB)
µν ≈ β

(A)
µ + β

(B)
ν

2
. (1.183)

In this expression, µ and ν index only whether the basis function is s- or p-type (i.e. each atom A

has two parameters: β(A)
s and β(A)

p ).

The one electron integrals involving only a single basis function are parameterized. For basis

function µ on atom A,

hµµ = U (A)
µ +

M∑
B 6=A

V (B)
µ . (1.184)

Again, there are two Uµ per atom type: Us and Up. The second term is the potential energy

experienced by an electron in orbital µ on atom A due to all of the other nuclei in the system B.

This term is not a parameter, but is instead calculated at run-time.

Until this point, the basis functions did not need to actually exist because all integrals involving

them were replaced by parameters. However, S and V (in equations 1.182 and 1.184) require that

the basis actually have orbitals. The basis is composed of Slater-type orbitals [300] of the form

φ(A)
µ (r, θ, γ) = Nrn−1 exp

[
−ζ(A)

µ r
]
Y ml (θ, γ) (1.185)

where A is the atom on which φ is centered, µ can take values of s and p, N is the normalization

constant, n, l, and m are principle quantum numbers, Y is the spherical harmonic, and ζ(A)
µ is, of

course, a parameter.

Third, NDDO throws away all two electron integrals that involve basis functions on more than

two atoms. in PM6, main row elements are represented by a minimal set of three basis functions,

named s, p, p′, where the first is s-type and the latter two are p-type [78]. Two-electron integrals

involving basis functions that are all on the same atom are replaced by five parameters. Each of

these parameters corresponds to a one-center two-electron integral,
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G(A)
ss ≈ Vssss

G(A)
sp ≈ Vsspp

G(A)
pp ≈ Vpppp

G
(A)
p2 ≈ Vppp′p′

H(A)
sp ≈ Vspsp. (1.186)

Each atom type A present in the system has its own values for these five parameters. Two-center

two electron integrals between atoms A and B by a combination of the appropriate G parameters

and the interatomic distance RAB . These formulae, derived from a multipole approximation, are

presented in reference [77].

Finally, PM6 introduces a force-field-like core-core repulsion between each pair of atoms [311]

En (RAB , A,B) = Z(A)Z(B)Vs(A)s(A)s(B)s(B)

(
1 + x(AB) exp

[
−α(AB)

(
RAB + 0.0003R6

AB

)])
.

(1.187)

Z(A) and Z(B) are the numbers of valence electrons on atoms A and B. x(AB) and α(AB) are

diatomic parameters for each unique pair of atoms. The last term in the exponential is a small

dispersion correction.

PM6 also adds d-type functions on some atoms. Myriad other approximations are added for

special cases where PM6 would otherwise perform poorly. They are detailed in reference [311].

1.3 Structure of this thesis

As with this chapter, the remainder of this thesis partitions into two broad categories: application

of existing methods to experimental systems and efforts toward development of new methods. The

former is covered in Chapter 2. The latter spans Chapters 3 through 7.

At the end of the day, the purpose of any theory is to explain and predict natural phenomena.

Chapter 2 presents three applications of standard computational methods from Section 1.1 to help

explain novel experimental results. We begin in Section 2.1 examining a protein labelling reaction.

We employ classical molecular dynamics to study the structural landscape of a short peptide, and

then examine reactions of this peptide with a fluoroaromatic ligand using density functional theory.

In Section 2.2, we explore electronic process in organic semiconductors. Specifically, we look at

exciplex-based organic light-emitting diodes in Section 2.2.1 and a crystalline organic photovoltaic

cell in Section 2.2.2. We finish in Section 2.3 by discussing similar experimental systems that
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are challenging for standard methods, motivating future method development in the following five

chapters.

We then shift our focus to methods development. In Section 2.2.2, we will consider a completely

ordered organic-organic interface. Central to our model will be a single lattice Hamiltonian whose

eigenstates and energies completely describe the experiment. However, this ordered interface is rare:

the vast majority of organic molecular solids and organic-organic heterojunctions are disordered. In

such a case, we require a Hamiltonian for each sample of the disordered system’s configurations.

Then, this collection of Hamiltonians would together model the disordered system of interest. To

distill this information, such a collection can be viewed as a set of samples of a matrix with random

elements. The mathematical field of Random Matrix Theory (RMT) concerns itself with such

matrices. In Chapters 3 and 4, we employ a tool from RMT, free probability, to understand simple

random matrix models of disordered materials, focusing on the Anderson model [10].

In Chapter 3, we explore application of RMT to the one-dimensional Anderson model. Theoreti-

cal studies of localization, anomalous diffusion and ergodicity breaking require solving the electronic

structure of disordered systems. We use free probability to approximate the ensemble-averaged den-

sity of states without exact diagonalization. We present an error analysis that quantifies the accuracy

using a generalized moment expansion, allowing us to distinguish between different approximations.

We identify an approximation that is accurate to the eighth moment across all noise strengths, and

contrast this with the perturbation theory and isotropic entanglement theory.

In Chapter 4, we investigate how free probability allows us to approximate the density of states

in tight binding models of disordered electronic systems. Extending our previous studies of the An-

derson model in one dimension with nearest-neighbor interactions (Chapter 3 and Reference [54]),

we find that free probability continues to provide accurate approximations for systems with con-

stant interactions on two- and three-dimensional lattices or with next-nearest-neighbor interactions,

with the results being visually indistinguishable from the numerically exact solution. For systems

with disordered interactions, we observe a small but visible degradation of the approximation. To

explain this behavior of the free approximation, we develop and apply an asymptotic error analysis

scheme to show that the approximation is accurate to the eighth moment in the density of states for

systems with constant interactions, but is only accurate to sixth order for systems with disordered

interactions. The error analysis also allows us to calculate asymptotic corrections to the density of

states, allowing for systematically improvable approximations as well as insight into the sources of

error without requiring a direct comparison to an exact solution.

Random Matrix Theory provides tools to study the electronic structure of systems where global

properties of the entire system are important. Often in chemistry, only a small subset of a system

is directly of interest. For example, active sites of enzymes are of great interest for understanding

catalysis, but the remainder of the protein is only important inasmuch as it supports the active site.
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When simulating such a system, we would prefer to only perform expensive electronic structure

calculations on the subsystem of interest. Embedding theories promise this: they partition the

system into a fragment of interest, which is treated at a high level, and a remaining “bath”, which

is treated at a low level. Furthermore, a sufficiently accurate and internally-consistent embedding

theory can be used in a fragment embedding paradigm. Taking a divide-and-conquer approach, the

whole system is completely partitioned into a set of fragments (with associated baths), high level

calculations are performed on each fragment, and the final wavefunction is stitched together from

its constituent fragments. In Chapters 5 and 6, we develop embedding methods. First, we build

on a previously existing theory: Density Matrix Embedding Theory [175, 176]. Second, we exploit

properties of fragment embedding to develop improved internal-consistency conditions.

In Chapter 5, we examine and expand upon one such embedding theory. Density matrix embed-

ding theory (DMET) has emerged as a powerful tool for performing wave function-in-wave function

embedding for strongly correlated systems. In traditional DMET, an accurate calculation is per-

formed on a small impurity embedded in a mean field bath. Here, we extend the original DMET

equations to account for correlation in the bath via an antisymmetrized geminal power (AGP) wave

function. The resulting formalism has a number of advantages. First, it allows one to properly treat

the weak correlation limit of independent pairs, which DMET is unable to do with a mean-field bath.

Second, it associates a size extensive correlation energy with a given density matrix (for the models

tested), which AGP by itself is incapable of providing. Third, it provides a reasonable description of

charge redistribution in strongly correlated but non-periodic systems. Thus, AGP-DMET appears

to be a good starting point for describing electron correlation in molecules, which are aperiodic and

possess both strong and weak electron correlation.

Strong correlation poses a difficult problem for electronic structure theory, with computational

cost scaling quickly with system size. Fragment embedding is an attractive approach to this problem.

By dividing a large complicated system into smaller manageable fragments "embedded" in an ap-

proximate description of the rest of the system, we can hope to ameliorate the steep cost of correlated

calculations. While appealing, these methods often converge slowly with fragment size because of

small errors at the boundary between fragment and bath. In Chapter, 6, we describe a new electronic

embedding method, dubbed "Bootstrap Embedding," a self-consistent wavefunction-in-wavefunction

embedding theory that uses overlapping fragments to improve the description of fragment edges. We

apply this method to the one dimensional Hubbard model and a translationally-asymmetric variant,

and find that it performs very well for energies and populations. We find Bootstrap Embedding

converges rapidly with embedded fragment size, overcoming the surface-area-to-volume-ratio error

typical of many embedding methods. We anticipate that this method may find lead to a low-scaling,

high accuracy treatment of electron correlation in large molecular systems.

Chapters 3 through 6 consider relatively homogenous systems. Chapter 7 by contrast considers
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a common situation in chemistry: solvation. As with Chapters 3 and 4, a solution is a disordered

system; the liquid solvent adopts many configurations and each influences the solute in a different

way. To model this disorder, we explicitly sample solvent configurations. This necessitates compu-

tationally inexpensive methods for treating large numbers of solvent molecules. It also calls back to

the embedding of Chapters 5 and 6. The solvent is a bath for the solute; as before, we care about

the details of the solute and would prefer to treat the solvent as cheaply as possible. These consid-

erations usually lead to treatment of the solvent at the molecular mechanics level. In Chapter 7,

we develop a hybrid electronic structure/molecular mechanics method for liquid water, the so-called

“universal solvent”.

Water is an extremely important liquid for chemistry and the search for more accurate force fields

for liquid water continues unabated. Neglect of diatomic differential overlap (NDDO) molecular or-

bital methods provide and intriguing generalization of classical force fields in this regard because they

can account both for bond breaking and electronic polarization of molecules. However, we show that

most standard NDDO methods fail for water because they give an incorrect description of hydrogen

bonding, water’s key structural feature. Using force matching, we design a reparameterized NDDO

model and find that it qualitatively reproduces the experimental radial distribution function of wa-

ter, as well as various monomer, dimer, and bulk properties that PM6 does not. This suggests that

the apparent limitations of NDDO models are primarily due to poor parameterization and not to the

NDDO approximations themselves. Finally, we identify the physical parameters that most influence

the condensed phase properties. These results help to elucidate the chemistry that a semiempirical

molecular orbital picture of water must capture. We conclude that properly parameterized NDDO

models could be useful for simulations that require electronically detailed explicit solvent, including

the calculation of redox potentials and simulation of charge transfer and photochemistry.

In Chapter, 8, we propose some future directions for the work presented in this thesis.
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Chapter 2

Some applications to experiment

At the end of the day, the purpose of any theory is to explain and predict natural phenomena. This

chapter presents three applications of standard computational methods from section 1.1 to help

explain novel experimental results. We begin in section 2.1 examining a protein labelling reaction.

We employ classical molecular dynamics to study the structural landscape of a short peptide. We

then examine reactions of this peptide with a fluoroaromatic ligand using density functional theory.

In section 2.2, we explore electronic process in organic semiconductors. Specifically, we look at

exciplex-based organic light-emitting diodes in subsection 2.2.1 and a crystalline organic photovoltaic

cell in subsection 2.2.2. We finish in section 2.3 by discussing similar experimental systems that

pose a challenge for standard methods, motivating future method development in the following five

chapters.

2.1 π-clamp mediated site-specific cysteine conjugation

Recent experimental results [374] reveal an exciting chemistry that allows for site-specific modifi-

cations of proteins. Surrounded by a particular four amino acid sequence (FCPF), cysteine can be

selectively arylated. In this section, we employ standard computational tools to understand this

selectivity. First, we explore the configurational space of an experimentally-proven ten amino acid

peptide containing the FCPF sequence using molecular dynamics. Taking relevant structures from

this simulation, we compute — as proxies for the reaction rate — reaction energies and barriers

for the arylation reaction using non-local density functional theory. In its most reactive form, the

FCPF block of the peptide adopts a “π-clamp” geometry in which the phenylalanine rings surround

and activate the cysteine sulfur for nucleophilic aromatic substitution. In the transition state and

product, these phenylalanines also stack with the fluoroaromatic ligand, stabilizing it. We compare

to a non-reactive control peptide (GCPG) and find that FCPF has a 5 kcal/mol lower reaction

energy and a 3 kcal/mol lower reaction barrier, in agreement with experimental results.
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Further experimental studies sought to accelerate the arylation reaction by mutating the pheny-

lalanine residues to non-natural amino acids and by adding salts to the reaction mixture. To reduce

computational and conceptual complexity, we employ a simple model of the chemistry. At the den-

sity functional theory level, we examine binding of the ligand to the side chains of the various mutant

amino acids tested in experiment. We model added salts by directly incorporating an ion into the

binding complex. We then construct linear free energy relations to correlate these binding events

with experimental rates and find good agreement across many classes of side chains. These results

show that dispersive interactions are predictive of rate, and that π-π stacking is not required, as was

previously thought.

2.1.1 Introduction

Site-selective functionalization of proteins [48, 123, 267, 305] is important for studying protein struc-

ture and function [334], as well as an approach to drug delivery [315]. Previous methods fall into two

main categories. In orthogonal chemistries [301, 6], a protein is prepared with only a single reactive

residue for a specific ligand. All other residues must be unreactive with this ligand. In catalyst

recognition [194, 56, 302, 251, 358, 253], a specific catalyst must recognize the desired reactive site.

Both of the methods impose constraints on which proteins can be selectively conjugated.

In nature, proteins adopt confirmations that promote specific reactivity at an active residue while

suppressing reactivity at similar residues in other parts of the protein. Inspired by this, work was

carried out to identify amino acid sequences that would selectively bind a particular ligand at a

specific cysteine residue, leaving other cysteines unchanged [374]. It was found (Figure 2-1) that the

peptide sequence FCPF (1E) (phenylalanine, cysteine, proline, phenylalanine) was uniquely reactive

with a fluoroaromatic ligand (2) under standard biological conditions. Follow-up point-mutation

studies on each of the three amino acid residues surrounding the cysteine of interest (Figure 2-2)

demonstrated that this specific sequence is necessary for the reaction to complete. Based on simple

molecular models of the FCPF sequence, it was hypothesized that the phenylalanine side chains

form a “π-clamp” around the cysteine sulfur. This clamp was proposed to serve a dual purpose:

first, to activate the sulfur for nucleophilic aromatic substitution; second, to stabilize the transition

state and product of the arylation reaction by π-π stacking with the fluoroaromatic ligand.

In order to understand the structure and reactivity of the π-clamp system, we employ a combined

molecular dynamics (MD) and electronic structure approach. First, MD is used to test whether the

reactive π-clamp complex forms under ambient conditions, as well as to generate candidate reactant

structures. These structures are then examined using density functional theory in order to calculate

both binding energies and reaction barriers for the addition of the fluoroaromatic ligand to the

cysteine residue.
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Figure 2-1: Site-specific conjugation at the π-clamp in the presence of another competing cysteine
peptide. π-Clamp peptide 1E was fully converted to the arylated product 2E while a competing
cysteine peptide 1A remained unmodified. (Reproduced with permission from reference [374].)

Figure 2-2: Mutation studies show that Phe-1, Pro-3 and Phe-4 are required for the observed
reactivity. (Reproduced with permission from reference [374].)

63



2.1.2 Molecular dynamics calculations of peptide structure

We perform molecular dynamics calculations on a model ten amino acid peptide originally found

to be reactive in experiment, FCPFGLLKNK (Figure 2-2 1E) with proline in its cis conformation.

These calculations first establish that the reactive π-clamp complex forms thermodynamically, and

then are used to generate candidate structures for study with density functional theory (DFT). In

addition, we simulate GCPGGLLKNK (Figure 2-2 1A) as an unreactive control.

Calculations were performed using the GROMACS 4.6.5 [139] molecular dynamics package. The

peptide was described by the AMBER 2003 [84] force field. This force field was chosen because

it best reproduced the Ramachandran plot of cis-proline, a key structural feature in the π-clamp

sequence, when compared to CHARMM 2.7 [42], OPLS-AA [159, 167], and GROMOS96 45A3 [286].

In addition, it has been shown to be accurate for dispersive interactions between phenylalanine and

sulfur [142, 180], the main interaction in the π-clamp. The peptide was solvated in 3382 explicit

TIP3P [202] waters. Periodic boundary conditions were employed in a (4.3nm)
3 simulation box.

Simulations were performed in the NVT ensemble with temperature set to 300K and enforced by

the Nose-Hoover thermostat [238, 145]. Simulations were run for 500 ns with a time step of 2 fs. The

linear peptide (φ = ψ = 180◦) was used as the initial configuration and equilibrated for a burn-in

period of 50 ns. For purposes of Figure 2-3, configurations were sampled at 10 ps intervals.

We choose PHE1-CYS2 and PHE4-CYS2 distances as order parameters. Specifically, we measure

the distance between the center of each PHE ring and the CYS sulfur atom. We choose these specific

order parameters because we expect the interaction of the PHE rings with the CYS sulfur to directly

mediate the reaction. The peptide adopts four primary forms under ambient conditions (Figure 2-

3): a π-clamp structure with the PHE1 and PHE4 aromatic rings interacting face-on (S1) with the

CYS2 sulfur; a “half-clamp” structure where only the PHE4 ring interacts with said sulfur (S2); a

structure in which the PHE1 and PHE4 rings stack, leaving the CYS2 sulfur exposed to solution

(S3); and an open configuration where all three of these groups are too far apart to interact (S4).

MD simulation for FCPF... peptide (1E) with a trans-proline indicated two “open” structures with

the cysteine thiol not interacting with a PHE residue and one structure with only the PHE4 side

chain interacting with the CYS2 thiol.

2.1.3 Density functional calculations on the arylation reaction

With these MD structures in hand, we use density functional theory (DFT) to investigate the

nucleophilic aromatic substitution pathway for structures with a cis-proline. First, we compute

the reaction energy (BE) with the peptide in each of the four aforementioned conformations. All

DFT computations were carried out using the Q-Chem 4.1 [291] software package. To reduce the

computational cost, we truncated the peptide sequence to the four active amino acids in the π-
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Figure 2-3: Graphical summary of computational results for the FCPF and GCPG systems. (a)
On the left, heat map showing relative population of structural motifs found by MD simulation.
Distance from the two phenylalanine residues to the sulfur was chosen as an order parameter. On
the right, these motifs. (b) Left: schematic of the proposed mechanism for the peptide arylation
reaction, proceeding through a tetrahedral intermediate (III). Right: the FCPF peptide has a lower
reaction barrier and a lower overall reaction energy than the double glycine mutant. Geometries of
the FCPF reactant, transition state, and product are shown.

65



clamp: FCPF. The binding energy (BE) was calculated as: BE = EProduct + EHF − EPeptide −

EPerfluoroaromatic. We extracted snapshots from MD simulations for different starting structures of

peptides in DFT calculations. For the product’s starting structure, we manually added the ligand

to the peptide.

In each case, four gas-phase geometry optimizations were performed on structures sampled

from the MD trajectory, using the B3LYP exchange-correlation functional [23] in the 6-31G* basis

set [131]. To account for π-π interactions, we also include Grimme’s DFT-D3 empirical dispersion

correction [119] for the optimization. Once a potential energy minimum was located, we refined

the energy by performing a single point energy calculation with the more accurate combination of

the rPW86 exchange functional [225], the PBE local correlation functional [256], and the VV10

non-local correlation functional [344] to accurately handle the long-range dispersions critical to the

π-π interaction. For these calculations, we also employed the larger 6-31G** basis set [185] and a

large non-local integration grid (Lebedev 75,302 [191]). We then calculated the binding energies in

both the gas phase and in water. We approximate the latter by the polarizable continuum model

(PCM) [67]. We used 302 PCM grid points and a dielectric of 78.39 (corresponding to that of water).

The binding energy results are shown in Table 2.1. We found that the half-clamp structure (S2)

stabilized the arylation product by ∼5 kcal/mol compared to the double glycine mutant, indicating

the important role of PHE4 in promoting the arylation reaction. This is consistent with mutation

studies showing that PHE4 alone can partially mediate the arylation reaction (Figure 2-2, table row

3). The product generated from the open structure (S4) has a similar free energy to that of the

double glycine mutant, further substantiating the hypothesis that the two phenylalanine side chains

are important for the arylation reaction with perfluoroaryl groups. The most stable product was

observed with the π-clamp structure (S1), for which the free energy was ∼7 kcal/mol lower than

that of the double glycine mutant. The energy and structure of this product are shown in Figure

2-3b.

We next compute reaction barriers for GCPG and clamp-structure FCPF. Transition state

searches were performed at the B3LYP/DFT-D3/6-31G* level of theory, using a Hessian eigenvector

following method [17]. Following the TS search, we carried out a vibration frequency calculation

at the same level of theory to confirm the structure was a first-order saddle point. All single point

calculations were performed using the long-range corrected version (LC-VV10) of the method we

used previously for binding energy single-point calculations in both gas phase and PCM water.

The reaction barrier results are shown in Table 2.2. The activation energy for the formation of

the transition state (III in Figure 2-3b) was decreased by ∼3 kcal/mol when the π-clamp (S1) was

present compared to the GCPG mutant, presumably because of the phenyl rings recognizing the

perfluoroaryl group and activating the cysteine sulfur before conjugation. Collectively, these DFT

calculations indicated that the π-clamp offers both a kinetic advantage (lower activation energy)
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Final Configuration Gas Phase Energy (kcal/mol) PCM Energy (kcal/mol)
Clamp -12.97 -15.22
Clamp -12.60 -15.61
Clamp -17.22 -19.61
Clamp -13.20 -16.62
Average -14.00 -16.76

Half-Clamp 1 -11.89 -14.57
Half-Clamp 1 -11.80 -14.81
Half-Clamp 1 -11.32 -15.80

Average -11.67 -15.06

Half-Clamp 2 -9.41 -11.01
Half-Clamp 2 -12.27 -13.43
Half-Clamp 2 -11.06 -13.03

Average -10.91 -12.49

Open -7.16 -9.36
Open -5.69 -9.78

Average -6.43 -9.57

GCPG -6.83 -9.48

Table 2.1: Reaction energies for cysteine arylation in gas phase and in PCM implicit solvent. All
rows correspond to the FCPF system except for the last row which corresponds to GCPG.

Peptide Gas Phase Barrier (kcal/mol) PCM Barrier (kcal/mol)
FCPF 0.56 9.29
GCPG 5.84 12.50

Difference 5.28 3.21

Table 2.2: Reaction barrier heights for FCPF and GCPG arylation in gas phase and PCM implicit
solvent.

and a thermodynamic advantage (lower free energy) over the double glycine mutant for selective

reaction with the perfluoroaryl reagent.

2.1.4 Accelerating the reaction

In the previous section, we examined a single π-clamp peptide in great detail and found it to be

reactive. Its rate of arylation reaction, however, is too slow for biological application. Searching

for a more reactive peptide, mutations studies were carried out in which the PHE residues at the 1

and 4 positions were replaced with a series of non-natural — but readily available — amino acids.

Results of this study are shown in Figure 2-4, where it can be seen that certain substitutions can

lead to a hundredfold increase in rate. Additionally, the reaction rate is dramatically altered by the

addition of certain salts. In the remainder of this section, we develop a computational model to

explain the observed trends in reactivity.

Previously, we took a detailed and painstaking approach to understanding the reactivity of the

67



0.098 0.073 0.24
2.3

12.6

22

26.8

1.7 0.72 0.29
2.5

0.133
0

5

10

15

20

25

30

1B 1C 1D 1E 1F 1G 1H 1I 1J 1K 1L 1M 1N

Ra
te

 c
on

st
an

t (
M

-1
· s

-1
)

6.5E-4 1A

PhN NH
OH

NH

Tyr TrpHis

R=

Leu

H

Gly

X=SH
a)

4.30

1.75

1.05
0.58 0.60

0.02
0.63

0.00

1.00

2.00

3.00

4.00

5.00

6A 6B 6C 6D 6E 6F

Ra
te

 c
on

st
an

t (
M

-1
· s

-1
)

1A

  1A

NO2

R=
CF3 F CN OMe NH2

X=SH
f)

a)

b)

  NH4+                            Na+                                 Guanidinium

Strengthen 
Hydrophobic 
Interaction

Weaken
Hydrophobic 
Interaction

Citrate3-     SO42-                                 Cl-                                          SCN-

F C P F

SH

H2N

1A

F F

F F

F F
S

FF peptide

F+

200 mM phosphate
 20 mM TCEP, pH 8.0

37 oC F C P F

S

H2N

F F

F F

F F
S
FF

2

peptide

+ Salt 1A'

7.2 

74.0 

2.9 

43.3 62.0 

1.03 1.42 
3.95 

0.23 
0.074 

0.01 

0.035 

0.0043 
0.002 

0.001 

0.01 

0.1 

1 

10 

100 

1 Molar 2 Molar 3 Molar

R
at

e 
co

ns
ta

nt
 ( 

M
-1

s-
1 )

Salt Concentration

Ammonium Citrate
Ammonium Sulfate
Sodium Chloride
Guanidinium Chloride
Guanidinium Thiocyanate

Figure 2-4: Top: Arylation reaction rates for a panoply of mutations. The PHE residues at the
1 and 4 positions on the peptide were replaced with residues whose side chains are shown on the
x-axis. The red dotted line represents the reaction rate of FCPF (here labelled “PHE”). Bottom:
arylation reaction rates of the standard FCPF peptide in various added concentrations of various
salts. The black dotted line represents the reaction rate of the peptide in just the standard 200mM
phosphate buffer. Note the logarithmic y-scale. (Reproduced with permission from [72]).

68



F F

F

F F F

F F

SH

F

F F

F

F F F

F F

F

Me

SH

Me

+

(a)

F F

F

F F F

F F

F

F

F F

F

F F F

F F

F

FNa

Me

Na

Me

+
+

(b)
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calculated. In (b), the thiol group was omitted due to geometric distortions from strong sulfur-ion
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π-clamp system. We employed detailed density functional calculations on the entire reactive site of

the peptide to simulate the reactants, products, and transition state in great detail. However, this

type of calculation is prohibitively expensive to apply to all of the mutants in Figure 2-4.

Instead, we build a reduced model of the reaction that abstracts away all but the most relevant

details of the reaction. Our hypothesis is that the binding interactions between the perfluoroaryl

ligand and the side chain of the amino acids at the 1 and 4 positions are responsible for the change in

rate seen when the phenylalanine moieties are substituted with other motifs, or when the salt solution

is changed. That is to say that when the phenylalanine group is positively modified, the binding

of the clamp becomes stronger, leading to an increase in the rate of reaction. The model which we

employ is therefore based on binding events, designed to measure to changes in the strength of the

clamp interaction across substitutions. We compute the free energy (∆G) of association between an

abstracted version of the perfluoroaryl probe and the phenylalanine or its substituent (Figure 2-5a).

To capture salt effects, we use explicit salt ions to mediate the binding interaction (Figure 2-5b).

Similar models have seen great success elsewhere in the literature [103].

As in the previous section, energies were determined by high-level density functional theory cal-

culations which account for van der Waals effects using the QCHEM 4.3 software package [290]. An

initial coarse geometry optimization was performed with the B3LYP functional [23] using Grimme’s

D1 corrections [119] in a 6-311+g* basis set [58, 185]. Then a final optimization was performed

using the VV10 [344] (rpw86/PBE) functional [256] in a 6-311+g* basis with a B term of 5.9, a C

term of 0.0093 and an SG1 non-local grid [109]. A Lebedev (75, 302) [191] exchange-correlation grid

was used. Again, the conducting polarizable continuum model (with a dielectric of 78.4) was used

to implicitly model the effects of solvation in water [329]. We also included zero-point energy and

vibrational entropy within the harmonic approximation. A variety of initial structures were used to

ensure an appropriate sampling of the free energy landscape, all of which would be compatible with

the situation in vivo (where bulky proteins are attached).
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Highlighted moieties are discussed in the text. Full data are given in Table 2.3.

Despite the apparent simplicity of this model, the change in the dimerization free energy under

phenylalanine mutation was well-correlated to the rate for both aliphatic and aromatic synthetic

amino acids substitutions (Figure 2-6). This is consistent with our hypothesis that stronger binding

gives rise to improved rate across this series. We find that the strength of binding from van der

Waals forces and induction is strongly related to the size of the binding groups i.e. the number of

carbon atoms in the chain or ring systems. These intermolecular interactions form one part of a

description for changing hydrophobicity near the reaction center. However, we have not attempted

to explicitly model hydrophobicity (or other protein effects) because we find our approach sufficient

to find a linear behavior which we believe would have appropriate predictive accuracy.

In order to understand how the binding energy can be so well correlated to the overall reaction

rate, we will take a short detour and describe Linear Free Energy Relationships (LFERs). LFERs

are commonly employed in organic chemistry and chemical biology in an attempt to gain mechanistic

understanding of a reaction [47]. In particular, they are a means by which thermodynamic quantities,

namely free energy changes between stable reaction intermediates, can be used to understand and

rationalize trends in kinetic data. When looking at rate changes across a series of homologous

structures, it is typical to seek a common chemistry. LFERs allow the kinetic trends to be explained

in terms of thermochemical values.

For a set of rate constants k, the most commonly used relationship is

ln

(
k

k0

)
= α ln

(
K

K0

)
+ β,

= α (∆G−∆G0) + β,

(2.1)
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where parameters α and β are found by regression [128]. Here, the thermodynamic quantities K

and ∆G respectively are equilibrium constants and free energies of a model or abstracted reaction

which represent the essential chemistry contained in the kinetic series of interest. The correlate is

commonly thought of as an important component of the physical basis for the mechanism as a whole,

but this is not necessary for the utility of linear free energy relationships.

A significant finding of our LFER is that the trend seems consistent as the chemical nature of the

substitution is changed. Referring again to Figure 2-6, we can compare the aromatic and electronic

series. In the aromatic series the dominant change is the size of the aromatic system, with the largest

array of rings (labelled PYR) being the most binding. However, when the mutation is electronic in

nature, such as a para-substitution with CF3 and NO2 (labelled CF3 and NO2), these also lie on

the trend line. Since our solvent model does not account for hydrogen bonds, the moieties which

have strong hydrogen bonding with water do not lie on the LFER constructed here.

Building on the success of our model for phenylalanine substitution, we turn our attention to

the salt effect. Figure 2-7 shows the linear free energy relationship we find here. We note that other

studies have found that free energies of binding are correlated with free energies of solution [103],

which are consistent with our data showing that it is possible for a binding energy to form a sufficient

physical picture of this rate enhancement.

The number of salts used here is not sufficient to probe an ion pair effect [103, 64]. Instead, we

simply deal with the complication arising from the presence of a cation and an anion in the salt by

selecting the strongest bound ion as the one that is dominantly affecting the rate; we are therefore

unable to explain changes in counter ions alone for the pair of guanidinium salts.

Our physical interpretation of the energetic study is that clamp-like binding is being enhanced

71



Residue log(k/k0) ∆∆G/
kcal.mol−1

PYR (1H) -4.9703 1.6288
ANTH (1G) -4.6132 1.5431
BIP (1F) -2.9103 1.3010
CF3 (6A) -2.5496 0.8341
NAL (1E) -2.6797 0.5624
NO2 (6B) -1.5072 0.4437
CHA (1I) 0.0268 0.4311
F (6C) -0.0778 0.2218
CPA (1J) 1.2611 0.0580
PHE (1A) 0.0000 0.0000
OME (6E) -2.2267 -0.0212
CN (6D) -0.2773 -0.0359
CBA (1K) 0.1388 -0.3369
TRP* (1D) -1.9135 -0.4191
LEU (1M) 0.6841 -0.6755
HIS* (1B) -0.0910 -0.8081
TYR* (1C) -0.2466 -0.9360
NH2* (6F) -1.7887 -1.4983

Table 2.3: Thermodynamic data for 2-6. *= over-bound outliers due to neglect of H bond effects.
Residue names refer to CHARMM/SwissSidechain [108] naming. Parenthetical bolded names refer
to Figure 2-4.

Salt ∆∆G/
kcal.mol−1

Citrate* -67.97
Cl -25.58
Guanidinium -32.42
Na* -53.69
SCN -27.80
SO4* -65.32

Table 2.4: Thermodynamic data for 2-7. *= strongest bound ion.

both by substitution of the phenylalanine and by the presence of Hofmeister salts. The binding

affects the transition state, and it is stabilized relative to the reactants. The idea of the transition

state being structurally more clamp-like than the reactants follows from the Hammond postulate,

which makes it a late transition state. However, it is also possible that the binding happens as

a pre-equilibrium, and we are not able to infer which of these is most likely. In either viewpoint,

the upshot is that the energy of the transition state is lowered relative to the reactants by binding

interactions leading to the rate enhancements seen here.

2.1.5 Conclusions

Site-specific protein conjugation is a useful tool in molecular biology. Previous work demonstrated a

novel π-clamp architecture that allowed for reaction with a specific cysteine embedded in the amino

acid sequence FCPF. We employed MD calculations to find candidate structures for the FCPF
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peptide folding. We then studied the reaction energies of these structures with DFT and found the

“π-clamp” confirmation to be most strongly binding. Further, the “open” configuration exhibited

the same reaction energy as the glycine double mutant control peptide, supporting the importance

of the π-clamp confirmation to specific reactivity. Transition state searches revealed the π-clamp

conformer of the FCPF peptide to have a lower reaction barrier than the GCPG control.

A later study examined the enhancement to the reaction rate by mutating the phenylalanine

residues to a variety of non-natural amino acids. A second study demonstrated the efficacy of

addition of salts to the reaction mixture. To model these effects, we employed a reduced model

of the binding event between the ligand and clamp side chain. This model proved effective in

explaining the experimental data, producing a linear free energy relation between binding energy

and the logarithm of reaction rate.

2.2 Organic electronics

With energy demand expected to expand 56% by 2050 [5, 193], cheap, renewable, and efficient energy

sources are the focus of much research. At the same time, it is equally important to produce efficient

and affordable electronics that consume this energy. Organic electronics are promising candidates

in both categories.

Solar cells harvest perhaps the most abundant and renewable source of energy available: the

sun. So abundant is solar energy that even inefficient cells could meet the world’s energy demand if

they covered only one thousandth of the Earth’s landmass [116, 117]. However, existing technologies

are simply too expensive to replace existing fossil fuel power generation [14]. Organic photovoltaics

(OPVs) are a candidate to solve this problem [170, 247]. Because they are made of simple organic

molecules and can be fabricated readily, they are much cheaper than traditional inorganic tech-

nologies [102]. However, these devices lag behind in efficiency [239]. In Section 2.2.2, we discuss

simulations of a new OPV which may circumvent a key efficiency loss process.

On the other end of the wire, devices that consume electricity must also be efficient and affordable.

For example, commercial lighting consumes an estimated 10% of all power produced [5]. Light-

emitting diodes offer great increases in efficiency over traditional lighting, but are currently too

expensive to impact the market. As with OPVs for light harvesting, organic light-emitting diodes

(OLEDs) could offer an inexpensive alternative [65]. Additionally, due to their ease of fabrication,

OLEDs could see application in mobile devices, where inefficient pixels currently tax battery life.

2.2.1 Exciplex-based blue organic light emitting diodes

For LEDs, blue is hard. So hard, in fact, the the 2014 Nobel Prize in physics was awarded to an

inorganic blue LED [1]. Blue LEDs are critical in lighting applications and display applications,
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Donor+ Acceptor– Donor Acceptor 

+ hν 

Figure 2-8: Exciplex charge combination and emission schematic.

where blue is the missing primary color needed for these devices to span the visible spectrum.

OLEDs have been used in phone displays, but the lifetime of these displays has been limited by the

lifetime of the blue OLED pixels. Further because of their inefficiency, some displays require blue

OLEDs that dwarf their red and green counterparts in size.

Exciplexes are candidate materials for improved OLEDs [166]. In LEDs, charges recombine to

form light. In an exciplex, this process is bimolecular. A dimer of two molecules is formed with

an electron on the “acceptor” and a hole on the “donor” (so named for the reverse process in which

the neutral excited donor donates an electron to the acceptor). These charges combine to form

an exciton, which decays to emit light. A scheme is shown in Figure 2-8. Because the process

is bimolecular, exciplex emission wavelengths can be tuned by individually tuning the electronic

structures of the donor and acceptor. Specifically, the difference between the ionization potential of

the donor and the electron affinity of the acceptor is a proxy for the emission energy.

As with all things, exciplex-based OLEDs have a key draw back. The charge annihilation rate

— and therefore light production efficiency — is limited by the strength of donor-acceptor binding.

When the donor and acceptor bind weakly, they are rarely in their dimer form, necessary for emission.

To circumvent this, synthetic work [208] was carried out to produce donor-acceptor pairs that bind

strongly, while still emitting blue light. The key idea was to create a lock-key geometry for the donor

and acceptor that would maximize binding of the two via van der Waals interactions (Figure 2-9).

In this section, we study the binding strength of these dimers as well as the color of their emission

using density functional theory.

2.2.1.1 Computational details

Density functional theory calculations were performed with the QChem 4.3 software package [290]

using the b3lyp functional [23] with Grimme’s dispersion corrections [119]. A Lebedev (75, 302)

exchange-correlation grid was used [191]. Geometry optimizations were performed using a 6-31+g*

basis set [185]. Binding energies, HOMOs, and IPs were computed in an aug-cc-pVDZ basis set [86].

Ionization potentials were computed by vertical detachment of an electron. Electron affinities were

computed by vertical attachment of an electron.
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Figure 2-9: Acceptor and an example donor. Adapted from [208].

Charge transfer excitation energies were computed using Constrained Density Functional The-

ory Configuration Interactions (CDFT-CI) [366]. To improve convergence, diffuse functions were

removed from the basis. To account for dielectric stabilization of the surrounding thin film, the

donor-acceptor dimer was embedding in a polarizable continuum model with conducting boundary

conditions [57]. A dielectric constant of 3, typical of such molecules, was used to stand in for the

surrounding medium.

2.2.1.2 Donor-acceptor binding

It was hypothesized that these exciplexes would be stronger emitters because they were stronger

binders. Density functional theory calculations provide an effective tool for calculating such binding

energies. However, it is not completely clear how the donor and acceptor bind. The C3 symmetry of

both molecules suggests a dimer of the same point group, but this need not necessarily be the case.

Further, the presence of fused aromatic rings on the acceptor creates a rough energy landscape with

many local minima. We thus perform a global optimization by performing many local optimizations

on initial guess configurations. These initial dimer configurations are generated by first aligning the

donor and acceptor in parallel and then scanning over (the direct product of) three variables: the

perpendicular distance between the donor and acceptor, relative rotation along this same perpen-

dicular axis, and relative parallel displacement. In order to expedite calculations, local geometry

optimizations are performed in a smaller basis set. Binding energy calculations are then performed

in a larger basis set to offset basis set superposition error.

For the C3 symmetric donors, we find that the C3-symmetric dimer is either favored or the lowest

energy conformer within error. In donors with multiple triaryl centers, the dimer binds to one of

these centers, interacting very little with the other. Gas-phase dimer binding energies are shown in

the second column of Table 2.5. The donor-acceptor dimers are indeed strong binders, at least in
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the gas phase. We see that the binding strength is correlated to the amount of available aromatic

surface area on the core donor, consistent with dispersive interactions between the donor and the

core of the acceptor. The strongest of the binders additionally contains wings that that bind to the

wings of the acceptor.

The same mechanism that binds the donor to the acceptor also binds the donor to itself and

binds the acceptor to itself. Thus, we expect that there could be correlation (and therefore compe-

tition) between the strength of donor-acceptor binding and donor-donor binding. To examine this

possibility, we perform the same optimization and binding energy calculations from before, but now

on the acceptor dimer and each donor dimer. Results are presented in the third and fourth columns

of Table 2.5. Only the sulfur compound energetically prefers the donor-acceptor dimer over didonor

and diacceptor (though most relative binding energies do not differ within DFT error).

Table 2.5: Computed donor-acceptor and didonor dimer binding energies. The diacceptor dimer has
a binding energy of -45.3 kcal/mol. Relative binding energies are the reaction energy of 1

2D2+ 1
2A2 →

DA.

Donor Donor-acceptor Didonor Relative binding

binding energy (kcal/mol) binding energy (kcal/mol) energy (kcal/mol)

N

-24.8 -17.2 6.4

N

Me

Me Me -28.6 -18.8 3.4

N

OMe

-31.3 -18.3 0.5

NN

-37.9 N/A N/A

N

N

N N

-45.8 N/A N/A
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N

CN

-30.4 -17.8 1.1

N

CN

-27.6 -18.1 4.1

N

CF3

-30.3 -19.1 1.9

N

F

F

F -30.2 -17.6 1.2

N F

F

F

-28.8 -17.9 2.8

N

F F

-27.7 -17.7 3.8

N

CN

-41.1 N/A N/A

N N

NC CN

-34.0 N/A N/A

N N

CN NC

-37.3 N/A N/A

77



OMe

OMeMeO -34.3 -28.7 2.7
OMe

OMeMeO

OMe

OMe

MeO

-38.8 N/A N/A

O
O

O
O

O

O

-36.5 -33.3 2.8

S

S

S

-38.4 -29.5 -1.0

2.2.1.3 Exciplex color

These exciplex molecules were designed with two goals in mind: strong binding energy and blue

emission. We now focus on the latter.

In an OLED, current is pushed through the device, creating charged D+A− pairs. When these

charges combine, light is emitted. The simplest model of this emission is energy gap between the

Highest Occupied Molecular Orbital (HOMO) of the donor and the Lowest Unoccupied Molecular

Orbital (LUMO) of the acceptor. (Note that these names are in reference to the neutral state of

these molecules.) In this model, the excess electron on the acceptor anion resides in its LUMO and

a hole exists in the HOMO of the donor. During charge recombination, the electron moves from

the LUMO of the acceptor to annihilate the hole in the HOMO of the donor (Figure 2-8). If the

HOMO of the donor is at a lower energy than the LUMO of the acceptor, light is emitted with

photon energy corresponding to this energy difference. HOMO-LUMO gaps for the donor-acceptor

dimers are given in Table 2.6, column 2.

While effective, the HOMO-LUMO gap is a crude model with a major flaw. The Kohn-Sham
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virtual orbitals (in particular, the acceptor LUMO) have no physical meaning [248]. The HOMO-

LUMO gap is used as a stand-in for the process of removing an electron from the acceptor and

placing it on the donor. In its place, we can simply compute the steps of this process. The energy of

removing an electron from the acceptor anion is the negative of its electron affinity (EA). The energy

of adding an electron to the donor cation is its ionization potential (IP). We can compute the IP and

EA as vertical electron detachment and attachment energies, respectively. These donor-acceptor

IP-EA gaps are listed in the third column of Table 2.6, and correlate well to the HOMO-LUMO

gaps.

The HOMO-LUMO and IP-EA gaps are instructive proxies for the energy of charge recombina-

tions, but they require that the donor and acceptor be considered separately as monomers; we lose

information about the electronic effect of the close binding of these molecules in the dimers. Using

CDFT, we can constrain the acceptor to have an excess electron, resulting in the D+A− charge-

transfer configuration. We can then directly compare this energy to that of the unconstrained DA

dimer. Because dimers were geometry optimized in their ground state, this energy corresponds to

an absorption rather than an emission.

To correct for the Stokes shift, we consider the Stokes shifts of the donor and acceptor in isolation,

due to the numerical difficulty of performing a CDFT geometry optimization. Stokes shifts are

computed using the four point rule:

SD =
[
E(D+)D − E(D)D

]
−
[
E(D+)D+ − E(D)D+

]
SA =

[
E(A−)A − E(A)A

]
−
[
E(A−)A− − E(A)A−

]
(2.2)

where E(X)Y denotes the energy of species X in the optimal geometry of species Y . These two

Stokes shifts are then added (with appropriate sign) to the CDFT absorption energy to give the

CDFT emission energy. These emission energies are given in Table 2.6, column 4.

Figure 2-10 shows a comparison of computed CDFT emission energies to experiment. We see

that the computed and experimental emission energies are only loosely correlated. As such, we

cannot use computation to directly predict the color of candidate donor-acceptor dimers. However,

CDFT emission energies may still be useful as a coarse computational screen to find donors that

whose emission energies are in the right ballpark.

Table 2.6: Electronic and emission properties of donor-acceptor complexes.

Donor HOMO-LUMO EA-IP CDFT-CI

gap (eV) gap (eV) emission (eV)
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N

3.24 5.69 2.60

N

Me

Me Me 2.97 5.33 2.37

N

OMe

3.05 5.46 2.30

NN

2.94 4.99 N/A

N

N

N N

3.27 5.20 N/A

N

CN

3.70 6.10 2.92

N

CN

3.65 6.06 2.77

N

CF3

3.59 6.02 2.81

N

F

F

F 3.46 5.92 3.40

80



N F

F

F

3.73 6.17 2.86

N

F F

3.59 6.03 2.75

N

CN

3.56 5.73 2.66

N N

NC CN

3.56 5.58 N/A

N N

CN NC

3.43 5.47 N/A
OMe

OMeMeO 3.70 5.92 2.59
OMe

OMeMeO

OMe

OMe

MeO

3.84 6.00 2.98

O
O

O
O

O

O

3.73 5.90 3.41
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S

S

S

3.62 5.81 3.13
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Figure 2-10: Dimer CDFT emission energies compared to experiment (where available) for the
molecules in Table 2.6.

2.2.1.4 Conclusions

Exciplexes are a candidate for OLEDs that traditionally suffer from weak emission. A new class of

exciplexes for OLEDs (Figure 2-9) was proposed to be more effective due to strong donor-acceptor

binding. We computed the binding energies of these exciplexes as well as their emission energies. The

emission energies were found to correlate only loosely with experiment. There is not yet experimental

data available for the efficiency of devices incorporating these exciplexes; once available, it can be

compared to binding energies.

In this section, we considered the emission of organic molecules in a disordered thin-film medium.

In the next section, we flip these conditions and look at absorption of a pair of stacked organic

crystals.
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2.2.2 Band-like charge transfer states in organic photovoltaics

Organic photovoltaics are attractive alternatives to traditional inorganic cells due to their ease of

manufacture and low cost. However, they suffer from low efficiency due in part to their disordered

nature. In this section, we examine computationally a novel crystalline rubrene/C60 device and

compare it to its disordered counterpart. We compute charge transfer energies and couplings, and

build a lattice model for the crystalline device. We see excellent agreement in both energy and band

shape between our model and experiment. We determine that the crystalline device has a far lower

barrier to charge separation, suggesting that it is more efficient than the disordered cell. Finally, we

consider alternative crystalline geometries and find that the experimental cell is uniquely efficient

for solar applications.

2.2.2.1 Introduction

Organic photovoltaics (OPV) have shown promise as solar materials. Because they comprise a

disordered mixture of organic molecules, they are cheap and easy to manufacture, transport, and

install [102]. However, OPVs are currently inefficient compared to existing inorganic technologies;

the best OPVs only reach 11% efficiency compared to 46% efficiency of the best inorganic cells [239].

This inefficiency stems from many causes, including inferior charge generation.

In OPVs, absorption of light creates a bound electron-hole pair, called an exciton. This exciton

must separate into an unbound hole and electron in order to generate current. This process is

hindered by two main factors. First, organic materials have small dielectric constants, leading to

a large attractive coulombic potential between the electron and hole. Second, charge transport

hopping integrals between organic molecules are low, decreasing the rate of charge separation. This

problem is exacerbated by the disordered nature of OPVs: even when favorable transport pathways

are available, molecules are rarely aligned correctly to take advantage of them. The result of these

factors is a large dissociation barrier (on the order of tenths of eV). Inorganic materials, meanwhile,

do not have these problems. They feature high dielectric constants and large charge conductivity,

leading to facile charge dissociation at room temperature.

Leaving aside the first problem, attempts have been made to solve the second problem. Crys-

talline rubrene is an excellent conductor of holes. However, this conductivity is contingent on

crystallinity and the rubrene thin films used in OPVs are disordered. Recent work has demonstrated

a technique that induces crystallization in such films [338]. Extending on this technique, the h00

face of a thin film of crystalline rubrene was used to template a C60 film, which was also shown to

be crystalline.

Electroluminescence (EL) measurements were carried out on this so-called crystal planar het-

erojunction (PHJ) cell, as well as a typical disordered rubrene/C60 bulk heterojunction (BHJ). The

BHJ cell exhibited a typical Marcus Gaussian lineshape and emitted isotropic light, both indicative
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of a disordered emitter. The crystal PHJ cell, however, displayed an atypical EL peak and emitted

anisotropic light, indicating emission from an ordered system.

In this chapter, we seek to model this crystalline PHJ and to understand its unique EL spectrum.

We begin with a control calculation on the BHJ. Then, we develop a model for the crystalline PHJ.

Finally, we compare the resulting computational picture of the two.

2.2.2.2 Computational model of the disordered bulk heterojunction

The BHJ presents a computational problem: it is composed of a disordered blend of rubrene and

C60. In order to completely model the EL spectrum of the BHJ, we would need to explicitly sample

the possible configurations of such a disordered system. Calculations of this size are outside of the

scope of this work as our main focus is the PHJ rather than the BHJ. Rather than attempt to

completely model the BHJ, we instead will use it as a check on the applicability of our model to the

experimental system. To do this, we identify a representative (most likely) configuration and then

test whether its computed CT energy matches experiment.

In order to choose such a sample, we rely on three approximations. First, we assume that the

CT excitation is primarily governed by the electronic structure of a single rubrene/C60 pair. (This

assumption is in part justified by the disorder of the system. It is unlikely that the CT state

can coherently delocalize.) As such, we model the surrounding rubrene/C60 blend as a continuum

dielectric model. The dielectric constant of this model was 2.9, resulting from Claussius-Mossotti

mixing [Shin1989] of the dielectric constants of rubrene and C60, 1.8 [323] and 5 [168] respectively.

Second, we expect that the most optically active CT excitations have the least charge separation

and thus will occur between an adjacent pair of rubrene and C60 molecules. Finally, we assume that

the most likely configuration of such a dimer (that can be determined in this dimer model) is its

minimum energy geometry.

The geometry and charge transfer state of this representative dimer are shown in Figure 2-11.

This state has a calculated CT energy of 1.6 eV versus the neutral dimer. This compares favorably to

the center of the experimental EL peak at 1.48 eV. We note that we expect an error of approximately

0.2 eV on such a calculation.

To compute the binding energy of this electron-hole pair, we also consider a dissociated state

in the BHJ. This state is modeled by two calculations: the rubrene cation and the C60 anion, each

embedded in a dielectric of 2.9. This CT state has energy of 2.3 eV relative to the neutral molecules.

2.2.2.3 Computational model of the ordered interface

X-ray crystallography provided information about the crystal structure of the rubrene and C60 and

also identified which crystal faces were parallel to the interface. However, the exact alignment of

the rubrene and C60 crystal faces was not provided by these data. To find this structure, we built a
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Figure 2-11: Geometry and charge transfer state of the representative dimer used to describe the
disordered BHJ.

molecular mechanics model of the interface and minimized its energy. The rubrene and C60 molecules

were frozen in their experimental lattice positions and geometries, but the two crystals were allowed

to slide and rotate relative to each other.

The cost of quantum mechanical calculations requires that we choose a much smaller model of

the interface. In practice, we can afford to compute 4 molecules at the level of theory used. Because

we are seeking to simulate a possible band-like CT state, we first determine which part of the system

shows the greatest intermolecular nearest-neighbor coupling for either electron or hole hopping (in

C60 or rubrene, respectively). The C60 crystal is face-centered cubic and thus has only one choice of

nearest neighbor. We compute a C60-C60 electron hopping coupling of 0.02 eV. Rubrene has three

distinct crystal axes. We compute rubrene-rubrene hole hopping couplings of 0.02eV, 0.05 eV, and

0.14 eV for the a, b, and c axes of the rubrene crystal. Because of its much larger hopping integral,

we expect that the rubrene c axis plays the most important role in a potential band-like state. We

thus consider a model of a negatively charged C60 and a wire of rubrenes aligned along the c crystal

axis (Figure 2-12).

From this reduced model, we excerpt one C60 and three rubrenes at a time. (One such excerpt

is shown in Figure 2-13.) For each four-molecule excerpt, we compute the CT state energies (with

the hole localized on each rubrene) and the hopping integral for moving the hole between first and

second nearest neighbor rubrenes. We also compute the transition dipole moment for the CT to

neutral transition.

We then combine these results into a lattice model for the hole in rubrene. Each lattice site
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Figure 2-12: Reduced model of the C60/rubrene crystal interface. CT states and hole hopping
couplings were computed by excerpting one C60 and three adjacent rubrenes at a time. C60 colors
correspond to the sticks in Figure 2-14.

Figure 2-13: An example four molecule excerpt from Figure 2-12.
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corresponds to a rubrene molecule. The site energies are set to the CT energies previously computed

when the hole is present on each rubrene. At long range, the site energies are modeled by a Coulomb

potential fit to the computed CT state energies as well as a computed infinite separation limit. Each

site is coupled to its first and second nearest neighbors by the computed hole hopping couplings.

Specifically, we consider a lattice Hamiltonian:

H =



J(−N) −V1 −V2

−V1
. . . . . . . . .

−V2
. . . J(−1) −V1 −V2

. . . −V1 J(0) −V1
. . .

−V2 −V1 J(1)
. . . −V2

. . . . . . . . . −V1

−V2 −V1 J(N)



(2.3)

where J(i) is the energy of the CT state with the electron on the C60 and the hole localized on the

ith rubrene (with 0 chosen to represent the closest rubrene to the C60). V1 and V2 are respectively

the first and second nearest-neighbor rubrene-rubrene couplings.

We diagonalize a 1000 site model. Each eigenstate is then weighted by the square of its com-

puted transition dipole moment to produce a weighted density of states (WDOS) for comparison to

experimental electroluminescence data (Figure 2-14). Encouragingly, the computed WDOS provides

a reasonable match to the experimental EL spectrum without fitting.

We find a dominant CT state at 1.0 eV, in line with the experimental peak. We fit the hole

density with a gaussian and find that it is delocalized with a standard deviation of 1.2 rubrenes. At

and above 1.14 eV, the CT state dissociates into a completely delocalized hole, in support of the

experimental hypothesis of band-like CT states. (The electron is localized in both states by fiat.)

Finally, we considered three alternative interfaces between rubrene and C60 in order to see if

the band-like states are unique to the experimentally realized interface. We find that each of these

alternatives has a similar band center to the experimental system. However, they have much lower

optical intensities and also have stronger CT binding energies, due to greater distance of the hole

on rubrene from the electron on C60. Both of these features are unattractive for band-like charge

photogeneration, so the experimental system seems to be uniquely suited among the systems tested.

These computational models also offer insight into the design of OPV devices. First, we compute

an exciton binding energy of ~0.1 eV in the crystal PHJ device, substantially lower the ~0.6 eV

exciton binding energy computed for the BHJ device. This may greatly reduce energy loss for

charge separation in actual devices.

Second, we consider alternative crystalline interfaces between rubrene and C60 in order to un-
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Figure 2-14: Weighted density of states for the lattice model (solid black) compared to experimental
electroluminescence data (black points). Each stick denotes an eigenstate of the lattice model at a
given energy. Heights of the sticks are in proportion to their optical weight (square of the transition
dipole moment). Colors of sticks correspond to the anionic C60 (matched to colors in Figure 2-12).
The stick spectrum is smoothed into a continuous peak using Kernel Density Estimation [293].

derstand the role of interfacial geometry in these devices. We see that both exciton binding energy

and optical transition intensity are governed by the distance between rubrene molecules in the di-

rection of the interface: more closely packed rubrenes lead to a lower exciton binding energy and

higher optical strength. At the same time, closer packing of rubrenes creates higher hole mobility.

Thus, the experimental interface realized in this work is optimal because it aligns the close-packed,

highly-conductive c-axis of rubrene along the interface.

These results in concert with experiments establish a novel mode of charge generation in OPVs.

This delocalization opens up a pathway for efficient charge separation, an advantage previously

available only in inorganic solar cells. Further details can be found in an upcoming work.

2.2.2.4 Computational details

Density functional theory calculations were performed using the Q-Chem 4.3 package [290] with

the B3LYP functional [23] in a 6-31g* basis set [185]. Charge transfer state energies, couplings,

and transition dipole moments were computed using Constrained Density Functional Theory Con-

figuration Interaction (CDFT-CI) [365]. We expect CT state energies computed with CDFT-CI

to be accurate to within 0.2 eV. Dielectric effects were simulated using the conducting Polarizable

Continuum Model [57].

Molecular mechanics calculations were performed using the GROMACS package [3]. The Lennard-
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Jones parameters for carbon were σ = 0.3431 and ε = 0.4396. The Lennard-Jones parameters for

hydrogen were σ = 0.2571 and ε = 0.1842.

2.3 Looking forward

In this chapter, we applied readily available, time-tested methods. Each section presented a different

application and extensions to each section suggest new directions for methods development.

In Section 2.2.2, we examined charge delocalization in a highly crystalline planar heterojunction,

constructing a single model Hamiltonian for the entire crystal. For the disordered bulk heterojunc-

tion, we made simplifying assumptions about charge localization in order to avoid building a model

Hamiltonian for each configuration of the disordered system. In Chapters 3 and 4, we introduce

a tool for studying such collections of disordered Hamiltonians, Random Matrix Theory. We then

apply this tool to the study of toy models of localization in disordered systems.

In Section 2.1, we examined the binding of a ligand to a protein. In principle, we would like

to simulate the entire protein, but computational cost prevents such a complete model. We create

a reduced model of the binding by truncating away all but the most relevant parts of the protein.

Another, more satisfying approach would be to retain the rest of the protein, but treat it using

a much cheaper theory. Such a set up is called embedding; in Chapters 5 and 4, we develop an

embedding method.

Finally, throughout this chapter, we treated the effects of solvent implicitly. Explicit treatment

of solvation requires an accurate and cheap solvent model. In Chapter 7, we build a model for liquid

water.
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Chapter 3

Error analysis of free probability

approximations to the density of

states of disordered systems

Theoretical studies of localization, anomalous diffusion and ergodicity breaking require solving the

electronic structure of disordered systems. We use free probability to approximate the ensemble-

averaged density of states without exact diagonalization. We present an error analysis that quantifies

the accuracy using a generalized moment expansion, allowing us to distinguish between different

approximations. We identify an approximation that is accurate to the eighth moment across all

noise strengths, and contrast this with the perturbation theory and isotropic entanglement theory.

3.1 Introduction

Disordered materials have long been of interest for their unique physics such as localization [327, 95],

anomalous diffusion [38, 296] and ergodicity breaking [246]. Their properties have been exploited

for applications as diverse as quantum dots [19, 308], magnetic nanostructures [138], disordered

metals [88, 85], and bulk heterojunction photovoltaics [254, 80, 370]. However, conventional elec-

tronic structure theories require diagonalization of many explicit sampled Hamiltonians, making

such calculations expensive. Alternatively, free probability theory allows a powerful nonperturba-

tive method for computing of eigenvalues of sums of certain matrices without rediagonalizing the

matrix sums [342]. This has been proposed as an approximation for general random matrices [28];

however, we are not aware of any rigorous study of its accuracy. This motivates us to describe

herein a general framework for quantifying the error in terms of discrepancies in the moments of the

probability distribution functions (PDFs).
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3.2 Comparing two PDFs

We propose to quantify the deviation between two PDFs using moment expansions. [53] These are

widely used to describe deviations from normality in the form of Gram–Charlier and Edgeworth

series [314, 34]. The general case applies also to non-Gaussian reference PDFs. For two PDFs w (ξ)

and w̃ (ξ) with finite cumulants κ1, κ2, . . . and κ̃1, κ̃2, . . . , and moments µ1, µ2, . . . and µ̃1, µ̃2, . . .

respectively, we can define a formal differential operator which transforms w̃ into w [346, 314]:

w (ξ) = exp

[ ∞∑
n=1

κn − κ̃n
n!

(
− d

dξ

)n]
w̃ (ξ) . (3.1)

This operator is parameterized completely by the cumulants of both distributions. The resulting

Edgeworth series is asymptotic and only conditionally convergent [69].

The first k for which the cumulants κk and κ̃k differ then allows us to define a degree to which the

approximation w ≈ w̃ is valid. Expanding the exponential and using the well-known relationships

between cumulants and moments allows us to state that if the first k − 1 cumulants agree, but the

kth cumulants differ, then

w (ξ) = w̃ (ξ) +
µk − µ̃k
k!

(−1)
k
w̃(k) (ξ) +O

(
w̃(k+1)

)
. (3.2)

This series inherits the same asymptotic convergence properties as the original Edgeworth series [69,

124]. Nevertheless, it is sufficient to use the leading order correction solely to quantify the error

incurred by approximating one PDF by another.

3.3 The free convolution

We now take the PDFs to be densities of states (DOSs) of random matrices. The DOS of a random

matrix X is defined using the eigenvalues
{
λ

(m)
n

}
of the M samples X1, . . . , Xm, . . . , XM by

ρ(X) (ξ) = lim
M→∞

1

M

M∑
m=1

1

N

N∑
n=1

δ
(
ξ − λ(m)

n

)
. (3.3)

To approximate DOSs with free probability, we split the Hamiltonian

H = A+B (3.4)

into two matrices A and B whose DOSs, ρ(A) and ρ(B) respectively, can be determined easily. In

general, it is not possible to calculate the eigenvalues of H by adding the eigenvalues of A and

B together; the general problem is complicated by A and B not commuting [177]. In contrast,
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free probability tells us that for certain noncommuting matrices A and B, the exact DOS becomes

the free convolution A � B, i.e. ρ(H) ≈ ρ(A�B), a “sum” which can be calculated without exact

diagonalization of H [340]. We calculate the free convolution numerically by diagonalizing the free

approximant [79]

Z = A+Q−1BQ, (3.5)

where Q is a N ×N random matrix of Haar measure. For real symmetric matrices A and B it is suf-

ficient to consider orthogonal matrices Q, which can be generated from the QR decomposition [112]

of a Gaussian orthogonal matrix [79]. (This can be generalized readily to unitary and symplectic

matrices for complex and quaternionic Hamiltonians respectively.) The similarity transformation

Q−1 · Q applies a random rotation to the basis of B with respect to A. In the N → ∞ limit, the

DOS ρ(Z) converges to the free convolution A�B [342, 343].

The moment expansion above provides an error analysis via discrepancies between the kth mo-

ment of the exact DOS, µ(H)
k , and the free approximant, µ(A�B)

k . By definition, the exact moments

are [215]

µ
(H)
k = µ

(A+B)
k =

〈
(A+B)

k
〉
, (3.6)

where 〈Z〉 = E Tr (Z) /N denotes the normalized expected trace (NET) of the N × N matrix Z.

Expanding the (noncommutative) binomial produces a sum of joint moments 〈An1Bm1 · · ·AnrBnr 〉

with the positive integer exponents ns,ms summing to
∑r
s=1 (ns +ms) = k. The approximation of

freeness implies that the joint moments must obey, by definition [235], relations of the form

0 = 〈Πr
s=1 (Ans − 〈Ans〉) (Bms − 〈Bms〉)〉 (3.7a)

= 〈Πr
s=1A

nsBms〉+ lower order terms, (3.7b)

where the second equality results from the linearity of the NET. Testing for µ(A+B)
k 6= µ

(A�B)
k

then reduces to testing whether each centered joint moment of the form in (3.7a) is statistically

nonzero. Enumerating all unique joint moments of degree k is equivalent to the combinatorics of

binary necklaces, which can be generated efficiently [281].

The procedure we have described ascribes a degree k to the approximation ρ(H) ≈ ρ(A�B) given

the splitting H = A+B. For each positive integer n, we generate all unique centered joint moments

of degree n, and test if they are statistically nonzero. The lowest n for which there is at least one

such term is the degree of approximation k. This is our main result.
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3.4 Decomposition of the Anderson Hamiltonian

As a concrete example, we focus on the Anderson Hamiltonian [10]

H =


h1 J

J h2
. . .

. . . . . . J

J hN

 , (3.8)

where J is constant and the diagonal elements hi are identically and independently distributed

(iid) random variables with PDF ph (ξ). This is a real, symmetric tridiagonal matrix with circulant

(periodic) boundary conditions on a one-dimensional chain. Unless otherwise stated, we assume that

hi are normally distributed with mean 0 and variance σ2. We note that σ/J gives us a dimensionless

order parameter to quantify the strength of disorder.

So far, we have only required of the decomposition scheme H = A+B that ρ(A) and ρ(B) be easily

computable. Are certain choices intrinsically superior to others? For the Anderson Hamiltonian, we

consider two reasonable partitioning schemes:

H = A1 +B1 =


h1

h2

h3

. . .

+


0 J

J 0 J

J 0
. . .

. . . . . .

 (3.9a)

H = A2 +B2 =



h1 J

J 0

h3 J

J 0

. . .


+



0

h2 J

J 0

h4 · · ·
...

. . .


. (3.9b)

We refer to these as Scheme I and II respectively. In Scheme I, we have ρA1
= ph since A1 is

diagonal with each nonzero matrix element being iid. B1 is simply J multiplied by the adjacency

matrix of a one-dimensional chain, and therefore has eigenvalues λn = 2J cos (2nπ/N) [313]. The

DOS of B1 is ρB1
(ξ) =

∑N
n=1 δ (ξ − λn) which converges as N → ∞ to the arcsine distribution

with PDF pAS (ξ) = 1/
(
π
√

4J2 − ξ2
)

on the interval [−2 |J | , 2 |J |]. In Scheme II, we have that

ρA2
= ρB2

= ρX where ρX is the DOS of X =

 h1 J

J 0

. The matrix X has eigenvalues
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Figure 3-1: Calculation of the DOS, ρ(ξ), of the Hamiltonian H of (3.8) with M = 5000 samples of
2000× 2000 matrices for (a) low, (b) moderate and (c) high noise (σ/J=0.1, 1 and 10 respectively
with σ = 1). For each figure we show the results of free convolution defined in Scheme I (ρ(A1�B1);
black solid line), Scheme II (ρ(A2�B2); green dashed line) and exact diagonalization (ρ(H); red dotted
line).

ε± (ξ) = h1 (ξ) /2±
√
h2

1 (ξ) /4 + J2 and so

ρX (ξ) =

(
1 +

J2

ξ2

)
ph

(
ξ − J2

ξ

)
. (3.10)

3.5 Numerical free convolution

We now calculate the free convolution A � B numerically by sampling the distributions of A and

B and diagonalizing the free approximant (3.5). The exact DOS ρ(A+B) and free approximant

ρ(A�B) are plotted in Figure 3-1(a)–(c) for both schemes for low, moderate and high noise regimes

(σ/J =0.1, 1, 10 respectively). For Scheme I, we observe excellent agreement between ρ(H) and

ρ(A1�B1) across all values of σ/J , which is evident from visual inspection; in contrast, Scheme II

shows variable quality of fit. We can understand this difference using the procedure outlined above

to analyze the accuracy of the approximations ρ(H) ≈ ρ(A1�B1) and ρ(H) ≈ ρ(A2�B2). For Scheme I,

the approximation (3.2) is of degree k = 8; the discrepancy lies solely in the term
〈

(A1B1)
4
〉
[260].

Free probability expects this term to vanish, but its true value is nonzero. The matrix A1 weights

each path by a factor of h, while B1 weights each path by J and requires a hop to an adjacent site.

The explicit products of matrix elements can then be expressed diagrammatically with closed paths

as shown in Figure 3-2. Consequently, we can write explicitly
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+

+

Figure 3-2: Diagrammatic expansion of the term 〈A1B1A1B1A1B1A1B1〉 in terms of allowed paths
dictated by the matrix elements of A1 and B1 of Scheme I in (3.9a).

〈
(A1B1)

4
〉

= 〈hiJhi−1JhiJhi+1J〉+ 〈hiJhi+1JhiJhi−1J〉

+ 〈hiJhi−1JhiJhi−1J〉+ 〈hiJhi+1JhiJhi+1J〉

=2J4E (hi)
2 E
(
h2
i

)
+ 2J4E

(
h2
i

)2
= 0 + 2J4σ4, (3.11)

where the second equality follows from the independence of the hi’s. This explains why the agreement

between the free and exact PDFs is so good, as the leading order correction is in the eighth derivative

of ρ(A1�B1) with coefficient 2σ4J4/8! = (σJ)
4
/20160. In contrast, Scheme II is correct only to

degree k = 4, where the discrepancy lies in
〈
A2

2B
2
2

〉
. Free probability expects this to be equal to〈

A2
2B

2
2

〉
=
〈
A2

2

〉 〈
B2

2

〉
=
〈
X2
〉2

=
(
J2 + σ2/2

)2, whereas the exact value of this term is J2
(
J2 + σ2

)
.

Therefore, the error is in the fourth derivative of ρ(A�B) with coefficient
(
−σ4/4

)
/4! = −σ4/96.

3.6 Analytic free convolution

Free probability allows us also to calculate the limiting distribution of ρ(A�B) in the macroscopic

limit N → ∞ and M → ∞, allowing the cost of numerical sampling and matrix diagonalization to

be sidestepped entirely. The key tool is the R-transform r (w) = g−1 (w)− w−1 [340], where g−1 is

defined implicitly via the Cauchy transform (i.e. its retarded Green function)

w = lim
ε↓0

ˆ
R

ρ(A1) (ξ)

g−1 (w)− (ξ + iε)
dξ. (3.12)

For freely independent A and B, the R-transforms linearize the free convolution, i.e. R(A�B) (w) =

R(A) (w) + R(B) (w), and the PDF can be recovered from the Plemelj–Sokhotsky inversion formula
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Figure 3-3: DOS, ρ(ξ), of the Hamiltonian (3.8) with M = 5000 samples of 2000 × 2000 matrices
with (a) low, (b) moderate and (c) high semicircular on-site noise (σ/J=0.1, 1 and 10 respectively
with σ = 1), as calculated with exact diagonalization (red dotted line), free convolution (black solid
line), and perturbation theory with A1 as reference (blue dashed line) and B1 as reference (gray
dash-dotted line). The partitioning scheme is Scheme I of (3.9a).

by

ρ(A�B) (ξ) =
1

π
Im
((

g(A�B)
)−1

(ξ)

)
(3.13a)

g(A�B) (w) = R(A�B) (w) + w−1. (3.13b)

We apply this to Scheme I with each iid hi following a Wigner semicircle distribution with PDF

pW (ξ) =
√

4− ξ2/4π on the interval [−2, 2]. (The analytic calculation is considerably easier than

for Gaussian noise.) First, calculate the Green function G(A1) (z) =
(
z −
√
z2 − 4

)
/2. Next, take

the functional inverse g(A1) (w) =
(
G(A1)

)−1
(w) = w + 1/w. Subtracting 1/w finally yields the

R-transform r(A) (w) = w. Similarly with ρ(B1) = pAS , we find its Cauchy transform G(B1) (z) =

1/
√
z2 − 4J2, its functional inverse g(B1) (w) =

(√
1 + 4J2w2

)
/w, and the R-transform R(B1) (w) =(

−1 +
√

1 + 4J2w2
)
/w.

To perform the free convolution analytically, we add the R-transforms to get R(A1�B1) (w) =

R(A1) (w) +R(B1) (w), from which we obtain g(A1�B1) (w) = w+
(√

1 + 4J2w2
)
/w. The final steps

are to calculate the functional inverse
(
g(A1�B1)

)−1
and take its imaginary part to obtain ρ(A1�B1).

Unfortunately,
(
g(A1�B1)

)−1
cannot be written in a compact closed form; nevertheless, the inversion

can be calculated numerically. We present calculations of the DOS as a function of noise strength

σ/J in Figure 3-3, showing again that the free convolution is an excellent approximation to the exact

DOS.
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3.7 Comparison with other approximations

We compare the free approximations to the results of standard second-order matrix perturbation

theory [146], as shown in Figure 3-3. Unsurprisingly, perturbation theory produces results that vary

strongly with σ/J , and that the different series, based on whether A is considered a perturbation

of B or vice versa, have different regimes of applicability. Furthermore, it is clear even from visual

inspection that the second moment of the DOS calculated using second-order perturbation theory

is not always correct. In contrast, the free convolution produces results with a more uniform level

of accuracy across the entire range of σ/J , and that we have at least the first three moments being

correct [222].

It is also natural to ask what mean field theory, another standard tool, would predict. Inter-

estingly, the limiting behavior of Scheme I as N → ∞ is equivalent to both the coherent potential

approximation (CPA) [229, 230, 231] in condensed matter physics, and the Blue’s function formal-

ism in quantum chromodynamics for calculating one-particle irreducible self-energies [372]. The

breakdown in the CPA in the term
〈

(A1B1)
4
〉

is known [32, 327]; however, to our knowledge,

the magnitude of the deviation was not explained. Our error analysis framework provides such a

quantitative explanation.

Finally, we discuss the predictions of isotropic entanglement (IE) theory, which linearly interpo-

lates the fourth cumulant between the classical convolution ρ(A∗B) (ξ) =
´∞
−∞ ρ(A) (ξ) ρ(B) (x− ξ) dx

and the free convolution ρ(A�B) (ξ) [222, 223]. Given the eigenvalues ΛA, ΛB of the matrices A

and B, the classical convolution ρ(A∗B) (ξ) can be computed from the eigenvalues of the random

matrix Zcl = ΛA + Π−1ΛBΠ, where Π is a N ×N random permutation matrix. This compares with

the free convolution sampled from Z ′ = ΛA +Q−1ΛBQ, which has the same eigenvalues as the free

approximant 3.5 by orthogonal invariance of the Haar measure of Q. As discussed previously, the

lowest three moments of Z and H are identical; this turns out to be true also for Zcl [222]. Therefore,

IE proposes to interpolate via the fourth cumulant, with interpolation parameter p defined as

p =
κ

(H)
4 − κ(A�B)

4

κ
(A∗B)
4 − κ(A�B)

4

(3.14)

For Scheme I, IE always favors the free convolution limit (p = 0) over the classical limit (p = 1);

this follows from our previous analysis that κ(H)
4 = κ

(A1�B1)
4 . In Scheme II, however, we observe

the unexpected result that p is always negative regardless of the noise strength σ/J . From our

previous analysis, κ(A2+B2)
4 − κ(A2�B2)

4 = −σ4/4. Additionally, κ(A2∗B2)
4 6= κ

(A2�B2)
4 where the only

discrepancy lies is in the so-called departing term 〈A2B2A2B2〉 [222, 223]. This term contributes 0

to κ(A�B)
4 but has value

〈
A2

2

〉 〈
B2

2

〉
=
(
J2 + σ2/2

)2 in κ(A2∗B2)
4 , since for the classical convolution,

〈Πr
s=1 (Ans

2 Bms
2 )〉 =

〈
A

∑r
s=1 ns

2

〉〈
B

∑r
s=1ms

2

〉
. Thus p = −2

(
2
(
σ
J

)−2
+ 1
)−2

which is manifestly

negative.
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In conclusion, the accuracy of approximations using the free convolution depend crucially on the

way the Hamiltonian is partitioned. Scheme I describes an unexpectedly accurate approximation

for the DOS of disordered Hamiltonians for all system sizes N and noise strengths σ/J . Our error

analysis explains why this approximation is correct to degree 8, and also provides a general framework

for understanding the performance of other approximations. We expect our results to be generally

applicable to arbitrary Hamiltonians, and pave the way toward constructing even more accurate

approximations using free probability with rigorous error bars. Our results represent an optimistic

beginning to the use of powerful and highly accurate nonperturbative methods for studying the

electronic properties of disordered condensed matter systems regardless of the strength of noise

present. Thus, we expect these methods to be especially useful for studying the unique physics

enabled by noise.
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Chapter 4

Densities of states for disordered

systems from free probability: live

free or diagonalize!

We investigate how free probability allows us to approximate the density of states in tight binding

models of disordered electronic systems. Extending our previous studies of the Anderson model in

one dimension with nearest-neighbor interactions [54], we find that free probability continues to pro-

vide accurate approximations for systems with constant interactions on two- and three-dimensional

lattices or with next-nearest-neighbor interactions, with the results being visually indistinguishable

from the numerically exact solution. For systems with disordered interactions, we observe a small

but visible degradation of the approximation. To explain this behavior of the free approximation, we

develop and apply an asymptotic error analysis scheme to show that the approximation is accurate

to the eighth moment in the density of states for systems with constant interactions, but is only

accurate to sixth order for systems with disordered interactions. The error analysis also allows us

to calculate asymptotic corrections to the density of states, allowing for systematically improvable

approximations as well as insight into the sources of error without requiring a direct comparison to

an exact solution.

4.1 Introduction

Disordered matter is ubiquitous in nature and in manmade materials [377]. Random media such as

glasses [120, 101, 76], disordered alloys [221, 332], and disordered metals [122, 88, 85] exhibit unusual

properties resulting from the unique physics produced by statistical fluctuations. For example, dis-

ordered materials often exhibit unusual electronic properties, such as in the weakly bound electrons
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in metal–ammonia solutions [184, 51, 209], or in water [345, 275]. Paradoxically, disorder can also

enhance transport properties of excitons in new photovoltaic systems containing bulk heterojunction

layers [254, 213, 370] and quantum dots [19, 308], producing anomalous diffusion effects [38, 296, 133]

which appear to contradict the expected effects of Anderson localization [10, 327, 25]. Accounting

for the effects of disorder in electro-optic systems is therefore integral for accurately modeling and

engineering second–generation photovoltaic devices [80].

Disordered systems are challenging for conventional quantum methods, which were developed to

calculate the electronic structure of systems with perfectly known crystal structures. Determining

the electronic properties of a disordered material thus necessitates explicit sampling of relevant

structures from thermodynamically accessible regions of the potential energy surface, followed by

quantum chemical calculations for each sample. Furthermore, these materials lack long-range order

and must therefore be modeled with large supercells to average over possible realizations of short-

range order and to minimize finite-size effects. These two factors conspire to amplify the cost of

electronic structure calculations on disordered materials enormously.

To avoid such expensive computations, we consider instead calculations where the disorder is

treated explicitly in the electronic Hamiltonian. The simplest such Hamiltonian comes from the

Anderson model [10, 95], which is a tight binding lattice model of the electronic structure of a

disordered electronic medium. Despite its simplicity, this model nonetheless captures the rich physics

of strong localization and can be used to model the conductivity of disordered metals [327, 25, 83].

However, the Anderson model cannot be solved exactly except in special cases [125, 198], which

complicates studies of its excitation and transport properties. Studying more complicated systems

thus requires accurate, efficiently computable approximations for the experimental observables of

interest. While other methods exist to accurately treat similar tight binding models efficiently [135,

136, 317], they still require explicit sampling of many realizations of the disorder.

Random matrix theory offers new possibilities for developing accurate approximate solutions to

disordered systems [361, 24, 7] by treating the ensemble of disordered Hamiltonians all at once rather

than first sampling this ensemble and then averaging observables. In this chapter, we focus on using

random matrix theory to construct efficient approximations for the density of states of a random

medium. The density of states is one of the most important quantities that characterize an electronic

system, and a large number of physical observables can be calculated from it [172], including band

structure, precursors to absorption spectra [136, 210], chemisorption properties [127] and in turn

catalysis on surfaces [321, 265], and transition rates from Fermi’s Golden Rule [40]. In disordered

electronics, the shape of the density of states is a key predictor of charge carrier mobility [240,

324], and has found such application in organic photovoltaics [212], bulk heterojunctions [269], and

organic/polymer transistors [330, 319, 325]. Furthermore, it only depends on the eigenvalues of

the Hamiltonian and is thus simpler to approximate, as information about the eigenvectors is not
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needed.

The density of states is not a complete description of a physical system. Other interesting

observables, such as correlation functions and transport properties require knowledge of eigenvectors.

While not a solved problem, the application of random matrix methods to eigenvectors remains an

active area of research [26]. Some intriguing results that suggest it may be possible to calculate some

transport properties, such as localization lengths, solely from eigenvalue statistics [35]. Nonetheless,

the calculation of the density of states for real systems is already a sufficiently challenging problem,

and we focus on more complex models in this chapter, leaving open the future possibility of applying

free probability to more complex classes of observables in these models.

We have previously shown that highly accurate approximations can be constructed using free

probability theory for the simplest possible Anderson model, i.e. on a one-dimensional lattice with

constant nearest-neighbor interactions [54]. However, it remains to be seen if similar approxima-

tions are sufficient to describe more complicated systems, and in particular if the richer physics

produced by more complicated lattices and by off-diagonal disorder can be captured using such free

probabilistic methods.

In this chapter, we present a brief, self–contained introduction to free probability theory in Sec-

tion 4.2. We then develop approximations from free probability theory in Section 4.3 that generalize

our earlier study [54] in three ways. First, we develop analogous approximations for systems with

long range interactions, specializing to the simplest such extension of a one-dimensional lattices

with next-nearest-neighbor interactions. Second, we study lattices in two and three dimensions. We

consider square and hexagonal two-dimensional lattices to investigate the effect of coordination on

the approximations. Third, we also make the interactions random and develop approximations for

these systems as well. These cases are summarized graphically in Figure 4-1 and are representa-

tive of the diversity of disorder systems described above. Finally, we introduce an asymptotic error

analysis which allows us to quantify and analyze the errors in the free probability approximations

in Section 4.4.

4.2 Free probability

4.2.1 Free independence

In this section, we briefly introduce free probability by highlighting its parallels with (classical)

probability theory. One of the core ideas in probability theory [98] is how to characterize the

relationship between two (scalar-valued) random variables x and y. They may be correlated, so that

the joint moment 〈xy〉 is not simply the product of the individual expectations 〈x〉 〈y〉, or they may

be correlated in a higher order moment, i.e. there are some smallest positive integers m and n for

which 〈xmyn〉 6= 〈xm〉 〈yn〉. If neither case holds, then they are said to be independent, i.e. that
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Figure 4-1: The lattices considered in this chapter: (a) one-dimensional chain with nearest neighbor
interactions, (b) one-dimensional chain with many neighbors, (c) two-dimensional square lattice,
(d) two-dimensional hexagonal (honeycomb) lattice, (e) three-dimensional cubic lattice, and (f) one
dimensional-chain with disordered interactions.

all their joint moments of the form 〈xmyn〉 factorize into products of the form 〈xmyn〉 = 〈xm〉 〈yn〉.

For random matrices, similar statements can be written down if the expectation 〈·〉 is interpreted

as the normalized expectation of the trace, i.e. 〈·〉 = 1
NETr ·, where N is the size of the matrix.

However, matrices in general do not commute, and therefore this notion of independence is no

longer unique: for noncommuting random variables, one cannot simply take a joint moment of

the form 〈Am1Bn1 · · ·AmkBnk〉 and assert it to be equal in general to 〈Am1+···+mkBn1+···+nk〉.

The complications introduced by noncommutativity give rise to a different theory, known as free

probability theory, for noncommuting random variables [234]. This theory introduces the notion of

free independence, which is the noncommutative analogue of (classical) independence. Specifically,

two noncommutative random variables A and B are said to be freely independent if for all positive

integers m1,...,mk, n1,...,nk, the centered joint moment vanishes, i.e.

〈
Am1 Bn1 · · ·Amk Bnk

〉
= 0, (4.1)

where we have introduced the centering notation A = A−〈A〉. This naturally generalizes the notion

of classical independence to noncommuting variables, as the former is equivalent to requiring that all

the centered joint moments of the form 〈xm yn〉 vanish. If the expectation 〈A〉 is reinterpreted as the

normalized expectation of the trace of a random matrix A, then the machinery of free independence

can be applied directly to random matrices [342].
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4.2.2 Free independence and the R-transform

One of the central results of classical probability theory is that if x and y are independent random

variables with distributions pX (x) and pY (y) respectively, then the probability distribution of their

sum x+ y is given by the convolution of the distributions, i.e. [98]

pX+Y (y) =

ˆ ∞
−∞

pX (x) pY (x− y) dx. (4.2)

An analogous result holds for freely independent noncommuting random variables and is known as

the (additive) free convolution; this is most conveniently defined using the R-transform [234, 341,

304]. For a probability density p(x) supported on [a, b], its R-transform R (w) is defined implicitly

via

G(z) = lim
ε→0+

ˆ b

a

p(x)

z − (x+ iε)
dx (4.3a)

R(w) = G−1(w)− 1

w
. (4.3b)

These quantities have natural analogues in Green function theory: p (x) is the density of states, i.e.

the distribution of eigenvalues of the underlying random matrix; G(z) is the Cauchy transform of

p (x), which is the retarded Green function; and G−1 (w) = R (w) + 1/w is the self-energy. The

R-transform allows us to define the free convolution of A and B, denoted A�B, by adding the

individual R-transforms

RA�B (w) := RA (w) +RB (w) . (4.4)

This finally allows to state that if A and B are freely independent, then the sum A+B must satisfy

RA+B (w) = RA�B (w) . (4.5)

In general, random matrices A and B are neither classically independent nor freely independent.

However, we can always construct combinations of them that are always freely independent. One

such combination is A+Q†BQ, where Q is a random orthogonal (unitary) matrix of uniform Haar

measure, as applied to real symmetric (Hermitian) A and B [89]. The similarity transform effected

by Q randomly rotates the basis of B, so that the eigenvectors of A and B are always in generic

position, i.e. that any eigenvector of A is uncorrelated with any eigenvector of B [7]. This is the main

result that we wish to exploit. While in general A and B are not freely independent, and hence (4.5)

fails to hold exactly, we can nonetheless make the approximation that (4.5) holds approximately, and

use this as a way to calculate the density of states of a random matrix H using only its decomposition

into a matrix sum H = A + B. Our application of this idea to the Anderson model is described
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below.

4.3 Numerical results

4.3.1 Computation of the Density of States and its Free Approximant

We now wish to apply the framework of free probability theory to study Anderson models beyond

the one-dimensional nearest-neighbor model which was the focus of our initial study [54]. It is well-

known that more complicated Anderson models exhibit rich physics that are absent in the simplest

case. First, the one-dimensional Anderson Hamiltonian with long range interactions has delocalized

eigenstates at low energies and an asymmetric density of states, features that are absent in the

simplest Anderson model [70, 74, 75, 204, 273]. These long range interactions give rise to slowly

decaying interactions in many systems, such as spin glasses [101, 30] and ionic liquids [259]. Sec-

ond, two-dimensional lattices can exhibit weak localization [4], which is responsible for the unusual

conductivities of low temperature metal thin films [82, 27]. The hexagonal (honeycomb) lattice is of

particular interest as a tight binding model for nanostructured carbon allotropes such as carbon nan-

otubes [278] and graphene [141, 50], which exhibit novel electronic phases with chirally tunable band

gaps [126, 279] and topological insulation [49, 220]. Third, the Anderson model in three dimensions

exhibits nontrivial localization phases that are connected by the metal–insulator transition [10, 284].

Fourth, systems with off-diagonal disorder, such as substitutional alloys and Frenkel excitons in

molecular aggregates [377, 100], exhibit rich physics such as localization transitions in lattices of

any dimension [12], localization dependence on lattice geometry [148], Van Hove singularities [41],

and asymmetries in the density of states [100]. Despite intense interest in the effects of off-diagonal

disorder, such systems have resisted accurate modeling [32, 178, 94, 91, 320, 31, 295, 288, 287]. We

are therefore interested to find out if our approximations as developed in our initial study [54] can

be applied also to all these disordered systems.

The Anderson model can be represented in the site basis by the matrix with elements

Hij = giδij + Jij (4.6)

where gi is the energy of site i, δij is the usual Kronecker delta, and Jij is the matrix of interactions

with Jii = 0. Unless otherwise specified, we further specialize to the case of constant interactions

between connected neighbors, so that Jij = JMij where J is a scalar constant representing the inter-

action strength, andM is the adjacency matrix of the underlying lattice. Unless specified otherwise,

we also apply vanishing (Dirichlet) boundary conditions, as this reduces finite-size fluctuations in

the density of states relative to periodic boundary conditions. For concrete numerical calculations,

we also choose the site energies gi to be iid Gaussian random variables of variance σ2 and mean

106



0. With these assumptions, the strength of disorder in the system can be quantified by a single

dimensionless parameter σ/J .

The particular quantity we are interested in approximating is the density of states, which is one

of the most important descriptors of electronic band structure in condensed matter systems [172].

It is defined as the distribution

ρH (x) =

〈∑
j

δ (x− εj)

〉
(4.7)

where εj is the jth eigenvalue of a sample of H and the expectation 〈·〉 is the ensemble average.

To apply the approximations from free probability theory, we partition our Hamiltonian matrix

into its diagonal and off–diagonal components A and B. The density of states of A is simply

a Gaussian of mean 0 and variance σ2, and for many of our cases studied below, the density of

states of B is proportional to the adjacency matrix of well–known graphs [313] and hence is known

analytically. We then construct the free approximant

H ′ = A+QTBQ (4.8)

where Q is a random orthogonal matrix of uniform Haar measure as discussed in Section 4.2.2, and

find its density of states ρH′ . Specific samples of Q can be generated by taking the orthogonal part

of the QR decomposition [112] of matrix from the Gaussian orthogonal ensemble (GOE) [79]. We

then average the approximate density of states over many realizations of the Hamiltonian and Q

and compare it to the ensemble averaged density of states generated from exact diagonalization of

the Hamiltonian. We choose the number of samples to be sufficient to converge the density of states

with respect to the disorder in the Hamiltonian.

While this method is more costly than diagonalization of the exact Hamiltonian, it provides

a general and robust test for the quality of the free approximation for this exploratory study. A

far more efficient method would be to numerically compute the free convolution directly. The

Cauchy transform of the densities of states of A and B (equation 4.3a) can be computed via a

series expansion [242] . With careful numerics, the functional inverses of the Cauchy transform

can be computed, giving the R-transforms, which are then added (equations 4.3b and 4.4) [243].

This process is then inverted, where the inverse Cauchy transform is computed using Plemelj’s

lemma [137]. While this process is fairly straightforward, it has proven numerically challenging. As

such, we use equation 4.8 as a general and accurate test of the quality of the free approximation,

anticipating that further work could use the more efficient free convolution once the numerical issues

are solved.
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Figure 4-2: Comparison of exact density of states (lines) with free probability approximant (circles)
for the lattices in Figure 4-1, with (b) showing the case of n = 4 neighbors. Data are shown
for multiple values of a dimensionless parameter quantifying the strength of disorder to show the
robustness of this approximation. For (a-e), this parameter is σ/J , the ratio of the noisiness of
diagonal elements to the strength of off-diagonal interaction. In (f), the axis is chosen to be the
relative strength of off-diagonal disorder to diagonal disorder, σ∗/σ, with σ/J = 1.
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4.3.2 One-dimensional chain

We now proceed to apply the theory of the previous section to specific examples of the Anderson

model on various lattices. Previously, we had studied the Anderson model on the one-dimensional

chain [54]:

Hij = giδij + J (δi,j+1 + δi,j−1) , (4.9)

which is arguably the simplest model of a disordered system. Despite its simple tridiagonal form,

this Hamiltonian does not have an exact solution for its density of states, and many approximations

for it have been developed [369]. However, unlike the original Hamiltonian, the diagonal and off-

diagonal components each have a known density of states when considered separately. To calculate

the density of states of the Hamiltonian, we diagonalized 1000 samples of 1000× 1000 matrices, so

that the resulting density of states is converged with respect to both disorder and finite-size effects.

The results are shown in Figure 4-2(a), demonstrating that the free approximation to the density of

states is visually indistinguishable from the exact result over all the entire possible range of disorder

strength σ/J .
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4.3.3 One-dimensional lattice with non-neighbor interactions

Going beyond tridiagonal Hamiltonians, we next study the Anderson model on a one-dimensional

chain with constant interactions to n neighbors. The Hamiltonian then takes the form:

H1D
ij = giδij + J

[
n∑
k=1

δi,j+k + δi+k,j

]
. (4.10)

where we use the superscript to distinguish the one-dimensional many-neighbor Hamiltonian from

its higher dimensional analogs. Unlike the nearest-neighbor interaction case above, the density of

states is known to exhibit Van Hove singularities at all but the strongest disorder [327, 377].

We average over 1000 samples of 1000 × 1000 Hamiltonians, which as before ensures that the

density of states is numerically converged with respect to statistical fluctuations and finite-size

effects. We looked at the case of n = 2, ..., 6 neighbors with identical interaction strengths, and also

interaction strengths that decayed linearly with distance to better model the decay of interactions

with distance in more realistic systems. The free approximant is of similar quality in all cases. As

shown in Figure 4-2(b) for n = 4 neighbors, the free approximant reproduces these singular features

of the density of states, unlike perturbative methods which are known to smooth them out [8, 134].

The reproduction of singularities by the free approximant parallels similar observations found in

other applications of free probability to quantum information theory [223].

4.3.4 Square, hexagonal and cubic lattices

We now investigate the effect of dimensionality on the accuracy of the free approximant in three

lattices. First, we consider the Anderson model on the square lattice, with Hamiltonian:

H2D = B1D ⊗ I + I ⊗B1D +A (4.11)

where B1D is the off-diagonal part of the H1D defined in equation (4.10), I is the identity matrix

with the same dimensions as B1D, A is the diagonal matrix of independent random site energies of

appropriate dimension, and ⊗ is the Kronecker (direct) product. We have found that a square lattice

of 50× 50 = 2500 sites is the smallest lattice with negligible finite size fluctuations in the density of

states. As such, we calculated the density of states for 500 samples of 3600×3600 Hamiltonians. We

find that for both nearest-neighbors (shown in Figure 4-2(c)) and non-nearest-neighbors (specifically,

n = 2, ..., 6), the free approximation is again visually identical to the exact answer.

Second, we consider the honeycomb (hexagonal) lattice, which has a lower coordination number

than the square lattice. Its adjacency matrix does not have a simple closed form, but can nonetheless

be easily generated. For this lattice, we averaged over 1000 samples of matrices of size 968 × 968,

and applied periodic boundary conditions to illustrate their effect. As in the square case of the two
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dimensional grid model, the density of states of the honeycomb lattice with any number of coupled

neighbor shells is well reproduced by the free approximant (Figure 4-2(d)), even reproducing the

Van Hove singularities at low to moderate site disorder. Additionally, we see that the finite-size

oscillations at low disorder (σ/J ∼ 0.1) are also reproduced by the free approximation.

Third, we consider the Anderson model on a cubic lattice, whose Hamiltonian is:

H3D =
(
B1D ⊗ I ⊗ I

)
+
(
I ⊗B1D ⊗ I

)
+
(
I ⊗ I ⊗B1D

)
+A (4.12)

Figure 4-2(e) shows the approximate and exact density of states calculated from 1000 samples of

1000 × 1000 matrices. This represents a 10 × 10 × 10 cubic lattice which is significantly smaller in

linear dimension than the previously considered lattices. We therefore observed oscillatory features

in the density of states arising from finite-size effects. Despite this, the free approximant is still able

to reproduce the exact density of states quantitatively. In fact, if the histogram in Figure 4-2(e)

is recomputed with finer histogram bins to emphasize the finite-size induced oscillations, we still

observe that the free approximant reproduces these features.

4.3.5 Off-diagonal disorder

Up to this point, all of the models we have considered have only site disorder, with no off-diagonal

disorder. Free probability has thus far provided a qualitatively correct approximation for all these

lattices. To test the robustness of this approximation, we now investigate systems with random

interactions. The simplest such system is the one-dimensional chain, with a Hamiltonian of the

form:

Hij = giδij + hi (δi,j+1 + δi,j−1) . (4.13)

Unlike in the previous systems, the interactions are no longer constant, but are instead new random

variables hi. We choose them to be Gaussians of mean J and variance (σ∗)
2. There are now two

order parameters to consider: σ∗/J , the relative disorder in the interaction strengths, and σ∗/σ, the

strength of off-diagonal disorder relative to site disorder. As in the prior one-dimensional case, we

average over 1000 realizations of 1000× 1000 matrices.

We now observe that the quality of the free approximation is no longer uniform across all values of

the order parameters. Instead, it varies with σ∗/σ, but not σ∗/J . In Figure 4-2(f), we demonstrate

the results of varying σ∗/σ with σ/J = 1. In the limits σ∗/σ � 1 and σ∗/σ � 1, the free

approximation matches the exact result well; however, there is a small but noticeable discrepancy

between the exact and approximate density of states for moderate relative off-diagonal disorder,

though the quality of the approximation is mostly unaffected by the centering of the off-diagonal

disorder. In the next section, we will investigate the nontrivial behavior of the approximation with
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the σ∗/σ order parameter.

4.4 Error analysis

In our numerical experiments, we have found that the accuracy of the free approximation remains

excellent for systems with only site disorder, regardless of the underlying lattice topology or the

number of interactions that each site has. Details such as finite-size oscillations and Van Hove

singularities are also captured when present. However, when off-diagonal disorder is present, the

quality of the approximation does vary qualitatively with the ratio of off-diagonal disorder to site

disorder σ∗/σ as illustrated in Section 4.3.5, and the error is greatest when σ∗ ≈ σ. To understand

the reliability of the free approximant (4.8) in all these situations, we apply an asymptotic moment

expansion to calculate the leading order error terms for the various systems. In general, a probability

density ρ can be expanded with respect to another probability density ρ̃ in an asymptotic moment

expansion known as the Edgeworth series [53, 314]:

ρ (x) = exp

( ∞∑
m=1

κ(m) − κ̃(m)

m!

(
− d

dx

)m)
ρ̃ (x) (4.14)

where κ(m) is the mth cumulant of ρ and κ̃(m) is the mth cumulant of ρ̃. When all the cumulants

exist and are finite, this is an exact relation that allows for the distribution ρ̃ to be systematically

corrected to become ρ by substituting in the correct cumulants. If the first (n− 1) cumulants of ρ

and ρ̃ match, but not the nth, then we can calculate the leading-order asymptotic correction to ρ̃

as:

ρ(x) = exp

(
κ(n) − κ̃(n)

n!

(
− d

dx

)n
+ . . .

)
ρ̃(x) (4.15a)

=

(
1 +

κ(n) − κ̃(n)

n!

(
− d

dx

)n
+ . . .

)
ρ̃(x) (4.15b)

= ρ̃ (x) +
(−1)n

n!

(
κ(n) − κ̃(n)

) dnρ̃
dxn

(x) +O
(
dn+1ρ̃

dxn+1

)
(4.15c)

= ρ̃ (x) +
(−1)n

n!

(
µ(n) − µ̃(n)

) dnρ̃
dxn

(x) +O
(
dn+1ρ̃

dxn+1

)
(4.15d)

where on the second line we expanded the exponential eX = 1 +X + . . . , and on the fourth line we

used the well-known relationship between cumulants κ and moments µ and the fact that the first

n− 1 moments of ρ and ρ̃ were identical by assumption.

We can now use this expansion to calculate the leading-order difference between the exact density

of states ρH = ρA+B , and its free approximant ρH′ = ρA�B by setting ρ̃ = ρH′ and ρ = ρH in

(4.15d). The only additional data required are the moments µ(n)
H = 〈Hn〉 and µ

(n)
H′ =

〈
(H ′)

n〉,
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which can be computed from the sampled data or recursively from the joint moments of A and

B as detailed in the previous chapter. This then gives us a way to detect discrepancies, which

is to calculate successively higher moments of H and H ′ to determine whether the difference in

moments is statistically significant, and then for the smallest order moment that differs, calculate

the correction using (4.15d).

The error analysis also yields detailed information about the source of error in the free approxi-

mation. The nth moment of H is given by

µ
(n)
H = 〈Hn〉 = 〈(A+B)

n〉 =
∑

m1,n1,...,mk,nk∑k
j=1mj+nj=n

〈Am1Bn1 · · ·AmkBnk〉 , (4.16)

where the last equality arises from expanding (A+B)
n in a noncommutative binomial series. If A

and B are freely independent, then each of these terms must satisfy recurrence relations that can be

derived from the definition (4.1) [53]. Exhaustively enumerating and examining each of the terms

in the final sum to see if they satisfy (4.1) thus provides detailed information about the accuracy of

the free approximation.

We now apply this general error analysis for the specific systems we have studied. It turns out

that the results for systems with and without off-diagonal disorder exhibit different errors, and so

are presented separately below.

4.4.1 Systems with constant interactions

We have previously shown that for the one-dimensional chain with nearest-neighbor interactions, the

free approximant is exact in the first seven moments, and that the only term in the eighth moment

that differs between the free approximant and the exact H is
〈

(AB)
4
〉
[54]. The value of this joint

moment can be understood in terms of discretized hopping paths on the lattice [361]. Writing out

the term
〈

(AB)
4
〉

explicitly in terms of matrix elements and with Einstein’s implicit summation

convention gives:

〈
(AB)

4
〉

=
1

N
E (Ai1i2Bi2i3Ai3i4Bi4i5Ai5i6Bi6i7Ai7i8Bi8i1) (4.17a)

=
1

N
E ((gi1δi1i2) (JMi2i3) (gi3δi3i4) (JMi4i5) (gi5δi5i6) (JMi6i7) (gi7δi7i8) (JMi8i1))

(4.17b)

=
1

N
E
(
gi1gi2gi3gi4J

4Mi1i2Mi2i3Mi3i4Mi4i1

)
. (4.17c)

From this calculation, we can see that each multiplication by A weights each path by the site energy

of a given site, gi, and each multiplication by B weights the path by J and causes the path to hop to
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a coupled site. The sum therefore reduces to a weighted sum over returning paths on the lattice that

must traverse exactly three intermediate sites. The only paths on the lattice with nearest-neighbors

that satisfy these constraints are shown in Figure 3(a), namely (i1, i2, i3, i4) = (k, k + 1, k, k + 1),

(k, k + 1, k + 2, k + 1), (k, k − 1, k, k − 1), and (k, k − 1, k − 2, k − 1) for some starting site k. The

first path contributes weight E
(
g2
kg

2
k+1

)
J4 = E

(
g2
k

)
E
(
g2
k+1

)
J4 = σ4J4 while the second term has

weight E
(
gkg

2
k+1gk+2

)
J4 = E (gk)E

(
g2
k+1

)
E (gk+2) J4 = 0. Similarly, the third and fourth paths

also have weight σ4J4 and 0 respectively. Finally averaging over all possible starting sites, we

arrive at the final result that
〈

(AB)
4
〉

= 2σ4J4 with periodic boundary conditions and
〈

(AB)
4
〉

=

2 (1− 1/N)σ4J4 with vanishing boundary conditions. We therefore see when N is sufficiently large,

the boundary conditions contribute a term of O (1/N) which can be discarded, thus showing the

universality of this result regardless of the boundary conditions.

Applying the preceding error analysis, we observe that the result from the one-dimensional chain

generalizes all the other systems with constant interactions that we have studied; the only difference

being that the coefficient 2 is simply replaced by n, the number of sites accessible in a single hop

from a given lattice site. In order to keep the effective interaction felt by a site constant as we scale

n, we can choose J to scale as 1√
n
. In this case, the free approximation converges to the exact result

as 1
n .

We can generalize the argument presented above to explain why
〈(
AB
)4〉

is the first nonzero

joint centered moment, and thus why the approximation does not break down before the eighth

moment. Consider centered joint moments of the form:

〈
Aa1Bb1Aa2Bb2 . . . AanBbn

〉
(4.18)

for positive integers {ai, bi} such that
∑
i(ai + bi) ≤ 8. Since A is diagonal with iid elements, all

powers of An are also diagonal with iid elements, and so An = 0. Centered higher powers of B,

Bn, couple each site to other sites with interaction strengths Jn, but after centering, the diagonal

elements of Bn are zero and multiplication by Bn still represents a hop from one site to a different

coupled site. Therefore, the lowest order nonzero joint centered moment requires at least four hops,

so n ≥ 4 is the smallest possible nonzero term, but but the only term of this form of eighth order or

lower is the one with ai = bi = 1, i.e. the term
〈

(AB)
4
〉
.

4.4.2 Random interactions

When the off-diagonal interactions are allowed to fluctuate, the free approximation breaks down in

the sixth moment, where the joint centered moment
〈(

AB2
)2
〉

fails to vanish. We can understand

this using a generalization of the hopping explanation from before. In this case, B2 contains nonzero

diagonal elements, which corresponds to a nonzero weight for paths that stay at the same site. Thus,
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Figure 4-3: (a) Diagrammatic representation of the four paths that contribute to the leading order
error for the case of a two-dimensional square lattice with constant interactions and nearest neigh-
bors. Dots contribute a factor of gi for site i. Solid arrows represent a factor of J . Each path
contributes J4

〈
g2
a

〉 〈
g2
b

〉
= σ4J4 to the error. (b) Build up of the diagrammatic representation the

leading order error in the case of a 1D chain with off-diagonal disorder. The two dashed arrows
contribute a factor of µ4 − µ2

2. Because of the disorder in the interactions, multiplication by B2

allows loops back to the same site. The first of these loops,
〈
AB2

〉
, has zero expectation value

because it contains an independent random variable of mean zero as a factor. Once two loops are
present, the expectation value instead contains this random variable squared, which has nonzero
expectation value.
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Table 4.1: Coefficients of the leading-order error in the free probability approximation in the Edge-
worth expansion (4.15d).

Order Term Coefficient
1D 8 (AB)

4
J̃4σ4/ (2 · 8!)

2D square 8 (AB)
4

J̃4σ4/ (4 · 8!)

2D honeycomb 8 (AB)
4

J̃4σ4/ (3 · 8!)

3D cube 8 (AB)
4

J̃4σ4/ (6 · 8!)

1D with n nearest-neighbors 8 (AB)
4

J̃4σ4/ (2n · 8!)

1D with off-diagonal disorder 6
(
AB2

)2
σ2
(
µ4 − µ2

2

)
/6!

(
AB2

)2

contains a path of nonzero weight that starts at a site and loops back to that site twice

(shown in Figure 3(b)). The overall difference in the moment of the exact distribution from that

in the free distribution is 2σ2
(
µ4 − µ2

2

)
, where µ4 and µ2 are the fourth and second moments of

the off-diagonal disorder. As above, the σ2 component of this difference can be understood as the

contribution of the two As in the joint centered moment. The other factor, 2
(
µ4 − µ2

2

)
, is the weight

of the path of two consecutive self-loops. The sixth moment is the first to break down because, as

before, we must hop to each node on our path twice in order to avoid multiplying by the expectation

value of mean zero, and
(
AB2

)2 is the lowest order term that allows such a path.

We summarize the the leading order corrections and errors in Table 4.1. At this point, we

introduce the quantity J̃ =
√

2nJ , which is an aggregate measure of the interactions of any site with

all its 2n neighbors. As can be seen, the discrepancy occurs to eighth order for all the studied systems

with constant interactions, with a numerical prefactor indicative of the coordination number of the

lattice, and the factor of 1/8! strongly suppresses the contribution of the error terms. Furthermore,

for any given value of the total interaction J̃ , the error decreases quickly with coordination number

2n, suggesting that the free probability approximation is exact in the mean field limit of 2n → ∞

neighbors. This is consistent with previous studies of the Anderson model employing the coherent

potential approximation.[327, 230, 231] In contrast, the system with off-diagonal disorder has a

discrepancy in the sixth moment, which has a larger coefficient in the Edgeworth expansion (4.15d).

This explains the correspondingly poorer performance of our free approximation for systems with

off-diagonal disorder. Furthermore, the preceding analysis shows that only the first and second

moments of the diagonal disorder σ contribute to the correction coefficient, thus showing that this

behavior is universal for disorder with finite mean and standard deviation.

4.5 Conclusion

Free probability provides accurate approximations to the density of states of a disordered system,

which can be constructed by partitioning the Hamiltonian into two easily-diagonalizable ensembles

and then free convolving their densities of states. The previous chapter showed that this approxi-
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mation worked well for the one-dimensional Anderson model partitioned into its diagonal and off-

diagonal components. Our numerical and theoretical study described above demonstrates that the

same approximation scheme is widely applicable to a diverse range of systems, encompassing more

complex lattices and more interactions beyond the nearest-neighbor. The quality of the approxima-

tion remains unchanged regardless of the lattice as long as the interactions are constant, with the

free approximation being in error only in the eighth moment of the density of states. When the

interactions fluctuate, the quality of the approximation worsens, but remains exact in the first five

moments of the density of states.

Our results strongly suggest that free probability has the potential to produce high-quality ap-

proximations for the properties of disordered systems. In particular, our theoretical analysis of the

errors reveals universal features of the quality of the approximation, with the error being character-

ized entirely by the moments of the relevant fluctuations and the local topology of the lattice. This

gives us confidence that approximations constructed using free probability will give us high-quality

results with rigorous error quantification. This also motivates future investigations towards con-

structing fast free convolutions using numerical methods for R-transforms,[243] which would yield

much faster methods for constructing free approximations. Additionally, further studies will be

required to approximate more complex observables beyond the density of states, such as conductiv-

ities and phase transition points. These will require further theoretical investigation into how free

probability can help predict properties of eigenvectors, which may involve generalizing some promis-

ing initial studies linking the statistics of eigenvectors such as their inverse participation ratios to

eigenvalue statistics such as the spectral compressibility [173, 35].
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Chapter 5

Density matrix embedding in an

antisymmetrized geminal product

wavefunction

Density matrix embedding theory (DMET) has emerged as a powerful tool for performing wave

function-in-wave function embedding for strongly correlated systems. In traditional DMET, an

accurate calculation is performed on a small impurity embedded in a mean field bath. Here, we

extend the original DMET equations to account for correlation in the bath via an antisymmetrized

geminal power (AGP) wave function. The resulting formalism has a number of advantages. First, it

allows one to properly treat the weak correlation limit of independent pairs, which DMET is unable

to do with a mean-field bath. Second, it associates a size extensive correlation energy with a given

density matrix (for the models tested), which AGP by itself is incapable of providing. Third, it

provides a reasonable description of charge redistribution in strongly correlated but non-periodic

systems. Thus, AGP-DMET appears to be a good starting point for describing electron correlation

in molecules, which are aperiodic and possess both strong and weak electron correlation.

5.1 Introduction

Accurate description of the electron correlation of molecules and materials is crucial for predicting

their physical and chemical properties. Kohn-Sham Density Functional Theory (DFT)[143, 179] has

enjoyed great success for large, weakly correlated systems, and has been routinely used as a compro-

mise between accuracy and cost. However, it is now well known that most DFT approximations fail

to describe strong correlation: for example, almost all DFT functionals break down for Mott insu-

lators and transition metal oxides [255, 59]. Certain wave function methods, on the other hand, are
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more reliable for treating strong correlation in small molecular systems [282, 360, 52, 283, 274, 44].

Unfortunately, they have significant limitations due to their steep computational scaling and thus

cannot easily be applied to large and bulk systems. In particular, all correlated wave function meth-

ods will face an inevitable challenge in solids because of the computational effort required to evaluate

the integration over the Brillouin zone [140]. Hence, it has become important to find new reliable

and feasible descriptions of both weak and strong correlations for large systems.

In the last decade, much progress has been made on this problem, and it has attracted widespread

attention. The central motivation is that electron correlation is local [266, 277, 15, 130]. This fact

makes it possible to treat the whole system by decomposing it into a small local system (sometimes

called an impurity) and its extended environment (sometimes called a bath) where the former is

accurately treated under the influence of the latter. In other words, a small, tractable impurity

system is embedded in the rest of system, where the impurity and bath interact with each other in

some approximate but self-consistent manner. This system-bath breakup is the basis for a number

of important forms of embedding.

On the one hand, subsystem DFT[66, 359] achieves this breakup at the level of densities -

the density for the system is decomposed into an impurity (the subsystem) and a bath such that

ρimp(r) + ρbath(r) = ρtotal(r). Although the method was originally conceived as a route to DFT-

in-DFT embedding with the expectation of linear scaling computational cost, it has more recently

found success as a wave function-in-DFT embedding scheme. The energy of ρimp(r) is then com-

puted using a high level of theory while ρbath(r) can be treated at a lower level of theory. In this

case, the high level calculation is subject to a constraint potential vimp(r) that forces the correlated

density to match ρimp(r). The resulting wavefunction-in-DFT embedding scheme can quite success-

fully describe systems where the subsystem has little correlation or coherence with the bath. For

example, it has been used to describe molecules at surfaces [115], proteins [154], organic molecular

crystals [232], and molecules in solution [20].

An alternative approach to the density embedding scenario is dynamical mean-field theory

(DMFT) [217, 203, 107, 106]. Here, instead of embedding densities, one embeds the Green’s func-

tion. A local impurity Green’s function is constructed self-consistently with a larger bath Green’s

function. The local Green’s function is determined by employing a quantum impurity solver (usually

with high-level many-body theories or full configuration interaction (FCI)). The impurity Green’s

function is then used to construct the corresponding local self-energy. Self-consistency is obtained by

performing this calculation on each fragment (with the other fragments as a bath) and iterating until

the self energy converges. DMFT has been applied to solids with great success [219, 252, 29, 206, 73],

and was recently extended to finite systems as well [155, 197, 333].

In practice, DMFT can be quite demanding, owing to the frequency integrals implicit in the

Green’s function formalism. Recently, Density Matrix Embedding Theory (DMET) has been pro-
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posed as a simplified version of DMFT that still captures the same basic physics [175, 176]. Instead

of using the Green’s function, DMET employs a frequency-independent variable: the one-particle

density matrix (DM),
〈
â†i âj

〉
. The information of the wave function is mapped onto its DM, and

self-consistency is achieved by matching the DMs between the impurity solver and mean-field bath

wave function, i.e. Hartree-Fock (HF). In this sense, DMET is intermediate between subsystem

DFT and DMFT: it attempts to maintain the simple matching conditions of subsystem DFT while

still incorporating the important strong correlation physics of DMFT. DMET accomplishes this feat

by rigorously defining the impurity and bath in Fock space through Schmidt decomposition of the

mean-field wave function [258, 257]. Importantly, the Schmidt decomposition represents the bath

using the same number of states as the impurity, and thus greatly reduces the size of the active

space for the quantum impurity solver. Despite its simplicity, DMET is accurate for the 1- and

2-dimensional Hubbard models [175] and simple chemical models such as hydrogen rings [176]. It

has been further simplified by Bulik et al. to density embedding theory (DET) [46], where only the

electron density is matched, with impressive performance on realistic infinite systems [45].

In this chapter, we will extend the original DMET to include a correlated bath. The original

DMET, hereafter called HF-DMET, uses a HF bath (i.e. FCI-in-HF embedding) and thus the

bath density matrix is not flexible enough to represent correlated systems because it must always

be idempotent. This can cause convergence problems as well as unexpected wrong behaviors in

the non-interacting limit (as we will discuss later), essentially because the DM cannot be matched

exactly even when the embedding should be exact. To remedy this problem, we specifically use

the antisymmetrized geminal power (AGP) [227, 33, 60, 187] wave function for the bath. Because

AGP can obtain any N-representable one particle density matrix [211] FCI-in-AGP embedding can

enforce exact density matrix matching even though the bath is only approximate. This feature

has significant benefits for making DMET robust and well-behaved. As a side benefit, because the

DMET scheme becomes exact in the limit of FCI-in-FCI, it is expected that using a correlated bath

(FCI-in-AGP in our case) will lead to a systematic improvement of the approximation.

We organize this chapter as follows. We will first discuss the shortcomings of HF-DMET in

more detail in Section 5.2. In Section 5.3 we outline the steps required for AGP-DMET, noting that

AGP can be viewed as number-projected Hartree-Fock-Bogoliubov (PHFB) [39, 355], where HFB’s

broken electron number symmetry is restored by a projection operator [294, 289]. Therefore, one

can rely on the mean field nature of HFB to significantly ease the complexity of employing an AGP

bath. Section 5.4 shows our results on illustrative examples of the Hubbard model and its variants,

including an alternating ABAB Hubbard model and a stochastic Hubbard-Anderson model. Finally,

we conclude this chapter and discuss future directions for DMET in Section 5.5.
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5.2 Motivation: DMET and independent pairs

5.2.1 DMET equations

Given a decomposition of N orbitals into Nimp “impurity” (or system) orbitals and N −Nimp “bath”

(or environment) orbitals, any many particle wave function (including the exact ground state wave

function) can be decomposed as a sum over products of impurity states (α) times bath states (β):

|Ψ〉 =

M∑
I=1

λI |αI〉 |βI〉 (5.1)

This decomposition is known as the Schmidt decomposition of the wave function [258, 257]. The

intriguing thing about this decomposition is that the length of the expansion (M) is limited by

the lesser of two things: the number of states available to the impurity and the number of states

available to the bath. Thus, in the common scenario where the impurity has a very small number of

states available to it, the Schmidt decomposition is very compact, even for a complicated |Ψ〉 and a

large bath.

In practice, it is very difficult to get the bath states without knowing the full wave function to

begin with. Thus, DMET takes the pragmatic path of approximating the bath states using a low

level of theory, typically mean field. In this case, the action of the full Hamiltonian

Ĥ ≡
N∑

pq=1

hpqâ
†
pâq +

N∑
pqrs=1

vpqrsâ
†
pâ
†
qâsâr (5.2)

in the Schmidt space can be exactly reproduced by the action of a reduced Hamiltonian

Ĥred ≡
2Nimp∑
pq=1

hpq ĉ
†
pĉq +

2Nimp∑
pqrs=1

vpqrsĉ
†
pĉ
†
q ĉsĉr (5.3)

in a space of fictitious quasiparticles [175, 176]. The first Nimp of the creation/destruction opera-

tors ĉ†p/ĉp are identical to the corresponding creation/destruction operators in the impurity. The

remaining operators are linear combinations of the bath creation/destruction operators defined in

such a way that whenever p is occupied in the Schmidt decomposition of Ψ, p+Nimp is empty and

vice versa. More details on the algebra of how these quasi-operators are defined for a Hartree-Fock

state can be found in Ref. [46].

Now, for small numbers of impurity orbitals, the ground state wavefunction corresponding to

the Hamiltonian of Eq. 5.3 can be found either exactly using CI[318, 175], or very accurately using

coupled cluster[22, 45] or density matrix renormalization group [360] methods. Thus, the flow in

DMET is: 1) Pick a good mean field description for the bath; 2) Construct the corresponding

reduced Hamiltonian; (Eq. 5.3) 3) Solve for the ground state of Ĥimp; 4) Report the energy of the

impurity (with no bath) as the expectation value of
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†ĉq

pq=1

2Nimp

∑

+ Vpqrsĉp
†ĉq
†ĉsĉr
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Figure 5-1: A summary of the DMET algorithm.

Ĥimp ≡
Nimp∑
p=1

2Nimp∑
q=1

hpq ĉ
†
pĉq +

2Nimp∑
qrs=1

vpqrsĉ
†
pĉ
†
q ĉsĉr

 . (5.4)

For an aperiodic system, one can break the system up into disjoint subsystems, perform DMET on

each subsystem, and then reconstruct the total energy by adding up the impurity energies (Eq. 5.4)

for each fragment.

The only uncertain piece of the DMET algorithm is how one picks a “good” mean field description

of the bath. Physically, one expects that a good mean field description of a given subsystem will be

one that resembles what one would have obtained by doing DMET on the same subsystem. That

is, ΨMF ≈ ΨDMET, at least locally. Different DMET algorithms choose to enforce this approximate

condition in different ways [175, 176, 45], all of which focus on the DM in the Schmidt space

Ppq =
〈
ĉ†q ĉp

〉
. (5.5)

One can then match either the full matrix, impurity-impurity block of the matrix, or the diagonal

elements of the matrix (with the latter being referred to as density embedding theory, or DET[45,

46]). For the duration of this chapter we will consider only DMET matching the impurity-impurity

block

(
PMF
pq ≡

) 〈
â†qâp

〉
MF

=
〈
â†qâp

〉
CI

(
≡ PCIpq

)
(5.6)

for simplicity. Similar results and arguments can be found with the other matching conditions.

In order to enforce the matching condition, DMET borrows from subsystem DFT and adds an
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additional (nonlocal) potential v̂imp to each impurity

v̂imp =

Nimp∑
pq=1

vimppq â†pâq. (5.7)

The mean field wave function is chosen to be the ground state of the original Ĥ plus this impurity

potential

ΨMF = min
Φ∈{Determinants}

〈
Ĥ + v̂imp

〉
. (5.8)

The impurity Hamiltonian then depends on v̂imp in two ways. First, there is a direct dependence,

as the matrix elements involving bath states are computed using v̂imp. Second, there is an indirect

dependence that arises because the Schmidt states are determined by ΨMF, which in turn depends

on v̂imp.

We thus have that both PMF and PCI depend on v̂imp, so that the matching condition becomes

PMF
pq (v̂imp) = PCIpq (v̂imp) [p, q ∈ Impurity] . (5.9)

The number of parameters (in v̂imp) is exactly equal to the number of unknowns (in PMF) and thus

the proper adjustment of v̂imp in practice can lead to exact fulfillment of the matching conditions.

In some ways, Eq. 5.9 can be thought of as a self-consistency condition: one chooses the potential

so that the impurity DM used in the Schmidt decomposition exactly matches the impurity DM

obtained from doing an exact calculation in this Schmidt space. Putting all the pieces together, the

resulting DMET algorithm is summarized in Figure 5-1.

5.2.2 Independent pairs

Now, let us consider a system of two noninteracting electron pairs in a minimal basis - for example,

two LiH/STO-3G molecules (with frozen cores) infinitely far from each other. Consider the situation

illustrated in Figure 5-2 where one runs DMET on this system with two impurity sites. In this case,

the Schmidt decomposition is fairly easy: the impurity orbitals are just the orbitals on one of the LiH

molecules and the bath quasi-orbitals are just the physical orbitals on the other LiH molecule. Thus,

the Schmidt Hamiltonian is exactly equal to the full Hamiltonian and DMET with two impurity

orbitals should be exact for this case.

However, to this point we have neglected the effects of self-consistent density matching. It is clear

from the argument above that DMET is exact if the impurity potential (v̂imp) is zero. Unfortunately,

it is in general not zero when the bath is a mean field so that DMET fails to be exact in this simple

case. To see why this is so, note that because the two orbital pairs are infinitely far apart, the one

particle DM will be block diagonal. Both for the CI
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Impurity BathSchmidt Decomposition

Figure 5-2: A pair of infinitely separated minimal basis LiH molecules. One molecule is chosen to
be the system, and the other serves as a bath. In this case, one obtains the same Hamiltonian in
the Schmidt basis as in the full basis.

PCI =

 PCI
ii 0

0 PCI
bb

 (5.10)

and the mean field

PMF =

 PMF
ii 0

0 PMF
bb

 (5.11)

the DM consists of impurity-impurity and bath-bath blocks. The matching condition that we want

to satisfy is then

PMF
ii (v̂imp) = PCI

ii (v̂imp) (5.12)

In order for DMET to be exact, this condition would need to be satisfied when v̂imp = 0. However,

this cannot be because the mean field DM must be idempotent (PP = P) whereas the CI density

matrix will generally be sub-idempotent (PP < P). In general, there exists no potential that can

make the CI density idempotent, and so the exact matching condition cannot be satisfied for the

simple case of noninteracting pairs.

In order for Eq. 5.12 to be satisfied even in a least squares sense, one needs to apply an impurity

potential to the system. This potential will perturb the DMET solution, leading to an incorrect

result for non-interacting pairs. We note that a similar but weaker condition holds for DET. It is
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possible to apply a potential so that the densities of the MF and CI states match on the impurity.

However, once again, this potential will typically not be zero so that DET is not exact for this case

either.

To illustrate the inexact nature of DMET for noninteracting pairs, we consider a simple four site

Hubbard Hamiltonian [149, 93]

Ĥ =
∑
ij,σ

hij â
†
iσâjσ +

∑
i

Un̂i�n̂i� (5.13)

where the first term includes all one electron terms and the second describes on-site electron repulsion

with strength U . The one electron Hamiltonian takes the form

h ≡


ε t 0 0

t 0 0 0

0 0 ε t

0 0 t 0

 (5.14)

which describes two identical noninteracting pairs (1,2) and (3,4). The orbitals are coupled within

a pair by a hopping term t and the odd orbitals are higher in energy by an amount ε compared to

the even orbitals. The model mimics our example of two LiH/STO-3G molecules (with frozen cores)

infinitely far from one another. For a particular set of parameters (t=1, ε=0.3, U=8) it is easy to

show that the exact answer for this system is ECI = −0.086 (per site), which is identical to what

DMET gives when v̂imp = 0. However, once the matching condition is satisfied, v̂imp 6= 0 and we

find EDMET = −.416 so that DMET is clearly not exact for this case.

5.3 Theory

In order to allow DMET to be exact for noninteracting pairs, it is clear that we need more

flexibility in the DM. Specifically, we need to describe the environment by a correlated wave function,

so that the DM can be sub-idempotent. With this in mind, it becomes clear that the AGP wave

function [227, 187, 60] is an ideal candidate for the environment. The AGP wave function is compact

[61], its computational scaling is similar to that of HF, it is easy to compute matrix elements between

AGP states [289], and most importantly, a suitably chosen AGP wave function can reproduce any

physical DM [211]. In what follows, we start by briefly reviewing the basic properties of an AGP

wave function.
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5.3.1 The AGP wave function

The AGP wave function is built out of a single two-electron function (the geminal). Because it

describes two electrons, this geminal can be expanded in terms of orbital products:

g (x1, x2) ≡
∑
ij

cijφi (x1)φj (x2) . (5.15)

The AGP wavefunction for 2M electrons can then be succinctly written as [227]

ΨAGP (x1, x2, x3, . . . xM ) ≡ A [g (x1, x2) g (x3, x4) . . . g (x2M−1, x2M )] (5.16)

where A is the antisymmetrizer. The resulting wave function clearly resembles gM , motivating the

geminal power name.

For our purposes, the real space expression for ΨAGP is inconvenient, as it is not clearly related

to any mean field state, making the Schmidt decomposition tedious. Toward this end, we note that

the ΨAGP is closely related to the HFB wave function [39, 355, 307]. In HFB, one mixes the creation

and destruction operators to create new quasi-particle operators

γ̂i ≡
N∑
j

(
Ujiâj + Vjiâ

†
j

)

γ̂†i ≡
N∑
j

(
U∗jiâ

†
j + V ∗jiâj

)
. (5.17)

One then creates a mean field out of these quasi-particles

|ΨHFB〉 ≡
N/2∏
i=1

γ̂i |0〉 (5.18)

where |0〉 is the true vacuum containing no electrons. Note that because the quasi-operators mix

creation and destruction operators, ΨHFB will not typically have a well-defined number of electrons.

The AGP wave function can be obtained from the HFB wave function by projecting it on to the

desired number of electrons [39, 355]

|ΨAGP 〉 = P̂M |ΨHFB〉 . (5.19)

Here P̂M is an operator that multiplies all states withM electrons by 1 and multiples all other states

by 0. It has been known for several decades [272] that this projection can be efficiently written as

an integral
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P̂M |ΨHFB〉 =
1

2π

ˆ 2π

0

ei(N̂−M)θ |ΨHFB〉 dθ

=
1

2π

ˆ 2π

0

e−iMθ |ΨHFB (θ)〉 dθ (5.20)

where N̂ is the number operator and on the second line we have used the fact that eiN̂θ |ΨHFB〉 can

be written as a new HFB wave function |Ψ(θ)〉 with Uij → Uije
iθ and Vij → Vije

−iθ. Finally, one

notes that the integral over θ can be evaluated by quadrature to give

|ΨAGP 〉 =
∑
j

wj |ΨHFB (θj)〉 . (5.21)

Thus the AGP wave function can be exactly written as a sum of mean-field HFB wave functions.

5.3.2 AGP schmidt decomposition

We are now in a position to write out the Schmidt decomposition for the AGP state. First, we note

that each Schmidt state can be obtained from the parent wave function by an appropriate operator

|αI〉 |βJ〉 = P̂IJ |Ψ〉 . (5.22)

For example, with one impurity orbital and a state that conserves particle number

|��〉 |〉 = N1n̂i�n̂i� |Ψ〉

|�〉 |�〉 = N2n̂i� (1− n̂i�) |Ψ〉

|�〉 |�〉 = N3 (1− n̂i�) n̂i� |Ψ〉

|〉 |��〉 = N4 (1− n̂i�) (1− n̂i�) |Ψ〉 (5.23)

where the Ni are appropriate normalization constants.

Note that we are now using a more general basis than in equation 5.1. We have included cross

terms for two reasons. First, by including these terms, we can write the Hamiltonian in the Schmidt

space as a second quantized two body operator, which allows us to use standard full CI algorithms.

Second, we are using the Schmidt decomposition of the AGP bath wavefunction as an approximation

to the Schmidt space of the full CI wavefunction. We then perform a full CI calculation to refine

this approximation. By including the cross terms (i.e. I 6= J), we give the full CI wavefunction

greater variational flexibility.

We can combine Eq. 5.22 with our expansion of the AGP wave function to write the matrix
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elements of the Hamiltonian in the AGP Schmidt basis as

〈αI | 〈βJ | Ĥ |αK〉 |βL〉 = 〈ΨAGP | P̂IJĤP̂KL |ΨAGP 〉

=
∑
i

wi 〈ΨHFB (θi)| P̂IJĤP̂KL
∑
j

wj |ΨHFB (θj)〉

=
∑
ij

wiwj 〈ΨHFB (θi)| P̂IJĤP̂KL |ΨHFB (θj)〉 (5.24)

so that the matrix elements of Ĥ in the AGP Schmidt basis can be efficiently computed as a weighted

sum of matrix elements between mean field HFB states. The matrix elements between the HFB

states can in turn be computed using a reduced Hamiltonian akin to Eq. 5.3 as we now show.

5.3.3 HFB matrix elements

We now need three key pieces of information in order to evaluate the matrix elements in Eq. 5.24.

First, we need to decompose the state into its Schmidt components, i.e. P̂IJ |ΨHFB〉. Second, we

need the Hamiltonian matrix elements between two arbitrary HFB states. To simplify the discussion,

we present a set of equations specific to the case of one impurity site. Finally, we need to rotate the

HFB state, |ΨHFB(θ)〉 = e−iθN̂ |ΨHFB〉. A lengthier discussion of the general case can be found in

Appendix 5.6.

For one-site, the four electron configurations of the Schmidt space of an HFB wave function can

be written by applying number operators:

|��〉 |〉 = n̂i�n̂i� |ΨHFB〉 (5.25)

|�〉 |�〉 = n̂i� (1− n̂i�) |ΨHFB〉 (5.26)

|�〉 |�〉 = n̂i� (1− n̂i�) |ΨHFB〉 (5.27)

|〉 |��〉 = (1− n̂i�) (1− n̂i�) |ΨHFB〉 (5.28)

These wave functions are not easy to evaluate using the standard form of the HFB wave function,

but the Thouless form proves useful. The Thouless form of the HFB wave function is given by [326]:

|ΨHFB〉 = exp

(
1

2

∑
kl

Zkla
†
k�a
†
l�

)
|0〉 (5.29)

where the Z is a matrix of coefficients, defined as V∗U∗−1. In this form, we can readily remove an

alpha or beta electron from the wave function by deleting a row or column (respectively) of the Z
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matrix. Let Z(µν̄) denote a Z matrix with row µ and column ν set to zero. Then, for example:

|〉 |��〉 = (1− n̂i�) (1− n̂i�) |ΨHFB〉 = exp

(
1

2

∑
kl

Z
(īi)
kl a

†
k�a
†
l�

)
|0〉 . (5.30)

We can now construct the basis in Eqs. 5.25-5.28 as a linear combination of these “truncated”

HFB states:

|〉 |��〉 = (1− n̂i�) (1− n̂i�) |ΨHFB〉 ≡
∣∣∣Ψ(ii)

HFB

〉
(5.31)

|�〉 |�〉 = (1− n̂i�) |ΨHFB〉 −
∣∣∣Ψ(ii)

HFB

〉
≡
∣∣∣Ψ(i)

HFB

〉
−
∣∣∣Ψ(ii)

HFB

〉
(5.32)

|�〉 |�〉 = (1− n̂i�) |ΨHFB〉 −
∣∣∣Ψ(ii)

HFB

〉
≡
∣∣∣Ψ(i)

HFB

〉
−
∣∣∣Ψ(ii)

HFB

〉
(5.33)

|��〉 |〉 = |ΨHFB〉 −
∣∣∣Ψ(i)

HFB

〉
−
∣∣∣Ψ(̄i)

HFB

〉
+
∣∣∣Ψ(īi)

HFB

〉
(5.34)

where we have introduced
∣∣∣Ψ(kl)

HFB

〉
to mean the truncated state without an alpha electron in k and

a beta electron in l.

In order to evaluate matrix elements between two HFB states, we employ the generalized Wick’s

Theorem [272]. Given two HFB states, |Φ〉 and |Ψ〉, whose Thouless coefficient matrices are ZΦ and

ZΨ,

〈Φ| Ĥ |Ψ〉
〈Φ |Ψ〉

=
∑
pq

hpqP
ΨΦ
qp +

1

2

∑
pqrs

vpqrsP
ΨΦ
rp PΨΦ

sq +
1

4

∑
pqrs

vpqrsκ
ΨΦ∗
pq κΨΦ

sr , (5.35)

where the transition density matrix and pairing matrix are defined as

PΨΦ = −ZΨ
(
1− ZΦ∗ZΨ

)−1
ZΦ∗, (5.36)

κΨΦ = ZΨ
(
1− ZΦ∗ZΨ

)−1
, (5.37)

κΦΨ∗ =
(
1− ZΦ∗ZΨ

)−1
ZΦ∗. (5.38)

The norm overlap is given by the Onishi theorem [244, 272]:

〈Φ |Ψ〉 = ±
√

det [1− ZΦ∗ZΨ]. (5.39)

Note that the sign of the square root is undetermined in this form. However, we are using a singlet-

pairing HFB reference with real orbitals, which allows us to rewrite Eq. 5.39 as:

〈Φ |Ψ〉 = det
[
1 + zΦ(T )zΨ

]
(5.40)
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where the lowercase letter indicates the αβ block of the coefficient matrix, i.e.:

Z =

 0 z

−zT 0

 . (5.41)

This result now has a well-defined phase.

Finally, in order to Schmidt decompose a number-projected HFB state (as in Eq. 5.24), we need

to know how to produce the rotated HFB state in the Thouless form. Due to its exponential form,

the rotation is facile in this representation:

|ΨHFB (θ)〉 = eiN̂θ |ΨHFB〉 = exp

(
1

2

∑
kl

e2iθZklc
†
k�c
†
l�

)
|0〉 . (5.42)

Combining these equations, we reach the central result of this section: a means of evaluating

the matrix elements in Eq. 5.24 in terms of Wicks theorem involving a two-body operator in the

impurity+entangled space for one impurity site.

5.4 Results and discussion

5.4.1 Verification of embedding equations

We verified the accuracy of our code for evaluating the matrix elements between Schmidt states by

using a house-built Full CI code. Specifically, for a small number of total sites (N < 15), one can

represent the state |Ψ〉 as a vector in the many electron Hilbert space. A state like n̂in̂j |Ψ〉 can

then be directly evaluated by operating successive one electron operators (e.g. n̂i) on the vector

that represents |Ψ〉. Finally, matrix elements between states (e.g. 〈Φ| n̂i(1− n̂j)Ĥn̂in̂j |Ψ〉) can be

evaluated using standard Full CI energy evaluation routines. By implementing this, we are able to

verify that our equations are correct for a random Ĥ and random left and right states, providing a

powerful proof of the accuracy both of the derivation and the implementation.

5.4.2 Results for model hamiltonians

5.4.2.1 The Hubbard model

To evaluate the performance of our AGP embedding method, we look at a number of extensions to the

Hubbard model [149, 93], a simple lattice model of electron correlation. The Hubbard Hamiltonian

is given in the lattice site basis by:
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ĤHub = −t
N∑
〈i,j〉

∑
σ∈{�,�}

â†iσâjσ + U

N∑
i

n̂i�n̂i�. (5.43)

The first term creates nearest-neighbor one electron hopping, while the second term is an on-site two

electron repulsion. The model is governed by one dimensionless parameter, U/t, that determines

correlation strength: as this parameter increases, the system becomes more strongly correlated.

The one dimensional Hubbard model can be solved exactly via the Bethe Ansatz [196]. However,

in what follows we will also be interested in variations of this model that can only be solved nu-

merically by, for example, DMRG [52]. For the sake of consistency, then, we use a one-dimensional

Hubbard lattice with 30 sites with periodic boundary conditions. This allows us to strike a compro-

mise: we can use DMRG as a sufficiently “exact” answer, while still having a large enough lattice

to be bulk-like. We employ the Block DMRG code [292] with M=2000 to obtain our reference

numbers.

Results for the Hubbard model at various fillings and correlation strengths are shown in Figure

5-3, where for HF-DMET we have used one and two impurity sites, respectively denoted as HF(1)

and HF(2). At low correlation strengths (U/t = 1), the AGP bath, like its HF counterpart, is

visually indistinguishable from the exact answer. As correlation strength increases, the AGP and

HF results diverge: HF embedding performs better for medium fillings, while AGP outperforms

at low and high fillings. Perhaps most importantly, AGP embedding is numerically exact for every

value of U and every number of sites when there are only two electrons. This result is to be expected,

as the AGP and FCI wave functions are identical in this case.

In general, one expects that the quality of DMET results should improve as the bath wave

function improves. As can be proven mathematically, DMET is exact for FCI-in-FCI embedding,

while it is only approximate for FCI-in-HF embedding [176]. As the AGP wave function is clearly

closer to FCI than HF is, one might expect AGP-DMET to always be better than HF-DMET. The

fact that this is not the case suggests there is some cancellation of errors in HF-DMET for this case.

Nonetheless, both methods perform fairly well for this model.

5.4.2.2 Non-interacting AB Dimers

Now that we have established that the AGP-DMET prescription is at least as accurate as HF-

DMET for the crucial case of the Hubbard model, we turn our attention to noninteracting pairs of

sites as discussed in section 5.2.2. To connect this to the Hubbard model that we know works well,

we create noninteracting pairs by adding two terms to Eq. 5.43: we add an alternating coupling term

to zero out the hopping interaction between every second site and a potential bias δ on alternating
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Figure 5-3: Filling dependence of the ground state energy of the Hubbard Hamiltonian (Eq. 5.43)
at various correlation strengths. AGP and HF denote the bath wave function, and numbers in
parenthesis are the number of sites in the impurity. We use DMRG as an exact answer to account
for finite size effects, though the Bethe Ansatz [196] is visually identical on this scale.

sites:

ĤABAB = ĤHub + t

N∑
〈i even,j〉

∑
σ∈{�,�}

â†iσâjσ + δ

N∑
i even

∑
σ∈{�,�}

n̂iσ, (5.44)

This Hamiltonian describes an infinite number of noninteracting AB dimers and is identical to

Eq. 5.14 when N = 4. The model now has two dimensionless parameters, U/t and δ/t. This new

parameter introduces a one-electron potential on every second site, creating pairs of adjacent “A”

and “B” sites.

Within a dimer, the potential difference between the “A” site and the “B” site leads to unequal

charge sharing, similar to what would be observed in an ionic bond. Between dimers, the interaction

is zeroed out by the removal of the hopping term. Again, just like the example in the introduction,

DMET will be exact for this as long as the self-consistency conditions are ignored.

This model is interesting because we do not know the electron populations on each site a priori,

as opposed to ĤHub where all the lattice sites are equally occupied. If we use two sites in our

impurity, then the total number of electrons becomes well-defined. But for one site embedding

(which might be preferred for computational reasons) the ABAB model presents a challenge: does

the density matrix matching condition result in correct populations? In order to solve this problem

for one-site embedding, we modify the original DMET to have two equal and opposite fictitious

bath potentials: one that repeats on every A site and one on every B site. We then perform the
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embedding calculation twice, once each for an A site and a B site. Finally, the two bath potentials

are optimized to satisfy the DMET matching condition for both sites.

Results for this model are shown in Figure 5-4. Looking first at the one-site data, both HF-

DMET and AGP-DMET give reasonable though not exact energies. The AGP data are somewhat

better, but the trends are both good. For two site embedding, AGP-DMET becomes exact (not

shown). Meanwhile, for two sites, HF-DMET fails to find an exact match for the density matrix

and the least squares solution gives qualitatively incorrect behavior: the energies are poor and the

slope is inaccurate. [Note: The two-site DMET does give the correct answer for the case of δ = 0,

but for the wrong reason; it still fails to converge, but the correct initial guess is a local (and

perhaps global) minimum.] We thus see the problem outlined in the introduction clearly laid out:

for weakly interacting systems, the self-consistency condition in HF-DMET can actually make the

results significantly worse. AGP-DMET essentially fixes this problem - the results are acceptable

with one site and exact for two site embedding (as they should be).

We note that these results also suggest size-extensivity of our method: we have tested AGP-

DMET on strongly (δ = 1) and weakly (δ = 0) interacting infinite systems and recovered an

extensive correlation energy for both. We can make an argument about how our method achieves

size-extensivity. The total energy in DMET is the sum of the energies of the embedded fragments.

Thus, the total energy will be size extensive as long as the correlation energy of each embedded

fragment is non-vanishing. This should be the case if the fragments are chosen to be localized,

where practically any impurity solver will give a finite correlation energy. Because the fragments

are finite in size (and required to be small by computational limitations), even a non-size-extensive

correlation method (e.g. CISD, AGP) will give a finite correlation energy, resulting in a size-extensive

total energy.

5.4.2.3 ABAB Solid

Next, we examine a hybrid of the previous two examples: a Hubbard model with broken translational

symmetry:

ĤABAB = ĤHub + δ

N∑
i even

∑
σ∈{�,�}

n̂iσ, (5.45)

but again with periodic boundary conditions. Physically, this Hamiltonian could be crudely analo-

gized to a one dimensional ionic solid.

Results for this model from embedding in a HF and an AGP bath are shown in Figure 5-5. Again,

the one site embeddings are quite good: AGP-DMET is slightly better, but the slopes are essentially

correct. At first blush, two site embedding for HF-DMET appears to improve matters. The one-
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Figure 5-4: δ dependence of ground state energy of the non-interacting Hamiltonian (Eq. 5.44) at
half-filling and correlation strength U/t = 8.

and two-site results are essentially indistinguishable for δ = 0 (which corresponds to the original

Hubbard model) and the two site results get closer to the exact results when δ 6= 0. However, similar

behavior is seen for the non-interacting limit (the δ 6= 0 energies are systematically lower than δ = 0)

and in that case the δ 6= 0 results are clearly wrong. The drop in energy when δ 6= 0 is more muted

here, but is likely coming from the same source - the self-consistent density is systematically worse

than the non-self-consistent density for δ 6= 0. The only reason the energies are better is cancellation

of errors - the initial energy is too high, and the error lowers the energy. Because DMET is not

variational, a lower energy does not imply a better approximation to the ground state. As a result,

in this case we see that the flaws of the HF-DMET matching condition even have an impact on a

strongly interacting system where the matching can be performed exactly.

5.4.2.4 Hubbard-Anderson Model

Finally, in order to test the limits of our AGP embedding method, we turn to the Hubbard-Anderson

model[11]. This model combines the two electron correlation of the Hubbard Hamiltonian with the

site disorder of the Anderson model:

ĤABAB = ĤHub +

N∑
i

gi(0, σ
2)

∑
σ∈{�,�}

â†iσâiσ (5.46)
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Figure 5-5: δ dependence of ground state energy of ĤABAB (Eq. 5.45) at half-filling and correlation
strength U/t = 8. The “AGP(1)-C” series were produced by a constrained embedding as described
in the text of the Hubbard-Anderson Model section.

where the gi are normally distributed random site energies with mean 0 and variance σ2. We use

this model to show the benefits of embedding over an AGP treatment of correlation. We note

that because of the random gi, the Hubbard-Anderson model is not a single Hamiltonian but an

ensemble of many Hamiltonians. In this context, it only makes sense to consider results that have

been obtained by sampling many, many such Hamiltonians.

Results for σ = 2 with M = 26 are shown in Figure 5-6. For the purposes of this model, it

is not computationally feasible to perform a self-consistent optimization of the embedding wave

function at each site for every realization of the Hamiltonian. Instead, we perform a more limited

simulation where the embedded wave function is constrained to match the populations of the overall

AGP embedding wave function, in a scheme we will call AGP-C. This approximation is reasonably

accurate. For example, in the ABAB Hubbard model from the previous section, AGP-C is essentially

the same as full AGP-DMET for δ < 0.4 and clearly better than HF-DMET for all δ < 1. (See

Figure 5-5) We thus expect that the AGP-C numbers here will be representative of the results of

full AGP-DMET embedding for this problem.

In Figure 5-6 we show the average energies of the AGP-C and DMRG calculations as a function of

U/t. Clearly the trends observed for the pure Hubbard model are maintained even when a random,

non-symmetric potential is added. Finally, we also plot the standard AGP wave function result to

show that embedding dramatically improves the correlation energy; as correlation strength, U/t,

increases, the bare AGP gives increasingly poor results. This is to be expected because the AGP
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correlation energy is not size consistent, while AGP-DMET is. Thus, even though AGP and AGP-

DMET are based on the same density matrix here, the correlation energy per site in AGP is very

small, while the correlation energy from AGP-DMET for these randomly selected Hamiltonians is

clearly very accurate at any correlation strength.

The Hubbard-Anderson model also provides an opportunity to examine the computational scaling

of AGP-DMET. The two potential limiting steps are the cost of the full CI calculation and the

cost of integral transformation (equation 5.24). For our case of one impurity site, the integral

transformation is the rate limiting step. For N total orbitals and Nimp orbitals per embedded

fragment, each fragment requires O
[
N3 logN

]
work for this transformation, and there are N

Nimp

fragments, resulting in a scaling of O
[
N4 logN
Nimp

]
. In principle, this scaling compares favorably to

other correlated methods.

5.5 Conclusions

The recently proposed density matrix embedding theory has proven successful for many strongly

correlated systems. However, in its original formulation, the density matrix matching condition

of DMET has a problem; for many systems, including some trivial cases, it cannot be exactly

satisfied. This problem stems from the mean field nature of the underlying bath wave function;

its idempotent density matrix cannot match the correlated density matrices of embedded wave

135



functions. To solve this problem, we have proposed to embed an impurity in a correlated wave

function: the antisymmetrized geminal power in place of the mean field wave function, i.e. HF.

The AGP reference has the advantages that it can have any one-particle density matrix, making

the exact matching condition possible in theory, and that it is one step closer to the FCI-in-FCI

embedding limit.

In order to perform DMET with the AGP bath, we have developed equations for Schmidt decom-

position of the AGP wave function. The idea behind it is that AGP is regarded as number-projected

HFB. Therefore, AGP-DMET essentially boils down to Schmidt decomposition of the HFB wave

function followed by number symmetry projection. We applied this AGP embedding to several prob-

lems beyond the basic Hubbard model to demonstrate some of the strengths of AGP embedding. It

was shown that the AGP bath can solve the two-electron system exactly, confirming the exactness

of DMET mapping. AGP embedding is also able to yield the site energy correctly when interaction

is zero (or very weak) between impurity and bath, while HF-DMET especially with two impurity

sites breaks down due to the lack of proper self-consistency.

Moving forward, this chapter suggests a number of interesting directions for future research

related to DMET. First, the ambiguous results with the existing matching condition suggest there is

something wrong with the current DMET self-consistency conditions. In particular, it does not seem

physically reasonable that mean field embedding should fail for non-interacting fragments. Is there

a DMET matching condition that consistently improves the quality of results and is still exact for

cases where DMET ought to be exact? Second, it will be interesting to look at DMET for excited

states. In this light, projected wave functions like AGP are particularly interesting as it can be

difficult to obtain excited wave functions that have the correct symmetry in HF, and projection can

restore that symmetry, providing a good bath wave function for a particular excited state. Finally,

it will be extremely interesting to apply these kinds of ideas to realistic molecular systems, as has

been done with the original HF-DMET [176, 45].

5.6 Appendix: Second Quantized Matrix Elements for AGP

Embedding

In section 5.3.3, we introduce equations for one-site embedding in AGP via the Thouless form of

the HFB wave function. While this form is quick and numerically favorable, it does not provide a

way to do embedding for more than one impurity site. For this, we need to reformulate the Schmidt

decomposition in terms of the HFB quasiorbitals.

Any HFB state can be specified by its quasiparticle coefficients
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W =

 V∗

U∗

 (5.47)

Here W is a 2N×N matrix that contains the coefficients of the N “occupied” quasi-orbitals in terms

of the 2N creation and destruction operators. To maintain normalization, we want W to be unitary

W†W = VTV∗ + UTU∗ = 1. (5.48)

In analogy to Hartree-Fock, we can also specify the HFB state in terms of its quasiparticle density

matrix (qDM) [272]

R = W†W =

 V∗VT V∗UT

U∗VT U∗UT

 =

 P κ

−κ∗ 1−P∗

 =

 〈
â†â
〉
〈ââ〉〈

â†â†
〉 〈

ââ†
〉
 (5.49)

where, in the last equality we have defined the density matrix (P) and the pairing matrix (κ) that

determine the HFB state. The qDM is idempotent (RR = R) and has trace N (the number of

quasi-particles) making it the analog of the DM familiar from HF theory.

Because the HFB state is completely determined by R, every expectation value for a given HFB

state is also determined by R [272]. Thus, for example

〈ΨHFB | Ĥ |ΨHFB〉
〈ΨHFB |ΨHFB〉

=
∑
pq

hpqPqp +
1

2

∑
pqrs

vpqrsPrpPsq +
1

4

∑
pqes

vpqrsκ
∗
pqκsr. (5.50)

Likewise, it is possible to work out every matrix element involving the Schmidt projection operators

PIJ and Ĥ in terms of R.

Much as was the case for Hartree-Fock [258, 257, 176], we want to use the qDM to define

some impurity orbitals and some entangled orbitals. In order to deal with the special status of the

impurity orbitals, we will re-order the indices of R. Specifically, we will re-order the indices so that

particles and holes alternate and all the impurity operators (i, j, k, l...) come first followed by the

bath operators (a, b, c, d...). Call the re-ordered R→ R.

Now, define τai = Rai. τ contains the portion of R that describes coherence with the impurity.

Thus, ~τi is a good candidate for the coefficients of the bath orbital that is entangled with the impurity

i. Note that there are 2Nimp vectors here, as there is one for each impurity creation operator and

one for each destruction operator. These vectors are not orthonormal, but we can orthogonalize

them

υ ≡ S−1/2τ
[
S ≡ τ †τ

]
(5.51)
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and then define the transformation to the impurity+entangled basis as

T ≡

 1 0

0 υ

 . (5.52)

We can then transform the density matrix into the impurity+entangled basis by

Q ≡ T†RT (5.53)

Now, Q is idempotent (QQ = Q) and so we can make a unitary transformation to bring it into

canonical form [272]

Q = U†QU =

 P K

K 1− P

 (5.54)

where

Pij = niδij

Kij = kiδij . (5.55)

We can further transform the Hamiltonian into the canonical basis

h ≡ U†T†hTU

v ≡
[
U†T† ⊗U†T†

]
v [TU⊗TU] (5.56)

and also express the bath portion of the qDM

Qbath ≡R−TUQU†T†. (5.57)

Note that all of this algebra is analogous to the Hartree-Fock case [46].

In terms of these quantities, the matrix elements of the full Hamiltonian in the Schmidt basis

are reproduced by the reduced Hamiltonian

Ĥred ≡ E
[
Qbath

]
+

4Nimp∑
pq=1

fpq
[
Qbath

]
ĉ†pĉq +

4Nimp∑
pqrs=1

vpqrsĉ
†
pĉ
†
q ĉsĉr (5.58)

where E
[
Q̄bath

]
is the HFB energy (Eq. 5.50) associated with the bath qDM and f

[
Q̄bath

]
is the

quasi-Fock matrix associated with the bath qDM [307]. Eq. 5.58 allows one to compute the matrix
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elements of the Hamiltonian between any two Schmidt states for a single ΨHFB.

Now, in order to evaluate Eq. 5.24 we need to be able to evaluate matrix elements between

the Schmidt states of two different HFB parent states (i.e. different states for the bra and the

ket). Thankfully, as is the case for HF [200], the algebra here is only minorly different than the

symmetric, bra=ket case. Assume these two states (Φ and Ψ) have quasiparticle coefficients WΦ

and WΨ, respectively. Then the overlap between the occupied quasi-orbitals is

SΦΨ = WΦ†WΨ (5.59)

If the states are individually normalized, then the overlap is then given by

〈Φ |Ψ〉 = PfSΦΨ (5.60)

where ’Pf’ denotes the Pfaffian.

We can then go on to define the transition quasiparticle density matrix via

RΨΦ ≡WΨ
(
SΦΨ

)−1
WΦ† ≡

 PΨΦ κΨΦ

κΦΨ∗ 1−PΨΦT

 . (5.61)

Like the qDM, the transition qDM is idempotent and has trace N . 1 However, it is not Hermitian

(i.e. κΨΦ 6= κΦΨ(T ) and PΨΦ† 6= PΨΦ). Instead, the left and right vectors correspond, respectively,

to the ket and bra states Ψ and Φ.

In analogy to the symmetric case, in the asymmetric case, any normalized matrix element between

Φ and Ψ can be worked out in terms of the transition qDM. For example, Eq. (5.35) can be easily

seen. One can therefore perform the same transformations as was done for the symmetric (bra=ket)

case to compute matrix elements in the Schmidt space when the left and right states are distinct:

• Define left (τLai = Ria) and right (τRai ≡ Rai) entangled vectors and biorthogonalize them so

that υL†υR = 1.

• Build the left

TL ≡

 1 0

0 υL

 (5.62)

and right

TR ≡

 1 0

0 υR

 (5.63)

1Note that if S has a zero eigenvalue, then the proper interpretation of S−1 is as a pseudo-inverse. In this situation,
the trace of R will be equal to the rank of S.

139



transformation matrices.

• Build the canonical system+impurity density matrix Q̄LR = UL†TL†RLRTRUR

• Transform the Hamiltonian into the canonical basis

h
LR ≡ UL†TL†hTRUR

vLR ≡
[
UL†TL† ⊗UL†TL†]v [TRUR ⊗TRUR

]
(5.64)

and also express the bath portion of the qDM

Q̄LRbath =R−TLULQUR†TR†. (5.65)

• Finally, evaluate Matrix elements in the Schmidt space using Eq. 5.58.

We have attempted to verify these results for more complicated cases than single site embedding but

have thus far been stymied by the difficulty of maintaining the proper overall phase of the matrix

elements in performing the grid integration. Thus, at this point the second quantized form of the

equations is more of a curiosity than a real computational tool.
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Chapter 6

Bootstrap embedding

Strong correlation poses a difficult problem for electronic structure theory, with computational cost

scaling quickly with system size. Fragment embedding is an attractive approach to this problem. By

dividing a large complicated system into smaller manageable fragments "embedded" in an approx-

imate description of the rest of the system, we can hope to ameliorate the steep cost of correlated

calculations. While appealing, these methods often converge slowly with fragment size because of

small errors at the boundary between fragment and bath. We describe a new electronic embedding

method, dubbed "Bootstrap Embedding," a self-consistent wavefunction-in-wavefunction embedding

theory that uses overlapping fragments to improve the description of fragment edges. We apply this

method to the one dimensional Hubbard model and a translationally-asymmetric variant, and find

that it performs very well for energies and populations. We find Bootstrap Embedding converges

rapidly with embedded fragment size, overcoming the surface-area-to-volume-ratio error typical of

many embedding methods. We anticipate that this method may find lead to a low-scaling, high

accuracy treatment of electron correlation in large molecular systems.

6.1 Introduction

The computational cost of accurate electronic structure calculations typically rises superlinearly with

system size. A potential approach to this problem is fragment embedding: divide the system into

smaller fragments and treat each small fragment individually at a high level of theory. To account

for the interaction of the fragment with its surroundings, each fragment is embedded in a bath that

mimics the influence of the rest of the system on the fragment. Fragment embedding then amounts

to a method for describing this bath and the fragment’s interaction with it. There are many methods

for fragment embedding, including fragment molecular orbital methods [171, 96, 97, 169, 367], divide

and conquer [368, 110], partition density functional theory [90], frozen density embedding [66, 359],

subsystem density functional theory [154, 114], and many more.
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Figure 6-1: Four different fragment partitionings (A, B, C, D) for the same molecule. In Boot-
strap Embedding, all four partitionings are used and the overlapping portions of the fragments are
constrained to match.

One promising new method for fragment embedding is Density Matrix Embedding Theory

(DMET) [175, 176], a wavefunction-in-wavefunction theory that treats the embedded fragment as

an open quantum system entangled to its bath. A powerful feature of this approach is that frag-

ments can in principle be chemically bonded to the bath, allowing for embedded calculations of

large strongly coupled systems, such as molecules. DMET has shown great potential for treatment

of strong correlation, in particular for the Hubbard model [149, 93] and for periodic systems [45].

As with many fragment embedding methods, much of DMET’s error arises from its description

of the edges of the embedded fragment and their interaction with the bath. The center of the

fragment, the “most embedded” part, is best described as it feels the effects of the approximate bath

least. Meanwhile, the edges of the fragment, adjacent to the bath, can be as strongly coupled to the

approximate bath as they are to the more accurate center of the fragment. The approximate nature

of this edge-bath interaction then leads to a large and dominant source of error; we will later see

numerically that the overall correlation energy error in DMET is proportional to the surface area to

volume ratio of the embedded fragment. For a one dimensional system of length L, this results in

a slow 1
L convergence (see Figure 6-4). The convergence is even slower in higher dimensions (L−1/d

for d dimensions), leading to the common result that, while small fragments can give reasonable

results, increasing fragment size produces only very slow convergence to the exact result.

In this chapter, we take a fragment embedding approach: divide a molecule into many separate

142



fragments, perform an embedded calculation on each fragment, and then recombine the results. At

the outset, we must partition the molecule into fragments. There may be many such choices that

have similar fragment size, similar surface-to-volume ratio, and thus similar accuracy (see Figure

6-1). Although similar in shape and size, the fragments in Figure 1 aren’t equivalent: the atoms

at the edge of fragment A sit at the center of fragment C. Therefore, they are better described

in fragment C than in fragment A. The idea is then to improve the accuracy of fragment A by

matching its edge atoms to their replicas in the center of fragment C. This leads to what we will

call “Bootstrap Embedding”: we partition the system in multiple ways, with overlapping fragments.

Then, we use the centers of fragments in one partitioning to improve the edges of fragments in

another partitioning. This way, we remove the inaccurate description of edge atoms. By matching

centers to edges in various partitionings and requiring self-consistency, the fragment embedding

calculation can “bootstrap” itself.

6.2 Theory

Before further describing Bootstrap Embedding, we will briefly summarize the key tools from DMET

on which it is based. The fundamental idea underlying DMET is the Schmidt decomposition [257,

258, 174]. Given the exact wavefunction for a system with N states overall and Nf states chosen to

comprise our fragment (which we assume to be a minority), we can decompose the full wavefunction

as

|Ψ〉 =

Nf∑
i

λi |αi〉 |βi〉 , (6.1)

where |αi〉 are the fragment states and |βi〉 are an equal number of effective bath states. Remarkably,

this new wavefunction is exact despite being represented by only Nf pairs of states. However, we

do not in general know the exact wavefunction.

The key approximation of DMET is to describe the effective bath states at a lower level of theory,

in this case mean field (MF). Then, these bath states,
∣∣βMF
i

〉
, result from the Schmidt decomposition

of the MF wavefunction for our system. We can then project the electronic Hamiltonian,

Ĥ =

N∑
pq

hpqâ
†
pâq +

N∑
pqrs

vpqrsâ
†
pâ
†
qâsâr, (6.2)

onto the space of our chosen fragment states |αi〉 and our MF approximate bath states
∣∣βMF
i

〉
,

resulting in a reduced Hamiltonian for the embedded fragment,

Ĥemb =

2Nf∑
pq

h̃pq ĉ
†
pĉq +

2Nf∑
pqrs

ṽpqrsĉ
†
pĉ
†
q ĉsĉr. (6.3)
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The second quantization operators, ĉ, are the union of the fragment and effective bath states. For a

small number of fragment states, this embedded Hamiltonian can be solved exactly. The resulting

Full Configuration Interaction [318] (FCI) wavefunction represents an embedding of a correlated

wavefunction in a mean field bath. Its energy is evaluated as:

Eemb =

〈Nf∑
p

N∑
q

hpqâ
†
pâq +

Nf∑
p

N∑
qrs

vpqrsâ
†
pâ
†
qâsâr

〉
. (6.4)

(The restriction on the sum prevents double-counting.) We then partition the system into disjoint

fragments, perform this embedding calculation on each fragment, and sum their energies.

Unfortunately, naively performing this calculation gives poor results due to the approximate

nature of the bath states. Density Matrix Embedding Theory draws its name from its solution to this

problem. It seeks to improve the mean field bath states by matching the one-particle reduced density

matrix (1RDM) of the FCI embedded wavefunction and that of the MF embedding wavefunction in

the embedded space. That is

PAFCI = PAMF , (6.5)

where A represents the embedded space corresponding to a fragment, A. This constraint is enforced

by applying a one electron potential, λ̂, and choosing the mean field embedding wavefunction to be

the ground state of the system Hamiltonian (6.2) plus this potential:

|ΨMF 〉 = arg min
|Ψ〉∈determinants

〈
Ĥ + λ̂

〉
. (6.6)

The MF embedding wavefunction depends directly on λ̂. Because the Hamiltonian for the embedded

fragment (6.3) depends on the mean field, the embedded wavefunction also depends implicitly on λ̂.

It is now clear that the DMET matching condition represents a sort of self-consistency between the

embedding (MF) and embedded (FCI) wavefunctions:

PAFCI

(
λ̂
)

= PAMF

(
λ̂
)

(6.7)

In practice, this condition cannot be precisely met; different authors have remedied this by

choosing to either satisfy equation 6.5 in a least squares sense [175], or choosing to exactly match

subblocks of the 1RDM [46].

Previous efforts to extend DMET have focused on using an improved bath wavefunction to

better satisfy the DMET matching condition (equation 6.5). These extensions have improved the

description of the bath by using a more detailed, but still mean-field-like, wavefunction, including

unrestricted Hartree Fock [46], Hartree Fock Bogoliubov [375], and the Antisymmetrized Geminal

Power [331] (number-projected Hartree Fock Bogoliubov [307]) wavefunctions. In this chapter,
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Figure 6-2: Illustration of the Bootstrap Embedding procedure for a lattice model with three sites
per fragment. The three rows show the three possible partitionings of the lattice into fragments.
The wavefunction of the center fragment site of each partitioning constrains the edge sites of the
other two.

we use a Hartree Fock (HF) bath for simplicity, and focus instead on improving the embedded

fragment directly. However, the new ideas presented can easily be combined with these improved

bath wavefunctions.

Instead of the DMET matching condition, we propose an alternative: match the FCI 1RDM of

the center of a fragment to the FCI 1RDM of the edge of a partially overlapping fragment from a

different partitioning of the system (illustrated in Figure 6-2). We assume that the wavefunction on

the central sites is more accurate than the wavefunction on the edge sites, and apply a potential to

constrain the edge site wavefunction one fragment to match the central site wavefunction on another.

In this chapter, we match three properties of the wavefunction: (1) the one-electron populations,

(2) the one-electron coherences, and (3) the on-top two-electron densities. That is, let A and B be

overlapping fragments, and let e and e′ index central sites of fragment A and at least one edge site

of fragment B. Then, we want for all e and e′:

PAee′ = PBee′ (6.8)

ΓAeeee = ΓBeeee, (6.9)

where P and Γ are the FCI one- and two-electron density matrices of the embedded fragments in

their respective embedded spaces.

We enforce these constraints with two potentials added to fragment B: a one-electron potential

on its edge sites to constrain populations and coherences, and a diagonal two-electron potential on

its edges to constrain diagonal elements of ΓB . The Hamiltonian for embedded fragment B then
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becomes

Ĥemb,cons = Ĥemb +

Nf∑
ee′

Λ
(1)
ee′ ĉ
†
eĉe′ +

Nf∑
e

Λ(2)
e ĉ†eĉeĉ

†
eĉe, (6.10)

and Λ(1) and Λ(2) are optimized to satisfy the constraints in equations 6.8 and 6.9. These constraints

are repeated for the edge sites of all fragments. Finally, we apply an overall one-electron chemical

potential to constrain the total number of electrons on all fragments. The constraints are applied

to all fragments and optimized simultaneously.

As an example, consider a lattice model with 3-site fragments (Figure 6-2). In partitioning B,

the fragment spanning sites 2, 3, and 4 has a good center site and two edge sites. We wish to correct

the edge sites (2 and 4) while leaving the center site (3) untouched. Notice that site 2 is a central

site in partitioning A while site 4 is a central site in partitioning C. We can improve the fragment

in B by making the population on its site 2 equal to that in partitioning A and by making the

population on its site 4 equal to that in partitioning C. Concretely, we want:

PB22 = PA22 (6.11)

PB44 = PC44. (6.12)

This is accomplished by applying potentials to sites 2 and 4 in partitioning B:

ĤB
emb,cons = ĤB

emb + ΛB22ĉ
†
2ĉ2 + ΛB44ĉ

†
4ĉ4. (6.13)

Then, we simultaneously optimize ΛB22 and ΛB44 until conditions 6.11 and 6.12 are satisfied. Similar

constraints are applied to sites 1 and 3 in partitioning A and to sites 3 and 5 in partitioning C.

Finally, this can be extended to general one- and two-particle density matrix elements as following

equations 6.8, 6.9, and 6.10.

Notice that in Eqs 6.8-6.10 the bath wave function has not been modified at all. All constraints

are applied within the embedded FCI wave functions. Optimization of the mean field bath can thus

be done completely separately from the bootstrap procedure, with bootstrap defining an optimal

embedding for any approximate bath.We note that, unlike the original DMET problem, the bootstrap

constraints can always be satisfied exactly. This is because in DMET, we attempt to match the

less flexible MF to FCI, whereas in Bootstrap Embedding we match FCI to FCI. This also makes

Bootstrap Embedding less sensitive to the initial choice of the embedding wavefunction because

we are not matching the fragment to the bath, but rather to an embedded fragment in a different

embedding.
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Figure 6-3: Energy per site of the one-dimensional Hubbard model as a function of electron filling
with strong correlation (U/t = 8). Even-numbered fragment sizes are omitted for visual clarity, but
their errors are shown in Figure 6-4.

6.3 Results

As a first test of Bootstrap Embedding, we consider the one-dimensional Hubbard model [149, 93], a

simple lattice model of electron correlation. The Hubbard Hamiltonian in the site basis for a lattice

of N sites is

Ĥhub = −t
N∑
〈i,j〉

∑
σ∈{�,�}

â†iσâjσ + U

N∑
i

n̂i�n̂i�. (6.14)

The first term represents nearest-neighbor one-electron hopping. The second term represents on-site

two electron repulsion.

Results for the one-dimensional Hubbard model are shown in Figure 6-3. Here, we examine

qualitatively the convergence of Bootstrap Embedding as a function of the number of sites per

embedded fragment over a range of electron fillings. The method shows good performance across

the entire range of fillings and converges quickly with fragment size.

Figure 6-4 quantifies the rate of convergence of Bootstrap Embedding with fragment size, with

comparison to DMET [175]. We see that the DMET energy error is inversely proportional to the

fragment size (Nf ). This is consistent with the error being dominated by the surface sites adjacent

to the bath. Meanwhile, Bootstrap Embedding converges at a far faster (possibly exponential)

rate because the leading 1
Nf

error term has been eliminated. As an illustration of the disparity in

convergence rates, DMET would require an (extrapolated) 174-site fragment to match Bootstrap’s

6-site error.
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In Figure 6-5, we examine the effect of bootstrapping different wavefunction properties. We

start by matching only the one-electron populations at the edge, Pee, as a baseline. Additionally

matching either the one-electron coherences (Pee′) or the two-electron on-top pair densities (Γeeee)

results in a better answer. Matching all three quantities results in the best answer. As we constrain

the embedded wavefunction at the edges of the fragment to look more like the wavefunction at the

center, the energy improves.

To further explore the performance of the Bootstrap Embedding method, we consider a modified

Hubbard model, which we dub the “ABAB model”

Ĥ = Ĥhub + δ

N∑
i∈odds

∑
σ∈{�,�}

â†iσâiσ. (6.15)

This model adds a new dimensionless parameter, δ/t, which can be thought of as an “electronega-

tivity difference” between alternating “A” and “B” sites. This Hamiltonian can be thought of as a

crude model of a one-dimensional ionic solid. The additional parameter creates a new and interest-

ing observable of the wavefunction (in addition to the energy) that we do not know a priori : the

population difference between the A and B sites. This is especially intriguing because the site popu-

lations are fundamental to the matching in Bootstrap Embedding. Figure 6-6 shows this population

difference as a function of δ/t.
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6.4 Conclusions

In conclusion, we have described Bootstrap Embedding, a method which attempts to removed edge-

based errors from embedding by matching the wavefunction at fragment edges to that at fragment

centers. Bootstrap Embedding is based on the tools of DMET, but shows far faster convergence

in the models tested: the Hubbard model and “ABAB” model. We have seen that matching more

properties of the wavefunction leads to better energies, supporting the theory’s conceit.

Bootstrap Embedding has a number of additional advantages over previous schemes. First, it

constrains exact wavefunctions to match exact wavefunctions, rather than matching exact wavefunc-

tions to approximate ones. This allows the embedding boundary conditions to be satisfied exactly,

rather than approximately satisfied by least squares. This also means that the embedding calcula-

tion is less sensitive to the choice of the approximate embedding wavefunction. Second, Bootstrap

Embedding has a self-consistent choice for the boundary conditions of the fragments: match embed-

ded fragments to embedded fragments. Third, Bootstrap embedding trivially allows for overlapping

fragments. Fourth, Bootstrap Embedding is less sensitive to the choice of partitioning of the system

into fragments; multiple partitionings are chosen and made consistent with each other.

In the future, Bootstrap Embedding can be extended in a number of directions. Up to this

point, we have dealt only with the ground state. This chapter could be extended to handle excited

states, either through direct excitation in the embedding and/or embedded wavefunction, or via

linear response [36]. As another next step, this chapter can be extended to treat molecular systems

(e.g. Figure 6-1). Both of these extensions could also involve iteratively improving the underlying

mean field, perhaps by minimizing the embedded energy (equation 6.4) with respect to the mean

field orbitals.
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Chapter 7

Why many semiempirical molecular

orbital theories fail for liquid water

and how to fix them

Water is an extremely important liquid for chemistry and the search for more accurate force fields for

liquid water continues unabated. Neglect of diatomic differential overlap (NDDO) molecular orbital

methods provide and intriguing generalization of classical force fields in this regard because they can

account both for bond breaking and electronic polarization of molecules. However, we show that

most standard NDDO methods fail for water because they give an incorrect description of hydrogen

bonding, water’s key structural feature. Using force matching, we design a reparameterized NDDO

model and find that it qualitatively reproduces the experimental radial distribution function of water,

as well as various monomer, dimer, and bulk properties that PM6 does not. This suggests that the

apparent limitations of NDDO models are primarily due to poor parameterization and not to the

NDDO approximations themselves. Finally, we identify the physical parameters that most influence

the condensed phase properties. These results help to elucidate the chemistry that a semiempirical

molecular orbital picture of water must capture. We conclude that properly parameterized NDDO

models could be useful for simulations that require electronically detailed explicit solvent, including

the calculation of redox potentials and simulation of charge transfer and photochemistry.

7.1 Introduction

Water is ubiquitous in nature. At the same time, water is notoriously difficult to model.[18] This has

spawned not just a multitude of models of water, but even a spectrum of classes of models of water.

On the more accurate end of the spectrum are ab initio molecular dynamics simulations,[189] which
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are robust and (at least in principle) allow for simulation of chemical reactions and photochemistry.

However, these methods are expensive for all but the smallest of model systems and even these

methods do not always give physical results.[129, 192, 306, 337] This has led to the development

of many computationally inexpensive empirical molecular mechanics models for water.[160, 121]

However, these methods are limited in their applicability to reactions and electronically excited

systems because they do not account for electronic degrees of freedom.

Between these extremes are polarizable force fields, which seek to describe the electronic physics

of water via a phenomenological treatment of molecular polarizability. These methods include

charge-on-spring Drude particles,[190, 347, 371] multipole expansions,[335] and fluctuating charge

models.[271, 270] These methods have found successful application, but each presents its own

difficulties.[352, 55]

Instead of attempting to classically reproduce the effects of polarizability, we can instead use

a model that contains polarizability implicitly. Semi-empirical quantum chemical methods [373]

approximate the Hartree Fock method and then recover accuracy with a set of empirical parameters.

Because they are still quantum-mechanical at their core, these methods contain the physics of

polarizability that is difficult to capture with a phenomenological classical interaction. In addition,

they are undergirded by the same underlying mature algorithms used in quantum chemistry, giving

them great numerical stability. At the same time, these methods are also faster than traditional

electronic structure.

Within the set of semi-empirical methods, we examine the popular family of Neglect of Diatomic

Differential Overlap (NDDO) methods.[262] These methods have been widely used to describe sys-

tems that include effects that cannot be easily captured by conventional force fields – such as bond

breaking and charge transfer – but that are too large for a fully ab initio calculation. Often, NDDO

methods are used in studies of properties of water, including hydrogen bonding,[181] solvation,[68]

the structure of water clusters,[163] and water’s role in chemical reactions.[113, 186]

With this in mind, we wanted to understand how well NDDO methods perform for the description

of bulk water. As a first test, we focus on a popular NDDO method, PM6,[311] and look at an

important structural descriptor of water, the oxygen-oxygen pair distribution function (Figure 7-

1). We find that the PM6 method gives a very poor description water’s structure, with nearest

neighbor peaks that are too distant, too diffuse, and with overall understructuring. Since the pair

distribution function serves as a proxy for important properties of water,[303] such as hydrogen

bonding and solvation, this result calls into question the utility of PM6 as a model of bulk water.

Further, we look at the hydrogen bonding structure of PM6 water since hydrogen bonding is the

most important effect in organizing water.[157] Figure 7-2(a) shows the binding potential energy

between a water dimer. PM6 favors a hydrogen bond that is too long, and a bond angle far from

the physical 180 degrees. Figure 7-2(c) shows a snapshot of hydrogen bonding in PM6 water, taken
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Figure 7-1: Oxygen-oxygen pair distribution function for two popular NDDO water models compared
to experimental results.[303] While we focus on the PM6 method in this chapter, we include the
successor to PM6, PM7, to show that it does not offer an improved description of the structure of
water.

from MD. It is clear that PM6 water gets the radial and angular components of hydrogen bonding

wrong, and that this in turn results in an incorrect pair distribution function.

This result raises the natural question: what is wrong with PM6? The PM6 model has two

components: an approximate Hamiltonian and a set of empirical parameters for that Hamiltonian.

PM6 is parameterized to describe chemistry in general, with a universal set of parameters per atom;

it could be the case that, similar to MM force fields, a separate set of parameters is needed for oxygen

and hydrogen in water molecules than in, say, organic molecules. On the other hand, it is possible

that the PM6 Hamiltonian simply lacks the flexibility to describe water. Because of the minimal

basis set used in PM6, it may have too little capacity for polarizability.[363] And since this is critical

to the intermolecular interactions of water, it may be that PM6 cannot get water’s structure right

regardless of parameters.

To answer this question, we reparameterize the PM6 Hamiltonian specifically for water, an

approach that has been explored recently.[376, 207] We first discuss the force-matching method for

parameterization. Next, we present the properties of bulk water using our reparameterized PM6.

Finally, we discuss the key differences between our parameters and those of the original PM6 model,

and explain how reparameterization fixes the errors in PM6.
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7.2 Reparameterizing PM6 for water

7.2.1 Force matching

Force matching [92, 153] uses a set of ab initio structures and attempts to fit a model to reproduce the

energies and forces of those structures. Explicitly, this amounts to minimizing an objective function,

χ2, which we define as the average residual of the force and energy, X, for model parameters k, over

some distribution of coordinates P . The energy and force are given weights w and 1−w, respectively.

This amounts to:

χ2 =

ˆ
P (r; k) |X(r, k;w)|2 dr (7.1)

|X(r, k;w)|2 = ∆Y(r, k)TCov(YQM )−1∆Y(r, k) (7.2)

∆Y =



w (EMM (r, k)− EQM (r))

1−w
3N

(
F

(1)
MM (r, k)− F (1)

QM (r)
)

1−w
3N

(
F

(2)
MM (r, k)− F (2)

QM (r)
)

...
1−w
3N

(
F

(3N)
MM (r, k)− F (3N)

QM (r)
)


(7.3)

Cov(YQM ) = 〈YQM ⊗YQM 〉 (7.4)

where N is the number of atoms, F (i) is the force on the ith coordinate, Cov denotes the covari-

ance matrix, and Y is a vector of weighted energy and force components. Improving on previous

work,[348] we account for energy-force covariance in our residual, anticipating that it will give a

more statistically rigorous objective function.

We use the PM6 [311] Hamiltonian for our model. We chose this semi-empirical method over the

more recent PM6-DH+ [182] and PM7 [312] methods because initial tests showed that these gave

worse results for the radial distribution function of water and because they are both slower than

PM6. We also found that the greater flexibility of the PM6 model gave better results than the older,

well-established PM3 [310] model.

We fit the parameters of the PM6 model to match quantum chemical forces and energies for

clusters of 18 water molecules. Ab initio data were calculated at the RI-MP2 [353, 354]/aug-cc-

pVTZ [86] level of theory using the frozen core and dual-basis [362] approximations. Ab initio

calculations were performed using the Q-Chem [291] quantum chemistry package. Semi-empirical

calculations were performed using the Mopac [309] package. 5100 structures were sampled from the

Boltzmann ensemble at 300K by running molecular dynamics on the force field of Wang et. al.[348]

with a harmonic restraining potential in the Gromacs [139] package. Samples were separated in

time by 1ps to reduce statistical correlation. The energy and force were given equal weight. Local
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Figure 7-2: (a) and (b): Binding potential energy for a water dimer. The OH-O bond angle refers
to the angle formed by the oxygen and hydrogen participating in the bond and the oxygen attached
to said hydrogen. (c) and (d): Illustrative hydrogen bonding structures of water in bulk. PM6
water adopts hydrogen bonding geometry between the tetrahedral and see-saw configurations, while
the force-matched model prefers the physical tetrahedral configuration. Further, the force-matched
water has OH-O bond angles around 180 degrees, while the PM6 hydrogen bond angles are more
disordered. These structures were taken directly from MD simulation discussed in section 7.2.2.
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minimization of the objective function was performed using the BFGS [237] algorithm with finite

difference first derivatives starting from the original PM6 parameters.[311]

Another model was created in which the energy, force, and net dipole moment of the clusters

were all fit with equal weight, but the parameters and properties of this model did not change

significantly. Because it offers no improvement, and the energy and force matching is conceptually

simpler and has fewer parameters, we will use the energy and force matched PM6 parameters for

the remainder of this discussion.

7.2.2 Comparison to experiment

To validate our water model, we compare its monomer, dimer, and bulk liquid properties to exper-

imental data. Monomer and dimer properties were calculated at the model’s equilibrium geometry

using Mopac. Liquid water properties were averaged over structures sampled using NVT molecular

dynamics in a version of the Gromacs package modified to interface with Mopac for energy and

force calculations. Ten independent trajectories of 115 waters were simulated with periodic bound-

ary conditions for 100 ps with a 1 fs time step. To allow for equilibration, samples were taken only

after the first 5 ps. Simulations were run at 300K using the Nosé-Hoover thermostat [238, 145] at a

density of 999.50 kg/m3 (corresponding to a square cell 1.51 nm on a side).

Figure 7-3 shows the radial distribution function (RDF) for our model as compared to neutron

scattering experiments.[303] Table 7.1 provides a comparison between our model and experimental

data for a variety of water properties. Results for the PM6,[311] dispersion and hydrogen bonding

corrected PM6-DH+,[182] and PM7 [312]models are also included to provide a baseline for com-

parison. Finally, Figure 7-2(b) shows the dimer binding potential for our model and Figure 7-2(d)

shows a sample taken from bulk simulation to illustrate its hydrogen bonding structure.

These observables break down into two classes: structural parameters that include the geometry

of each water molecule as well as the geometry of hydrogen bonding, and electronic properties such

as polarizabilities, dipoles, and dielectric constants. Our model shows consistent improvement of

the former and scattered improvement of the latter. We note that none of the properties in these

figures and tables were fit directly; they all arise as a consequence of force matching.

Our model does well for the simplest structural parameters of water, the gas phase bond length

and angle. Often, these parameters are fit directly in force fields, but our force matching produces

the same result. Figure 7-2 shows that the basic hydrogen bonding structure is correct in our model,

with 180 degree O-H· · ·O bond angles and tetrahedral packing in the bulk liquid. Meanwhile, as

mentioned before, PM6 favors bond angles closer to 100 degrees, leading to a much more disordered

hydrogen bonding network. This effect may also explain the discrepancy in self-diffusion constants:

PM6 (and other NDDO methods) have too large self-diffusion constants, due to their disordered

hydrogen bonding creating a weaker solvation cage around individual water molecules. Our repa-
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rameterized method, with its improved hydrogen bonding structure, has a self-diffusion constant

which is lower and much closer to experiment.

The radial distribution function shows that our model reproduces two body interactions well.

The PM6, PM6-DH+, and PM7 models perform poorly in comparison, showing that our force

matching is necessary to properly capture the basic structure of water. Surprisingly, the PM7 model

is worse for the structure of water than PM6, despite having more parameters. Our model shows

slight overstructuring in the oxygen-oxygen RDF and larger overstructuring in the oxygen-hydrogen

and hydrogen-hydrogen RDFs. Since this effect grows as we look at lighter nuclei, we attribute this

overstructuring to nuclear quantum effects which are not included in our classical molecular dynamics

simulations. Again we note the hydrogen bonding seems to be the key effect distinguishing our model

from standard PM6. Focusing on the oxygen-hydrogen RDF (Figure 7-3(b)), we notice that the first

two hydrogen bonding peaks are understructured for PM6. This in turn creates the understructuring

in the oxygen-oxygen RDF.

However, our model does not correctly describe the electronic properties of water in the gas

phase, with too large dipole moments for the monomer and dimer. PM6 and NDDO methods are

known to have too small a gas phase polarizability, and our method does not correct this. Despite

having incorrect electronics in the gas phase, our model does reproduce the electronics of our target

phase, liquid water. The low and high frequency dielectric constants are both in agreement with

experiment. It is important to note that the PM6 model also does well for these observables. This

supports our initial motivation to use semi-empirical methods because of their built-in treatment of

polarization effects.

7.2.3 Why PM6 fails

In light of the improvement wrought by force matching, we now ask: why is the new model better?

Specifically, we wish to understand which parameters are important to this new model and how

these parameters affect the physical properties of our water model. We tackle this question by

performing knockout experiments where we replace one parameter in our model with its PM6 value.

We then look at the effect of this knockout on two key observables, the energy RMSD of this new set

of parameters (averaged over ten thousand snapshots) and the oxygen-oxygen RDF (as simulated

before). We find that 14 parameters cause the RMSD to rise substantially, 14 parameters result in

an unphysical RDF, and that 12 of these parameters do both, indicating that they are key to the

physics of our model.

These parameters fall into two classes: half concern core-core repulsion between oxygen and

hydrogen and half concern the electronic structure of oxygen. In PM6, the core-core repulsion is

handled using empirical potentials. We find that parameters involving the oxygen-hydrogen core-

core repulsion are important to our model, and that the modifications made these parameters in our
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Figure 7-3: (a) O-O, (b) O-H, and (c) H-H radial distribution functions for water as predicted by
PM6, PM6-DH+, PM7, and this work, and as measured in Ref [303]. Note that the horizontal scale
differs between plots to show the region of interest.
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model uniformly serve to weaken the oxygen-hydrogen repulsion. The core-core repulsion is summed

pairwise and has both diatomic and monatomic parameters. The core-core repulsion between atoms

i and j separated by Rij is given by:

En(Rij) = ZiZj

[
〈sisi| sjsj〉

(
1 + xije

−αijRij
)

+ a
bi(Rij−ci)2
i + a

bj(Rij−cj)2

j

]
(7.5)

where Zi is the atomic number of atom i and x, α, a, b, and c are PM6 parameters. Of these, the

diatomic parameter αOH , and the monatomic parameters aH and cH are the most important to our

force matched model. In our parameterization, αOH decreases, resulting in reduced range of the the

oxygen-hydrogen repulsion. aH and cH also both decrease, creating a wider basin of attraction with a

shorter radius. Since hydrogen-hydrogen core-core repulsion is not frequently encountered in liquid

water, the changes in these three parameters change to correct the oxygen-hydrogen interaction.

Both PM6 and our model describe the covalent OH bond well, so we conclude that this weaker

and shorter cut-off core-core interaction between oxygen and hydrogen is necessary to get correct

hydrogen bond energetics and geometries.

The second class of parameters concern the electronics of oxygen and determine approximate one-

and two-electron integrals within the NDDO approximation. Of these, the three most important

parameters to our model are Gsp, Upp, and Uss, all for oxygen. The U parameters are the one electron

integrals (site energies), while Gsp influences two electron integrals involving the sp combination of

oxygen atomic orbitals. Scanning across Gsp shows that large values result in a linear water geometry

while small values give too acute a bond angle. In our model, Gsp decreases by half. Taken at

face value, this corrects water’s bond angle in the gas phase. Looking deeper, we also see that

the electronic geometry of water becomes more tetrahedral, resulting in correct hydrogen bonding

network geometry. However, Gsp also controls the intra-atom two electron repulsion on oxygen and

the coupling between oxygen and hydrogen. When this parameter decreases, ceteris paribus, oxygen

becomes extremely electronegative and forms ionic bonds with hydrogen. To compensate for this

behavior, Uss and Upp increase, decreasing the electronegativity of oxygen.

Considering the effects of all of these parameters, we can now understand the results in Figure

7-2. PM6 forms poor hydrogen bonding networks for two reasons. First, it has too much core-core

repulsion between oxygen and hydrogen, which weakens hydrogen bonds. Second, the electronic

geometry of oxygen is wrong, making tetrahedral hydrogen bonding networks energetically unfavor-

able.

7.3 Conclusions

NDDO methods offer an attractive alternative to polarizable force fields for capturing complex

electronic phenomena in condensed phases at lower cost than fully ab initio methods. However,
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these methods, specifically PM6, provide a poor description of the structure of liquid water as

characterized by its pair distribution function and hydrogen bonding structure. We asked whether

this result is due to a fundamental flaw in the PM6 Hamiltonian or whether the parameters for

PM6 are just ill-suited for liquid water. To approach this question, we used force matching to

reparameterize PM6 for liquid water. Comparing to experiment, we found that this new force-

matched model had improved structural and electronic properties for water especially in the liquid

phase, as well as in the gas phase. This led us to conclude that the PM6 Hamiltonian is in fact

capable of describing liquid water. We then looked at which PM6 parameters effected this change

and looked at their physical purpose. The main changes were a decreased oxygen-hydrogen core-core

repulsion and electronic modifications to oxygen that promoted a tetrahedral electronic geometry.

Both of these effects produced more physical hydrogen bonding and thus a better structure for liquid

water.

This study allows us to understand the physics that are important to modeling water, and to

show that NDDO methods are capable of capturing such physics. This opens up the possibility of

applying these semi-empirical methods to the development of models that are cheaper that full ab

initio simulations, but also capture the complex physics of water.

Because they treat electronic properties explicitly, NDDO models have great potential for de-

scribing complex condensed phase systems. For example, these methods could be used for calculation

of redox potentials, solvation energies, and even excited state properties in solution, problems that

are traditionally hard for molecular mechanics. While NDDO does not natively provide an accurate

description of the condensed phase, we have shown that it still contains the essential physics and

needs only to be reparameterized.

7.4 Appendix: Force field parameters

Table 7.2: NDDO parameters from force matching compared to original PM6 parameters [311].

Parameter PM6 Value Force-Matched Value Percent Change

Hydrogen

Uss -11.247 -10.709 4.78

βs -8.3530 -7.7084 7.72

Zs 1.2686 1.3361 5.32

gss 14.449 15.701 8.66

a .024184 0.17697 631

b 3.0560 3.9826 30.3
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c 1.7860 1.2050 32.5

Oxygen

Uss -91.679 -67.069 26.8

Upp -70.261 -63.489 9.64

βs -65.635 -52.252 20.4

βp -21.623 -21.553 0.324

Zs 5.4218 4.5999 15.2

Zp 2.2710 1.8675 17.8

gss 11.304 12.865 13.8

gsp 15.807 9.5353 39.7

gpp 13.618 12.516 8.09

gp2 10.333 11.052 6.96

hsp 5.0108 3.6867 26.4

a -0.017771 0.027321 254

b 3.058310 4.3324 41.7

c 1.8964 1.6071 15.3

Diatomic

αHH 3.5409 4.7169 33.2

xHH 2.2436 2.6515 18.2

αOO 2.6240 2.5750 1.87

xOO 0.53511 0.69485 29.9

αOH 1.2609 1.9896 57.8

xOH 0.19230 0.22185 15.4

7.5 Appendix: Size extrapolation of static dielectric constants

Our simulation box is not large enough to directly calculate the static dielectric constants listed in

Table I of the main text. Instead, we employ an extrapolation procedure. We cut random spheres of

varying size (N=30-60 in increments of 5) from our MD trajectory, and compute a dipole moment

for each sphere. We then employ the formula for the dielectric constant of an isolated sphere [233]

for each value of N. Finally, we extrapolate to infinite N. This extrapolation is shown in Figure

7-4. Errors in Table I of the main text are standard errors of the y-intercept of our fits. (We do
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Figure 7-4: Size extrapolation of the static dielectric of water from our method as well as three
common NDDO Hamiltonians.

not extrapolate the high-frequency dielectric of the molecule as we find that our simulation box is

effectively the infinite limit for this shorter-range property.)
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Chapter 8

Conclusions

In this thesis, we have explored many approaches to large systems. We studied subsets of experimen-

tal systems using density functional theory. We applied to tools of random matrix theory to solve

Anderson models. We developed embedding theories for strongly correlated systems. We employed

semiempirical molecular orbital theory as a force field.

In Chapter 2, we saw the power of traditional approaches. Using molecular dynamics and density

functional theory, we were able to corroborate experiments on site-specific cysteine arylation. We

showed the π-clamp conformer forms under ambient conditions and that it promotes reactivity. We

also explained trends in reactivity upon mutation of the π-clamp-forming residues and upon the

addition of salts. Constrained density functional theory allowed us to compute the emission energies

of exciplexes, but these energies only loosely match experiment. We also computed binding energies

for these exciplexes. Finally, we modeled a crystalline rubrene/C60 interface. Using constrained

density functional theory configuration interaction, we computed an electroluminescence peak and

line shape that matched experiment. We also computed that charge separation is much more facile

in this system compared to its disordered counterpart.

In Chapters 3 and 4, we employed random matrix theory to study disordered systems. We used

free probability to approximate the density of states of the Anderson model, as well as some of its

extensions. Qualitatively, we found the approximate density of states to be visually identical to the

exact density of states. To quantify this, we developed an error analysis and found that in most

cases, the leading error was in the eighth moment of the density of states.

Looking forward, this work could be extended in three ways. First, our error analysis allows us

to compute the leading order correction to the density of states. This correction could be applied

to cases where the free probability approximation is not sufficient, such as the case of off-diagonal

disorder. Second, so far we have concerned ourselves with eigenvalues only; eigenvectors are also

important for understanding disordered systems. Specifically, the localization length of particles in
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Figure 8-1: Comparison of methods for computing the density of states and localization length
of excitons in metal-free phthalocyanine. Horizontal histograms at the top of each plot show the
density of states. Vertical histograms at the left of each plot bin localization lengths, computed as
the root variance of the position operator. The colored plots are heat maps of the cross-correlation of
localization length and energy, smoothed with kernel density estimation. a) The exact result shows a
relationship between energy and localization. b) Free convolution gets the correct density of states,
but randomizes localization length and its correlation to energy. c) the spectral compressibility of the
density of states predicted by free probability in (b) contains some information about localization.

disordered materials is a key property (e.g. exciton diffusion lengths in solar materials and charge

conductivities in electroluminescent materials). Third, this work could be extended to describe real

systems beyond the Anderson model. Preliminary results for the latter two directions are shown

in Figure 8-1. From QM/MM simulations of disordered metal-free phthalocyanine under ambient

conditions, an ensemble of one-exciton Hamiltonians was generated. These Hamiltonians were first

exactly diagonalized, resulting in a cross-correlation between energy and localization length (panel

a). Free convolution reproduces the density of states well, but gives incorrect localization lengths

and destroys the cross-correlation (panel b). This is because the free approximation is equivalent

to randomly rotating the eigenvectors, so all eigenvalue-eigenvector correlation is lost. It may be

possible to recover information about localization from statistics of the density of states. Panel c

shows the result of replacing the localization length with the spectral compressibility [173, 35, 245]:

the cross-correlation is qualitatively restored. Other approaches to this problem may also prove

fruitful [226, 26].

In Chapters 5 and 6, we extended Density Matrix Embedding Theory (DMET), an embedding

theory for strongly correlated systems. First, we introduced an antisymmetrized geminal product

(AGP) wavefunction to describe correlations in the bath. The resulting formalism has a number of

advantages. First, it properly treats the weak correlation limit of independent pairs, which DMET

is unable to do with a mean-field bath. Second, it associates a size extensive correlation energy with

a given density matrix (for the models tested), which AGP by itself is incapable of providing. Third,

it provides a reasonable description of charge redistribution in strongly correlated but non-periodic

systems. We next introduced a new embedding theory that we call “Bootstrap Embedding”. It uses
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overlapping fragments to improve the description of fragment edges. We found Bootstrap Embedding

converges rapidly with embedded fragment size, overcoming the surface-area-to-volume-ratio error

typical of many embedding methods.

Going forward, the grand challenge for these methods is generalization to molecules. A number

of questions must first be answered:

• What is the optimal choice of fragments? Different choices of fragments will lead to different

quality embeddings. In simple model systems, this choice is often intuitive, but for molecules

the choice can be complex. One potential solution is to use the entanglement entropy of the

Schmidt decomposition (equation 1.121) to quantify the quality of a partitioning. Following the

bootstrap idea, another possibility is to use many overlapping partitionings, but this quickly

grows expensive as the system grows larger.

• How should the energy be evaluated? Currently, energy is evaluated democratically — that

is, each fragment’s contribution to the energy is given equal weight. This system fails when

poorly chosen fragments are mixed in. Ideally, every added fragment should improve the energy

because it carries new information about the system.

• Which fragment best describes a given site, atom, or orbital? Bootstrap embedding relies on

a choice of a best fragment to match, but this choice is not always obvious in a molecule.

• How should the bath wavefunction be optimized? Multiple bath wavefunction self-consistency

criteria have been proposed, and each can give significantly different results [364]. In order to

be a general method, DMET needs an unambiguous best choice.

In Chapter 7, we employed semiempirical neglect of diatomic differential overlap (NDDO) methods

as force fields for liquid water. Using force matching, we designed a reparameterized NDDO model

and found that it qualitatively reproduces the experimental radial distribution function of water, as

well as various monomer, dimer, and bulk properties that standard NDDO method do not. Next for

this method is application. It could prove useful for simulations that require electronically detailed

explicit solvent, including the calculation of redox potentials and simulation of charge transfer and

photochemistry. Such a simulation could be performed by using NDDO water as the bath in a simple

charge embedding or a more complicated density embedding [20].
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