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Effective Field Theories for the LHC

by

Ian James Moult

Submitted to the Department of Physics
on May 20, 2016, in partial fulfillment of the

requirements for the degree of
Doctor of Philosophy

Abstract

In this thesis I study applications of effective field theories to understand aspects of QCD
jets and their substructure at the Large Hadron Collider. In particular, I introduce an

observable, D 2 , which can be used for distinguishing boosted W/Z/H bosons from the QCD
background using information about the radiation pattern within the jet, and perform a

precision calculation of this observable. To simplify calculations in the soft collinear effective

theory, I also develop a helicity operator basis, which facilitates matching calculations to fixed

order computations performed using spinor-helicity techniques, and demonstrate its utility

by computing an observable relevant for studying the properties of the newly discovered

Higgs boson.

Thesis Supervisor: lain W. Stewart

Title: Professor of Physics
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Chapter 1

Introduction

The study of fundamental physics has progressed over the past century by probing the

structure of particles at smaller and smaller scales, or equivalently by colliding them at

higher and higher energies. In 2010, the Large Hadron Collider (LHC) became the highest

energy collider, with a center of mass energy of 7 TeV (now 13 TeV), allowing for a probe of

nature at unexplored scales. Already in its first few years of running, this has enabled the

discovery of the Higgs boson.

Essential to maximizing the impact of the LHC program is a detailed theoretical under-

standing of the processes expected at the LHC within the Standard Model (SM) of particle

physics. Precise theoretical predictions allow for the study of particles in the SM, as well as

the detection of deviations from the SM, which would indicate the presence of new physics.

Precision predictions at the LHC are made difficult by the fact that the LHC collides protons,

which are not fundamental particles, but are made up of partons which interact strongly via

Quantum Chromodynamics.

Quantum Chromodynamics is a non-abelian gauge theory. It is strongly coupled and

confining at low energies, but becomes weakly coupled at high energies, allowing for a per-

turbative treatment of hard scattering processes. QCD has been extensively studied in hard

scattering processes at e+e- colliders by measuring the pattern of radiation produced in

collisions using observables called event shapes. Event shapes are theoretically clean, and
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Figure 1-1: Precision theoretical predictions for the C-paramcter (left) (figure fron Ill) and

Thrust (right) (figure from [2j) compared with data from +e(e- colliders.

have been calculated to high precision. Two examples comparing theory predictions with

experimental data are shown in Fig. 1-1 [2, 11.

The study of QCD at the extreme environments of the LHiC is significantly more con-

plicated, and requires a variety of new theoretical tools. This is due both to the strongly

interacting nature of the colliding partons, as well as the level of sophistication of the inea-

surements which can be performed on jets using the high granularity detectors at the LHC.

1.1 QCD at the LHC

The study of QCD plays an important role in nearly all measurements made at the LHC. Due

to the fact that the colliding partons, namely quarks and gluons, are strongly interacting,

QCD radiation, in the form of collimated, highly energetic jets is produced copiously. The

study of the dynamics of these jets is extremely interesting for understanding the dynamics

of QCD. Furthermore, electroweak particles such as the l/Z/H, are produced in association

with QCD jets. Therefore the theoretical foundation for understanding any process at the

LIIC is dominated by QCD.

Consider a process with N final-state jets and L leptons, photons, or other nonstrongly
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interacting particles, with the underlying hard Born process

(0') 1,(q) - h1 (q I) . hN+L(qN+L) (1. 1)

where 1 a denote the colliding partons, and ti denote the outgoing quarks, gluons, leptons,

and other particles with momenta qi. The incoming partons are essentially along the bean

directions, q , =,,bPb, where J>,b are the momentum fractions and P", the (anti)proton

momenta.

The active-parton exclusive jet cross section corresponding to Eq. (1.1) can be factorized

for a variety of jet resolution variables.1 The factorized expression for the exclusive jet cross

section can be written schematically in the form

(1.2)

x tr [flj{qi})Y ] K BhB f fJ", ] +
K J

'Here active parton refers to initial-state quarks or gluons. Proofs of factorization with initial-state

hadrons must also account for effects due to Glaubers 1161, which may or may not cancel, and whose

relevance depends on the observable in question I17, 181. For a recent discussion in the context of SCET,
see 1191
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which is shown pictorially in Fig. 1-2. Here, d<DN+L(qa + qb; q1 , . . .) denotes the Lorentz-

invariant phase space for the Born process in Eq. (1.1), and M({qi}) denotes the measure-

ment made on the hard momenta of the jets (which in the factorization are approximated by

the Born momenta qi). The dependence on the underlying hard interaction is encoded in the

hard function H.({qi}), where {qi} {qi, ... , qN+L}, the sum over K {Ka, Kb, - NN+LI

is over all relevant partonic processes, and the trace is over color. Any dependence prob-

ing softer momenta, such as measuring jet masses or low PTS, as well as the choice of jet

algorithm, will affect the precise form of the factorization, but not the hard function H.

This dependence enters through the definition of the soft function S" (describing soft radia-

tion), jet functions Jo (describing energetic final-state radiation in the jets) and the beam

functions Bi (describing energetic initial-state radiation along the beam direction). More

precisely, the beam function is given by Bi = E, Ii & fl with fi the parton distributions of

the incoming protons, and Iii, a perturbatively calculable matching coefficient depending on

the measurement definition 1201. The ellipses at the end of Eq. (1.2) denote power-suppressed

corrections. All functions in the factorized cross section depend only on the physics at a sin-

gle scale. This allows one to evaluate all functions at their own natural scale, and then evolve

them to a common scale using their RGE. This procedure resums the large logarithms of

scale ratios appearing in the cross section to all orders in perturbation theory. Furthermore,

it enables the definition of universal non-perturbative quantities, such as the parton distri-

bution functions, or fragmentation functions, which although they are not calculable from

first principles, are universal, and thus predictivity is maintained. The description of even

the simplest LHC observables therefore requires a detailed understanding of QCD, embodied

in Eq. (1.2). The complexity becomes far greater as realistic experimental measurements are

imposed on the final state.

One of the major advances at the LHC in the precision study of jets is the study of

jet substructure, which will allow for an unprecedented study of strong dynamics. The

extremely fine granularity of the LHC detectors allows for the substructure within a jet to

be accurately measured, as opposed to simply its global properties. Experimentally, this is
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Figure 1-3: A plot of the invariant mass spectrum of jets produced a-t the LHC, showing

the contribution from hadronically decaying W/Z bosons (left) and the dijet invariant mass

spectrum used to search for resonances decaying to highly boosted W/Z bosons (right)
(figures from [3]).

extremely useful, as the radiation pattern within a jet provides clues to the nature of the

particle that created the jet. For example, a hadronically decaying W/Z/H particle will

decay primarily into a. jet consisting of two hard prongs, while an average QCD jet produced

by a radiating quark or gluon will not have such a structure. This is shown schematically

in Fig. 1-2, where a hadronically decaying V jet is embedded into a complex LIIC collision

involving a number of other QCD jets. Similarly, jet substructure measurements can be

used to determine the charge of a jet, to determine whether a jet originated from a quark

or a gluon, or to identify jets coming from decaying top quarks. Jet substructure techniques

have been used extensively in a variety of searches at the LHC. For example, they have been

used to search for new heavy resonances decaying to boosted W/Z bosons, which then decay

hadronically. The boosted IX/Z bosois can be identified using jet substructure teclniques,

and the mass of the resonance can then be reconstructed. In Fig. 1-3 we show on the

left a plot of the jet mass spectrum, showing a clear peak at the W/Z mass, and on the

right, the dijet invariant mass spectrum obtained using jet substructure techniques [3]. New

resonances would appear as bunps in this distribution. As a further example of the level of

sophistication of the experimental teclniques available for the study of jet substructure, in
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Figure. 1-4: The distribution of radiation within a, jet, as measured using D2 before and

after a subjet b-tagging is applied, showing the sophistication of modern jet substructure

mieasiirenents (figures from 1[4[).

Fig. 1-4. we show a distribution of a jet shape observable D, [51, to be discussed in detail in

this thesis, for gluon jets decaying to 6 quarks, q -+ b) obtained using subjet b-tagging [4I.

To be able to take advantage of these experimental measurements requires a detailed

understanding of the substructure of QCD jets. One theoretically clean way that this can

i)e achieved is to extend the ideas used in c+-- event shapes to jet shapes, which probe

the radiation pattern within a particular jet, and which can be specifically designed to

identify particular features of the jet. The calculation of jet shapes relevant for the LUC, for

instance for boosted W/Z/LJ production are still in their infancy. They are significantly more

complicated than -+c-- event shape calculations, as additional scales appear in the calculation

associated with the substructure of the jet. To match the level of experimental sophistication

in performing jet substructure measurements requires the development of new tools in QCD

to accurately describe the substructure of QCD jets, and to extend the factorization formula

of Eq. (1.2) to describe jet substructure observables.
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1.2 Soft Collinear Effective Theory

Due to the complexity of QCD, effective field theories have played an important role, enabling

calculations in specific limits of the theory. For example, effective field theories have been

developed using power expansions in heavy quark masses, in the forward scattering limit, or

more generally, in the presence of hierarchical kinematic scales. For studying QCD jets at

the LHC, the appropriate effective field theory is the Soft Collinear Effective Field Theory

(SCET).

SCET is an effective field theory of QCD describing the interactions of collinear and

soft particles in the presence of a hard interaction, as relevant for jet production at the LHC

[21, 22, 23, 24, 251. In this section we briefly describe notation commonly used in SCET, give

the Lagrangian of the theory, and show how field redefinitions can be used to factorize soft

and collinear radiation, leading to an expression for a factorized cross section as in Eq. (1.2).

SCET describes collinear particles (which are characterized by a large momentum along

a particular light-like direction), as well as soft particles. It is therefore convenient to use

light-cone coordinates. For each jet direction we define two light-like reference vectors nri

and 4 such that n? = rh = 0 and ni-hi = 2. One typical choice for these quantities is

nl =(1 ni) , ng=(1, -ni) ,(1.3)

where ni is a unit three-vector. Given a choice for ni and M' any four-momentum p can

then be decomposed as

= +(1.4)
2 2(14

An "ni-collinear" particle has momentum p close to the ni direction, so that the components

of p scale as (ni-p, hi-pp J) ~ fi-p (A 2 , 1, A), where A < 1 is a small parameter determined

by the form of the measurement or kinematic restrictions. To ensure that ni and nj refer to

distinct collinear directions, they have to be well separated, meaning

ni-n > A 2 for i = j. (1.5)
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Two different reference vectors, ni and n', with ni - 0n' ~ 0(A 2 ) both describe the same jet and

corresponding collinear physics. Thus, each collinear sector can be labelled by any member

of a set of equivalent vectors, {}. This freedom is manifest as a symmetry of the effective

theory known as reparametrization invariance (RPI) [26, 271. Specifically, the three classes

of RPI transformations are

RPI-I RPI-II RPI-III

ni,- ni, +A' ni, ni, nit -+ e ni,

-4 -+ hip + E hi, -+ -- hi, . (1.6)

Here, we have A' A, E ~ AO, and a - A 0. The parameters A' and E are infinitesimal,

and satisfy ni - A' = i -AL = ni - EL = hi - E1 = 0.

The effective theory is constructed by expanding momenta into label and residual com-

ponents

= + + kV. (1.7)

Here, ii - P ~ Q and P., AQ are the large label momentum components, where Q
is the scale of the hard interaction, while k ~ A 2Q is a small residual momentum. A

multipole expansion is then performed to obtain fields with momenta of definite scaling,

namely collinear quark and gluon fields for each collinear direction, as well as soft quark and

gluon fields. Independent gauge symmetries are enforced for each set of fields.

The SCET fields for ni-collinear quarks and gluons, ,g,,) and A,,,(x), are labeled

by their collinear direction ni and their large momentum P. They are written in position

space with respect to the residual momentum and in momentum space with respect to

the large momentum components. Derivatives acting on the fields pick out the residual

momentum dependence, i0, ~ k ~ A 2Q. The large label momentum is obtained from the

label momentum operator P, e.g. Pt .,,f = P" 2,4 . When acting on a product of fields,

P., returns the sum of the label momenta of all ni-collinear fields. For convenience, we define

Pni = f-Pn,, which picks out the large momentum component. Frequently, we will only keep
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the label ni denoting the collinear direction, while the momentum labels are summed over

(subject to momentum conservation) and suppressed.

Soft degrees of freedom are described in the effective theory by separate quark and gluon

fields. We will assume that we are working in the SCET, theory where these soft degrees

of freedom are referred to as ultrasoft so as to distinguish them from the soft modes of

SCET1I [281. In SCETI, the ultrasoft modes do not carry label momenta, but have residual

momentum dependence with iaP ~ A 2Q. They are therefore described by fields q,,(x)

and A,,(x) without label momenta. The ultrasoft degrees of freedom are able to exchange

residual momenta between the jets in different collinear sectors. Particles that exchange large

momentum of O(Q) between different jets are off-shell by O(ni -'njQ 2 ), and are integrated

out by matching QCD onto SCET. Before and after the hard interaction the jets described

by the different collinear sectors evolve independently from each other, with only ultrasoft

radiation between the jets.

SCET is formulated as an expansion in powers of A, constructed so that manifest power

counting is maintained at all stages of a calculation. As a consequence of the multipole

expansion, all fields acquire a definite power counting [231, shown in Table 1.1. The SCET

Lagrangian is also expanded as a power series in A

LSCET ~ 4 hard + Cdyn E L()d + Z L(' (1.8)
i>O i>O

where (i) denotes objects at O(A') in the power counting. The Lagrangians Lia contain

the hard scattering operators O(W, whose structure is determined by the matching process,

as described in Sec. 5.4. The L(') describe the dynamics of ultrasoft and collinear modes in

the effective theory, and their structure will be discussed shortly.

Factorization theorems used in jet physics are typically derived at leading power in A.

In this case, interactions involving hard processes in QCD are matched to a basis of lead-

ing power SCET hard scattering operators 0(0), the dynamics in the effective theory are

described by the leading power Lagrangian, L(O), and the measurement function, which de-
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Operator BPg xm Pi qus D u
Power Counting A A A A3  A2

Table 1.1: Power counting for building block operators in SCETI.

fines the action of the observable, is expanded to leading power. Higher power terms in

the A expansion, known as power corrections, arise from three sources: subleading power

hard scattering operators 0 (), subleading Lagrangian insertions, and subleading terms in

the expansion of the measurement functions which act on soft and collinear radiation. The

first two sources are independent of the form of the particular measurement, while the third

depends on its precise definition.

In SCET, collinear operators are constructed out of products of fields and Wilson lines

that are invariant under collinear gauge transformations [22, 23]. The smallest building

blocks are collinearly gauge-invariant quark and gluon fields, defined as

Xniw(x) = 6(w - ),W$(x) WW x)] , (1.9)

BLw(x) = - [(w + Pn,) W (x) iDt WVV(x)]

With this definition of Xi,,, when expanded to a single quark, we have W > 0 for an

incoming quark and w < 0 for an outgoing antiquark. For Bns,1, W > 0 (w < 0) corresponds

to outgoing (incoming) gluons. In Eq. (5.15),

iD" =-P + gAP. 1 , (1.10)

is the collinear covariant derivative and

Wni(x) = exp -A(x) 1 , (1.11)
perms n

is a Wilson line of ni-collinear gluons in label momentum space. In general the structure of

Wilson lines must be derived by a matching calculation from QCD. These Wilson lines sum
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up arbitrary emissions of ni-collinear gluons off of particles from other sectors, which due to

the power expansion always appear in the i direction. The emissions summed in the Wilson

lines are O(A0 ) in the power counting. The label operators in Eqs. (5.15) and (5.17) only

act inside the square brackets. Since W,, (x) is localized with respect to the residual position

x, we can treat Xnt,(x) and BP,,(x) as local quark and gluon fields from the perspective of

ultrasoft derivatives OP that act on x.

The complete set of collinear and ultrasoft building blocks for constructing hard scattering

operators or subleading Lagrangians at any order in the power counting is given in Table 1.1.

All other field and derivative combinations can be reduced to this set by the use of equations

of motion and operator relations [29]. Since these building blocks carry vector or spinor

Lorentz indices they must be contracted to form scalar operators, which also involves the

use of objects like {n ', ,y4,g"', E""" }.

As shown in Table 1.1, both the collinear quark and collinear gluon building block fields

scale as O(A). For the majority of jet processes there is a single collinear field operator for

each collinear sector at leading power. (For fully exclusive processes that directly produce

hadrons there will be multiple building blocks from the same sector in the leading power

operators since they form color singlets in each sector.) Also, since P ~ A, this operator will

not typically be present at leading power (exceptions could occur, for example, in processes

picking out P-wave quantum numbers). At subleading power, operators for all processes can

involve multiple collinear fields in the same collinear sector, as well as PI operator insertions.

The power counting for an operator is obtained by adding up the powers for the building

blocks it contains. To ensure consistency under renormalization group evolution the operator

basis in SCET must be complete, namely all operators consistent with the symmetries of the

problem must be included.

Dependence on the ultrasoft degrees of freedom enters the operators through the ultrasoft

quark field q. 8 , and the ultrasoft covariant derivative Dus, defined as

iDII = 1i + gAP, (1.12)
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from which we can construct other operators including the ultrasoft gluon field strength. All

operators in the theory must be invariant under ultrasoft gauge transformations. Collinear

fields transform under ultrasoft gauge transformations as background fields of the appropriate

representation. The power counting for these operators is shown in Table 1.1. Since they

are suppressed relative to collinear fields, ultrasoft fields typically do not enter factorization

theorems in jet physics at leading power. An example where ultrasoft fields enter at leading

power is B -+ X,- in the photon endpoint region, which is described at leading power by a

single collinear sector, and an ultrasoft quark field for the b quark.

The leading power SCET Lagrangian, L O), describing the interactions of soft and collinear

particles in the effective theory can be written 2

'C()- C(O) + L(O) + L((.
__n ng us 1 (1.13)

where

L(O = ki - s4+ 7tW, Wi$ ) (1.14)

LO 1 = 2g2tr{([iD/ ,iD, 8])2} + (tr{([i8, Ap] )2} + 2tr{d[ir,-", [iD"s ca]]}

and the ultrasoft Lagrangian, 4$05), is simply the QCD Lagrangian. Here we have used a co-

variant gauge with gauge fixing parameter ( for the collinear gluons. The various derivatives

in Eq. (1.13) are defined as

'D" = On" + gA-" iDC, iD" + -gn - A,,, (1.15)

2 2 2aM + nl',+ ,
LB,=i%+ gn , A, ,I8 n -L

and include ultrasoft-collinear interactions.

A particularly convenient aspect of SCET is that the factorization of soft and collinear

2 Here we assume that other possible modes, for example Glauber modes, do not contribute to the ob-
servable, and cancel out of the cross section.
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degrees of freedom can be performed at the Lagrangian level using the BPS field redefini-

tion. This decouples leading power interactions between soft and collinear particles, and

moves them into Wilson lines appearing in the hard scattering operators. The BPS field

redefinitions are given by

B +yaB1, X + (1.16)

Additionally, ghost particles c.,, which are present after gauge fixing, transform under BPS

field redefinitions according to

ca -+abc{ b11!

After performing the BPS field redefinition, we have

(O)BPS L(o)BPS + C(O)BPS C(O)

us (1.18)

where the ultrasoft Lagrangian is unchanged. The collinear quark Lagrangian is given by

,jO)BPS 1 .

where

ilt = WtiDAW, (1.20)

and the collinear gluon Lagrangian is given by

L ()BPS - +tr{([iDA, iD"]) 2} + (tr{([i O, A,,]) 2 } + 2tr{6n[i&l", [iD , c,]]} , (1.21)

explicitly showing that ultrasoft and collinear particles have been decoupled to leading power.

After BPS field redefinition, since the leading power Lagrangian, the cross section can be

written as a product of matrix elements, each involving only soft or collinear fields, as in
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Eq. (1.2).

It is important to note that the BPS field redefinition does not, however, decouple ultra-

soft and collinear interactions in the subleading Lagrangians. However, these contributions

are power suppressed, and therefore one only needs to consider a fixed number of insertions

of subleading Lagrangians, so that factorization is still manifest.

As presented here, SCET is appropriate for treating problems with a collinear scale, a

soft scale, and a hard scale. In the context of jet substructure, where additional observables

are measured on the jet, other scales may be present, and additional modes must be added

to the effective field theory to treat such cases. This situation will be discussed in detail

in Chap. 4. In such many scale problems, the power of the effective theory, which enables

one to separate a problem into separate calculations at each scale, becomes even greater.

The extension of SCET to treat various kinematic hierarchies is currently an active area of

research.
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Chapter 2

Overview

In this section I provide a brief outline of the material presented in this thesis, and discuss

the significance of the work in the context of other work performed during my thesis. Several

key results and figures from different sections throughout this thesis are reproduced here.

This section also contains comments on material related to the contents of the papers that

appeared after the publication of the papers, for example measurements at the LHC, or

related work by other groups.

The main focus of the work presented in this thesis is divided into two separate categories:

the development of effective field theories for jet substructure, and the use of effective field

theories for the calculation of precision cross sections involving jets at the LHC. Each of

these will be discussed in turn.

2.1 Effective Field Theories for Jet Substructure

As discussed in Chap. 1, one of the major advances in the study of jets at the LHC is the

ability to study in detail the substructure of a jet. This necessitates new calculations in

QCD. In this section I discuss my work in the area of jet substructure and put into context

the work presented in Chap. 3 and Chap. 4.

Jet substructure observables play an important role at the LHC, as was reviewed in
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Figure '-I: The phase space for c and c0 along with contours of constant D9  separating

the one- and two-prong regions of phase space (left). Monte Carlo distributions of the D 2

observable with 3 = 1 (right) (figures from [51).

Chap. 1. These observables are very complicated to calculate from first principles, and

therefore are most often studied using Monte Carlo programs. When designing jet substruc-

ture observables, a guess and check attitude is most often taken. It is therefore an interesting

question to understand the extent that basic scaling arguments based on the fact that QCD

is nearly a scale invariant theory can be used to understanId the parametric behavior of

jet substructure observables, and to design new jet substructure observables. After which,

dedicated calculations, which are quite time intensive, can be performed. In "Power Count-

ing to Better Jet Observables" [5J, discussed in Chap. 3, we introduced the power counting

approach for studying jet substructure observables formed from combinations of Infrared

and Collinear Safe (IRC) safe observables. This approach allows one to make parametric

predictions about the behavior of jet substructure observables, which are robust to tunings

of Monte Carlo generators, or models of hadronization. We then used this approach to

derive the two-prong jet substructure discriminant D 2 , a ratio observable formed from the

energy correlation functions (3 and c) [30]. The observable D2 is designed to discriminate

boosted two-prong substructure from background QCD jets, by identifying the scaling of

contours separating the c2 , C 0)l phase space, as is shown in Fig. 2-la. Its properties were
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Figure 2-2: Measurements of the D2 observable with angular exponent 1 by the ATLAS

collaboration at the LIIC at 8 TNV (left) (figure from [61) and 13 TeV (right) (figure from

studied using power counting arguments and then coInpared with Monte Carlo simulations.

An example Monte Carlo plot showing the D 2 observable as measured on QCD jets, and

boosted Z jets, is shown in Fig. 2-1b.

The .D2 observable has been adopted by the ATLAS collaboration for tagging boosted

two-prong substructure. Due to the importance of boosted two-prong tagging, for example

for probing nulti-TeV resonances, the D2 observable was one of the first measurements at

the 13 TeV LHC. In Fig. 2-2, measurements of the D 2 observable are shown at both 8 and 13

TeV as taken from [6, 7. As mentioned in Chap. 1, quite interestingly, the D2 distribution

has also been measured on double b-tagged g -+ bb jets [41. This demonstrates some of the

many advances made in the area of jet substructure made at the LHC in the past several

years, including the ability to b-tag subjets, which can play an important role, for example,

in boosted top tagging.

Top quarks play an important role in the Standard Model as the heaviest quark, with a

imass of n - 172 GeV. Because of this large mass they play an important role ini many models

of BSM physics, where they are expected to couple strongly to new physics responsible for
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Figure 2 3: A distribultion of D (2 0 '0t .) as measured on top quark and QCD jets in Monte

Carlo (left). Signal vs. Background efficiency curves comparing C", Df(,0., and T

(right) (figures froni [8).

mass generation. Such models of new physics often predict resonances in the TeV scale which

could decay to highly boosted top quarks. Furthermore, at LHC energies, highly boosted top

quarks are also produced copiously by Standard Model processes, and provide a probe of the

dynamics of the Standard Model in the TeV regine. The ability to study boosted top quarks

at the LHC relies on the ability to distinguish them from the QCD background, similar to

the case of boosted W/Z/H jets. A number of jet substructure variables have therefore been

proposed for this purpose. In "Building a Better Boosted Top Tagger" [8, we extended

the power counting arguments to identify the optimal boosted top tagger formed from the

energy correlation functions. A plot of the proposed observable D3 is shown in Fig. 2-3, aid

is coipared with the standard N-Subjettiness observable T 3,2 [31], showing slightly improved

performance. The D;; observable is however, quite complicated, a reflection of the structure

of the energy correlation function observables. It is currently being tested by the ATLAS

collaboration. It would be interesting to identify a. simpler boosted top quark observable

formed from modified energy correlation functions.

The difficulty in performing analytic calculations of jet substructure observables, in par-

ticular those which are able to resolve an n-prong substructure within a jet, is that the
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Figure 2-4: Distributions for rm as defined using WTA k7. axes with 3 1 in both fixed
order perturbation theory and parton level Monte Carlo. The distributions are shown on a
logarithmic scale in (a), and on a linear scale in (b). The behavior observed in Monte Carlo
as T.) --> 1 is not well reproduced in fixed order perturbation theory (figures from 191 ).

calculation must be able to describe the jet not only when it has n resolved subjets, but also

when is has no resolved subjets, as well as for all intermediate options. Observables in QCD

typically have singular behavior at edges of phase space regions, although it is also possible

that observables exhibit singular behavior in the physical region. The location and structure

of singular points for QCD observables plays an important role in their calculation, as naive

perturbation theory breaks down in singular regions of phase space, and resummation is re-

quiredl. Observables typically also recieve large non-perturbative corrections in non-singular

regions of phase space, which are difficult to calculate from first principles. It is therefore

important to study the singular behavior of jet substructure observables.

In "The Singular Behavior of Jet Substructure Observables" [91, the singular behavior of

two jet substructure observables D2 , and N-subjettiness [32, 311 were studied. The precise

definition of these observables will be given in Chap. 3, but importantly the definition of the

N-sub jettiness observable requires a definition of the N-axes used to define the observable.

A variety of different definitions have been proposed. One of the most powerful is the winner
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take all axes definition [33]. We studied the N-subjettiness ratio observable for a variety of

different axes definitions. This was performed using power counting arguments, as well as

fixed order and parton shower Monte Carlo. In particular, it was shown that the singular

behavior of the observable depends strongly on the definition of the N-subjettiness axes. In

particular, depending on the definition of the axes, smooth distributions, singularities, or dis-

continuities can be observed in the distributions. Of particular phenomenological relevance,

it was shown that with the winner take all axes definition, the N-jettiness ratio observable

exhibits an infinite number of singularities in the physical region. This occurs because with

a fixed number of partons, the winner take definition of N-subjettiness exhibits a maximal

value, which can be surpassed by the addition of an extra parton. The first such shoulder is

clearly seen in Fig. 2-4. This implies that the calculation in fixed order perturbation theory

is extremely unstable. Furthermore, each of these singularities requires special treatment. It

also implies the presence of large non-perturbative corrections throughout the entire distri-

bution. This is in stark contrast to the behavior of the D 2 observable, which has a simple

singular structure. In the presence of a mass cut, the D2 observable isolates the singular

region to D2 -+ 0, so that the effect of non-perturbative physics is isolated to this region of

phase space, and is therefore controlled.

Having understood, using power counting techniques, the properties of a variety of popu-

lar jet substructure observables, as well as introducing observables with appealing theoretical

properties, the next goal is the analytic calculation of jet substructure observables from first

principles QCD. To achieve this goal, a number of new techniques needed to be introduced,

namely the study of multi differential measurements, and the introduction of effective field

theories describing jet substructure.

Many jet substructure observables, particularly those designed to tag jets with hierarchi-

cal scales, for example boosted W, Z, H jets, rely on the measurement of multiple observables

on the same jet. Some common examples are the N-subjettiness ratio observables -r, or the

D(. Theoretical calculations of these observables require calculations of multi-differential

cross sections, that is cross sections differential in multiple jet measurements, for example,
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Figure 2-5: Plots of the dolluble differential cross sectio (1(fined from an analytic NLL

iliterIolation measured oi quark jets with one angularity fixed to be thrust (v = 2) and

scanning ovel the other angularity: ) = 1.5, 1, 0.5, 0.2. The energy of the jets is Q = 500

GeV and the jet radins Is Ro = 0.4. The dashed lines on the plot correspond to the expected

phase space boundary x (figures f[oiI [101).

the angular-itics With two different angular exponents.

In the paper "Toward Multi-Differential Cross Sections: Measuring Two Angularities

on a Single Jet" [10! we initiated the study of the formal factorization and resumination

properties of llilti-differential cross-sections in Q D., by calculating the double differential

cross se(tion of two angularities I a1d ct measured on a single jet. A comparison of our

calculation with Monte Carlo predictions is shown in Fig. 2-5. While these ll(asuremnents do

not resolve a two-prong substructure within the jet, as is reqnired for the calculation of a-n

observable such as D. they provide a simple exanlple to llnderst and how innilti-differential

cross sections can be studied in SCET. For example., in this paper, we noted that a. new

mode would iteed to be introduced into the effective theory, which is sinultaneously soft and

collinear. There has since been a numiber of works using soft-collinear niodes in SCET, and

studying inulti-differential cross sections 134, 35, 361. This work has also been used to study

quark vs gluon tagging at the LIC [371.
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Figure 2-6: (a) Schematic depiction of the region of phase spacc defined by two strongly-

ordered soft subjets. (b) Illustration of the resolved subjets as a function of the resolution

seale, as inmipleinented by the matching procedure in this region of plIase space (figures from

[11).

In the paper, "Analytic Boosted Boson Discrimination" [12], discussed in Chap. 4 we

performed the first rigorous factorization based analysis of a two prong Jet substructure

observable, and performed an explicit calculation for the case of the D2 observable in e+c- a

dijets, for both signal (boosted Z) and background (QCD) jets. This included a thorough

analysis of the effective field theory descriptions of all phase space regions in the multi-

differeitial phase space, a description of the non-perturbative effects on the D, distribution

and an extensive comparison with a variety of Monte Carlo generators.

The structure of the D2 observable derived from a power counting analysis played a

central role in the calculability of the observable. Indeed, the formn of the observable was

chosen so that all phase space regions are parametrically separated, and so that contours of

constant value of the D2 observable are entirely contained in a single region of phase space.

This allows the value of the differential cross section at each value of D2 to be computed

within a single effective field theory, greatly simplifying the calculation.

Our analysis indicated sonic discrepancies between the description of wide angle soft

radiation in different Monte Carlo generators. The effective field theory description of this

region of phase space was introduced in our paper "Non- Global Logarithns, Factorization,
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Figure 2-7: A comparison of signal and background D%') distributions for the four different

Monte Carlo generators and our analytic calculation, including hadronization. Here we show

the complete distributions, including the long tail for the background distribution. Although

we extend the factorization theorem beyond its naive region of applicability into the tail,

excellent agreement with Monte Carlo is found (figures from [12]).

and the Soft Substructure of Jets" 1111. It allows for a description of the region of phase

space where the jet consists of subjets with small energy, and wide angle with respect to the

hard core of the jet, and allows a systematic separation of the different scales involved in this

region of phase space. This is shown schematically in Fig. 2-6. This region of phase space also

plays an important role in understanding Non-Global Logarithms [38]. We also proposed

ail event shape which specifically probes these non-global correlations, and performed an

analytic calculation in e+c [39.

In Fig. 2-7 a comparison of our analytic calculation including the effect of hadronization

for the D 2 spectrum for boosted Z jets and QCD jets is shown and compared with Monte

Carlo. Excellent agreement is observed. The uncertainties on the analytic prediction come

from scale variations of the different functions appearing in the factorized formula for the

D2 cross sections. Details are given in Chap. 4. Having an explicit analytic prediction for

both background and signal jets allowed us to make the first analytic ROC curves for a

two-prong jet substructure observable, which are shown in Fig. 2-8. Again, overall good
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Figure 2-8: Siniial vs. background efficiency curves for D( for the Monte Carlo sanples as

compared to our analytic prediction on a a) logarithnic scale plot and b) linear scale plot.

The band of the analytic prediction is representative of the perturbative scale uncertainty.

Good agreement between the analytic calculation and Monte Carlo is observed (figures from

[121).

agreement is observed, with the disagreement being driven by the signal distribution. It

would be interesting to understand if higher order calculations would increase or reduce this

discrepancy.

It would be of considerable practical and theoretical interest to extend this calculation to

the LUC, where the D9 observable is used extensively for boosted W/Z/H tagging. There

are two main obstructions to this calculation, one of which is experimental, and one of

which is theoretical. On the experiniental side, the D2 observable is used in conjuction

with a grooming procedure to remove the effects of pile-up. The effects of this grooming

procedure would need to be incorporated in the theory calculation. On the theory side, the

calculation in pp is considerably more complicated than in c+c- due to the color structure.

For e+-- -+ dijets, even with an additional resolved jet, there are at most three jets, and

a unique color structure, implying a color diagonal renormalization group evolution. For

the LHC, even for the simplest process, such as pp -+ Z/W/ff+ jet, with an extra resolved

subjet, there are four jets. This implies many partonic channels, each with non-diagonal
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Figure 2-9: The distribution of signal and background processes in exclusive jet bins for
the process II -+ W V1; (left). The exclusive zero jet spectrum for gg -* H computed in

resunime( perturbation theory as a function of the pT" used to define a jet (right)(figure

from [131).

color renornalization group evolution. It is interesting that grooming procedures, which are

used to remove pile-up, also have the effect of removing wide angle color correlations. From

the theory perspective, they therefore have the potential to simplify calculations. Because

of these two considerations, it seems likely that the most interesting, and practical goal

would be a calculation of a groomed D2 at the LHC. This should be possible ill the future

using the groomer Soft Drop [401, which exhibits several nice theoretical properties [41, 42].

This would allow for first principles precision predictions for jet substructure variables of

plenomenological imiportance at the LC.

2.2 Precision Predictions for LHC Processes Involving

Jets

One of the main goals of the LIHC is the study of the newly discovered liggs boson, as well as

the W/Z bosons, and the top quark. Since the LHC is a proton-proton collider, these states

are often produced in association with jets. The proper treatment of final states involving
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jets is therefore essential for achieving precision predictions for the LHC. As an example,

consider the process H -+ WW at the LHC. In Fig. 2-9, we show the distribution of signal

and background process in exclusive jet bins. To separate the H -+ WW signal from the

large background, particularly from top production, one can restrict to the exclusive zero

jet bin where the signal to background ratio is highest. From a theoretical perspective, this

restriction to the exclusive zero jet bin places significant constraints on the radiation in the

final state, and introduces a new scale into the problem, namely p"tO, the scale above which

a jet is defined as being a jet. The presence of this additional scale in the problem introduces

large logarithms into the perturbative expansion, which need to be resummed to all orders

to have precision predictions, as are required to measure properties of the Higgs boson. Such

calculations have been performed in SCET for on-shell Higgs production, and the exclusive

zero jet cross section is shown in Fig. 2-9 as a function of ptO [13}.

In performing such a calculation for a process involving jets at the LHC, many of the

ingredients describing the dynamics of the jets are universal, and are described within the

effective theory. The process dependence is carried by a matching coefficient describing the

hard virtual fluctuations at the scale of the underlying hard process. The full QCD process

is matched onto hard scattering operators in the effective field theory. To perform such a

matching procedure, two ingredients are necessary. First, a complete basis of operators is

required in the effective field theory, and second, the hard scattering amplitudes computed

in fixed order QCD are required. For complicated processes, particularly those involving

multiple jets, the construction of a complete operator basis in the effective field theory can

be quite difficult, and furthermore, the fixed order amplitudes can be complicated, and often

not in a form which can be easily interfaced with the SCET operators.

Many modern fixed order QCD calculations are performed using spinor helicity tech-

niques for on-shell states of definite helicities. This has been shown to greatly simplify

results, removing large gauge redundancies, and giving very compact expressions. The no-

tion of helicity is also very natural in SCET, where external reference vectors identifying

the directions of the jets are already present in the effective field theory. In the paper "Em-
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Figure 2-10: The off-shell Higgs cross section in the exclusive zero jet bin for the Higgs
mediated process in (a) anid the interference in (b) . Results are normalized by the jet veto

suppression at the Higgs mass. such that the on-shell cross section is the same in all cases,
allowiing one to focus on the modification to the shape of the distribution. NLL and NNLL

results are similar, with a. small nodification due to the finite jet radius, which is not present

in the NLL calculation (figures from [14.).

ploying Helicity Amplitudes for Resunmnation" [43], discussed in Chap. 5, we iltrodiced a

convenient operator basis in SCET, which uses operators of definite helicity. These helicity

operators make enumerating operator bases trivial, and the Wilson coefficients of the hard

scattering operators are directly given by the (IR. finite) pieces of color stripped helicity

amplitudes. They allow state of the art predictions for the hard scattering process to be

easily combined with an effective theory description of the dynaIics of QCD jets. Hopefully

this will enable more complex final states to be studied in SCET. Recently, we have also

extended this formalism to subleading power in the SCET expansion [14].

To demonstrate the applicability of the helicity operators in SCET, in the paper "Jet

Vetoes Interfering with H -+ WW1" [14j, discussed in Chap. 6, I considered the resonance

and continuin production of pp -+lv Iv, which can proceed with through the Higgs boson, or

through WV production. This process represents an interesting application of the helicity

operators, as the amplitudes for pp -+ lvii' are complicated, and only available in spinor

helicity form, and the matching to SCET can be greatly simplified. Furthermore, the process
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Figure 2-11: The constraints oil the Higgs Width as ineasured by CMS using the off-shell

cross section for H -+ ZZ (figure from 1151).

is interesting as a probe of the properties of the Higgs. With the discovery of a iggs like

1)oso by both the ATLAS and CMS experiments at the LHC, an important goal of the

LHC program will be the characterization of the resonance. Of particular importance is the

width of the Higgs like boson. The width of the Standard Model boson is extremely narrow

due to the fact that it is light, and couples proportional to mass. Other decay channels of

the Higgs, could significantly modify the Higgs width. The experilnental resolution on the

direct lineshape is of the order of 1 GeV, while the predicted Standard Model value is ~ 4

MeV. Therefore, it is an important problem to come up with ways of measuring the Higgs

width at the LHC. The width is observable at an c+- machine through Higgstralung. It

was noted that a. (somewhat model dependent) way of bounding the Higgs width is to study

its off shell production in the IW and ZZ channels and interference with continuum W1 WV

or ZZ production, due to the difference in scaling of the cross section with the width in the

on-shell and off-shell region [451. For the W47W channel, the reduction of the background

imakes important use of jet vetoes. It is therefore an interesting question to understand how

these jet vetoes effect the off-shell cross section.
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In Chap. 6 we present a calculation of the exclusive zero jet cross section for both Higgs

and continuum production, as well as their interference, in the far off-shell region. An

interesting feature of this calculation, is that the size of the logarithm is a function of

the invariant mass of the WW pair, and therefore changes throughout the invariant mass

spectrum. This implies that the effect of the jet veto is not merely a rescaling of the cross

section, but a reshaping of the distribution. This reshaping of the distribution is shown

in Fig. 2-10. A precise calculation of this reshaping of the distribution is important in

interpreting any possible new physics contributions to the spectrum. This measurement of

the off-shell cross section has been performed at the LHC for the ZZ channel, and used to

put a bound on the Higgs cross section. The result is shown in Fig. 2-11 [151.
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Chapter 3

Power Counting to Better Jet

Observables

Optimized jet substructure observables for identifying boosted topologies will play an essen-

tial role in maximizing the physics reach of the Large Hadron Collider. Ideally, the design

of discriminating variables would be informed by analytic calculations in perturbative QCD.

Unfortunately, explicit calculations are often not feasible due to the complexity of the ob-

servables used for discrimination, and so many validation studies rely heavily, and solely, on

Monte Carlo. In this chapter we show how methods based on the parametric power count-

ing of the dynamics of QCD, familiar from effective theory analyses, can be used to design,

understand, and make robust predictions for the behavior of jet substructure variables. As a

concrete example, we apply power counting for discriminating boosted Z bosons from mas-

sive QCD jets using observables formed from the n-point energy correlation functions. We

show that power counting alone gives a definite prediction for the observable that optimally

separates the background-rich from the signal-rich regions of phase space. Power counting

can also be used to understand effects of phase space cuts and the effect of contamination

from pile-up, which we discuss. As these arguments rely only on the parametric scaling of

QCD, the predictions from power counting must be reproduced by any Monte Carlo, which

we verify using PYTHIA 8 and HERWIG++. We also use the example of quark versus gluon
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discrimination to demonstrate the limits of the power counting technique.

3.1 Introduction

Over the past several years there has been an explosion in the number of jet observables and

techniques developed for discrimination and grooming [46, 47, 481. Several of these are used

by the ATLAS and CMS experiments, and their performance has been validated directly on

data [49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68, 69, 70] and

employed in new physics searches in highly boosted regimes [71, 72, 73, 74, 75, 76, 77, 78, 791.

Analyses using jets will become increasingly important at the higher energies and luminosities

of Run 2 of the LHC.

While the proliferation of jet observables is exciting for the field, the vast majority of pro-

posed observables and procedures have been analyzed exclusively in Monte Carlo simulation.

Monte Carlos are vital for making predictions at the LHC, but should not be a substitute

for an analytical understanding, where possible. Because Monte Carlos rely on tuning the

description of non-perturbative physics to data, this can obscure what the robust perturba-

tive QCD predictions are and hide direct insight into the dependence of the distributions on

the parameters of the observable. This is especially confusing when different Monte Carlo

programs produce different results.

Perturbative predictions of distributions have traditionally been constrained to only the

simplest observables, such as the jet mass [80, 81, 82, 83, 84], but to high accuracy. Such

high-order calculations are important for reducing the systematic theoretical uncertainties.

More recently, resummation has been applied to some simple jet substructure variables

[85, 86, 87, 371, and an understanding of some of the subtleties of resummation for ratio

observables, as often used in jet substructure, has been developed [88, 10, 89]. Even the

simplest calculations have suggested new, improved techniques, like the modified Mass Drop

Tagger [86, 871, or uncovered unexpected structures in perturbative QCD, like Sudakov

Safety [88, 40, 891. For more complex observables, however, an analytic calculation may

be essentially impossible, and we must rely on Monte Carlo simulations. Because of the
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wide variety of jet observables, some of which can be calculated analytically and some that

cannot, it is necessary to find an organizing principle that can be used to identify the

robust predictions of QCD, without requiring a complete calculation to a given perturbative

accuracy.

In this chapter we show how power counting methods can be used to design and under-

stand the behavior of jet substructure variables. With minimal computational effort, power

counting accurately captures the parametric predictions of perturbative QCD. The dynam-

ics of a QCD jet are dominated by soft and collinear emissions and so by identifying the

parametric scaling of soft and collinear contributions to a jet observable, we are able to make

concrete and justified statements about the performance of jet substructure variables. For-

mal parametric scaling, or power counting, is widely used in the formalism of soft-collinear

effective theory (SCET) 121, 22, 23, 241, an effective field theory of QCD in the soft and

collinear limits. However, in this chapter, we will not rely on any results from SCET so as

to make the discussion widely accessible. Similar techniques were employed in Ref. [901, but

with the goal of determining which jet observables are calculable.

As a concrete application of the soft and collinear power counting method, we will focus

on observables formed from the generalized n-point energy correlation functions e(,6 [301,

relevant for discriminating massive QCD jets from boosted, heavy objects. Measuring mul-

tiple energy correlation functions on a jet defines a multi-dimensional phase space populated

by signal and background jets. By appropriately power counting the dominant regions of

phase space, we are able to identify the signal- and background-rich regions and determine

powerful observables for discrimination. In addition, from power counting arguments alone,

we are able to predict the effect of pile-up contamination on the different regions of phase

space. We apply power counting to the following:

* Boosted Z Bosons vs. QCD The two- and three-point energy correlation functions,

e(13 and ef, have been shown to be among the most powerful observables for identify-

ing the hadronic decays of boosted Z bosons [30]. We discuss the phase space defined

by e(fO and e(, and determine which regions are populated by signal and background
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jets. Using this understanding of the phase space, we propose a powerful discriminating

variable to identify boosted two prong jets, given by

(p3)
D(O) e3  (3.1)

2 (e(,3)3

This should be contrasted with the variable C(O) e 3/(e2/ )2 originally proposed in

Ref. [30]. We also show that power counting can be used to understand the impact of

pile-up radiation on the different regions of phase space, and in turn to understand the

susceptibility of signal and background distributions to pile-up.

* Quarks vs. Gluons Quark versus gluon jet discrimination is somewhat of a non-

example for the application of power counting because there is nothing parametrically

distinct between quark and gluon jets. However, this will illustrate why quark versus

gluon discrimination is such a hard problem, and why different Monte Carlos can have

wildly different predictions [37].

The outline of this chapter is as follows. In Sec. 3.2 we will precisely define what we mean

by "collinear" and "soft" modes of QCD and introduce the observables used throughout this

chapter. While we will mostly focus on the energy correlation functions, we will also discuss

the N-subjettiness observables [32, 31] as a point of reference. In Sec. 3.3, we apply power

counting to the study of Z versus QCD discrimination using the two- and three-point energy

correlation functions e2 and e(". We argue that the single most powerful observable for

discrimination is e /(e3 )3. Power counting is used to understand how the addition of pile-

up radiation effects the distributions of this variable, and show that they are more robust to

pile-up than for previously proposed variables formed from the energy correlation functions. 1

We verify that these predictions are borne out in Monte Carlo. In Sec. 3.4, we attempt to

apply power counting to quark versus gluon jet discrimination. Naively, this should be the

simplest case, however, power counting arguments are not applicable because all qualities

'The CMS study of Ref. 1631 found that the observable C2 e~f)/(ef))2 suggested in Ref. 130] for
boosted Z identification is very sensitive to pile-up contamination.
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of quarks and gluons only differ by order-1 numbers. Finally, we conclude in Sec. 4.8 by

re-emphasizing that power counting is a useful predictive tool for jet observables that are

too complicated for direct analytic calculations, and suggest some problems to which it may

prove fruitful.

3.2 Observable Basis and Dominant Physics of QCD

3.2.1 Observables

Throughout this chapter, our analyses will be focused around the (normalized) n-point energy

correlation functions e$ .2 The two-, and three-point energy correlation functions are defined

as

(13) 1e 2=~- PTipTjIRiJ
PTJ 1 i<j nj

PTiPTjPTkf Roi RjfI RI ,
PTJ 1<i<j<k<nj

(3.3)

where pTJ is the transverse momentum of the jet with respect to the beam, PTi is the

transverse momentum of particle i, and nj is the number of particles in the jet. The boost-

invariant angle R?. = (#, - oj)2 + (y, - yj)2 is the Euclidean distance in the azimuth-rapidity

plane and for infrared and collinear (IRC) safety, the angular exponent ,3 > 0. In this chapter

we will only study up through e but higher-point energy correlation functions are defined

as the natural generalization. We will often omit the explicit dependence on f, denoting the

n-point energy correlation function simply as e,.

2The notation e?1 differs from the original notation ECF(n,/3) presented in Ref. 1301 where the energy
correlation functions were defined, but we hope that this notation used here is more compact. Specifically,
the relationship is

=() ECF(n,3)en (ECF(1, 0)), n (3.2)
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The energy correlation functions have many nice properties that make them ideal can-

didates for defining a basis of jet observables. First, the energy correlation functions are

defined such that e, -+ 0 in any of the soft or collinear limits of a configuration of n par-

ticles. Second, because all angles in the energy correlation functions are measured between

pairs of particles, e$(90 is insensitive to recoil or referred to as "recoil-free" [91, 92, 93, 30, 33].

This means that it is not sensitive to the angular displacement of the hardest particle (or jet

core) from the jet momentum axis due to soft, wide angle radiation in the jet. The effects of

recoil decrease the sensitivity of an observable to the structure of radiation about the hard

core of the jet, making it less efficient for discrimination purposes.

Depending on the application, different energy correlation functions are useful as dis-

criminating observables. As discussed in Ref. [30], the two-point energy correlation function

is sensitive to radiation about a single hard core, and so is useful for quark versus gluon

discrimination. Similarly, the three- and four-point energy correlation functions are useful

for 2- or 3-prong jet identification, respectively, corresponding to boosted electroweak bosons

(W/Z/H) or hadronically decaying top quarks. By measuring appropriate energy correlation

functions we define a phase space, populated by signal and background jets.

As a point of reference, we will also study the N-subjettiness observables and compare the

structure of their phase space with that of the energy correlation functions. The (normalized)

N-subjettiness observable r, is defined as

(= 1 PTi min{Ri,... , R . (3.4)
PT1<i<nj

The angle RiK is measured between particle i and subjet axis K in the jet. Thus, N-

subjettiness partitions a jet into N subjet regions and measures the pT-weighted angular

distribution with respect to the subjet axis of each particle. There are several different

choices for how to define the subjet axes; here, we will define the subjet axes by the exclusive

kT jet algorithm [941 with the winner-take-all (WTA) recombination scheme [95, 33, 961. In

contrast to the traditional E-scheme recombination [97], which defines the (sub)jet axis

to coincide with the net momentum direction, the WTA recombination scheme produces
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(sub)jet axes that are recoil-free and nearly identical to the ,3 = 1 minimized axes. 3 With

this definition, the observables e() and T'8) are identical through NLL accuracy for all # > 0

[331.

Since N-subjettiness directly identifies N subjet directions in a jet, it is a powerful

variable for N-prong jet discrimination. In particular, the N-subjettiness ratios

( (3) (_ _ /3)_
) 2 (nd ) 3T () and T, 2  (13) '

relevant for boosted W/Z/H and top quark identification, respectively, are widely-used in

jet studies at the ATLAS and CMS experiments. Numerical implementations of the en-

ergy correlation functions and N-subjettiness are available in the EnergyCorrelator and

Nsubjettiness FASTJET CONTRIBS [100, 1011.

3.2.2 Soft and Collinear Modes of QCD

At high energies, QCD is approximately a weakly-coupled conformal gauge theory and so

jets are dominated by soft and collinear radiation. Because it is approximately conformal,

there is no intrinsic energy or angular scale associated with this radiation. To introduce

a scale, and so to determine the dominant soft and collinear emissions, we must break the

conformal invariance by making a measurement on the jet. The scale of the soft and collinear

emissions is set by the measured value of the observable. 4

This observation can be exploited to make precise statements about the energy and

angular structure of a jet, depending on the value of observables measured on that jet.

This reasoning is often implicitly understood in the jet community and literature, and is

formalized in SCET. Nevertheless, these precise power-counting arguments are not widely

used outside of SCET, and so we hope that the applications in this chapter illustrate their

3 The 8 = 1 minimized axes are also referred to as "broadening axes" [31, 331 as they correspond to axes
that minimize the value of broadening [98, 99, 911.

4 1t is important to note that since QCD is not a conformal field theory, we can only use the power
counting presented here to study the phase space defined by a set of IRC safe observables. If we considered
IRC unsafe observables, then generically, we would need to power count contributions from non-perturbative
physics such as hadronization.
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effectiveness and relative simplicity.

We begin by defining a soft emission, s, as one for which

_PTs « , R~
SPTJ Rs~ 1, (3.5)

where j is any other particle in the jet and Rj ~ 1 means that Rj is not associated with

any parametric scaling. Similarly, a collinear emission, c, is defined as having a PT fraction

PTc 1, (3.6)
PTJ

but with an angle to other particles which depends on whether they are also collinear or soft:

Rec < 1 , Rcs, ~1 . (3.7)

Here, Rec is the angle between two collinear particles, while R, is the angle between a

soft particle and a collinear particle. The precise scalings of Rc, and z, will depend on the

observable in question, as will be explained shortly. Soft emissions also implicitly include

radiation that is simultaneously both soft and collinear.

To introduce these ideas concretely, we use the example of the two-point energy correla-

tion function:

ew)= ( p ipTjR) 3 . (3.8)
lT Ii<j~flj

Consider performing a measurement of e23 on a jet and further requiring e(2  < 1. Because

the energy flow in jets is in general collimated, this defines a non-trivial region of phase

space, with a large fraction of jets satisfying this requirement. A large value of e2f would

mean that there is a hard, perturbative splitting in the jet which is suppressed by the small

value of a,. From the definition of e(3) in Eq. (3.8), we see that a measurement of e( < 1

forces all particles in the jet to either have small PTi or small Rij. In other words, the

observable is dominated by soft and collinear emissions. The precise scaling of PTi and Rij
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is then determined by the measured value of e2.5

There are three possible configurations that contribute to e < 1: soft-soft correla-

tions, soft-collinear correlations, and collinear-collinear correlations. Therefore, eJ) can be

expressed as

e9  Z~0 PTsPTsRS + + 2 cPTcR'c, (3.9)
PT J s PTJ sc TJ C

where we have separated the contributions to e2  into the three different correlations. To

determine the dominant contributions to ef, we will throw away those contributions that

are parametrically smaller, according to our definitions of soft and collinear above. First,

PTs < PTc, and so we can ignore the first term to leading power. Because Res ~ 1, we set

RCS = 1 in the second term, for the purpose of scaling. Also, note that PTc ~ pTJ and so

we can replace the instances of PTc with PTJ in the second and third terms. Making these

replacements, we find

(3) ~ zs + E , (3.10)
S C

where we have ignored any corrections arising at higher power in the soft and collinear

emissions' energies and angles. We wish to emphasize with the explicit summation symbols

that we have not restricted to a single soft or collinear emission, but consider an arbitrary

number of emissions. Furthermore, we do not assume a strongly ordered limit, but instead

explore the complete phase space arising from soft and collinear emissions, including regions

where such ordering is explicitly broken.

Eq. (3.10) demonstrates the dominant structure of a jet on which we have measured

e < 1. The contribution to e( from soft and collinear emissions do not mix to this

accuracy; that is, they factorize from one another. Also, because there is no measurement

5 1n SCET, R,, and z, are often immediately assigned a related scaling. While this is true for this example,
it is not in general true in the case of multiple measurements, and we wish to emphasize in this section how
the measurement sets both scalings.
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to distinguish the soft and collinear contributions to e, we then have that

(/3)
cc ~S ~(3.11)

That is, the measured value of e(2 sets the PT of the soft particles relative to the jet and the

splitting angle of the collinear particles, and therefore defines the structure of the jet.

In Eq. (3.10), we have explicitly written a summation over the particles with soft and

collinear scalings. To determine the scalings of the different contributions, it is clearly

sufficient to consider the scaling of an individual term in each sum. In the remainder of this

chapter we will drop the explicit summation for notational simplicity.

Scaling arguments similar to the power counting approach discussed here are often used in

other approaches to QCD resummation to identify the relevant soft and collinear scales, and

could also be used to analyze observables. For example, in the method of regions [102, 1031,

the regions of integration over QCD matrix elements which contribute dominantly to a given

observable are determined, and an expansion about each of these regions is performed. These

regions of integration, and the scaling of the momenta in these regions, basically correspond

to the modes of the effective theory determined through the power counting approach.'

Similarly, in the CAESAR approach to resummation [93], implemented in an automated

computer program, the first step of the program is the identification of the relevant soft and

collinear scales. This is performed by expanding a given observable in the soft and collinear

limits, and considering the region of integration for a single emission. This procedure is

similar to that used in the case of e( just discussed, and would identify the same domi-

nant contributions and scalings. Using the knowledge of the behavior of the QCD splitting

functions, CAESAR then performs a resummed calculation of the observable. However, the

CAESAR computer program is currently restricted to observables for which the relevant

scales, and hence the logarithmic structure, is determined by a single emission, and further,

to single differential distributions.

When considering observables relevant for jet substructure, one is interested in variables

6 More precisely, only on-shell modes appear as degrees of freedom in the effective theory.
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such as e(, n > 2, whose behavior is not determined by the single emission phase space.

For such observables, the single-emission analysis is not sufficient and the explicit analysis

of QCD matrix elements to determine the dominant regions of integration which contribute

becomes quite complicated. For these cases, we find the power counting approach of the

effective field theory paradigm to be a particularly convenient organizing principle. Using

the knowledge that on-shell soft and collinear modes dominate, a consistent power counting

can be used to determine the relevant scalings of these modes in terms of the measured

observables, which is reduced to a simple algebraic exercise. Although the evaluation of

QCD matrix elements in these scaling limits is of course required for a complete calculation,

it is not required to determine the power counting, and we will see that power counting

alone will often be sufficient for constructing discriminating observables for jet substructure

studies.

Throughout the rest of this chapter, we will employ these power-counting arguments to

determine the dominant structure of jets on which multiple measurements have been made,

for example e(13 and e(3. In this case, the phase space that results is much more complicated

than the example of e( discussed above, but importantly, appropriate power counting of the

contributions from soft and collinear emissions will organize the phase space into well-defined

regions automatically.

3.3 Power Counting Boosted Z Boson vs. QCD Discrim-

ination

As a detailed example of the usefulness of power counting, we consider the problem of

discriminating hadronically-decaying, boosted Z bosons from massive QCD jets. Because

Z boson decays have a 2-prong structure, we will measure the two- and three-point energy

correlation functions, e 2 and e3 , on the jets, defining a two-dimensional phase space. We will

find that there are two distinct regions of this phase space corresponding to jets with one or

two hard prongs. QCD jets exist dominantly in the former region while boosted Z bosons

69



exist dominantly in the latter. Power counting these phase space regions will allow us to

determine the boundaries of the regions and to define observables that separate the signal

and background regions most efficiently.

Both because it is a non-trivial application, as well as still being tractable, we will present

a detailed analysis of the phase space regions for boosted Z identification. This will require

several pieces. First, we will study the full phase space of perturbative jets defined by e2

and e3 and identify signal and background regions via power counting. This will lead us

to define a discriminating variable, D(. Second, any realistic application of a boosted Z

tagger includes a cut on the jet mass in the window around mz, and the effect of the mass

cut on the discrimination power can also be understood by a power counting analysis of

the phase space. Third, at the high luminosities of the LHC, contamination from pile-up

is important and can substantially modify distributions for jet substructure variables. By

appropriate power counting of the pile-up radiation, we can understand the effect of pile-up

on the perturbative phase space and determine how susceptible the distributions of different

discrimination variables are to pile-up contamination. As a reference, throughout this section

we will contrast the energy correlation functions to the N-subjettiness observables Ti and

[ 132, 311. A full effective theory analysis and analytic calculation of D(3) will be presented

in Chap. 4.

3.3.1 Perturbative Radiation Phase Space

We begin by studying the (e2 , e3 ) phase space arising from perturbative radiation from the

jet. The measurement of e2 and e3 on a jet can resolve at most two hard subjets. The phase

space for the variables e2 and e3 is therefore composed of jets which are unresolved by the

measurement, dominantly from the QCD background, and shown schematically in Fig. 3-la,

and jets with a resolved 2-prong structure, as from boosted Z decays, shown schematically in

Fig. 3-1b. We will find that the resolved and unresolved jets live in parametrically different

regions of the phase space, and the boundary between the two regions can be understood

from a power counting analysis.
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Soft
Collinear
C-Soft

(b)

Figure 3-1: a) i-prong jet, dominated by collinear (blue) and soft (green) radiation. The

angular size of the collinear radiation is Rc, and the PT fraction of the soft radiation is z'.
b) 2-prong jet resolved into two subjets, dominated by collinear (blue), soft (green), and

collinear-soft (orange) radiation emitted from the dipole formed by the two subjets. The

subjets are separated by an angle R12 and the p,' fraction of the collinear-soft radiation is

(0)

RZ.

S+
S

efl

RC

.3

Table 3.1: Scaling of the contributions of 1-prong jets to e2
possible configurations of soft (S) and collinear (C) radiation.

and 0W from the different

First, consider the case of the measurement of e, and o3 on a jet with a single hard

core of radiation, as in Fig. 3-la, which is dominated by soft radiation with characteristic PT

fraction z, < 1, and collinear radiation with a characteristic angular size R,, < 1. All other

scales are order-i numbers that we will assume are equal to 1 without further discussion.

With these assumptions, we are able to determine the scaling of the contributions to c)

and c7 from collections of soft and collinear particles. The scalings are given in Table 3.1

for contributions from three collinear particles (CCC), two collinear and one soft particle

(CCS), one collinear and two soft particles (CSS), and three soft particles (SSS). 7

TThe contributions in Table 3.1 are from any subset of three particles in the jet. We do not single out an

initial parton from which the others arise as in a showering picture.
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Dropping those contributions that are manifestly power-suppressed, the two- and three-

point energy correlation functions measured on 1-prong jets therefore scale like

(0 ~ RO + z , (3.12)

e0 ~ Ra +/ + Z2+ Rz,. (3.13)

To go further, we must determine the relative size of z, and R3. There are two possibilities,

depending on the region of phase space identified by the measurement: either z., makes a

dominant contribution to e2 , or its contribution is power suppressed with respect to R'3. In

the case that z, contributes to e2 , this immediately implies that e3 ' (e2 )2 , regardless of

the precise scaling of R13. 8 If instead z, gives a subleading contribution compared to RO in

e2 , then e3 ~ (e2)3 .9 Therefore, from this simple analysis, we have shown that 1-prong jets

populate the region of phase space defined by (e 2)3 < e3 < (e 2 ) 2 . Fascinatingly, this also

implies that the relative values of e2 and e3 provide a direct probe of the ordering of emissions

inside the jet, so that assumptions about the measured values of e2 and e3 are observable

proxies for the ordering of emissions. The scaling of R,, and z, on each boundary of the

phase space can then easily be determined, but will not be important for our discussion.

This analysis shows that 1-prong jets fill out a non-trivial region in the (e2 , e3 ) phase

space, and of particular interest for the design of discriminating observables is the fact that

this region of phase space has a lower boundary. This region is shown in blue in Fig. 3-2.

To understand the region of phase space for e3 < (e2 )3 we must consider the case in which

the measurement of e 2 and e3 resolves two subjets within the jet.

The setup for the power counting of 2-prong jets is illustrated in Fig. 3-1b. We consider

a jet with two subjets, each of which carry 0(1) of the jet PT and are separated by an angle

R1 2 < 1. Each of the subjets has collinear emissions at a characteristic angle ReC < R 1 2 .

Because R 1 2 < 1, there is in general global soft radiation at large angles with respect to the

8 Note that on the true upper boundary of the phase space, the assumption of strong ordering of emissions
is broken.

9 The existence of a consistent power counting does not guarantee a factorization theorem. Indeed, while
a factorization theorem exists on the quadratic boundary, it does not exist at leading power on the cubic
boundary.
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Figure 3-2: Phase space defined by the ineasurement of the energy correlation functions c,

and 03. The phase space is divided into 1- and 2-prong regions with a boundary corresponding

to the curve C3 ~ (C2)'.

subjets with characteristic pr' fraction z., < 1. For color-singlet jets, like boosted Z bosons,

this global soft radiation contribution comes purely from initial state radiation (ISR). ")

Finally, there is radiation from the dipole formed from the two subjets (called "collinear-

soft" radiation), with characteristic angle R12 fron the subjets, and with Pr fraction Z($. The

effective theory of this phase space region for the observable N-jettiness [1041 was studied in

Ref. [1051.

We now consider the power counting of c) and c(' for 2 prong jets. By the definition

of this region of phase space, the hard splitting sets the value of . That is, we have

eY R'IjO, with all other contributions suppressed. For cjK it is clear that the leading

contributions must arise from correlations between the two hard subjets with either the

global soft, collinear or collinear-soft modes. The scaling of these different contributions to

3 is given in Table 3.2, from which we find that the scaling of the two- and three-point

'0 While this background is to a certain extent irreducible, given the important feature of ISR is its color-

uncorrelated and soft nature, many of our observations about the effects of pile-up in Sec. 3.3.2 will be

applicable to ISR.
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modes e('3 )
3

C1C2 S R" z,

C1C2 C R R
C1C2 Cs R1 Zs

S

Table 3.2: Scaling of the contributions from global soft (S), collinear (C), and collinear-soft

(Cs) radiation correlated with the two hard subjets (denoted by C1 and C2) in 2-prong jets

to C3 from the different possible configurations.

energy correlation functions for 2-pronged jets is

6) ~ RO2, (3.14)

e( ~ R3zs + R 2RO + R 3c0_ (3.15)3 12's 12 cc 1 "c

There is no measurement performed to distinguish the three contributions to eO and so we

must assume that they all scale equally.

This result is sufficient to set the relative scaling of c( and c3. As we assume that the

jet only has two hard subjets, we have that zca < 1 and so

(e2)3 ~ R3, >> ~ e3 , (3.16)

which defines the 2-prong jet region of phase space as that for which e3 < (e2)3. With this

identification, note the scaling of the various modes:

e3 e3  3(3.17)

e2 (e2)2 (2)

While not important for our goals here, the fact that the energy correlation functions para-

metrically separate the scaling of the modes that contribute to the observables is vital for an

effective theory analysis and calculability. This will be discussed in detail in Chap. 4, where

an explicit calculation of the D 2 observable will be presented. Note that because e2 is first

non-zero at a lower order in perturbation theory than e3, e 3 can be zero while e2 is non-zero.
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Therefore, this 2-prong region of phase space extends down to the kinematic limit of e 3 = 0,

as shown in red in Fig. 3-2.

This power counting analysis, although very simple in nature, provides a powerful picture

of the phase space defined by the measurement of e 2 and e3 , which is shown in Fig. 3-2. The

1- and 2-prong jets are defined to populate the phase space regions where

1-prong jet: (e 2 )3 ;< e3 ,(e2)2

2-prong jet: 0 < e3 < (e2)
3

Background QCD jets dominantly populate the 1-prong region of phase space, while signal

boosted Z decays dominantly populate the 2-prong region of phase space. This has important

consequences for the optimal discrimination observable.

An interesting observation about the boundary between 1- and 2-prong jets, defined by

e3 ~a (e2)3, is that it is approximately invariant to boosts along the jet direction. For a

narrow jet, a boost along the jet direction by an amount -y scales PTs and angles as

PT -+ 7PT , R -+-R . (3.18)

Therefore, under a boost, elo and elo scale as

e(P , f -e(a , e -_ Y-3fl ie3) (3.19)

Thus, the boundary between 1- and 2-prong jets, where e 3 ~ (e 2)3, is invariant to boosts

along the jet direction. That is, under boosts, a jet will move along a contour of constant

e3/(e 2)3 in the (e 2, e3 ) plane.

The analysis presented in this section is also the initial step in establishing rigorous fac-

torization theorems in the different regions of phase space, allowing for analytic resummation

of the double differential cross section of e 2 and e3 . Such a factorization and resummation

will be presented in Chap. 4, building on the analysis of this chapter.
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Optimal Discrimination Observables

The fact that the signal and background regions of phase space are parametrically separated

implies that from power counting alone, we can determine the optimal observable for sep-

arating signal from background. Because the boundary between the background-rich and

signal-rich regions is e3 ~ (e 2)3, this suggests that the optimal observable for discriminating

boosted Z bosons from QCD jets is11

D 3 .(3.20)

Signal jets will be characterized by a small value of D(, while background jets will pre-

dominantly have large D(3. With this observable, parametrically there is no mixing of the

signal-rich and background-rich regions. Contours of constant D(0) lie entirely in the signal

or background region, as is shown schematically in Fig. 3-3. Determining the precise dis-

crimination power of D(3) requires an understanding of the 0(1) details of the distributions

of signal and background, beyond any purely power counting analysis.

The observation that the scaling relation e3 ~ (e 2) 3 is boost invariant provides further

motivation for the variable D(3. Under boosts along the jet axis, jets can move along curves

of constant D(, but cannot cross the boundary between the 2-prong and 1-prong regions

of phase space. This can be used to give a boost invariant definition of a 2-prong jet, as a

jet with a small value of D", and a 1-prong jet, as a jet with large D(,.

Ref. [30] used the two- and three-point energy correlation functions in the combination

2 ~ f (,2 (3.21)
( e2

for boosted Z boson discrimination. From the power counting analysis in this section, this

"We thank Jesse Thaler for suggesting the notation "D" for these observables. Unlike C(, whose name

was motivated by its relation to the classic e+e- event shape parameter C, D) is not related to the D
parameter.
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Figure 3-3: Contours of constant C (left) and D (right) in the phase space defined

by W., . The 1- and 2-prong regions of phase space are labeled, with their boundary

corresponding to the curve es ~ (c ).

variable is not a iiatural choice. In particular, contours of constant C. pass through both

the 1-prong and 2-prong regions of phase space, mixing the signal and background for any

value of Cj;"3, as shown in Fig. 3-3. Therefore, from the power counting perspective, we

would expect that C(W is a poor boosted Z boson discriminating observable. Nevertheless,

Ref. [30] found that with a tight jet mass cut, and in the absence of pile-up, C. is a powerful

boosted Z discriminant. A mass cut constrains the phase space significantly, which we will

discuss in detail in Sec. 3.3.1, allowing us to understand the result of Ref. 130]. Pile-up will

be addressed in Sec. 3.3.2.

It is important to recall that while c and ef3 are IRC safe observables, so that their

phase space can be analyzed with power counting techniques, ratios of IRC safe observables

are not in general IRC safe [106, 88, 891. The observables C) and D(.") are however Sudakov

safe [88, 891, and therefore can be reliably studied with Monte Carlo simulation without

applying any form of additional cut, such as a jet mass cut, on the phase space.



CCC R R
CCS R)+z. R +z,
CSS Z3 zS
SSS z3 z8

Table 3.3: Scaling of the contributions of 1-prong jets to T and T from the different
possible configurations of soft (S) and collinear (C) radiation.

Contrasting with N-subjettiness

At this point, it is interesting to apply the power counting analysis to other observables for

boosted Z discrimination and see what conclusions can be made. For concreteness, we will

contrast the energy correlation functions with the N-subjettiness observables T and (t,

defined as

1 > pi min {R3 . ... , R'3 (3.22)
PTJ1<i<n

As with the energy correlation functions, we will consider r and - as measured on

1-prong and 2-prong jets and determine the regions of phase space where background and

signal jets populate. This can then be used to determine the optimal observable for boosted

Z discrimination from the N-subjettiness observables. We use the same notation for the

scalings of the modes as in Sec. 3.3.1.

Starting with 1-prong jets, and repeating the analysis of Sec. 3.3.1, we find the dominant

contributions to (18 and T,51) as given in Table 3.3. For the configuration of two collinear

particles and a soft particle (CCS), ) is either dominated by z, or by RO. In this con-

figuration, the two subjet axes can either lie on the two collinear particles or one axis can

be on a collinear particle and the other on a soft particle. Importantly, the measurement of

T and 7 cannot distinguish these two possibilities and therefore cannot determine if the

second axis in the 1-prong jet is at a small or large angle with respect to the first.1 2 With

'2 For this reason, soft and collinear contributions to T2  on 1-prong jets do not factorize and therefore
cannot be computed in SCET.

modes |
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modes r

C1C2 S  z'

C1C2 C Rc
C1C2 C, R" zes

Table 3.4: Scaling of the contributions from global soft (S), collinear (C), and collinear-soft
(C,) radiation correlated with the two hard subjets (denoted by C1 and C2) in 2-prong jets
to from the different possible configurations.

either configuration, Tr and r scale as

4 ~ RO + z, , (3.23)

(p3)
c Rc + zc,. (3.24)

(f3) (p3)

That is, for 1-prong jets, Tr ~ -.

For 2-prong jets, T is dominated by the hard splitting, as was the case with the two-

point energy correlation function, hence 4i(1 ~ R2. For (), the two axes lie along the two

hard prongs, so, just like with the three-point energy correlation function, r is set by the

radiation about those two hard prongs: global soft, collinear, or collinear soft. Table 3.4 lists

the contributions to r2 from each of these modes, leading to the scaling

Ti~ R02, (3.25)

S ~wl, + ROc + R+R ze8 . (3.26)

Demanding that the jet only has two hard prongs implies that r ~ z, r~ R " R 2  <

Rf32 ~(), but no other conclusions can be made from power counting alone. Unlike the

well-defined division of phase space by the energy correlation functions, N-subjettiness has

a much weaker division of

(13) (/3)1-prong jet: T ~ T ,

2-prong jet: 3 < 1
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Figure 3-4: Phase space defined by the energy correlation functions e. ( in the presence

of a mass cut. Contours of constant Ct (left) and D( (right) are shown for reference.

[his does suggest, however, that the optimal discrimination variable using N-subjettiness is

T; . rwhich is what is widely used experimentally. Nevertheless, the weaker phase

space separation of N-subjettiness compared with that for the energy correlation functions

would naively imply that e 2 and C3 provides better discrimination than r1  and T-. however,

this statement requires an understanding of 0(1) numbers, which is beyond the scope of a

power counting analysis.

Effect of a Mass Cut

In an experimental application of DWO to boosted Z discrimination, a mass cut is performed

on the jet around the mass of the Z boson. In addition to removing a large fraction of

the background, this cut also guarantees that the identified jets are actually generated from

boosted Z decays. To fully understand the effect of the nass cut on the phase space requires

analyzing the three-dimensional phase space of the mass, e, and C3 . While complete, this

full analysis would be distracting to the physics points that we wish to make in this section,

and the impact of the mass cut can be understood without performing this analysis. For

3 = 2, the two-point energy correlation function is simply related to the jet mass in at fixed



jet PT:

- 2 (3.27)
PT

for central jets assuming that m < PT and up to overall factors of order 1. Therefore, a cut

on the jet mass is a cut on e In this section, we will begin by discussing the simpler case

of 3 = 2, and then proceed to comment on the effect of a mass cut for general 3.

The phase space in the e( , e(2 plane with the jet mass constrained to a window, and

for some finite range of jet PT is shown schematically in Fig. 3-4. Jets of a given mass can

have that mass generated either by substantial soft radiation (for 1-prong jets) or by a hard

splitting in the jet (a 2-prong jet), and so we want a discrimination observable that separates

these two regions cleanly. The boundary between the 1-prong and 2-prong jet regions is still

defined by e 2  (e)3 , and so we expect D to be the most powerful discriminant.

However, by making a mass cut, the region of phase space at small masses, dominated by

1-prong jets, is removed. Therefore, the fact that contours of the observable C(2) mix both 1-

and 2-prong jets is much less of an issue. Except at very high signal efficiencies, when one is

sensitive to the functional form of the boundary between the signal and background regions,

the discrimination performance of C(2) should be similar to that of D(2 ) when a tight mass

cut is imposed. Indeed, in a sufficiently narrow window, any variable of the form e3 /(e)

would provide reasonable discrimination, with all the discrimination power coming from e(

alone. However, D has the advantage that its discrimination power does not suffer from

significant dependence on the value of the lower mass cut.

While a lower mass cut is important for removing 1-prong background jets, an upper mass

cut is also necessary for powerful discrimination. The mass distribution of QCD jets has a

long tail extending to masses of order the PT of the jet. For these jets, the mass is generated

by an honest hard splitting, and so these background jets look exactly like the signal from

their substructure. While the cross section for these high mass QCD jets is suppressed by

as, they can still be a significant background and therefore should be removed.

Let's now consider the general / case. We will first consider the effect of a mass cut in
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Figurt 3-5: Phase space (lefined by the energy correlation functions e C7 , for i < 2, iII

the presence of a mass cut. Contours of constant C (left) and D(I (right) are shown for

reference.

the 2-prong region of the 3 e plane. Recall that in this region of phase space

2 ~ 12 (3.28)

where R12 is the angle between the hard subjets. Therefore, in this region of phase space

C. is simply related to the mass:

C. 191
A cn on he jt mas istherforeequialen toaprpraecto/23 o -poi es(3.29)

A cut on the jet mass is therefore equivalent to an appropriate Cut on c2  for 2-prong jets.

A mass cut in the 1-prong region of phase space is more subtle, as the dominant con-

tributing iode to et changes throughout the phase space.

has the scalings

Recall that in this region., c

e;~) +2' CC
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while

(2
(2 ~~ ~ R2e + ZS (3.31)

PT

While the soft contributions have the same scaling for both variables, the collinear contri-
(13)butions do not. There are two possibilities as for the relative scalings of e2 and the mass:

if soft emissions do not contribute, then

e2 ~(3.32)

which matches onto the relative scaling in the 2-prong region of phase space. If instead soft

emissions do contribute, then

e ~) , M(3.33)
PT

which defines the upper boundary of the 1-prong phase space. These phase space boundaries

for jets on which two two-point energy correlation functions with different angular exponents

(or recoil-free angularities [331) are measured is discussed in detail in Ref. [101.

Depending on whether # is less than or greater than 2, the mass cut manifests itself

differently. For / < 2, note that from Eqs. (3.32) and (3.33), e > e(2) in the two-prong

region, and so smaller values of ef can correspond to the same mass. Conversely, for # > 2,

e2  < e 2 and so larger values of e1 can correspond to the same mass. The effect of a mass

cut on the allowed phase space for / < 2 is illustrated schematically in Fig. 3-4. Because in

this case small values of e2 can satisfy the mass cut, contours of C( can pass through the

background region of phase space and significantly reduce the discrimination power. Again,

because it respects the parametric scaling of the phase space boundaries, we expect the

discrimination power of D( to be more robust as 3 decreases from 2. However, the precise

discrimination power depends on understanding the 0(1) region around the 1-prong and

2-prong jet boundary as / moves away from 2. This observation also explains why Ref. [301

found that the optimal choice for boosted Z boson discrimination using C(f8 with a tight

mass cut was /3 2.
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Summary of Power Counting Predictions

Here, we summarize the main predictions from our power counting analysis of boosted Z

discrimination, before a Monte Carlo study in Sec. 3.3.1. We have:

" The parametric scaling of the boundary between 1-prong and 2-prong jets in the (e2 , e3 )

phase space is e3 ~ (e 2)3 . Therefore, D(j) should be a more powerful discrimination ob-

servable than C because contours of constant D(3) do not mix signal and background

regions, while contours of C(3) do mix signal and background regions.

" When a mass cut is imposed on the jet, C should have similar discrimination power

to D(), for 3 ~ 2, except at high signal efficiency when the observable is sensitive to

the boundary between the signal and background regions. At high signal efficiency,

D(') should be a slightly better discriminant than C for /3 ~ 2.

* The discrimination power of C( should decrease substantially as 3 decreases from 2

when there is a mass cut on the jets. By contrast, the discrimination power of D2

should be more robust as / decreases from 2.

" The power counting predictions stated above should be robust to Monte Carlo tuning

and reproduced by any Monte Carlo simulation, e.g. HERWIG++ or PYTHIA 8, since

they are determined by parametric scaling of QCD dynamics.

Monte Carlo Analysis

To test these predictions, we will study the different ratio observables formed from e2

and e( in Monte Carlo simulation. We generated background QCD jets from pp -+ Zj

events, with the Z decaying leptonically, and boosted Z decays from pp -+ ZZ events,

with one Z decaying leptonically, and the other to quarks. Events were generated with

MADGRAPH5 2.1.2 [1071 at the 8 TeV LHC, and showered with either PYTHIA 8.183 [108,

109] or HERWIG++ 2.6.3 [110, 111, 112, 1131, to test the robustness of our predictions to

the details of the Monte Carlo generator. Anti-kT [941 jets with radius R = 1.0 and PT > 400
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Figure 3-8: Signal vs. backgiound efficincy cuves (ROC curves) for C( 3 and Djl for i3

0.5, 1, 2 for jets with 'mj < 100 GeV, showered with PYTHIA 8 (left) and IEW+iG+ (right).

Power counting predictions for the behavior of the ROC curves are robustly reproduced by

both Monte Carlo generators.

GeV were clustered in FAST JET 3.0.3 11001 using the Winner Take All (WTA) recombination

scheme [33, 89]. The energy correlation functions and N-subjettiness ratio observables were

calculated using the EnergyCorrelator and Nsubjettiness FAST JET CONTRIBs [100, 1011.

We first compare the discrimination power of C(" to DY) with no lower mass cut on

the jets for several values of the angular exponent. We require that in 1 < 100 GeV which

removes a significant fraction of QCD jets that have honest 2-prong structure. Therefore, we

are testing the power of C(ifR and DVO to discriminate between 1-prong and 2-prong jets. In

Fig. 3-6, we show the raw distributions of C<2 and D.) measured on signal and background

for 3 = 0.5, 1, 2. Especially at small 13, DW is much more efficient at separating boosted

Zs from QCD jets than is C//. This is exactly as predicted by the power counting, because

C, mixes the signal and background regions of phase space, an effect that is magnified

at smaller 0. The discrimination power is quantified in Fig. 3-8 where we show the signal

vs. background efficiency curves (ROC curves) for the three choices of /3 for Cj) and D'. At

low signal efficiency, every DW? is a better discriminant than any C, , and the performance

of D( is much more stable as a function of 13 than C(-3.

In the presence of a narrow mass cut window, the power counting analysis of Sec. 3.3.1
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predicted that for # near 2, the discrimination power of Co and D(0) should be comparable

except at high signal efficiency when D(0) should be more discriminating. To show that this

is borne out in Monte Carlo, in Fig. 3-9 we first plot the rejection efficiency of C(17
) and

D( 7
) at 90% signal efficiency, as a function of the lower mass cut on the jets.1 3 When the

lower mass cut is near zero, D(17
) is significantly more efficient at rejecting QCD background

than is C 1 , as observed earlier. As the lower mass cut increases, however, the difference

in discrimination power between the two observables decreases in both PYTHIA 8 and HER-

WIG++ Monte Carlos. This dependence on the lower mass cut shows that D(6 captures

the correct underlying physics of the (e(3), e"E) phase space, while C(8 does not. The light

QCD jets that are added as the mass cut is lowered should be rejected by a variable that

partitions the phase space into regions of 1-prong and 2-prong jets, increasing the observed

rejection efficiency. This is true for D(3; however, exactly the opposite is true for C('.

We now study in more detail the case in which we have constrained the jet mass to lie in

the tight mass cut window of 80 < mj < 100 GeV. Over the whole signal efficiency range,

C2) and D2 ) have nearly identical ROC curves in both PYTHIA 8 and HERWIG++, as

exhibited in Fig. 3-10. However, focusing in on the high signal efficiency region, we see

that indeed D 1 7 ) has a slightly better rejection rate than C(1.7). This behavior is manifest

in both PYTHIA 8 and HERWIG++, showing that this prediction from the power counting

analysis of Sec. 3.3.1 is robust to the precise details of the parton shower in the Monte

Carlo generator. This should be contrasted with the actual numerical value of the QCD

rejection, which depends on the generator. For 3 ~ 2 with a tight mass cut window of

80 < nj < 100 GeV, any discriminating variable of the form e( /e(, for n > 0, provides

reasonable discrimination power. The jet mass cut fixes e( to a narrow window, and all

discrimination power comes from e( alone. This demonstrates why Ref. [301 observed near-

optimal discrimination power using C ,2) with 80 < mj < 100 GeV.

The final power counting prediction for the behavior of the observables was that the

discrimination power of D(3) should be much more robust than C(3) as 3 decreases from 2,

with a mass cut on the jets. This behavior is reproduced in Monte Carlo, as shown in Fig. 3-

13 We use 0 = 1.7 as this value was shown in Ref. 1301 to be the optimal choice for boosted Z identification.
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Figure 3-9: QCD rejection efficiency at 90% signal efficiency as a function of the lower mass

cut, as predicted by PYTHIA S (left), and HERWIG + (right). The plots compare the

efficiencies of C' 1 and D. 7.

10, where we have plotted the QCD rejection efficiency at 50% signal efficiency as a function

of ,. We have also included in these plots the N-subjettiness ratio ry for comparison. As

13 -+ 0, the discrimination power of both C2 and D. ) decrease; however, D( maintains

high discrimination power to imuch smaller values of 13 than C.3. Nevertheless, note that

as /3 -+ 0, ,, while not the optinial discrimination observable, has even more robust

discrimination power than D2. An understanding of this behavior requires an analyses of

0(1) nurnbers, which is beyond what power counting alone can predict.

Thus, we see that all the power counting predictions are realized in both Monte Carlo

simulations, demonstrating that parametric scalings are indeed determining the behavior of

the substructure observables. We emphasize that the level of agreement between the Monte

Carlo generators for the power counting predictions is quite remarkable, given that numerical

values for rejection or acceptance efficiencies, for example, do not agree particularly well

between the generators. Power counting has allowed us to identify the robust predictions of

perturbative QCD.
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3.3.2 Including Pile-Up

The power counting analysis of the previous section included only perturbative radiation. At

a high luminosity hadron collider such as the LHC, also important is the effect of multiple

proton collisions per bunch crossing, referred to as pile-up. Pile-up radiation is uncorre-

lated with the hard scattering event, and as such, has an energy scale that is independent

of the hard parton collision energy. Thus, pile-up can produce a significant amount of

contaminating radiation in the event and substantially change jet PTS, masses, or observ-

ables from their perturbative values. An important problem in jet substructure is both

to define observables that are less sensitive to the effects of pile-up, as well as to remove

or "groom", to the greatest extent possible, radiation in a jet or event that most likely is

from pile-up. Several methods for jet grooming and pile-up subtraction have been pre-

sented [114, 115, 116, 117, 106, 118, 40, 119, 120, 121], and are used by the experiments

[63, 66, 61, 62, 511, but we will not consider them here.1 4 Instead, we will demonstrate that

power counting can be used to understand the effect of pile-up radiation on the (e2e)

phase space, and therefore on signal and background distributions for observables formed

from the energy correlation functions. We envision that similar techniques could be used to

develop jet substructure variables with improved resilience to pile-up, but in this chapter we

will restrict ourselves to an understanding of the behavior of C(3) and D( 15

To incorporate pile-up radiation into the power counting analysis, we must make some

simplifying assumptions. Because pile-up is independent of the hard scattering event, we will

assume that pile-up radiation is uniformly distributed over the jet area." This assumption

essentially defines pile-up as another soft mode in the jet, with all angles associated with

14 The effects of jet grooming techniques can be understood using power counting techniques, and have
been considered in [901.

"5 While the following analysis is quite general, it is restricted to recoil-free observables defined with a
recoil-free jet algorithm, as used in this chapter. In the case of a recoil sensitive observable, there is a
non-linear response to pile-up due to the displacement of soft and collinear modes with respect to the jet
axis. In this case the power counting analysis described here does not apply directly, and a more thorough
analysis is required.

1 6This model of pile-up would be removed by area subtraction 11061. However, this would also remove
perturbative soft radiation depending on the region of phase space. This could be studied in detail using
power counting.
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pile-up scaling as 0(1). We will denote the PT fraction of pile-up radiation in the jet as

SPTpu (334)
PTJ

No assumption of the relative size of the perturbative soft radiation energy fraction z, with

respect to z,, is made at this point, and indeed the impact of pile-up on the phase space will

depend on this relation.

Assuming only that the pile-up PT fraction zp < 1, the two- and three-point correlation

functions for 1-prong jets have the scaling

e2 Rc + zR + z z z , (3.35)

e ~ R + Z, + Rz,+2 + R 3 z . (3.36)

For 2-prong jets, the correlation functions have the scaling

e ~ + z , (3.37)

e(3 R'2, + R R,3 + Rzc + ROzp zi. (3.38)

From these scalings, we will be able to understand how pile-up radiation impacts jets in

different regions of phase space, and hence the distributions in C3 and D(. Note that

zp is a fixed quantity measuring the fraction of pile-up radiation in the jet, and unlike the

scalings for the soft, collinear and collinear-soft modes, its scaling is constant throughout the

phase space. To understand the impact of the pile-up radiation on different regions of phase

space, we will therefore need to understand how the values of e(f8 and e are modified by

ZU, depending on the different scalings of the contributing modes.

We begin the study of the phase space at small e2. In the limit when zp > ze, pile-up

dominates the structure of the jet. In this limit, both 1-prong and 2-prong jets are forced

into the region of phase space where e3f~ (e))2. Note however that the scaling of the

upper boundary of the phase space is robust. We must assume, as we will in what follows,
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Figure 3-11: Illustration of the effect of pile-up on the e, C3 phase space. The 1- and 2-

prong regions of phase space are denoted by blue or red. respectively, and the arrows show

the direction that the Jets move in the phase space with the addition of pile-up. Contours

of constant 02 (left) and D2 (right) are shown for reference.

that the value of %)a is such that this region does not extend far into the phase space, or else

the energy correlation functions cannot be used to discriminate 1- and 2-prong jets, as their

structure is completely dominated by pile-up radiation.

Moving to slightly larger values of c3, we encounter a region dominated by 1-prong

background jets, where z, z. Under the addition of pile-up radiation, the two- and

three-point correlation functions for 1-prong jets are modified as

(0) a C(3) + 1 (3.39)

C 0) 03 ') .~2

-3 C, + C9 za + . (3.40)

For z , %, the addition of pile-up radiation therefore pushes all 1-prong jets towards the

boundary jW ~ (C)2. Jets that already satisfy this scaling, maintain it under the addition

of pile-up, but move to larger values of C(. This behavior is illustrated in Fig. 3-11, and

will imply a very different behavior for the distributions of C' and D ,t for background.

At larger values of c2, populated primarily by jets with two hard prongs, pile-up is a
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power-suppressed contribution to e2, but still contributes to e3. That is, pile-up affects the

two- and three-point correlation functions measured on 2-prong jets as

e(1-+ e, (, (3.41)

e 3 -+ e~fo + e( ) (3.42)

Therefore, pile-up shifts 2-prong jets vertically in the (e 2, e3) phase space plane by an amount

proportional to the perturbative value of e2. This behavior is illustrated schematically in

Fig. 3-11. At even larger values of e, we enter a regime where zpu < z.,. Here the scale of

the pile-up radiation is parametrically smaller than the soft perturbative radiation, and so

to leading power pile-up can be ignored.

We will now use this understanding of the effect of pile-up radiation on different regions

of the (e2 , e3) phase space to understand its impact on the distributions for the observables

C( and D(f) for both the signal and background. We begin by discussing the impact of

pile-up radiation on the background distribution of D(. Recall that at small e(, both e(3)

and e are shifted by the addition of the pile-up radiation, but maintain the parametric

scaling , ~ (e0))2. This has an interesting effect on the D( distribution due to the fact

that the functional form of the contours, which are cubic, does not match the quadratic

scaling of the upper boundary of the phase space. The addition of pile-up pushes jets out of

the small c6 region of phase space, where D(' takes large values. Therefore, an effect of

pile-up is to reduce the value the D(3) measured on a jet, compressing the long tail of the

perturbative DF distribution (exhibited in Fig. 3-6, for example) toward a central value.

We can predict the value of D(O) for background jets in the limit of infinite pile-up. In

this limit, the jet has a single hard core of radiation surrounded by perfectly uniform pile-up

radiation. If the energy fraction of each of the n pile-up particles is zp, then the two- and

three-point' correlation functions take the values

= nz,, and e = (n) , (3.43)
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so that, as n -+ oo, we have the relation

)= 1(e8)2 ). (3.44)2

Using the definition of D(, we find that in this limit,

D( 21 (3.45)
2

As the amount of pile-up increases, we expect that the distribution of D(j3 accumulates

about this value, with a minimal change in the mean, but significant decrease in the width

of the distribution. This behavior is relatively distinct from that of most event shapes under

pile-up, which tend to have a shift of the mean as pile-up is increased. The reason that

this behavior is pronounced with D is because it is both infrared and collinear unsafe and

because the scalings of e(O) and e(3 in the observable and the upper boundary of the phase

space are different.

For the background distribution of C(', on the other hand, the parametric scaling of

the observable is unaffected' by the addition of pile-up, but we expect an 0(1) shift of the

mean of the distribution to larger values. As pile-up increases, from Eq. (3.44) we expect the

distribution should accumulate about the infinite pile-up limit of C(6 - 1/2. We therefore

predict that as the pile-up increases, the distribution of C(3 on background jets becomes

independent of 3.

We can also understand the behavior of the signal distribution under the addition of soft

pile-up radiation. As was discussed, and is shown schematically in Fig. 3-11, signal jets at

larger e (3 are shifted vertically in the (e(3, e(3) phase space by pile-up radiation. This

predicts that for both C(") and D(), the primary effect of the addition of pile-up radiation

will be to shift the mean of the distribution to larger values, with a limited modification

to its shape. Furthermore, due to the cubic contours for D(3, the shift of the mean of the

distribution will be smaller for D(3 than for C(O, implying reduced sensitivity of D(3 to

pile-up radiation.
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Note that a similar analysis can be straightforwardly applied to the N-subjettiness ob-

servables r andT2 . Because the analysis proceeds identically, we simply state the result.

Under the addition of pile-up radiation, single prong jets at small Tr) experience a shift of

both observables, but their parametric scaling remains the same:

-+ T + Z(/ , (3.46)

(+ / + z3 . (3.47)

That is, under the addition of pile-up, background jets move along the upper boundary of

() (/3)the phase space, where r ~ T
3 .

For jets with two hard subjets, the value of (3) is not affected, while r shifts as

1 -+ r) , (3.48)

(/3) (/3)
T -+T + z . (3.49)

(/3) "(03)p aes aeu d rt eadto
This corresponds to a vertical movement in the T phase space under the addition

of pile-up, as was the case for X) X). We therefore expect a similar behavior for r

with the addition of pile-up, with a shift of the mean value for the signal distributions and

accumulation near 1 for the background distributions. Unfortunately, power counting alone

does not allow us to compare the expected shifts in 7 as compared with those in C( and

Summary of Power Counting Predictions

Here, we summarize the main predictions from our power counting analysis of the impact of

pile-up radiation on the C(3) and D( distributions. We have:

* For background D(3) distributions the primary effect of the addition of pile-up radiation

is to narrow the distribution; in particular, the long tail of the D( distribution is

truncated because pile-up moves those jets in the 1-prong region of phase space out

of the region of small e2. The peak of the D( background distribution should be
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relatively insensitive to the addition of pile-up, with D(j) accumulating around D3 -

1/(2e2) in the limit that uniform pile-up dominates.

" For background C distributions the primary effect of the addition of pile-up radiation

is a shift of the peak to larger values by an 0(1) amount proportional to the pile-up.

The distribution also becomes compressed, and accumulates around C( - 1/2 in the

limit that uniform pile-up dominates.

" For signal, the primary effect of the addition of pile-up radiation is to translate the

mean of the distribution. The displacement of the mean is expected to be smaller for

D( than for C( because of the different scalings for contours of constant C2 and

Monte Carlo Analysis

We now study these predictions in Monte Carlo using the PYTHIA 8 event samples described

in Sec. 3.3.1.17 Pile-up was simulated by adding Npv minimum bias events at the 8 TeV

LHC, generated with PYTHIA 8, to the pp -+ Zj and pp -+ ZZ samples. To demonstrate the

resilience of the distributions to pile-up, we wish to add pile-up radiation to a set of jets with

well-defined perturbative properties. To do this, we cluster jets with the WTA recombination

scheme [33, 891 and require that the mass of the jets in the absence of pile-up is mj < 100

GeV. It was shown in Ref. [89] that the jet axis found by the WTA recombination scheme

is robust to pile-up and so, when pile-up is included, the perturbative content of the jets

will be unaffected. This procedure, although clearly not related to an experimental analysis,

provides a measure of the sensitivity of the distributions to soft pile-up radiation. This

procedure is similar to that used in Ref. [106] to assess the impact of pile-up and pile-up

subtraction techniques on a variety of different jet shapes.

Using this sample, we can assess the degree to which the power counting predictions of

Sec. 3.3.2 are realized in the Monte Carlo simulation. We begin by considering the effect of

17 1n this section, we restrict to the PYTHIA 8 generator, having satisfied ourselves in Sec. 3.3.1 that the
pararnetrics of the perturbative phase space are well described by both generators.
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Figure 3-12: Effect of pile-up on the distributions of C (left) and D 23 (right) for QCD

jets for 3 - 0.5, 1, 2 as measured on the PYTIHIA 8 samples. The number of pile-up vertices

ranges fron Np- = 0 (no pile-up) to Np1 .- = 25.
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99

0~

:2

:2

C-

I
1
1

I



Z + PU (Pythia 8) 14 QCD + PU (Pythia 8)
m -<00 (eV, p,>40) GeV, R,=1.0 2 [.<0i) GeV, pn>40( GeV, R=1.0

N

-VI0 NIV: -0 -5

N6- - 0 - 5i

10 J 20 - 25

154

0 0 .2 .4 0.6 0.8 1.0 1.2 0.0 0.2 0.4 1.6 (.8 1.0

(a)( )

Figure 3-14: Effect of pile-up contamination on the measured value of r " for signal (left)

and background (right) jets from the PYTHIA 8 samples. The number of pile-up vertices

ranges from Np- = 0 (no pile-up) to Npl = 25.

pile-up on the background distributions. In Fig. 3-12, we plot background distributions for

C and D2 with the addition of up to Npv- = 25 pile-up vertices for a few values of 3.

For the variable DW , the power counting analysis of Sec. 3.3.2 predicted that the dominant

effect of the addition of pile-up would be a compression of the long tail of the distribution

into a peak around 1/2c0, with relatively little shift in the mean. This behavior is manifest

for all three values of #3 shown. The peak value of the distribution is remarkably stable

under the addition of pile-up. On the other hand, for the observable CP,1K the mean of the

distribution is highly unstable to the addition of pile-up. The dominant effects of pile-up on

the distribution of CQF is a displacement of the mean and the accumulation near the value

Cf; = 1/2.

In Fig. 3-13 we consider the same set of distributions as for Fig. 3-12, but for the signal

boosted Z boson sample. In this case, the analysis of the phase space predicted that the

dominant effect of the pile-up on the distributions is a shift for both Ct and D<'), with

the shift being smaller for D.4. This behavior is manifest in Fig. 3-13. The difference in

the stability of the mean between C.' and D is particularly pronounced at small 13. At

larger 13, the D.() distribution exhibits a jumnip at small amounts of pile-up, and then remains
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stable as pile-up increases. Unfortunately, we have not been able to understand this behavior

completely from power counting. Nevertheless, the improved stability of the distributions of

D as compared with C("' is promising.

For comparison, in Fig. 3-14, we consider the impact of pile-up on signal and background

distributions for T,, for the representative value 0 = 1. As for C and D(", we expect that

the dominant effect of pile-up on the signal distributions is a shift of the peak value, while

for the background distributions, we expect a small shift of the mean and an accumulation

of the distribution near - 1 This is exhibited in the Monte Carlo.

For a more quantitative study of the stability of the distributions to pile-up, we define

(XO (Npv)} - (X (Npv = 0))
- ((Npvp) = 0 ) (3.50)

2 U"2() (Npv = 0)

where X stands for either C or D(O and -denotes the standard deviation. This quantity

is a measure of how much the mean of the distribution is affected by pile-up, normalized

by the width of the distribution, which is important since the observables C(j3 and D("

have support over very different ranges. While it is clear from Fig. 3-12 that the dominant

effect of pile-up on the background distributions for D(j3 is not a shift of the mean, and so

the change of the distribution is not accurately captured by the measure of Eq. (3.50), the

deviation of the mean is a commonly studied measure of an observable's susceptibility to

pile-up. In Fig. 3-15 we plot 6(Npv) for the variables C(5) and D(3. As was demonstrated

in Figs. 3-12 and 3-13, the mean of the distributions of D(3) is considerably more stable for

both the signal and background distributions.

3.4 Power Counting Quark vs. Gluon Discrimination

Unlike the case of boosted Z bosons vs. massive QCD jets, applying a power counting

analysis to quark vs. gluon jet discrimination demonstrates the limitations of the technique.

Both quark and gluon jets dominantly have only a single hard core, and so the natural
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Figure 3-15: A comparison of the susceptibility as a function of the number of pile-ilp vertices

NPV of background (left) and signal (right) distributions for C)f and D( to pile-up using

the measure 5(Npy) for / 0.5, 1, 2.

discrimination observables are the two-point energy correlation functions, e iS As shown

in Sec. 3.2.2, power counting the two-point energy correlation functions constrains the soft

and collinear radiation as:

2 ~C R . (3.51)

With power counting alone, this is as far as our analysis can go. eY does not paramietrially

separate quark and gluon jets from one another.

This result is not surprising, however, because there are no qualities of quark and gluon

jets that are parametrically different.. Indeed,

C2, ~I- CF ,

,Nc' ~- iqt~

spin 1 ~ spin 1/2

where C.A and CF are the color factors for gluons and quarks, N, is the number of colors,

and nf the number of active fernions. Predictions of what the best observable for quark

18To next-to-leading logarithimic accuracy, C2 are identical to the recoil-free angularities 1331.
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vs. gluon discrimination is requires a detailed analysis of the effects of these order-1 pa-

rameters, which has been studied in several chapters [122, 123, 30, 371. However, with the

additional input of the form of the splitting functions for quarks and gluons, we can predict

that the discrimination power of eO improves as /3 decreases because smaller 0 emphasizes

the collinear region of phase space over soft emissions. Collinear emissions are sensitive to

the spin of the parton in addition to the total color of the jet, and thus are more distinct

between quark and gluon jets. This prediction is borne out by explicit calculation to next-

to-leading logarithmic accuracy [301. An analytic calculation of the improved discrimination

power from simultaneous measurement of the recoil-free angularities for two different powers

of the angular exponent was calculated in [371.

Nevertheless, this suggests that power counting does make a definite prediction of quark

vs. gluon discrimination performance. Because all the physics of quark vs. gluon jet discrim-

ination is controlled by order-1 numbers, the predicted discrimination should be sensitive

to the tuning of order-i numbers in a Monte Carlo. It has been observed that PYTHIA 8

and HERWIG++ give wildly different predictions for quark vs. gluon discrimination power

[30, 37, 64, 681, and presumably the difference is dominated by the tuning of the Monte Car-

los. However, isolating pure samples of quark and gluon jets is challenging experimentally

[64, 65, 68, 1241 and most of the subtle differences between quarks and gluons only appear

at an order formally beyond the accuracy of a Monte Carlo. Therefore, to solve this issue

will require significant effort from experimentalists, Monte Carlo authors, and theorists to

properly define quark and gluon jets, to identify the dominant physics, and to isolate pure

samples for tuning.

3.5 Conclusions

In this chapter we have demonstrated that power counting techniques can be a powerful

guiding principle when constructing observables for jet substructure and for understanding

their behavior. Since power counting captures the parametric physics of the underlying the-

ory, its predictions should be robust to Monte Carlo tunings. Using the simple example of
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discriminating boosted Z bosons from QCD jets with the energy correlation functions, we

showed that a power counting analysis identified D(3) as the natural discrimination observ-

able. The scaling of this observable parametrically separates regions of the (e(j), e(3) phase

space dominated by 1- and 2-prong jets. The distinction between 1- and 2-prong jets is

invariant to boosts along the jet direction.

To verify the power counting predictions, we performed a Monte Carlo analysis compar-

ing D( with a previously proposed observable, C(, also formed from the energy correlation

functions. We showed that D( is a superior observable for discrimination because C( in-

extricably mixes signal-rich and background-rich regions of phase space. All power counting

predictions were confirmed by both IERWIG++ and PYTHIA 8, showing that the dominant

behavior of the observables is governed by parametric scalings and not by 0(1) numbers.

This was contrasted with the case of quark vs. gluon discrimination for which no parametric

differences exist, leading to large discrepancies when simulating quark vs. gluon discrimina-

tion with different Monte Carlo generators.

We also demonstrated that power counting can be used to understand the impact of pile-

up on different regions of the phase space, and hence on the distributions of discriminating

variables. The distributions for D(3) exhibited improved stability compared with those of

C(, while the background distributions have the interesting feature of being compressed to

a central value by the addition of pile-up radiation.

We anticipate many directions to which the power counting approach could be applied.

We have restricted ourselves in this chapter to a study of observables formed from ratios

of energy correlation functions with the same angular exponent. A natural generalization

is to ratios of energy correlation functions with different angular exponents, where the op-

timal observable is given by D("0) = e /(0)30/a. Such variables could be useful when

considering pile-up in the presence of mass cuts, which are required experimentally. In the

presence of a mass cut, an angular exponent of e2 near 2 provides a simple restriction on the

phase space, while lowering the angular exponent of e3 reduces the effect of soft wide angle

radiation. Along these lines, the impact of grooming techniques on the phase space is also
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simple to understand by power counting [901, and could be used to motivate the design of

variables with desirable behavior under grooming.

As another example of considerable interest, the power counting analysis can be extended

to the study of top quark discrimination variables by considering the phase space for 1-, 2- and

3-prong jets defined by the two-, three- and four-point energy correlation functions. While a

complete analytic calculation for this case is not feasible, a power counting analysis is, and

can be used to predict discriminating observables with considerably improved performance

compared to those originally proposed in [301. In the case of a three dimensional phase space,

a cut on the jet mass only reduces the phase space to a two dimensional subspace, so that

the functional form of the observable remains important. This case was studied in detail

in [81, where an observable D3 was proposed, and studied in Monte Carlo, where it showed

improved performance over several other top tagging observables.

Our observation that boost-invariant combinations of the energy correlation functions

are the most powerful discriminants can also be exploited for discrimination: we can use

boost invariance as a guide for defining the best observables. Together with power counting,

this gives a simple but powerful analytic handle to understand and design jet substructure

observables.
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Chapter 4

Analytic Boosted Boson Discrimination

Observables which discriminate boosted topologies from massive QCD jets are of great im-

portance for the success of the jet substructure program at the Large Hadron Collider. Such

observables, while both widely and successfully used, have been studied almost exclusively

with Monte Carlo simulations. In this chapter we present the first all-orders factorization

theorem for a two-prong discriminant based on a jet shape variable, D2 , valid for both signal

and background jets. Our factorization theorem simultaneously describes the production of

both collinear and soft subjets, and we introduce a novel zero-bin procedure to correctly

describe the transition region between these limits. By proving an all orders factorization

theorem, we enable a systematically improvable description, and allow for precision compar-

isons between data, Monte Carlo, and first principles QCD calculations for jet substructure

observables. Using our factorization theorem, we present numerical results for the discrimina-

tion of a boosted Z boson from massive QCD background jets. We compare our results with

Monte Carlo predictions which allows for a detailed understanding of the extent to which

these generators accurately describe the formation of two-prong QCD jets, and informs their

usage in substructure analyses. Our calculation also provides considerable insight into the

discrimination power and calculability of jet substructure observables in general.
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4.1 Introduction

The last several years has seen a surge of interest in the field of jet substructure [46,

47, 48, 125j, both as an essential tool for extending new physics searches at the Large

Hadron Collider (LHC) into the TeV energy regime, and as an important playground for

improving our understanding of high energy QCD, both perturbative and non-perturbative.

Of particular phenomenological interest are substructure observables that are sensitive to

hard subjets within a jet. In the highly boosted regime, the hadronic decay products of

electroweak-scale particles can become collimated and each appear as a jet in the detec-

tor. Unlike typical massive QCD jets, however, these boosted electroweak jets exhibit a

multi-prong substructure that can be identified by the measurement of appropriate observ-

ables. Many such observables have been proposed and studied on LHC simulation or data

[49, 50, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68, 69, 70, 126, 1271 or

used in new physics searches [71, 72, 73, 74, 75, 76, 77, 78, 79, 128, 129, 130, 1311.

The vast majority of proposed jet substructure observables, however, have been analyzed

exclusively within Monte Carlo simulation. While Monte Carlos play an essential role in the

simulation of realistic hadron collision events, they can often obscure the underlying physics

that governs the behavior of a particular observable. Additionally, it is challenging to disen-

tangle perturbative physics from the tuning of non-perturbative physics so as to understand

how to systematically improve the accuracy of the Monte Carlo. Recently, there has been

an increasing number of analytical studies of jet substructure observables, including the cal-

culation of the signal distribution for N-subjettiness to next-to-next-to-next-to-leading-log

order [85], a fixed-order prediction for planar flow [1321, calculations of groomed jet masses

[86, 87, 37, 1331 and the jet profile/ shape [134, 135, 136, 137, 138, 139, 140] for both signal

and background jets, an analytic understanding of jet charge [141, 142], predictions for frac-

tional jet multiplicity [143], and calculations of the associated subjet rate [1441. Especially

in the case of the groomed jet observables, analytic predictions informed the construction of

more performant and easier to calculate observables. With the recent start of Run 2 of the

LHC, where the phase space for high energy jets only grows, it will be increasingly important
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to have analytical calculations to guide experimental understanding of jet dynamics.

It is well known that the measurement of observables on a jet can introduce ratios of

hierarchical scales appearing in logarithms at every order in the perturbative expansion.

Accurate predictions over all of phase space require resummation of these large logarithms

to all orders in perturbation theory. While this resummation is well understood for simple

observables such as the jet mass [80, 81, 82, 83, 841, where it has been performed to high

accuracy, a similar level of analytic understanding has not yet been achieved for more com-

plicated jet substructure observables. Jet substructure observables are typically sensitive to

a multitude of scales, corresponding to characteristic features of the jet, resulting in a much

more subtle procedure for resummation.

A ubiquitous feature of some of the most powerful observables used for identification of

jet substructure is that they are formed from the ratio of infrared and collinear (IRC) safe

observables. Examples of such observables include ratios of N-subjettiness variables [32, 311,

ratios of energy correlation functions [30, 5, 8], or planar flow [145]. In general, ratios of

IRC safe observables are not themselves IRC safe [1061 and cannot be calculated to any fixed

order in perturbative QCD. Nevertheless, it has been shown that these ratio observables

are calculable in resummed perturbation theory and are therefore referred to as Sudakov

safe [88, 40, 89, 1461. Distributions of Sudakov safe observables can be calculated by ap-

propriately marginalizing resummed multi-differential cross sections of IRC safe observables.

An understanding of the factorization properties of multi-differential jet cross sections has

been presented in Refs. [10, 34, 111 by identifying distinct factorization theorems in para-

metrically separated phase space regions defined by the measurements performed on the jet.

Combining this understanding of multi-differential factorization with the required effective

field theories, all ingredients are now available for analytic resummation and systematically

improvable predictions.

As an explicit example, observables that resolve two-prong substructure are sensitive to

both the scales characterizing the subjets as well as to the scales characterizing the full jet.

A study of the resummation necessary for describing jets with a two-prong substructure
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was initiated in Ref. [105] which considered the region of phase space with two collinear

subjets of comparable energy, and introduced an effective field theory description capturing

all relevant scales of the problem. Recently, an effective field theory description for the region

of two-prong jet phase space with a hard core and a soft, wide angle subjet was developed in

Ref. [11], where it was applied to the resummation of non-global logarithms [38]. Combined,

the collinear subjet and soft subjet factorization theorems allow for a complete description

of the dominant dynamics of jets with two-prong substructure.

In this chapter we will study the factorization and resummation of the jet substructure

observable D 2 [5], a ratio-type observable formed from the energy correlation functions. We

will give a detailed effective theory analysis using the language of soft-collinear effective

theory (SCET) [22, 23, 24, 251 in all regions of phase space required for the description of a

one or two-prong jet, and will prove all-orders leading-power factorization theorems in each

region. We will then use these factorization theorems to calculate the D 2 distribution for

jets initiated by boosted hadronic decays of electroweak bosons or from light QCD partons

and compare to Monte Carlo simulation. These calculations will also allow us to make

first-principles predictions for the efficiency of the observable D 2 to discriminate boosted

electroweak signal jets from QCD background jets.

Our factorized description is valid to all orders in a,, expressing the cross section as

a product of field theoretic matrix elements, each of which is calculable order by order in

perturbation theory, allowing for a systematically improvable description of the D 2 observ-

able. Furthermore, the factorization theorem enables a clean separation of perturbative and

non-perturbative physics, allowing for non-perturbative contributions to the observable to

be included in the analytic calculation through the use of shape functions [147, 1481. In this

chapter we work to next-to-leading logarithmic (NLL) accuracy to demonstrate all aspects

of the required factorization theorems necessary for precision jet substructure predictions.

We will see that even at this first non-trivial order, we gain insight into qualitative and

quantitative features of the D2 distribution. While we will give an extensive discussion

of our numerical results and comparisons with a variety of Monte Carlo programs in this
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Figure 4-1: Comparison of our analytic calculation with VINCIA Monte Carlo predictions for

the two prong discriminant, D 2 . Predictions for both boosted Z bosons and massive QCD

jets at a 1 TeA c+- collider are shown. The Monte Carlo is fully hadronized, and non-

perturbative effects have been included in the analytic calculation through a shape function.

In a) we show the complete distribution, and in b) we zoom in to focus on the region relevant

for boosted Z discrimination.

chapter, in Fig. 4-1 we compare our analytic predictions for the D2 observable, including

non-perturbative effects, for hadronicaily-decaying boosted Z bosons and QCD jets in c+-

collisions with the distributions predicted by the VINCIA [149, 150, 151, 152, 153, 1541 Monte

Carlo program at hadron level. Excellent agreement between analytic and Monte Carlo pre-

dictions is observed, demonstrating a quantitative understanding of boosted jet observables

from first principles.

4.1.1 Overview of the chapter

While there exists a large number of two-prong discrininants in the jet substructure litera-

ture, any of which would be interesting to understand analytically, we will use calculability

and factorizability as guides for constructing the observable to study in this chapter. This

procedure will ultimately lead us to the observable D 2 and will demonstrate that D2 has

particularly nice factorization and calculability properties. This approach will proceed in

the following steps:
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1. Identify the relevant subjet configurations for the description of a two-prong discrimi-

nant.

2. Isolate each of these relevant regions by the measurement of a collection of IRC safe

observables.

3. Study the phase space defined by this collection of IRC safe observables, and prove

all-orders factorization theorems in each parametrically-defined region of phase space.

4. Identify a two-prong discriminant formed from the collection of IRC safe observables

which respects the parametric factorization theorems of the phase space.

A detailed analysis of each of these steps will be the subject of this chapter. Here, we provide

a brief summary so that the logic of the approach is clear, and so that the reader can skip

technical details in the different sections without missing the general idea of the approach.

The complete description of an observable capable of discriminating one- from two-prong

substructure requires the factorized description of the following three relevant subjet config-

urations, shown schematically in Fig. 4-2:

* Soft Haze: Fig. 4-2a shows a jet in what we will refer to as the soft haze region of

phase space. In the soft haze region there is no resolved subjet, only a single hard core

with soft wide angle emissions. This region of phase space typically contains emissions

beyond the strongly ordered limit, but is the dominant background region for QCD

jets, for which a hard splitting is a., suppressed.

* Collinear Subjets: Fig. 4-2b shows a jet with two hard, collinear subjets. Both sub-

jets carry approximately half of the total energy of the jet, and have a small opening

angle. This region of phase space, and its corresponding effective field theory descrip-

tion, has been studied in Ref. [1051.

" Soft Subjet: Fig. 4-2c shows the soft subjet region of phase space which consists of

jets with two subjets with hierarchical energies separated by an angle comparable to

the jet radius R. The soft subjet probes the boundary of the jet and we take R ~ 1.
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Figure 4-2: Regions of interest for studying the two-prong substructure of a jet. a) Soft haze
region in which no subjets are resolved. b) Collinear subjets with comparable energy and a
small opening angle. c) Soft subjet carrying a small fraction of the total energy, and at a
wide angle from the hard subjet.

An effective field theory description for this region of phase space was presented in

Ref. 111].

As a basis of IRC safe observables for isolating these three subjet configurations, we use

the energy correlation functions [301, which we define in Sec. 4.2.1. In particular, we will show

that the measurement of three energy correlation functions, two 2-point energy correlation

, , ai) d 3-point correlation function ca, allows for parametric
functionis C.) a, a 3-oitenergy corl

separation of the different subjet configurations. While we will focus on the particular case

of observables formed from the energy correlation functions, we believe that this approach

is more general and could be applied to other IRC safe observable bases.

With the energy correlation functions as our basis, we study the multi-differential phase

space defined by the simultaneous measurement of these observables on a jet in Sec. 4.2.

Using the power counting technique of Refs. [5, 81, we show that the angular exponents

of the energy correlation functions, a and 3, can be chosen such that the different subjet

configurations occupy parametrically separated regions of this phase space, and extend to

all boundaries of the phase space. This parametric separation allows for each region to be
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separately described by its own effective field theory. The required effective field theories

are described in Sec. 4.3, and are formulated in the language of SCET. The formulation in

SCET allows us to prove all-orders factorization theorems valid at leading-power in each of

the phase space regions, and to resum logarithms to arbitrary accuracy using renormalization

group techniques.

Having understood in detail both the structure of the phase space defined by the IRC

safe measurements as well as the factorization theorems defined in each region, we will show

in Sec. 4.4.1 that this leads unambiguously to the definition of a two-prong discriminant

observable which is amenable to factorization. This observable will be a generalized form

of D 2 [51 which will depend on both angular exponents a and 3. Calculating the distri-

bution of D2 is accomplished by appropriate marginalization of the multi-differential cross

section. Depending on the phase space cuts that have been made, D2 may or may not be

IRC safe itself, and so the marginalization will in general only be defined within resummed

perturbation theory.

The outline of this chapter is as follows. In Sec. 4.2 we define the energy correlation

functions used in this chapter and describe how the different subjet configurations shown

schematically in Fig. 4-2 can be isolated by demanding parametric relations between the

measured values of these observables. In Sec. 4.3 we discuss the effective field theory de-

scriptions in the different phase space regions, and present the factorization theorems that

describe their dynamics. Although some of the relevant effective field theories have been

presented elsewhere, we attempt to keep the discussion self-contained by providing a brief

review of their most salient features. All field theoretic definitions of the functions appearing

in the factorization theorems, as well as their calculations to one-loop accuracy, are provided

in appendices.

In Sec. 4.4 we show how the detailed understanding of the multi-differential phase space

leads to the definition of D 2 as a powerful one- versus two-prong jet discriminant. In Sec. 4.4.2

we emphasize that without a mass cut, D 2 is not IRC safe but is Sudakov safe and whose

all-orders distribution exhibits paradoxical dependence on a,. In Sec. 4.4.3 we study the
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fixed-order distribution of D2 in the presence of a mass cut to understand its behavior in

singular limits. In Sec. 4.4.4 we discuss how the different effective field theories can be

consistently merged to give a factorized description of the D 2 observable, and introduce a

novel zero-bin procedure to implement this merging.

In Sec. 4.5 we present numerical results for both signal and background distributions for

D2 as measured in e+e- collisions and compare our analytic calculation with several Monte

Carlo generators. We emphasize many features of the calculation which provide considerable

insight into two-prong discrimination, and the ability of current Monte Carlo generators to

accurately describe substructure observables. In Sec. 4.6 we discuss numerical results for the

D2 observable at e+e- collisions at the Z pole at LEP, and demonstrate that being sensitive

to correlations between three emissions, the D 2 observable can be used as a more differential

probe of the perturbative shower for tuning Monte Carlo generators. In Sec. 4.7 we discuss

how to extend our calculations to pp collisions at the LHC. We conclude in Sec. 4.8, and

discuss future directions for further improving the analytic understanding of jet substructure.

4.2 Characterizing a Two-Prong Jet

In this section, we develop the framework necessary to construct the all-orders factoriza-

tion theorems for analytic two-prong discrimination predictions. We begin in Sec. 4.2.1 by

defining the energy correlation functions, which we will use to isolate the three subjet config-

urations discussed in the introduction. Using the power counting analysis of Refs. [5, 8], we

study the phase space defined by measuring the energy correlation functions in Sec. 4.2.2.

Throughout this chapter, our proxy for a two-prong jet will be a boosted, hadronically

decaying Z boson, but our analysis holds for W or H bosons, as well.

4.2.1 Observable Definitions

To distinguish the three different subjet configurations of Fig. 4-2 with IRC safe measure-

ments, observables which are sensitive to both one- and two-prong structure are required.
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Although many possible observable bases exist, in this chapter we will use the energy corre-

lation functions [30, 5], as we will find that they provide a convenient basis.

The n-point energy correlation function is an IRC safe observable that is sensitive to

n-prong structure in a jet. For studying the two-prong structure of a jet, we will need the

2- and 3-point energy correlation functions, which we define for e+e- collisions as [3011

2e Ei E 2 a/2(41
EJi<jEJ E

(a) 1 2p pj 2pi - A 2Pp -A a/2
e2  = 2 > EE E~E~ 41

e3  ~E3  
E EzE3 EIEk EjEk

Here J denotes the jet, Ei and pi are the energy and four momentum of particle i in the

jet and a is an angular exponent that is required to be greater than 0 for IRC safety. The

4-point and higher energy correlation functions are defined as the natural generalizations of

Eq. (4.1), although we will not use them in this chapter.

While we will mostly focus on the case of an e+e- collider, the energy correlation func-

tions have natural generalizations to hadron colliders, by replacing E by PT and using hadron

collider coordinates, q/ and q5. This definition is given explicitly in Eq. (4.81). At central

rapidity, this modification does not change the behavior of the observables, or any of the

conclusions presented in the next sections. Of course, the hadron collider environment has

other effects not present in an e+e- collider, like initial state radiation or underlying event,

that will affect the energy correlation functions. A brief discussion of the behavior of the

energy correlation functions in pp colliders will be given in Sec. 4.7. Numerical implementa-

tions of the energy correlation functions for both e+e- and hadron colliders are available in

the EnergyCorrelator FASTJET CONTRIB [100, 101].

'For massive hadrons, there exist several possible definitions of the energy correlation functions depending
on the particular mass scheme 1155, 1561. The definition in Eq. (4.1) is an E-scheme definition. A p-scheme
definition will be presented in Sec. 4.6 when we discuss the connection to LEP. Since the different definitions
are equivalent for massless partons, their perturbative calculations are identical. The different definitions
differ only in their non-perturbative corrections.
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4.2.2 Power Counting the e2  , e , e3  Phase Space

With a basis of IRC safe observables identified, we now demonstrate that the measurement

of multiple energy correlation functions parametrically separates the three different subjet

configurations identified in Fig. 4-2. In particular, the simultaneous measurement of eg,

ea , and e(00 is sufficient for this purpose, and we will study in detail the phase space defined

by their measurement. From this analysis, we will be able to determine for which values of

the angular exponents a and # the three subjet configurations are parametrically separated

within this phase space. The power counting parameters that define "parametric" will be set

by the observables themselves, as is typical in effective field theory.

We begin by considering how the energy correlation functions can be used to separate

one- and two-prong jets. This has been previously discussed in Ref. [51 by measuring e2

and e but here we consider the phase space defined by e(j6 and ea) with a and )3 in

general different. A minimal constraint on the angular exponents, both for calculability

and discrimination power, is that the soft haze and collinear subjets configurations are

parametrically separated by the measurements. A power counting analysis of the soft subjet

region yields no new constraints beyond those from the soft haze or collinear subjets.

The setup for the power counting analysis of the soft haze and collinear subjets config-

urations is shown in Fig. 4-3, where all relevant modes are indicated. The one-prong jet

illustrated in Fig. 4-3a is described by soft modes with energy fraction z, emitted at 0(1)

angles, and collinear modes with characteristic angular size 0,, with 0(1) energy fraction.

The collinear subjets configuration illustrated in Fig. 4-3b consists of two subjets, each of

which carry an 0(1) fraction of the jet's energy and are separated by an angle 912 < 1.

Each of the subjets has collinear emissions at a characteristic angle Oc < 012, and global

soft radiation at large angles with respect to the subjets, with characteristic energy fraction

z, < 1. In the case of two collinear subjets arising from the decay of a color singlet particle,

the long wavelength global soft radiation is not present due to color coherence, but the power

counting arguments of this section remain otherwise unchanged. Finally, there is radiation

from the dipole formed from the two subjets (called "collinear-soft" radiation), with charac-
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Figure 4-3: a) Schematic of a one-prong soft haze jet, dominated by collinear (blue) and soft

(green) radiation. The angular size of the collinear radiation is 0,C and the energy fraction of

the soft radiation is b) Schematic of a jet resolved into two collinear subjets, dominated

by collinear (blu ), soft (green), and collinear-soft (orange) radiation emitted from the dipole

formed by the two subjets. The subjets are separated by an angle 012 and the energy fraction

of the collinear-soft radiation is ZCs.

teristic angle 01 from the subjets, and with energy fraction . The effective theory of this

phase space region for the observable N-jettiness [101] was studied in Ref. [1051.2

We are now able to determine the parametric form of the dominant contributions to the

observables e2 and e3 . In the soft haze region, the dominant contributions to th energy

correlation functions are

C2

%~403a+0+ z,. (4.2)

2It is of historical interest to note that the generalization of two-prong event shapes, such as thrust, to

event shapes for characterizing three jet, structure was considered early on, for example with the introduction

of the triplicity event shape 11571. However, it was not until more recently, with the growth of the jet

substructure field at the LHC, that significant theoretical study was given to such observables.
3 1t is important to understand that this relationship is valid to an arbitrary number of emissions. When

performing the power counting, a summation over all the particles with soft and collinear scalings in the

jet must be considered. However, to determine the scalings of the observable, it is sufficient to consider the

scaling of the different types of individual terms in the sum. For example, the three terms contributing to the

expression for e arise from correlations between subsets of three collinear particles, one collinear particle

and two soft. particles, and two collinear particles and a soft. particle, respectively. Contributions from other

combinations of particles are power suppressed. Because of this simplification, in this chapter we will never

write explicit summations when discussing the scaling of observables.
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a < 0/2 /3/2<a<23/3 20/3 < a<3 a>

upper e ~a) e 'e( )) (a) (,()a~ '

(a)\ 2 I,) ) (\ )3o//3 (a) (',3) 3a/3
lower e ~e(O) e ~e2 ( ~ (e(/3) e /

Table 4.1: Parametric scaling of the upper and lower boundaries of the one-prong region of

the e2, ) phase space as a function of the angular exponents a and /.

From these parametrics, it is straightforward to show that one-prong jets live in a region of

the e 3, e( phase space bounded from above and below, whose precise scaling depends on

the relative size of the angular exponents a and /. The scaling of upper and lower boundaries

of the one-prong region of phase space for all a and 3 are listed in Table 4.1. For a = /, as

studied in Ref. [51, one-prong jets live in the region defined by (e)) < e3 < (eo) .

For the collinear subjets configuration, the dominant contributions to the observables

e() and e are

(03)08e2 ~ 12,

(a) ~ o a +  r92, + 2(aZc9 + Z2 (4.3)
e3  cc- 12 12"'s 1 2 Z+z.(4)

The 2-point energy correlation function efp) is set by the angle of the hard splitting, 912

and the scaling of all other modes (soft, collinear, or collinear-soft) are set by the e~a)

measurement. The requirement

(a)

then implies that the two-prong jets occupy the region of phase space defined by e(a)e3 <
(/) 3a/,8

e2

For optimal discrimination, the one- and two-prong regions of this phase space should

not overlap. Since they are physically distinct, a proper division of the phase space will allow

distinct factorizations, simplifying calculations. Comparing the boundaries of the one-prong
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region listed in Table 4.1 with the upper boundary of the two-prong region from Eq. (4.4),

we find that the one- and two-prong jets do not overlap with the following restriction on the

angular exponents a and /3:

3a > 2/3. (4.5)

Note that when a = this is satisfied, consistent with the analysis of Ref. [5].

Because these power counting arguments rely exclusively on the parametric behavior

of QCD in the soft and collinear limits, they must be reproduced by any Monte Carlo

simulation, regardless of its shower and hadronization models. To illustrate the robust

boundary between the one- and two-prong regions of phase space predicted in Eq. (4.5),

in Fig. 4-4, we plot the distribution in the ef, ea plane of jets initiated by light QCD

partons and those from boosted hadronic decays of Z bosons as generated in e+e- collisions

in PYTHIA [108, 109]. Details of the Monte Carlo generation are presented in Sec. 4.5. QCD

jets are dominantly one-pronged, while jets from Z decays are dominantly two-pronged. We

have chosen to use angular exponents a = / = 1 for this plot, as the small value of the

angular exponent allows the structure of the phase space to be seen in a non-logarithmic

binning. The predicted behavior persists for all values of a and / consistent with Eq. (4.5),

while the choice made here is simply for illustrative aesthetics. On these plots, we have added

dashed lines corresponding to the predicted one- and two-prong phase space boundaries to

guide the eye. The one-prong QCD jets and the two-prong boosted Z jets indeed dominantly

live in their respective phase space regions as predicted by power counting.

The measurement of eo and eta) alone is sufficient to separate one- and two prong jets.

However, the two-prong jets can exhibit either collinear subjets or a soft, wide angle subjet.

To separate the collinear and soft subjet two-prong jets, we make an additional IRC safe

measurement on the full jet. Following Ref. [11], in addition to eW and ef, we measure

e2, with a $ /3. In particular, the soft subjet and collinear subjet regions of phase space
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Figure 4-4: Monte Carlo distributions in the c-, e7 plane, for QCD quark jets (left) and
boosted Z -> qq jets (right). The parametric scalings predicted by the power counting

analysis are shown as dashed lines, and the one and two-prong regions of phase space

are labelled, and extend between the parametric boundaries. Note the upper boundary is

constrained to have a iaxinal value of 4(e) ) 3 ()

are defined by the simple conditions

Collinear Subjet:

Soft Subjet: ( ~a)
.

For cv / /3 and co < 1, these two regions are parametrically separated. Equivalently, in

the two-prong region of phase space the measurement of both eta) and CY) can be used to

give IRC safe definitions to the subjet energy fraction and splitting angle, allowing the soft

subjet and collinear subjets to be distinguished. In Fig. 4-5 we summarize and illustrate the

measurements that we make on the jet and the parametric relations between the measured

values of the energy correlation functions that define the three phase space regions. The

phase space plots of Figs. 4-5b and 4-5c were also presented in Ref. [11.
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Subjet Configuration Defining Relation

Soft Haze ( ) 3$) < )

Collinear Subjets (9i) ~ e and e" < (

Soft Subjet e9 c and c " < t )/
(a)

(e(, e") Phase Space (eV" , e,) Phase Space

cY <<(, )3U/J3

(b) (C)

Figure45 a.) Table summnarizing the defining relations for the different subjet configurations

(a) _(") (('*)Th n -an w -ro g j t

in termns of the eniergy correlation functions c') (-3) ) h n- n w-pogjt

regions iln the e, e." phiase space. Jets with a two-prong structure lie ill the lower (orange.)
region of phase space, while jets with a one-prong structure lie in the upper (purple) region

of phase space. c) The projection onto the c.6 (a e _1 phase space in which the soft subjet and

collinear subjets are separated.

Jet Mass Cuts

In addition to discriminating QCD jets from boosted Z bosons by their number of resolved

prongs, we must also impose a mnass cut oil the jet to ensure that the jet is comipatiblce with

a Z decay. To include a mnass cut inl our analysis, for general angular exponents a, and

,3, we would need to mneasure four observables on the jet: cl"), e, e)1 a and the jet miass.

This would significantly complicate calculations and introduce new paramnetric phase space

regions that would need to be understood. To avoid this difficulty, we note that, for our
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definition of e20) from Eq. (4.1), if all final state particles are massless, then

2

(2) = ,(4.8)e2 E 2

where mj is the mass of the jet. Therefore, choosing 3 = 2 we can trivially impose a mass

cut within the framework developed here. Throughout the rest of this chapter, we will

set / = 2 for this reason. Importantly, from Monte Carlo studies it has been shown that

3 ~ 2 provides optimal discrimination power [30, 51, so this restriction does not limit the

phenomenological relevance of our results.

Substituting the value # = 2 into the power counting condition of Eq. (4.5), we find that

the one- and two-prong regions of phase space are separated if

> - (4.9)
--3

To achieve a parametric separation of the one- and two-prong regions of phase space, we

will demand that the scalings defining the different regions be separated by at least a single

power of e(. For example, choosing a =3 = 2, the scalings of the one-prong and two-

prong regions are e (e2  and e ~ (e2 )2, which are parametrically different. We,

therefore restrict ourselves to the range of angular exponents

/3=2, a > 2. (4.10)

We expect that for a < 2 our effective field theory description will begin to break down,

while as a is increased above 2 it should improve.

4.3 Factorization and Effective Field Theory Analysis

In each region of phase space identified in Sec. 4.2, hierarchies of scales associated with the

particular kinematic configuration of the jet appear. These include the soft subjet energy

fraction zj in the soft subjet region of phase space, or the splitting angle 012 of the collinear
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subjets. Logarithms of these scales appear at each order in perturbation theory, and need

to be resummed to all orders to achieve reliable predictions. To perform this resummation,

we will prove factorization theorems in each region of phase space by developing an effective

field theory description which captures all the scales relevant to that particular region of

phase space. These effective field theories are formulated in the language of SCET [22, 23,

24, 25], but include additional modes which are required to describe the dynamics of the

scales associated with the jet's particular substructure. Resummation is then achieved by

renormalization group evolution within the effective theory.

In this section we discuss each of the effective theories required for a description of the

e7), e', ea phase space. For each region of the phase space, we present an analysis of the

modes required in the effective field theory description and present the factorization theorem.

We also provide a brief discussion of the physics described by each of the functions appearing

in the factorization theorem. Field theoretic operator definitions of the functions, as well as

their calculation to one-loop accuracy, are presented in appendices.

4.3.1 QCD Background

Three distinct factorization theorems are required to describe the full phase space for massive

QCD jets, corresponding to the soft haze, collinear subjets, and soft subjet configurations.

Detailed expositions of the factorization theorems for the collinear subjets and soft subjet

configurations have been presented in Refs. [105, 11], but here we review the important

features of the factorization theorems to keep the discussion self-contained.

Throughout this section, all jets are defined using the e+e- anti-kT clustering metric

[94, 100] with the Winner-Take-All (WTA) recombination scheme [33, 89]. To focus on the

aspects of the factorization relevant to the jet substructure, we will present the factorization

theorems for the specific case of e+e- -+ qq. The factorization theorem for gluon initiated jets

is identical to the quark case, and can be performed using the ingredients in the appendices.

The extension to the production of additional jets or pp colliders will be discussed in Sec. 4.7.
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Collinear Subjets

An effective field theory describing the collinear subjets configuration was first presented in

Ref. 11051 and is referred to as SCET+. We refer the interested reader to Ref. [105] for a

more detailed discussion, as well as a formal construction of the effective theory. To our

knowledge, our calculation is the first, other than that of Ref. [105], to use this effective

theory.

Mode Structure

The modes of SCET+ are global soft modes, two collinear sectors describing the radiation in

each of the collinear subjets, and collinear-soft modes from the dipole of the subjet splitting.

These are shown schematically in Fig. 4-6. The additional collinear-soft modes, as compared

with traditional SCET, are necessary to resum logarithms associated with the subjets' split-

ting angle. This angle, which is taken to be small, is not resolved by the long wavelength

global soft modes.

The parametric scalings of the observables in the collinear subjets region were given in

Sec. 4.2.2 and are:

( O) ae2 ~ "12, (4.11)

(a) '00
e2 ~162, (4.12)

e3  ~O12(61 2 + 12 Zcs). (4.13)

Although the measurement of two 2-point energy correlation functions is required to be able

to distinguish the soft and collinear subjets, they are redundant in the collinear subjets region

from a power counting perspective, due to the relation e ~ ,e2) ( /4. We will therefore

always write the scaling of the modes in terms of ela) and ela) to simplify expressions.

From Eq. (4.11), we see that e) sets the hard splitting scale, while the scalings of all

the modes are set by the measurement of e(. In particular, the scaling of the momenta of

125



the collinear and soft modes are given by

2/a 1/a

(a) (a)

PC Ee 3  2 , (4.14)
e(a)\21(a

CY(e i (a)nia7-1

(a)

Ps E e3 (1, 1, 1),,1 (4.15)
e2

while the scaling of the collinear-soft mode is given by

Pcs ~' E 3  ea) 1 , ea))2/ 1/) (4.16)
e2)

Here Ej is the energy of the jet, and the subscripts denote the light-like directions with

respect to which the momenta is decomposed. In the expressions above, the momenta are

written in the (+, -, _) component basis with respect to the appropriate light-like directions.

The subjet directions are labelled by na and nb, while the fat jet (containing the two subjets)

and the recoiling jet are labelled by n and h. The relevant modes and a schematic depiction

of the hierarchy of their virtualities is shown in Fig. 4-6.

To have a valid soft and collinear expansion, the scalings of the modes in Eqs. (4.14) and

(4.16) imply that

(a) //3(a) e(a)
e") ~e < 1 and 3  3/ < 1 . (4.17))2 22(a) 3 3a/0

This agrees with the boundaries of the phase space found in Sec. 4.2.2.

Factorization Theorem

In the collinear subjets region of phase space, the values of the 2-point energy correlation

functions e(a) and elo) are set by the hard splitting. To leading power, these observables can

be used to provide IRC safe definitions of the subjet energy fractions and the angle between
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Figure 4-6: A schematic depiction of the collinear subjets configuration with dominant QCD
radiation and the functions describing its dynamics in the effective field theory is shown in

a). The matching procedure and relevant scales are shown in b), where we have restricted

to the case o! = = 2 for simplicity.

the subjets. We therefore write the factorization theorem in terms of e0, e")a, and the

energy fraction of one of the subjets, which we denote by We further assume that an IRC

safe observable, B, is measured in the out-of-jet region. Dependence on B enters only into

the out-of-jet jet function, and the out-of-jet contribution to the soft function.

The factorization theorem formulated in SCET+ for the collinear subjets region of phase

space is given by

(II J, (B)P4 + (z; e. J C( dededejsd (-1.18)
d-- dea Ae ()O ,1

x (e. - C- - C - ) (z; e Jf (i - z; S1 C', B; R) C (3s
where we have suppressed the convolution over the out-of-jet measurement, B, for simplicity.

Here the na, ne, denote the collinear directions of the subjets, and we assume that z ~1- Z -

1. The sum runs over all possible quark flavors that could be produced in an C+-- collision.

A brief description of the functions entering the factorization theorem of Eq. (4.18) is as
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follows:

HL- is the hard function describing the underlying short distance process. In this case

we consider e+e- -+ qq.

, If-,afb z; ea is the hard function arising from the matching for the hard splitting',fa ,nb \'" 2

into subjets. In this case the partonic channel f -* fafb is restricted to q -+ qg.

sna es), te (ire) are jet functions describing the collinear dynamics of the

subjets along the directions na,, nb

* Srti(e', B; R) is the global soft function. The global soft modes do not resolve the

subjet splitting, and are sensitive only to two eikonal lines in the n and h directions.

The soft function depends explicitly on the jet radius, R.

* S,+ (e") is the collinear-soft function. The collinear-soft modes resolve the subjet

splitting, and hence the function depends on three eikonal lines, namely n,, nb, h.

Although these modes are soft, they are also boosted, and therefore do not resolve

the jet boundary, so that the collinear soft function is independent of the jet radius,

R.

This factorization theorem is shown schematically in Fig. 4-6, which highlights the radiation

described by each of the functions in Eq. (4.18), as well as their virtuality scales. The

two stage matching procedure onto the SCET+ effective theory, which proceeds through a

refactorization of the jet function, is also shown. The fact that the refactorization occurs

in the jet function is important in that it implies that it is independent of the global color

structure of the event, making it trivial to extend the factorization theorem to events with

additional jets. This matching procedure is discussed in detail in Ref. [1051.

Operator definitions, and one-loop calculations for the operators appearing in the factor-

ization theorem of Eq. (4.18) are given in App. A.2.
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Figure 4-7: A schematic depiction of the soft subjet configuration with dominant QCD

radiation and the functions describing its dynamics in the effective field theory is shown in

a). The matching procedure and relevant scales are shown in b), where we have restricted

to the case o = 13 = 2 for simplicity.

Soft Subjet

A factorization theorem describing the soft subjet region of phase space was recently pre-

sented in Ref. [111. In this section we review the basic features of this factorization theorem,

but we refer the reader to Ref. [11 for a more detailed discussion.

Unlike for the case of collinear subjets, in the soft subjet configuration, the wide angle

soft subjet probes the boundary of the jet. This introduces sensitivity to the details of the

jet algorithin used to define the jet, as well as to the measurement made in the region outside

the jet. The factorization theorem of Ref. [111 is valid under the assumption that an additive

IRC safe observable, B, is measured in the out-of-jet region, and that the soft scale associated

xith this observable, A, satisfies A/E < c(). We will therefore assume that this condition

is satisfied throughout this section. However, we will see that the numerical results are fairly

insensitive to the details of the choice of scale A. Ref. [11] also used a broadening axis

[33] cone algorithm to define jets, whereas here we use the anti-ky algorithm, as relevant for

phenomenological applications. We will argue that the structure of the factorization theorem
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is in fact identical in the two cases, to leading power.

Mode Structure

In the soft subjet region of phase space there are two subjets with an energy hierarchy. We

denote the energy of the soft subjet by z% and the angle from the n axis by Oj. We also use

the notation A0,j = R - 6, to denote the angle from the soft subjet axis to the jet boundary.

The modes of the soft subjet are collinear-soft modes, being both soft and collimated, and

we will therefore denote the characteristic angle between them as 0c,. Straightforward power

counting can be applied to determine the scaling of the modes for both the energetic jet and

the soft subjet. Their contributions to the observable are given by

e2 ~8j z ,(4.19)

M ~(4.20)

e3  ~zs ( + z + Z). (4.21)

In the soft subjet region of phase space, we have the relation e2  ~ e(18, and therefore these

two observables are redundant from a power counting perspective. We will therefore write

the power counting of the modes in terms of ea and ed.

From the contributions to the observables above, we find that the momentum of the

collinear and global soft radiation scales like

P c ( ) 2 a ( ) 1 / a

PCI , (4.22)
2 k 2 ) n

(a)

PS ~ E ( (1, 1 a )n I
e2

where Ej is the energy of the jet and n and h, are the light-like directions of the jet of interest
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and the other jet in the event, respectively. The soft subjet mode's momentum scales like

2/a 1/a

(a) e(a)

Psi J E e a) (a) 2 (4.23)

in the light-cone coordinates defined by the direction of the soft subjet, nrt. These are the

complete set of modes defined by the scales set by the measurements of e(a), eO, and e(a)

alone.

Unlike in the collinear subjet region of phase space there are no collinear-soft modes

required in the effective field theory description, since the soft subjet is at a wide angle from

the jet axis. However, in this region there is an additional mode, termed a boundary soft

mode in Ref. [111, whose appearance is forced by the jet boundary and the energy veto in the

region of phase space outside the jet. These modes do not contribute to the e 2 observables,

but are effectively a collinear-soft mode whose angle with respect to the soft subjet axis is

set by the angle to the boundary. The boundary soft mode's momentum components scale

like

_ e(a)2
Pbs -EJ (ae3  (03)71 A O ~, (4.24)

written in the light-cone coordinates defined by the soft subjet axis. The boundary soft

modes are required to have a single scale in the soft subjet function. For consistency of the

factorization, we must enforce that the soft subjet modes cannot resolve the jet boundary

and that the boundary soft modes are localized near the jet boundary. That is, the angular

size of the soft subjet modes, 0c, must be parametrically smaller than that of the boundary

soft modes, namely A~Oj. We therefore find the condition

(a)

((,j)a >> (c,) e3 2  and A 53 < 1. (4.25)
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Therefore, the factorization theorem applies in a region of the phase space where the soft

subjet is becoming pinched against the boundary of the jet, but lies far enough away that

the collinear modes of the soft subjet do not touch the boundary. A schematic depiction of

this region of phase space, along with a summary of all the relevant modes which appear in

the factorization theorem is shown in Fig. 4-7.

In the soft subjet region of phase space, the choice of jet algorithm plays a crucial role,

since the soft subjet probes the boundary of the jet. In Ref. [111 the factorization theorem in

the soft subjet region of phase space was presented using a broadening axis cone algorithm

with radius R. We now show that up to power corrections, the factorization theorem in the

soft subjet region of phase space is identical with either the anti-kT or broadening axis cone

algorithm. In particular, with the anti-kT algorithm, the jet boundary is not deformed by

the soft subjet, and can be treated as a fixed cone of radius R. This is not true for other jet

algorithms, such as such as kT [158, 1591 or Cambridge-Aachen [160, 161, 162], where the

boundary is deformed by the clustering of soft emissions, a point which has been emphasized

elsewhere (see, e.g., Refs. [163, 164, 165, 1661).

The validity of the factorization theorem requires the following two conditions, which

will put constraints on the power counting in the soft subjet region of phase space. First,

the soft subjet must be clustered with the jet axis, rather than with the out-of-jet radiation.

This is guaranteed as long as the soft subjet axis satisfies 0,, < R. Second, the radiation

clustered with the soft subjet from the out-of-jet region should not distort the boundary of

the jet. More precisely, the distortion of the boundary must not modify the value of e () at

leading power (note that the power counting guarantees that it does not modify e) The

contribution to e(') from a soft out-of-jet emission is given by

2 < (a)) -< ~ e(a). (4.26)e2 7-e3  ~ k~e2

Since the out-of-jet scale is in principle a free parameter, we can formally enforce this condi-

tion in our calculations. Corrections due to a deformation of the jet boundary would enter

as power corrections in this region of phase space. The jet boundary therefore acts as a
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hard boundary of radius R, and the factorization theorem is identical to that presented in

Ref. [11].

Factorization Theorem

With an understanding of the precise restrictions on the power counting required for the

validity of the soft subjet factorization theorem, we now discuss its structure. Since we have

argued that the relevant factorization theorem is identical to that presented in Ref. [11],

we will only state the result. The factorization theorem in the soft subjet region with the

out-of-jet scale satisfying A < e2"Ej, and with jets defined by the anti-kT jet algorithm, is

given by

du-(B; R) (4.27)
del"Ide(Odel")

dBsdB. deJndeJideide!Si6(B - Bj, - Bs)6(el") - ej- - ejs3 - - e!s'J)

x Ha(Q2) i e3) J. (e"J (B )Sa e ; Bs; R) J. e en, e"; R)

In this expression we have explicitly indicated the dependence on the jet boundaries with

the jet radius R. A brief description of the functions appearing in Eq. (4.27) is as follows:

* Hnf(Q2 ) is the hard function describing the underlying short distance process. In this

case we consider e+e- _- qq.

* t He2", eo ) is the hard function describing the production of the soft subjet coher-

ently from the initial qq dipole, and describes dynamics at the scale set by eQ) , e9 .

* ja(ea)) is a jet function at the scale e(") describing the hard collinear modes of the

identified jet along the n direction.

* Ja(B) is a jet function describing the collinear modes of the out-of-jet region of the

event.
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* Sdas (e"); B; R) is the global soft function involving three Wilson line directions,

n, h, nj. The global soft function depends explicitly on both the out-of-jet measure-

ment and the jet radius.

* J" (e) is a jet function describing the dynamics of the soft subjet modes, which

carry the bulk of the energy in the soft subjet.

SS (e' ; R) is a soft function describing the dynamics of the boundary soft modes.

It depends only on two Wilson line directions nj, hi<.

These functions, and a schematic depiction of the radiation which they define, are indicated

in Fig. 4-7, along with a schematic depiction of the multistage matching procedure from

QCD onto the effective theory, as described in detail in Ref. [11]. Although we will not

discuss any details of the matching procedure, it is important to note that it occurs through a

refactorization of the soft function, and hence the soft subjet factorization theorem is sensitive

to the global color structure of the event, since the soft subjet is emitted coherently from all

cikonal lines. This should be contrasted with the case of the collinear subjets factorization

theorem, where the matching occurs through a refactorization of the jet function.

In the soft subjet region of phase space, we can relate the variables e(Q) ,e3 to the physi-

cally more transparent zi, O.j variables with a simple Jacobian factor, giving the factorization

theorem

do-(B; R)
(4.28)

d%, dO,j de3"

d BsdBj1  deJ" deJPdelde!S-6(B - B, - Bs)6(e(a) - ej"- e" - es - es' )

xH naii(Q 2)H 'rs (z' ,) .( ) J-( -Snn,j e; Bs; R) Ja sj ) Sna j,,j(ess; R ) .

Operator definitions, and one-loop calculations for the operators appearing in the factor-

ization theorem of Eqs. (4.27) and (4.28) are given in App. A.3.
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Figure 4-8: A schematic depiction of the soft haze configuration where no subjets are resolved,
with dominant QCD radiation and the functions describing its dynamics in the effective field

theory is shown in a). The relevant scales in the effective field theory are shown in Ib), where

we have restricted to the case a = c3 2 for simplicity.

Soft Haze

The soft haze region defines the upper boundary of the ceW, phase space. In this region

of phase space jets consist of a single hard core, with no resolved subjets. A factorization

theorem describing this region of phase space has not been presented elsewhere, but can be

straightforwardly formulated in standard SCET involving only n and n collinear sectors.

As discussed in Sec. 14.2.2, the power counting in the soft haze region depends sensitively

on the relative values of a and 13, and therefore so does the structure of the factorization

theorem. Since, from Eq. (4.10), we restrict ourself to a > B, we will for simplicity only

discuss the factorization theorems valid in this case. Factorization theorems for other values

of a and 13 can be determined by performing a similar analysis.
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Mode Structure

In the soft haze region the observables have the power counting

e(a ~ z8+O,, (4.29)

e ~ Z) + 0/1 (4.30)

ea) ~Z2 + ZoZs + o3a , (4.31)

where we have not yet dropped power suppressed terms. We are interested in the factor-

ization theorem on the upper boundary, with the scaling e ~a e .()).4 We now assume

a > 3. In this case, dropping power suppressed terms, the appropriate power counting is

eC2 ~8 z7 (4.32)

e z2 Z O , (4.33)

3d ~s . (4.34)

It is also interesting to consider the case a = # because in the soft haze region it is not

necessary to measure two different 2-point energy correlation functions, unlike in the two-

prong region of phase space. In the case that a =, we have instead,

e2"-~ zS + 65, (4.35)

ea ~ z2 + OCz, , (4.36)

4There is another parametric choice for the relative scaling of the 2-point energy correlation functions

1101, though it does not extend to the upper boundary of the phase space. If (e.7)o ~ (e))), then the
power counting is

e2a Z' + OC,C

(ta) ~;2  z,

with both 2-point correlation functions dominated by collinear physics. For a > #, this region has the scaling

le ~ e which does not extend to the upper boundary.
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where the second term in the expression for e3 ) is no longer power suppressed. This will

modify the factorization theorem between the two cases.

In both cases, the scaling of the modes is then given by

Pc Ej (e3)) 2/,1, ( 1/ , (4.37)

PS ~ ej(OE (1, 1, ) (4.38)

with 3 = a in the second case. Here Ej is the energy of the jet and the subscripts denote the

light-like directions with respect to which the momenta is decomposed. This scaling should

be recognized as the usual power counting of the collinear and soft modes for the angularities

with angular exponent /3 167, 101.

Factorization Theorem

The factorization theorem in the soft haze region of phase space can now be straightforwardly

read off from the power counting expressions of the previous sections. We state it both for

the case a - , and a > /. For a > /, we have

do , = Hnii(Q2)JI(B) de'de'b (eX) - ec - es) Jn (ec) S,, (es, e), el), R, B)
de47)de(O)de~a)22 2 2 2 222 3

(4.39)

where we have suppressed the convolution over the out-of-jet measurement B, to focus on

the structure of the in-jet measurements. For a = /, the factorization theorem takes an
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interesting form5

d o, H i(Q 2) J (B ) de de de '6 e(e2  - e - e ) 6 (e ( - ec e - e ) (4.40)

xJ,, (e') S,,j (e', e'-, R, B),

where again the convolution over B has been suppressed. A brief description of the functions

appearing in the factorization theorems is as follows:

" H,14 (Q2) is the hard function describing the underlying short distance process. In this

case we consider e+e- -+ qq.

" Jh(B) is the jet function describing the collinear modes for the recoiling jet.

* J, (ec) is the jet function describing the collinear modes for the jet in the n direction.

S. S, (e3, es, R, B) and Sf eS, ea, e(, R, B) are soft functions describing the global

soft radiation from the ni dipole. These also carry the jet algorithm constraints

denoted by R, and any out-of-jet measurements B.

These functions, and a schematic depiction of the radiation which they define are indicated in

Fig. 4-8. In App. A.6, we give operator definitions of these functions and the leading-power

expression for the e(a) measurement operator in the soft function.

There are several interesting features about the factorization theorems of Eqs. (4.39) and

(4.40). First, the soft functions are multi-differential, in that they require the simultaneous

measurement of multiple quantities. Such multi-differential jet and soft functions have been

discussed in detail in Ref. [10, 341. One other interesting feature of the factorization theorem

of Eq. (4.40), for the case of equal angular exponents, is the appearance of the product

structure in the 6-function defining the value of e3(). This product structure is consistent

5When calculating the tail of the D 2 distribution, one might be tempted to marginalize over eX in
Eq. (4.39). This naive marginalization does not yield the correct result. Rather, if one started the derivation
of the factorization theorem with only the measurements of e7) and efa) imposed, so that all possible

(/3)
e2 configurations are integrated over, then Eq. (4.40) would be obtained. Thus Eq. (4.40) is the correct
marginalization over e2 in Eq. (4.39).
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with the power counting of Eq. (4.35) which describes the properties of the 3-point energy

correlation function in the soft and collinear limits. It is important to note that this product

form does not violate soft-collinear factorization, since only the knowledge of the total ea

of the soft or collinear sector is required.

The soft contribution to the 3-point energy correlation is first non-vanishing with two

real emissions. Therefore at one-loop, the factorization theorem of Eq. (4.39) reduces exactly

to the factorization theorem for the multi-differential angularities studied in Refs. [10, 34J,

whereas the factorization theorem of Eq. (4.40) reduces to the factorization theorem for a

single angularity. In this chapter, we will not perform the two-loop calculation necessary

to obtain a non-trivial contribution to the three point energy correlation function. Instead,

we will obtain an approximation to the cross section in this region by taking a limit of our

factorization theorems in the two-prong region of phase space. This is possible, because as we

will show in Sec. 4.4.3 by studying the fixed order distributions for the observable D2 , there

is no fixed order singularity in the soft haze region of phase space in the presence of a mass

cut. This implies that the resummation is not needed to regulate a fixed order singularity.

This will be discussed in Sec. 4.4.4. The field theoretic definitions of the functions appearing

in the factorization theorem of Eq. (4.39) as well as power expansions of the measurement

operators are collected in App. A.6. However, because of the fact that we do not explicitly

use the results of the soft haze factorization theorem in our calculation, we simply refer

the reader to Refs. [10, 341 for the calculations of the one-loop functions relevant to the

factorization theorems of Eqs. (4.39) and (4.40), and leave for future work the full two-loop

calculation.

Refactorization of the Global Soft Function

In each of the factorization theorems required for the description of QCD background jets,

namely the collinear subjets, soft subjet, and soft haze factorization theorems, there is a

global soft function, which is sensitive to both the in-jet measurement of the energy correla-

tion functions, as well as the out-of-jet measurement B. To ensure that all large logarithms
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are resummed by the renormalization group evolution, we must perform a refactorization of

the soft function [168, 167, 169, 82, 841. This ensures that the only logarithms which appear

in a given soft function that are sensitive to both in-jet and out-of-jet scales are true non-

global logarithms (NGLs) [381, which first appear at two-loop order in the calculation of a

particular soft function.6 Here we focus on the refactorization of the soft subjet and collinear

subjets factorization theorems of Secs. 4.3.1 and 4.3.1, which will be used in our numerical

calculation. For both of these factorization theorems, we can write the soft function to all

orders in a, as

S (e), B; R, p) = S(out) (B; R, p) S(in) (e "); R, p) SNGL e a) B; R) , (4.41)

where we have explicitly indicated the renormalization scale P dependence [170]. The non-

global part of the soft function SNGL e(a), B; R) is first non-trivial at two-loop order, beyond

the accuracy to which we explicitly calculated the soft functions in this chapter. Furthermore,

the anomalous dimension of the soft function factorizes to all orders in perturbation theory

as

Ys (el"), B; R; p) = (ut) (B; R; p) + (i") (e(); R; p , (4.42)

and therefore the renormalization group kernels factorize as well. Briefly, this occurs because

renormalization group consistency relates the soft anomalous dimension to the sum of all the

other anomalous dimensions, each of which can be associated with the in-jet or out-of-jet

contributions. 7

While similar refactorizations of the global soft function have been discussed previously,

6It is important to emphasize that throughout this section we refer to the NGLs which appear in the soft
function of a given factorization theorem, and the order in a. at which they will appear in this particular
soft function. Because we combine distinct factorization theorems, some of which include hard splitting
functions, or eikonal emission functions, this order is in general distinct from the order at which they will
appear in the total cross section, which can be different for each factorization theorem. This combination
of the factorization theorems is completely independent from the refactorization of the soft function in a
particular factorization theorem.

7As discussed in Ref. 1841 there is some ambiguity in how the hard function, for example, is associated
with the in-jet or out-of-jet anomalous dimensions, but this does not affect the above argument.
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and used in numerical calculations (see especially Ref. [841 for a detailed discussion), we

will discuss it here for completeness. The refactorization of the global soft function plays

a role in our numerical results and is particularly important in appropriately separating

scales in the global soft function of the soft subjet factorization theorem of Sec. 4.3.1. In

Ref. [11] the structure of the one-loop calculation of the soft subjet factorization theorem was

discussed in detail, with a particular focus on the dependence on the angle A6O, between

the soft subjet and the boundary. There it was found that the while the out-of-jet soft

function contained dependence on the angle between the soft subjet and the boundary,

AO,,, this dependence vanishes in the in-jet contribution to the soft function due to a zero

bin subtraction. Renormalization group consistency is achieved since the A9,8 dependence

associated with the in-jet region is carried by the boundary soft function. Therefore, the

refactorization of the global soft function for the soft subjet factorization theorem allows the

soft function to be separated into a piece with A6O, dependence, and a piece with no A6O,

dependence, and is crucial for resumming all large logarithms associated with this scale.

The one-loop anomalous dimensions, split into out-of-jet and in-jet contributions, as well'

as canonical scales for both the in-jet and out-of-jet soft functions are given in App. A.2,

App. A.3, and App. A.4. Further details of this refactorization, and in particular a discussion

on the dependence on A6j is also given.

For completeness, we also give the final refactorized expressions for the factorization

theorems for the collinear subjets and soft subjet factorization theorems that will be used

when presenting numerical results. For the collinear subjets factorization theorem, we have

d z d e , d e ) = S H fn (Q 2 )p f -f~ f b z ; e a ) d B s d B if, d e d e d e ' d e ' (4 .4 3 )

x J(B - Bj, - Bs)( e~a) - - - - e)

x J(B)J a (z; e) J (1 - z; e)S (u Bs; R) Sl (e"; R) Snllbf (ecs),
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Figure 4-9: A schematic depiction of the boosted Z boson configuration with dominant QCD
radiation and the functions describing its dynainics in the effective field theory is shown in

a). The relevant scales, ordered in virtuality, are suniniarized in b), where we have restricted

to the case (A = 3 = 2 for simplicity.

while for the soft subjet factorization theorem, we have

d((B; R) = H Q H.)
d,j dO,,j dc.e,

x 6 (B - Bj,,

I. dBsdBj,, c dJ" deIej [ (4.44)

Bs) (e 1 - !" - --C e - .. 3 3 3 3)

J, (e J") J( )S Bs; R) SOO e R) ef' CJ Sri SJ e ).

In this form. each function in Eqs. (4.43) and (4.44) contains logarithms of a single scale,

which can be resunined through renormalization group evolution.

4.3.2 Boosted Boson Signal

In this section we discuss the effective field theory and factorization theorem relevant for the

hadronically-decaying boosted boson signal. For concreteness, we will consider the case of a

boosted Z boson decaying to a massless qq pair; however, the extension to other color-neutral

boosted particles is trivial. We will work in the narrow width approximation, setting the

width of the Z boson F = 0. Corrections to this approximation are trivial to implement,
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as they do not modify the structure of the factorization, and are expected to have a minimal

effect.

A factorization theorem for the N-subjettiness observable r120 [104, 32, 31] measured

on boosted Z jets was presented in Ref. [851. This factorization theorem was obtained by

boosting an appropriately chosen e+e- event shape. A factorization theorem can also be

formulated using the SCET+ effective theory,8 where the collinear-soft mode, which was

described in Sec. 4.3.1, corresponds to the boosted soft mode of the e+e- event shape. We

will take this second approach, as it is in line with the general spirit of this chapter, of

developing effective field theory descriptions of jet substructure configurations. However,

the approach of relating to boosted e+e- event shape variables is useful for relating results

to higher order calculations known in the literature. Despite the fact that the factorization

for the energy correlation functions in the signal region follows straightforwardly from that

of Ref. [851, or from the SCET+ factorization theorem of Sec. 4.3.1, we will discuss it here

for completeness.

We assume the process e+e- -+ ZZ -+ qqlf, where I is a lepton to avoid having to

describe additional jets, although the extension to two hadronically-decaying Z bosons is

trivial. The factorization theorem is then similar to that presented in Sec. 4.3.1, however,

there are no global soft modes since the Z is a color singlet. The scaling of the collinear and

collinear-soft modes are identical to those given in Sec. 4.3.1, so we do not repeat them here.

The factorization theorem is given by

d z d e-de l") = H (Q 2 )P p Z --f b z ; e a) d e d eld e d e;" (4 .4 5 )

x (al) - eC-e - 9) J. (z; ec) 1-;e!S+a ecs

As with the factorization theorem in Sec. 4.3.1, we have chosen to write the factorization

8Here we have slightly extended the usage of the SCET+ nomenclature beyond that which it was originally
used in Ref. 11051. In particular, in the case of the signal distribution, there are no global soft modes, and
the matching to the effective theory proceeds in quite a different way than for the case of a two prong QCD
jet as originally considered in Ref. 11051. Nevertheless, because the effective theory contains a collinear-soft
mode, we will refer to it as SCET+.
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theorem in terms of e(a) e, and the energy fraction of one of the subjets, z. A brief

description of the functions appearing in Eq. (4.45) is as follows:

" H(Q 2) is the hard function describing the production of the on-shell Z bosons in an

e+e- collision. It also includes the leptonic decay of the Z boson. Following Ref. [85]

we assume that the Z boson is unpolarized and so its decay matrix element is flat in

the cosine of the boost angle. Non-flat distributions corresponding to some particular

decay or production mechanism are straighforward to include.

* pZ--qq z; ea) describes the decay of the on-shell Z boson into a qq pair with mo-

menta along the na and nb axes.

* j, (z; e), , i -- z; e are the jet functions describing the collinear radiation asso-

ciated with the two collinear subjets.

* Sb e is the collinear-soft function describing the radiation from the qq dipole

formed by the two collinear subjets.

The basic structure of the factorization theorem, and the radiation described by the dif-

ferent functions, as well as their scalings, are shown schematically in Fig. 4-9. Operator

definitions, and one-loop calculations for the operators appearing in the factorization theo-

rem of Eq. (4.45) are given in App. A.5. Because the collinear soft modes are boosted, the

collinear soft function does not require a refactorization, as was necessary for the global soft

functions, in Sec. 4.3.1.

It is important to emphasize the distinction between our treatment of a boosted Z jet,

where we presented a single factorization theorem, and a massive QCD jet, where three

distinct factorization theorems were required. While it is obvious that the soft haze region

does not exist for a boosted Z jet, the soft subjet region does. However, unlike the case

of a massive QCD jet, where the soft subjet region is enhanced by a factor of 1/z, from

the eikonal emission factor, no such enhancement exists for the Z decay. Indeed, it was

shown in Ref. [85] that the effect of the jet boundary, which would arise from the soft subjet

configuration, is power suppressed by 1/Q. While it would be potentially interesting to

144



analytically study the jet radius dependence for the signal distribution using the soft subjet

factorization theorem, this is beyond the scope of this chapter. We will therefore neglect jet

radius effects and write the factorization theorem in Eq. (4.45) with no R dependence.

The factorization theorem of Eq. (4.45) provides an accurate description of the boosted

boson signal in the two-prong region of phase space, where el") << (e )). However, to be

able to compare the signal and background distributions, a valid description of the region

e (a) > (la) is also required. Unlike for the case of a massive QCD jet, where this region

is described by the soft haze factorization theorem, for a boosted Z boson, an accurate

description of this region requires matching to the fixed order Z -+ qqg matrix element.

Since the boost of the Z boson is fixed, this corresponds to a hard gluon emission from

the qq dipole. In the numerical results shown throughout the chapter, we have performed

this matching to fixed order, directly within the SCET+ effective theory. The fixed order

cross section for D("') onto which the result of the factorization theorem was matched,

was calculated numerically by boosting the leading order e+e- -+ qqg matrix element and

performing a Monte Carlo integration. This allows for the consideration of general angular

exponents a and 3 in which case the required integrals are difficult, if not impossible, to

evaluate analytically.

4.4 A Factorization Friendly Two-Prong Discriminant

The approach to two-prong discrimination taken in this chapter is to use calculability and

factorizability constraints to guide the construction of an observable. Having understood in

detail the structure of the ea), e 3, el") phase space, along with the effective field theories

describing each parametric region, we now show how a powerful two-prong discriminant, D 2 ,

emerges from this analysis naturally. After defining the D2 observable, we discuss some of its

interesting properties, and show that the factorization theorems of Sec. 4.3 can be combined

to give a factorized description of the observable over the entire phase space.
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4.4.1 Defining D 2

The goal of boosted boson discrimination is to define observables which distinguish between

one- and two-prong jets. As a simplification, we will take the view that both collinear

and soft subjets should be treated as two-pronged by the discriminant, while soft haze jets

should be treated as one-pronged. Treating both the collinear and soft subjets as two-

pronged immediately implies that a marginalization over the soft subjet and collinear subjet

factorization theorems will need to be performed to obtain a prediction for the two-prong

discriminant. This will be discussed in Sec. 4.4.4. A more sophisticated observable could

take advantage of the different fraction of signal and QCD jets in the soft subjet and collinear

subjets regions of phase space, and we will give a simple example of such an observable in

Sec. 4.5.7.

We will consider discriminants, which we denote D('0, which parametrize a family of

contours in the e , e~a) plane, as shown schematically in Fig. 4-10. Such observables can be

calculated by marginalizing the double differential cross section [88]

dD',= de)dea 6 (Di7"') - D ('(e ea)) de de". (4.46)

For the observable D(" 3 to be calculable using the factorization theorems of Sec. 4.3, the

curves over which the marginalization is performed in Eq. (4.46) must lie entirely in a region

of phase space in which there is a description in terms of a single effective field theory (up

to the marginalization over the collinear and soft subjets). Stated another way, the contours

of D("' must lie either entirely in the one-prong region of phase space, or entirely in the

two-prong region of phase space. This condition is also natural from the perspective that

D a"'3 provide good discrimination power, a point which has been emphasized in Refs. [5, 8].

If the contours do not respect the parametric scalings of the phase space, the marginalization

cannot be performed within a single effective field theory. A more sophisticated interpolation

between the different effective field theories, along the lines of Refs. [10, 34] is then required.

In Sec. 4.2, a power counting analysis was used to show that for 3a/0 > 2, the one- and
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Figure 4-10: a) Contours of the observable D2 in the et 6 3 plane. b) Sample D2 spectra for

boosted Z bosons and QCD jets, generated in Monte Carlo. Angular exponents a = 2

have been used.

two-prong regions of phase space are parametrically separated, with the contour separating

them scaling as cj-0 (C0) . This implies that, parametrically, the optimal two-prong

discriminant formed from e. and e(t is

(a)

D((O -3(4.47)

This extends the definition of Ref. [51, which considered the observable D2(", with equal

angular exponents. To simplify our notation, we will often not explicitly write the angular

exponents a and 0, referring to the observable simply as D2 .

The D2 observable takes small values for a two-prong jet and large values for a one-prong

jet. Its contours in the c2 , c3", phase space are shown schematically in Fig. 4-10, along with

illustrative Monte Carlo generated spectra for both boosted Z jets and massive QCD jets in

c - collisions. A more detailed discussion of the discrimination power of D2 , as well as the

details of the Monte Carlo generation, will be given in Sec. 4.5.
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4.4.2 Sudakov Safety of D 2

One interesting feature of the D2 observable is that it is not IRC safe without an explicit

cut on . For every value of D2 , the contour over which the double differential cross

section is marginalized passes through the origin of the phase space, where the soft and

collinear singularities are located. This feature is shown in Fig. 4-10a. At every fixed order

in perturbation theory, this gives rise to an ill-defined (divergent) cross section. However, a

resummed calculation of the double differential cross section regularizes the singular region

of phase space, and leads to a finite distribution for the D2 observable. This property is

referred to as Sudakov safety [88, 1461. Because Sudakov safe observables are not calculable

in fixed order perturbation theory, they do not generically have an a, expansion, and we will

show that the D2 spectrum exhibits a particularly interesting dependence on a,.

The regularization of the fixed order singularity in the double differential cross section is

achieved by the all orders resummation of logarithmically enhanced terms in the perturbative

expansion. In the effective field theory description, this resummation is achieved by renor-

malization group evolution, and its properties are therefore determined by the form of the

SCET anomalous dimensions. To illustrate how the a. dependence arises from the structure

of the renormalization group evolution in SCET, we consider the soft subjet factorization

theorem of Sec. 4.3.1 in the leading logarithmic (LL) approximation. The cusp pieces of the

anomalous dimensions for the different functions appearing in the factorization are given in

Laplace space by (see App. A.3)

d aCA 2
P-log H,,'i,(z,,j, n,,j, p) =- log 2Z 2 (4.48)

dy 7r LQ2S

A d log J3 E6a = -2 a C og - (4.49)
dp 7r(1 - a) Qa 3j

p log S nsI gf; -=( a) g QS(4.50)

B; R) = C log ze3 't (4.51)
a d r( -a) [Q,

where we have used 6' to denote the Laplace conjugate to e() and we have kept only JR
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scales in the logs. Furthermore, we have kept only the terms proportional to CA so as to

resum only the physics associated with the soft subjet. The hard matching coefficient for

the soft subjet production is given by the tree level eikonal emission factor

H/. *)( (z5 , n, ) =aCF ' (4.52)
7rzsj n -nsj nsj -n

Solving the renormalization group equations, and running all functions to the hard scale Q,
we then find that in the soft subjet region of phase space the multi-differential cross section

can be written to LL accuracy as

d - a CFCA log [ (a) z 2] g.

de"3 dz,5 d6,j air 2  n . ns nsi e oe zsj e (

exhibiting a familiar Sudakov form.

A complete calculation of the D 2 spectrum requires marginalizing over both the soft

subjet and collinear subjet configurations, which we discuss in Sec. 4.4.4. However, to

demonstrate the a, behavior in the simplest manner, we will consider just the soft subjet

effective theory. In particular, we will fix the angle of the soft subjet, but allow it to

be arbitrarily soft, so as to probe the singular region of phase space. The result is then

representative of the contribution from the soft subjet region of phase space. An exactly

analogous behavior occurs for the contribution from the collinear subjets region of phase

space.

Fixing 0Oj to satisfy n - nsj = 1/2 (and therefore A . n= 3/2), and restricting to a = /

for simplicity, the 2-point energy correlation function in the soft subjet region of phase space

is simply

2 =Zj. (4.54)

The corresponding D 2 distribution is then obtained by marginalizing the multi-differential
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cross section of Eq. (4.53)

d- J dzj dOj3 de'K I D2 -e d- (4.55)
dD2 3 (e())3J de(a)dzjidOsj

e(a) da
+ ,dz de " 6 D2 - d d3-

11Sj del")dz,,jdOsj/

where, in the second line, we have fixed OGj and so we do not integrate over it. Inserting the

multi-differential cross section and fixing 0 ,,j, we then have

__ c C FCA Ir/
do-si 16 a. CA dz, log [D2z -,j CA g2[ID2Z.9] (4.56)
dD2 3 ar2 Jo D2 z1[(

8caCFe 1g2D 2

3 7r D2

where the sj superscript denotes that this is representative of a contribution from the soft

subjet region of phase space. Importantly, because the soft subjet is defined by requirements

on IRC safe measurements, the cross section in Eq. (4.56) is a well-defined and in principle

measurable quantity.

The a, dependence in this distribution of D2 is very surprising. Because D 2 is defined

with respect to the 3-point energy correlation function, one would na~ively expect that D2

only makes sense for a jet with at least three partons. Indeed, if we make an explicit cut

on zsy, for example, then D 2 is IRC safe, and first non-zero for a jet with three partons

at 0(a2). However, because D 2 without a cut on z*g is not IRC safe, this intuition fails,

and in a fascinating way. By resumming the large logarithms of z,,j to all orders and then

marginalizing, the D2 distribution calculated in Eq. (4.56) actually starts at 0(a8 )! Including

emissions to all orders has effectively generated a non-trivial distribution for D 2 at one

order lower in a, than when it is first, naively, non-zero. Other examples of Sudakov safe

observables in the literature have expansions in /- [88, 146] or are even independent of a,

[40, 89, 146]. To our knowledge, D2 is the first example of a Sudakov safe observable for

which all-orders resummation reduces the order in a. when the observable's distribution is
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Figure 4-11: a) A schematic depiction of the c2 c:, phase space in the presence of a mass

cut, along with contours of the D2 observable. b) Leading order (through t2) and next-to-

leading order (through c0) distributions for the D2 observable in the presence of a mass cut

as measured on hemisphere jets in c+-- collisions.

first ion-zero.9 We re-empliasize that though the distribution of D2 in Eq. (4.56) is a Taylor

series in as, it is impossible in purely fixed-order perturbation theory to systematically

calculate it.

4.4.3 Fixed-Order D2 Distributions with a Mass Cut

Although D 2 is not IRC safe without a cut on c2 , leading to its interesting Sudakov safe

behavior, in experimental analyses a jet mass cut will be always be applied. We will therefore

(a) ()
be most interested in this case. In Fig. 4-11a we show a schematic depiction of the c.) C,

phase space in the presence of a. mass cut for a = 3 = 2, along with contours of the D2

observable. As is indicated in the figure, the mass cut removes the origin of the phase

space, making D2 IRC safe and calculable in fixed-order perturbation theory. It is therefore

interesting to study the singularity structure of the fixed-order perturbative expansion of D2

in the presence of a mass cut.

9 For observables that do not have miversal behavior in the ultraviolet 11461.
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In Fig. 4-11b we show both the leading order (a') (LO) and the next-to-leading order (a')

(NLO) fixed-order distributions of the D(2 ,2 ) observable as measured on the most energetic

hemisphere jet in e+e- -+ dijets events at 1 TeV center of mass energy, and with a jet mass cut

of 'mj C [80, 100] GeV, in anticipation of our application to boosted Z boson discrimination.

However, the detailed range of the mass cut window is irrelevant to the arguments of this

section. NLOJET++ [171, 172, 173, 174, 175] was used to generate the distributions. The

fixed-order D 2 distribution diverges at small values, and its sign in this region flips order-

by-order, characteristic of the Sudakov region. This behavior makes clear the necessity of

resummation in the small D2 region. However, importantly, there is no divergence or other

structure at large values of D 2. Instead, the distribution exhibits a tail extending to large

values both at LO and NLO, and this behavior is expected to persist to higher orders. This

long tail arises from the fact that the upper boundary of the phase space is parametrically far,

of distance ~ 1/e(, from the two-prong region of phase space. A schematic depiction of the

singularity structure in the e( , e( phase space is shown in Fig. 4-11a. The observation that

a fixed-order singularity exists only at small values of D 2 is important for the resummation

of the observable in the presence of a mass cut. In particular, while resummation in the soft

subjet and collinear subjet factorization theorems are necessary to regulate a fixed-order

singularity, the soft haze factorization theorem presented in Sec. 4.3.1 is not.

The fixed-order behavior of the D 2 observable is in some ways much more similar to that

of a traditional jet or event shape than might naYvely be expected. However, there are some

important differences. In particular, a mass cut of 80 < mj < 100 GeV has been applied,

which is comparable to the location of the Sudakov peak in the mass for a jet of energy 500

GeV. Therefore, unlike in the case of a traditional jet shape, where there is a transition from

a region where resummation is important to a far tail region where a fixed order calculation

provides an accurate description, in this case, for all values of D 2 , there is an overall Sudakov

suppression due to the mass cut, in addition to the divergence at small values of D 2. This is

however, a small effect in the fixed order distribution compared to the divergence at smaller

values, and most importantly, does not require regularization, as it is regulated by the mass
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cut.

4.4.4 Merging Factorization Theorems

A complete description of the D 2 observable for background jets requires combining the

three factorization theorems presented in Sec. 4.3. This involves both the merging of the

soft subjet and collinear subjets factorization theorems, which must be performed before

the marginalization over the D 2 contours, as well as the matching between the small D2

description of the resolved two-prong region and large D2 description of the unresolved

region. We will discuss how the matching is accomplished for these two cases in turn.

Merging Soft and Collinear Subjets

The region of phase space in which two subjets are resolved by the measurement is described

by two distinct factorization theorems. These two regions of phase space are separated by

the measurement of the two 2-point energy correlation functions, el") e(a). However, in

the calculation of D 2, both regions are treated as two-pronged, and the additional 2-point

energy correlation function must be marginalized over. Since each effective theory can only

be used within its regime of validity, a merged description, valid in both the soft subjets and

collinear subjets region of phase space, is required. To accomplish this, we introduce a novel

procedure for merging the two factorization theorems.

At a fixed e(Q), the soft subjet and collinear subjets fill out the ela), e(1 phase space,

which was shown in Fig. 4-5c. This phase space has also been studied in the context of two

angularities measured on a single jet in Refs. [10, 341. In this case factorization theorems

involving only collinear and soft modes exist on the boundaries of phase space, and an

additional collinear-soft mode is required in the bulk of phase space. New logarithms exist

in the bulk of the phase space, so called kT logarithms [101, which can either be captured by

the additional collinear-soft mode proposed in Ref. [341, or by the interpolation procedure

of Ref. [101. In this case, the factorization theorems involving only the collinear and soft

modes do not extend beyond the boundaries of the phase space, and they cannot be directly
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matched onto one another, as this would neglect the resummation of the kT logarithms,

which are not present in either factorization theorem. We will now argue that the case

of interest in this chapter, namely of two resolved subjets, is different. In particular, the

soft subjet and collinear subjets factorization theorems extend from the boundaries of phase

space, and already contain all the modes required for a description in the bulk of the phase

space. In particular no additional modes exist in the bulk region of the phase space. This

implies in particular that a description of the entire phase space region can be obtained by a

proper merging of the collinear subjets and soft subjet factorization theorems, which is the

approach that we will take.

To see that no additional modes are present in the bulk of the phase space, it is sufficient to

look for modes which transition between the modes present in the effective theory descriptions

in the soft subjet and collinear subjets regions of phase space, and which contribute at leading

power. When transitioning from the collinear subjets region of phase space to the soft subjet

region of phase space, as is shown schematically in Fig. 4-12a, the collinear modes of one

of the jets become the soft subjet and boundary soft modes of the soft subjet factorization

theorem. On the other hand, the collinear-soft modes transition to the global soft modes.

However, one could possibly be concerned that there exist additional modes which appear

as collinear-soft modes on the boundary of phase space where the collinear subjets exist,

but which transition to soft subjet modes instead of global soft modes. However, one can

immediately see that such modes cannot exist, since the energy fraction of the soft subjet

modes is set by the e2 measurement, while the energy fraction of the collinear-soft modes

is set by the e3 measurement. Since e3 is fixed, and the transition is occurring only in the

ea, e9  phase space, such modes cannot exist. This implies that all contributing modes

already exist in either the soft subjet, or collinear subjets factorization theorems. This is a

crucial difference from the case of the double differential angularities, which in some sense

simplifies the analysis. Since no additional modes exist in the bulk of the phase space, the

factorization theorems can be extended from the boundaries, and can be matched onto each

other. This will allow for the resummation of all large logarithms. We will now discuss in
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Figure 4-12: a) A schematic depiction of the transition between the soft subjet and collinear

subjets regions of phase space. b) Distribution of the energy fraction of the gluon subjet as

predicted by the collinear subjets effective theory, the soft subjet effective theory, and the

merged description. The collinear zero bin of the soft subjet is also shown.

more detail our implementation of this matching, after which we will see that our argument,

presented here based on power counting, for the absence of additional modes, is explicitly

realized through our merging procedure.

This suggests then the procedure we will use for interpolating between the collinear

subjets and soft subjet factorization theorem, as sketched in Ref. [11 , where the soft subjet

factorization theorem was originally introduced. It proceeds by implementing a zero bin sub-

traction [176] in factorization theorem space (the meaning of this will become clear shortly)

to remove double counting in the overlapping region between the effective theories. This

is a non-trivial and novel example of the zero bin procedure, and demonstrates the general

utility of its approach.

Recall that in a standard SCET factorization, the cross section is written as a convolution

of a jet function, which describes the collinear physics, and a soft function, which describes

the soft physics. To achieve this mode separation without introducing a double counting,

the soft limit of the jet function must be subtracted, which is referred to in the literature as

a zero bin subtraction. Here we extend this approach to the case of two distinct factorization
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theorems which describe different regions of a multi-differential phase space, the soft subjet

and collinear subjets effective field theories, but which overlap in the bulk of the two-prong

phase space. It is important that here we only focus on the two-prong region of phase

space; the matching to the one-prong region of phase space will be discussed in Sec. 4.4.4.

To perform the matching in the two-prong region of phase space, inspired by the zero-

bin procedure, we will write the cross section as a sum of the contributions from the soft

subjet factorization theorem and the collinear subjets factorization theorem, with a zero bin

contribution to remove the overlap between the effective theories. Explicitly, we write

= (oyj - OaIs) + 0cs, (4.57)

where we have suppressed that at this stage the cross section is still differential in the kine-

matics of the subjets, so that our notation is not overly cumbersome. The cross section in

the soft subjet or collinear subjets regions of phase space are denoted by sj and cs subscripts,

respectively. Here the zero bin contribution, which removes the double counting, is given

by os c. Explicitly, Os ics is obtained by taking the limit of the soft subjet factorization

theorem in the power counting of the collinear subjets factorization theorem. The anoma-

lous dimensions and one-loop matrix elements for the collinear zero bin of the soft subjet

factorization theorem are given in App. A.4. Each of the three contributions to the cross

section given in Eq. (4.57) are associated with their own factorization theorem. However,

the contributions to the cross section with the clearest physical interpretation are a,, and

the combined term (o-j - a sjlc), which we will refer to the as the zero bin subtracted soft

subjet contribution. It is the contribution which can be interpreted over the entire phase

space as the contribution from a soft subjet, and all logarithms contained in this expression

are of soft scales.

We specifically subtract the collinear-bin of the soft subjet factorization, and not the

soft-bin of the collinear factorization. This is due to the need to cancel the contributions

from the boundary soft modes of the soft subjet factorization in the collinear region. Since

no analogous mode to the boundary softs is found in the collinear resummation, any soft
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Figure 4-13: a) Distribution of the energy fraction of the gluon subjet as predicted by the
collinear subjets effective theory, the soft subjet effective theory, the collinear zero bin, and
the matched description. A zoomed version at snall z is shown in b).

expansion would miss this contribution, resulting in a logarithm being resummed in an

inappropriate collitear region of phase space. This is in contrast to what happens when

comparing the two subtractions in the soft region. So long as one uses the relative transverse

momentum of the subjets as the splitting scale of the collinear factorization, the collinear-bin

of the soft subjet does match the soft-bin of the collinear factorization in the soft region.

This is the result of the merging of various soft scales. In the soft jet collinear-bin, the

expanded boundary softs and global soft scales naturally merge, and in the soft-bin of the

collinear jets, the global softs and collinear-softs also naturally merge in the soft region. This

can be explicitly verified with the canonical scales given in App. A.7. Thus the collinear-bin

of the soft subjet is the appropriate subtraction throughout phase space, to remove double

counting at all points.

Having defined our merging procedure, implemented through the zero bin, we can now

revisit our argument for the absence of additional modes, previously given by power counting,

which can be verified from an explicit calculation. Taking the collinear-bin of the soft subjet

factorization, and the soft-bin of the collinear subjet factorization, one finds identical fixed

order expressions, as well as a one-to-one mapping of the anomolous dimensions between
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these two re-expanded factorizations. With the merging of the soft scales in the "bins" of

the primary factorizations as one enters the soft region then implies they are numerically

equivalent. No new logarithms appear in the bulk of phase space, unlike the case of two

angularities 110]. This emphasizes that the collinear-soft region is a genuine overlap between

the factorizations, with no new structures not already found in the factorizations.

To see visually the effect that this matching has, it is interesting to look at the distribution

of the energy fraction of the one of the subjets. In Fig. 4-12b, we plot the distribution

of the gluon subjet's energy fraction as computed in the collinear subjets and soft subjet

factorization theorems, as well as the energy spectrum for the matched cross section of

Eq. (4.57) and zero bin contribution. The energy spectrum is cumulative D 2 < 2, which is the

majority of the two-prong region, and for simplicity we have fixed the jet mass mj = mz. The

matched contribution smoothly interpolates between the spectrum for the collinear subjets

at large values of z, where the collinear subjets factorization theorem is valid, and captures

all logarithms of the splitting angle, and that for the soft subjet factorization theorem at

small values of z, accurately resumming large logarithms of z. It is also important to note

that for large z, the zero bin contribution matches exactly onto the soft subjet contribution,

removing its contribution in this region. One can also see that the collinear-bin of the soft

subjets cancels the collinear contribution to the soft region, up to power corrections, as

argued above. We find that the collinear subjets provides a good description over a large

range of values, with the soft subjet factorization theorem only required at small values of

In Fig. 4-13a, we show the energy spectra at cumulative D 2 < 0.6, along with a zoomed

version at small values of z, in Fig. 4-13b. This figures makes clear that our matched

prediction, computed using our zero-bin approach, reproduces correctly the behavior of the

collinear subjets at large values of z, and the soft subjet factorization theorem at small values

of z. In particular, in Fig. 4-13b, we see that below z ~ 0.05, the soft subjet and matched

predictions are indistinguishable.

Although we will not study this case explicitly in this chapter, we have also performed
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the matching for gluon jets, where the dominant contribution comes from g -+ gg splitting.

This case is somewhat interesting due to the fact that the Bose symmetry of the final gluons

guarantees that the z distribution is symmetric about z = 0.5, leading to peaks in the z

distribution due to soft singularities at both z = 0 and z = 1. Nevertheless, the same

matching procedure works identically in this case, and this procedure could therefore also be

straightforwardly applied for studying substructure in gluon jets, as would be required for a

complete calculation at the LHC.

We have shown here the matched subjet energy spectra for the particular choice of jet

radius R = 1 at a center of mass energy of 1 TeV for quark jets, as this is the particular

case that we will focus on throughout the rest of the chapter. However, we have investigated

the properties of the matching away from these parameters. It is important to note that

our procedure for merging factorization theorem must be carefully treated at small R. This

manifests itself as a breakdown in the zero bin procedure. In particular, for a fixed value

of eta), if R is small, then the power counting e9a) ~ z., is invalidated. In other words, for

small R there does not exist a region of phase space which contributes to e2() for which z 9j

is sufficiently small that the soft subjet expansion is valid.

We can bound the specific R that eliminates the soft subjet region by considering the

minimum energy fraction accessible to a subjet at a fixed e2a):

(a)

,Min ~~ 2 .(4.58)
(2 sin R)c

As a necessary condition for a soft subjet, one must fulfill the condition:

zmin~e) -+ 1 2 sin) , (4.59)

and so R ~ 1 for the soft subjet to contribute. To eliminate the soft subjet then requires

IR < 1 and to still have valid collinear subjet regions requires that R and e(a) are related as:

1 > R > e2). (4.60)
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Finally, one should distinguish a fixed mass jet from a fixed e2. In the case a = 2, since

( = by varying Ej or R, we can open or close the soft subjet region.
e

This appears in the zero bin by the fact that the zero bin subtraction is greater in all

regions than the soft subjet, leading to a negative total cross section. We find numerically

that this occurs for R < 0.5 for the case of mj = 90 GeV, and Q = 1 TeV. This value

depends fairly sensitively on mj and Q, or equivalently e('. In this case, only the collinear

subjets factorization theorem should be used, and it is valid throughout the entire available

phase space. In this chapter we focus primarily on the case of fat jets, defined with R = 1,

and therefore it is necessary to perform the matching between the soft subjet region and

the collinear subjets region for jets of energy 500 GeV. However, in Sec. 4.5.3, we perform a

brief survey of different R values, comparing our analytic predictions with distributions from

Monte Carlo generators. A more phenomenological study of the importance of the matching

for different physics processes of interest for an e+e~ collider, the LHC, or even a possible

100 TeV collider, where even higher boosts can be achieved, would be interesting, but is well

beyond the scope of our initial investigation and can be straightforwardly treated using our

techniques.

While we have used a zero bin procedure to perform the matching between the collinear

subjets and soft subjet factorization theorems, it is also possible to develop a dedicated

effective field theory valid when the soft subjet becomes collinear. This effective field theory

is related to our zero bin contribution, and has been developed in [36]. While we believe that

this approach is nice in principle, for the observable D 2 , we find that such an effective field

theory has a vanishing region of validity, as can be seen from the zero bin contribution in

Fig. 4-12b, and Figs. 4-13a and 4-13b. We therefore believe that our use of the zero bin, as

generalized to distinct factorization theorems, represents a natural approach to the merging

of the distinct factorization theorems. However, we acknowledge that this is an observable

dependent statement, and there may be cases where there is a sufficiently large region of

overlap between the soft subjet and collinear subjets effective theories, and in this case it

might prove useful to have a separate effective field theory description which is valid in the
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case that the soft subjet becomes collinear.

Matching Resolved to Unresolved Subjets

An important feature of the D2 observable is that its contours respect the parametric scaling

of the phase space, as emphasized in Fig. 4-10. This implies that the marginalization over

the contours defining the observable can be performed at small D2 entirely within the merged

effective theory of Sec. 4.4.4, and at large D2 within the soft haze effective field theory. Hence

the matching between these two different descriptions can be performed at the level of the

D2 distribution instead of at the level of the double differential cross section, which is a great

simplification, and primary feature of the D 2 observable.

The soft haze factorization theorem presented in Sec. 4.3.1 first contributes to the shape of

the D2 distribution at two emissions, the first order at which e3 can be non-zero (technically

at next-to-next-to-leading logarithmic prime order, NNLL', in the logarithmic counting).

Since our focus is on an initial investigation of the factorization properties of two-prong

discriminants, the necessary two-loop calculation is beyond the scope of this chapter. Naively,

this implies that since the merged effective field theory describing the two-prong region of

phase space is only valid for D2 , 1, our predictions should not be extended beyond D2 < 1.

However, we will argue that because of the structure of fixed order singularities for the

D 2 observable, extending our two-prong factorization theorems to large D2 will provide an

accurate description of the D2 distribution for a wide range of Ej and R.

As shown in Sec. 4.4.3, there does not exist a fixed order singularity at large D 2. In

particular, this implies that if extended into this region, the factorization theorems valid at

small D2 will not diverge. Furthermore, one in fact expects that they provide a reasonable

description of the shape. They contain both an overall Sudakov factor for the e6 scale of

the jet, and also provide a description of the internal structure of the jet in terms of splitting

functions (in the case of the collinear subjets factorization). While the splitting function

does not exactly reproduce the matrix elements in the soft haze factorization theorem, it

provides a good description of them. We believe that this is a consistent approach which
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suffices for this initial investigation.

Perhaps the most important fixed order correction not captured in the subjet factorition

for D 2 is simply the endpoint of the distribution, which arises from the kinematic boundaries

of the phase space. Since we will normalize our distributions to 1, in order to compare to the

Monte Carlo generators, the height of the peak is correlated with the endpoint. Matching to

the soft haze region would give the resummed distribution the correct endpoint in the tail, and

thus can shift the peak up in general. This endpoint is sensitive to the specific R and Ej of

the jet, as well as to the values of the angular exponents a and /. Recall that since the Monte

Carlo generators respect momentum conservation, they always terminate their distributions

before the physical endpoint of the spectrum. We will also see how this disagreement in the

tail region changes as a function of R and Ej in Secs. 4.5.3 and 4.5.4 respectively. However,

for the case of dijets produced at a center of mass energy of 1 TeV, with a jet mass cut of 80 <

mj < 100 GeV, as is relevant for boosted boson discrimination, and on which we primarily

focus throughout this chapter, we will see that this discrepancy in the tail region is minimal,

and we will find good agreement between our analytic calculations and the Monte Carlo

predictions. It would of course be interesting to perform the complete two-loop calculation

in the soft haze region of phase space; however, we believe that this would have a minor

effect for a substantial range of parameter space. Nevertheless, the proper inclusion of this

region of phase space would also be interesting from a resummation perspective, as it would

require matching between two distinct factorization theorems involving a different number

of resolved jets, instead of the more familiar case of matching a resummed distribution to a

fixed order calculation. We leave further investigations of this to future work.

4.5 Numerical Results and Comparison with Monte Carlo

We now present numerical results for signal and background distributions for the D2 observ-

able in e+e- collisions. We give a detailed comparison with Monte Carlo, at parton level

in Secs. 4.5.1 through 4.5.4 and including hadronization in Sec. 4.5.5. We then study the

discrimination power of D2 analytically in Sec. 4.5.6, and comment on the optimal choice of
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angular exponents. In Sec. 4.5.7 possible observables which go beyond D 2, and separately

resolve the soft subjet, and collinear subjets region of phase space, and how these could be

used for possible improvements to boosted boson discrimination.

Throughout this section we use FASTJET 3.1.2 [100] and the EnergyCorrelator FAST-

JET CONTRIB [100, 101] for jet clustering and analysis. All jets are clustered using the

e+e- anti-kT metric [94, 100] using the WTA recombination scheme [33, 89], with an energy

metric. 10

4.5.1 Comparison with Parton-Level Monte Carlo

Previous studies of boosted boson discrimination with ratios of IRC safe jet observables have

relied entirely on Monte Carlo simulations. While the implementation of both the perturba-

tive shower and hadronization are well-tuned to describe simple event-wide observables, jet

substructure observables probe significantly more detailed correlations. For the particular

case of observables sensitive to two-prong structure, their discrimination power is sensitive to

the description of massive QCD jets in the phase space region where the jets are dominated

by a resolved splitting. One might naively expect that this region of phase space is sensitive

to the implementation of the parton shower model, and we will see that this is indeed the

case.

While a comparison to recent LHC data on jet substructure observables (for example:

[56, 57, 59, 74, 70, 126]) is possible, the lack of analytic calculations means that it is difficult

to disentangle perturbative from non-perturbative effects. In this section we compare the

results of our analytic calculation for D2 with a number of Monte Carlo generators at parton

level, focusing in particular on the small D2 region." This allows for a detailed probe of the

simulation of two-prong jets in QCD by the perturbative shower (for a discussion of some

"We thank Jesse Thaler for use of a preliminary version of his code for WTA in e+e- collisions. This
code is now available in the FASTJET CONTRIB.

"One should always be wary of comparisons of Monte Carlo generators at parton level which employ
different hadronization models. Our comparisons at parton level presented in this section are to set the stage
for fully hadronized comparisons in the following section. However, we take the view that a parton shower
should achieve, to the greatest extent possible, a clean separation between perturbative and non-perturbative
physics, and therefore should provide an accurate description of observables both at parton and hadron level.
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other variables, see Ref. 1177, 1781). A large number of implementations of the perturbative

shower exist, and are implemented in popular Monte Carlo generators (for reviews, see e.g.

[179, 180, 181, 182, 183]). Some examples include PYTHIA [108, 1091, a PT-ordered dipole

shower; VINCIA [149, 150, 151, 152, 153, 154], SHERPA [184, 185], ARIADNE [186], and DIRE

[1871, dipole-antenna showers; and HERWIG++ [110, 111, 112, 113], an angular-ordered

dipole shower.1 2

As representative of these different Monte Carlo shower implementations, we will use the

following Monte Carlo generators throughout this section:

" PYTHIA 8.205

" VINCIA 1.2.01 with a PT-ordered shower

* VINCIA 1.2.01 with a virtuality-ordered shower

" HERWIG++ 2.7.1

All Monte Carlos were showered with default settings except for the caveats listed below

and requiring two-loop running of a, with a,(mz) = 0.118. The different shower evolution

variables within the VINCIA Monte Carlo enables a study of their effects. For background

distributions, we generate e+e- -+ dijets at 1 TeV center of mass energy and study the

highest energy R = 1.0 anti-kT jet in the event. For signal distributions in PYTHIA and

VINCIA, we generate e+e- -+ ZZ events with both Zs decaying hadronically. For HERWIG,

the fixed-order signal distributions are generated in MADGRAPH5 2.1.2 [107] and showered

in HERWIG. All jets are required to have a mass in the window mj E [80, 100] GeV. In all

plots shown in this section, hadronization has been turned off in all Monte Carlos. Fixed-

order matching was also turned off in VINCIA.

Fig. 4-14 compares our analytic prediction for the D(2 ,
2
) spectrum to the parton-level

Monte Carlo simulations in both background (Fig. 4-14a) and signal (Fig. 4-14b) samples.

The details of the scale variations used to make the uncertainty bands will be explained in

1
2 HERWIG -f ++ also has the option for a dipole-antenna shower implementation 11881 though we will not

use it here.
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Figure 4-14: A comparison of our analytic prediction for D) compared with the parton-
level predictions of the PYTHIA, VINCIA and HERWIG Monte Carlos. a.) The D0 distributions
as measured on QCD background jets. b) The D2 distributions as measured on boosted Z
boson signal jets. The solid line is the central value of our analytic calculation and the
shaded bands are representative of perturbative scale variations.

Sec. 4.5.2, but the pinch in the uncertainties should riot be taken as physical. All Monte

Carlos have similar distributions as measured on signal jets, though HERNvIG is more peaked

at small values than the other generators. Our analytic prediction, shown with perturbative

scale variation, agrees well with the Monte Carlo generators. On background jets, however,

the distributions are distinct, especially at small values of D 2 . Small D 2 is the region

where the jet has a, two-prong structure, but unlike for signal jets, for background jets that

structure is not generated by a hard matrix element. In the case of collinear subjets, it is

generated by a hard splitting function, while for a soft subjet, it is generated by an eikonal

emnission. Because it is an antenna shower, and therefore accurately describes the emission

of wide-angle, soft gluons from leading-color dipoles, the VINCIA distribution agrees the best

with our calculation. Also, p7 -ordering agrees better than virtuality-ordering, as expected

because the scales at which the functions in the factorization theorem for D 2 are evaluated

are essentially the relative p'r of the donlinant emissions in the jet. This agrees with the

conclusions of Ref. [189, 1531, where it was shown that for antenna showers, the choice of PT

as a shower ordering variable al)sorbed all logarithmns to O(a). The PYTHIA distribution
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is shifted right as compared to VINCIA and our calculation, which appears to be due to the

way that PYTHIA populates the soft, wide angle region of phase space.1 3 HERWIG, though

a dipole shower like PYTHIA, agrees well with our calculation as shown in Fig. 4-14a.

For reference, in App. A.9 we show a collection of e distributions at both parton and

hadron level for each of the different Monte Carlo generators. Since e(, which is related to

the jet mass by Eq. (4.8), is set by a single emission, the agreement between the different

generators, particularly at parton level, is significantly better than for the D2 observable.

This further emphasizes the fact that the D 2 observable offers a more differential probe of

the perturbative shower, going beyond the one emission observables on which Monte Carlo

generators have primarily been tuned.

In the following sections we will study the partonic D 2 distributions in more detail. We

will restrict ourselves to comparing and contrasting PT-ordered VINCIA and PYTHIA for a

few reasons. First, as exhibited in Fig. 4-14a, these Monte Carlos represent the largest spread

in their predicted D 2 spectra. HERWIG, while it performs very similarly to VINCIA, has a

different hadronization model than PYTHIA and VINCIA. So, directly comparing PYTHIA

and VINCIA minimizes any implicit hadronization effects when comparing the Monte Carlos

at parton level. There are still differences due to the cutoff of the perturbative shower, which

will be discussed in Sec. 4.5.2.

4.5.2 Monte Carlos and Perturbative Scale Variation

The fact that, in particular, the PT-ordered VINCIA distribution for D 2 as measured on

background agreed with our calculation while the PYTHIA distribution disagreed in the small

D2 region can be understood and quantified further. The bulk of the disagreement between

our analytic calculation and PYTHIA, illustrated in Fig. 4-14a, occurs near the peak of the D2

distribution. It is well-known that for many observables perturbative uncertainties tend to be

significant in the peak region of the distribution. Therefore, it is possible that the difference

between the PT-ordered VINCIA and PYTHIA D 2 distributions can fully be explained by large

13We have checked that this conclusion remains true with and without including matrix element corrections
in the parton shower. We find little difference between the two cases.
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perturbative uncertainties. In this section, we will provide evidence showing that this is not

the case and that this discrepancy arises from the different way that the two Monte Carlos

treat the soft subjet region of phase space.

To estimate perturbative uncertainties in our resummed analytic calculation, the stan-

dard procedure is to vary the scales that appear in the calculation by factors of 2. This is

at the very least a proxy for the sensitivity of the cross section on these scales. Because our

factorization theorems contain many functions, as well as merging of distinct factorization

theorems, in principle there are numerous scales that could be varied, a complete analysis

of which is beyond the scope of this chapter. A complete list of the variations considered as

well as the resummation procedure can be found in App. A.7, while here we only summarize.

In all factorizations theorems, we vary the subjet splitting scales, the in-jet soft radiation

scales, the out-of-jet soft radiation scales, as well as where the freeze-out for the Landau

pole occurs in the running of a,. We do not separately vary the scale in the soft subjet

factorization theorem and the collinear zero bin to ensure that the zero bin subtraction is

implemented correctly. The scale variation band for the total cross section is then taken as

the combined band for all possible combinations of these scale variations. The soft subjet

cross section displays a particular sensitivity to the out-of-jet scale setting, since the running,

between the boundary soft modes and the out-of-jet modes forces the soft subjet energy

spectrum to vanish at the jet boundary," though the fixed order cross section probes the

soft divergence in this region. Thus we also consider several different schemes for handling

the out-of-jet scale setting. We believe that our scale variation bands are representative, and

this is supported by the agreement with the Monte Carlo.

Having understood the perturbative uncertainty bands, we now discuss in more detail

the discrepancy between the different Monte Carlo generators arising at small values of D 2 ,

as exemplified by the difference between the PT-ordered VINCIA and PYTHIA distributions.

To understand the origin of this discrepancy, we begin by understanding the effect of the soft

subjet region of phase space in our analytic calculation. This is possible due to our complete

separation of the phase space using the energy correlation functions. In particular, because

"As explained in Ref. [111, this is connected with the buffer region of Ref. [1901.
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Figure 4-15: Analytic prediction for the D2 distribution for background QCD jets including

the envelope of the perturbative scale variation, as compared with an analytic calculation
including just the collinear subjets region of phase space. The effect of the soft subjet region

of phase space is clearly visible at small values of D,.

we have formulations of distinct factorization theorems in the soft subjet and collinear subjets

regions of phase space, we can make an analytic prediction for the contribution arising just

from the collinear subjets region of phase space. In Fig. 4-15 we show a comparison of

the D, distribution for background QCD jets as computed using our complete factorization

theorem, incorporating both the soft subjet and collinear subjets region of phase space, as

compared with the calculation incorporating only the collinear subjets region of phase space.

Comparing the two curves, we are able to understand the effect of the soft subjet region of

phase space. In particular. we see tha-t the soft subjet has a considerable effect on the

distribution at small values of D 2 , giving rise to a more peaked distribution, with the peak

at smaller values of D,. as compared to the result computed using only the collinear subjets

region of phase space. Although the perturbative error bands are large, the systematic effect

of the soft subjet region of phase space is clear.

One further feature of the D2 distributions, which is Inade clear by Fig. 4-15, is that the

full D, distribution is not the result of a single Sudakov peak, and therefore our intuition

about the behavior of different orlers in the perturbative expansion, and the behavior of

scale variations from traditional event shapes fails. In particular, while it is generically the
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case for traditional event shape distributions that lower order resummed results overshoot

in the peak region, it is not at all clear that this behavior should be true for D2, and indeed

it is not observed. Instead, the contribution from the collinear subjets alone is expected to

undershoot the peak of the D 2 distribution, since it does not incorporate the soft subjet

region of phase space. The final contribution is then obtained as a superposition of two

distinct Sudakov peaks, and can therefore behave quite differently from traditional event

shapes.

Monte Carlo descriptions of the perturbative shower should provide a similar description

of collinear physics, but can differ in their description of soft wide angle radiation. Some

of these differences were discussed in Sec. 4.5.1. As discussed earlier, because VINCIA is a

dipole-antenna shower, it should accurately describe both the hard collinear and soft wide-

angle regions of phase space. Because small values of D 2 are sensitive to both collinear

and soft physics, the fact that the PYTHIA distribution at small D2 is distinct suggests

that its description of soft wide-angle physics is the reason." The difference observed in

our analytic calculation arising from the soft subjet region of phase space is similar to that

observed between the PT-ordered VINCIA and PYTHIA Monte Carlo distributions. It is

therefore interesting to investigate whether the difference in Monte Carlo distributions can,

arise from different descriptions of wide angle soft radiation. We will now provide evidence:

that this is indeed the case. It is important to emphasize, however, that since we perform

this comparison at parton level, there is some ambiguity in effects due to the perturbative

cutoff of the shower, and those arising from different descriptions of wide angle soft radiation.

In particular, the Monte Carlos will in general have different low-scale PT cutoffs at which

the perturbative parton shower is terminated. Varying this scale can potentially greatly

increase or decrease the number of soft emissions because the value of a, in this region is

large. In particular, for the versions of PYTHIA and VINCIA that were use to generate events

"Part of the reason for why PYTHIA seems to not correctly describe the soft, wide-angle region of phase
space may be due to the fact that while it uses kinematics of dipoles in its shower, it still uses the Altarelli-
Parisi splitting functions as an approximation of the squared matrix element. The dipole and its emission is
then boosted to the appropriate frame, which'may over-populate the soft wide-angle region of phase space
as compared to the eikonal matrix element. We thank Torbj6rn Sj6strand and Peter Skands for detailed

discussions of this point.
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in Fig. 4-14, the cutoff in PYTHIA is 0.4 GeV, while the cutoff in VINCIA is 0.8 GeV. Indeed,

these are the default values for these showers. Therefore, we expect that the PYTHIA parton

shower produces more soft emissions than VINCIA, which would increase the value of D 2 ,

and potentially also contribute to the observed difference.

To attempt to disentangle the effects of the shower cutoff from differences in the modeling

of soft radiation, in Fig. 4-16, we consider Monte Carlo predictions of the D 2 distribution as

measured on QCD jets, with different jet radii, namely R = 0.5, 0.7, 1.0,1.2. By using differ-

ent jet radii, we can control the importance of the soft subjet region of phase space. With

small jet radii, the soft subjet region of phase space does not exist, while it becomes increas-

ingly important as the jet radius is increased. Analytic predictions for the D2 distribution

for different values of the jet radius, R, will be given in Sec. 4.5.3. Here we compare the PT-

ordered VINCIA and PYTHIA Monte Carlo. To generate the central values of the curves, we

have used a cutoff of 0.8 GeV, and the uncertainty bands are generated by varying this cutoff

from 0.4 GeV to 1.2 GeV, to understand its effect. From Fig. 4-16 we see that while there is

a relatively large uncertainty band from varying the perturbative cutoff of the shower, the

uncertainty bands for the two generators become systematically more offset as the jet radius

is increased. At R = 0.5 or 0.7, there is very small distinction, while for R = 1.0 or 1.2, there

is a relatively large offset. This suggests that while some of the distinction seen between the

Monte Carlo distributions in Fig. 4-14 is due to the different treatment of the cutoff of the

perturbative shower, there is a difference arising from the different description of perturba-

tive wide angle soft radiation. The dipole-antenna based shower, VINCIA, which is expected

to provide an accurate description of wide angle soft radiation seems to agree best with our

analytic calculation, suggesting that PYTHIA is not providing a complete description of wide

angle soft radiation, which can play an important role in jet substructure studies.

This analysis also shows some of the difficulties in disentangling perturbative from non-

peturbative effects, and the importance of having analytic calculations and precise theoretical

control of different phase space regions to do so. However, by measuring sufficiently many

observables on a jet, we are able to isolate distinct phase space regions and study in detail the
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extent to which Monte Carlo parton showers reproduce the physics in the different regions.

D2, or similar jet substructure observables, could therefore be powerful tools for tuning

Monte Carlos, both to formally-accurate perturbative calculations, as well as data. In the

remaining sections of the chapter, we will use the default shower cutoffs in the Monte Carlo

generators, as was done in Fig. 4-14, and will not show uncertainty bands on our Monte

Carlo distributions from varying this parameter.

4.5.3 Analytic Jet Radius Dependence

As demonstrated in the previous section, the region of small D2 is a sensitive probe of the

dominant soft or collinear structure in the jet. It is therefore interesting to study the jet

radius dependence of D 2 analytically, because the relative size of soft subjet and collinear

subjets contributions to D2 will depend on the jet radius. At large jet radius, as shown

earlier, the soft subjet region is an important contribution at small D 2, but as the jet radius

decreases, the collinear subjets should dominate. In this section, we will study the jet radius

dependence of D2 and compare our analytic calculation to Monte Carlo. This will also

demonstrate that our analytic calculation accurately describes the R dependence of the D2

distribution. As in the previous section, we will restrict this study to PT-ordered VINCIA

and PYTHIA showers, and will take the jet radius to be R = 0.5,0.7,1.0,1.2, which are

representative of a wide range of values of experimental interest. Larger values of R can be

straightforwardly studied with our approach, but are of less phenomenological interest. It is

expected that for smaller values of R logarithms of R may become numerically important

[134, 191, 192], so we do not consider them here.

Comparisons of parton level Monte Carlo results from both pT-ordered VINCIA and

PYTHIA to our analytic calculation are shown in Fig. 4-17. Since we scan over a range

of jet radii, perturbative uncertainties for each R value are not as extensively explored as

earlier with R = 1, and are only meant as a rough estimate of the perturbative uncertainty.

Our focus here is simply to show that the scaling behavior with R between our analytic

calculation and the Monte Carlos agree. There is excellent agreement between the Monte
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Carlo results and our analytic calculations over the entire range of R values, with PT-ordered

VINCIA providing a more accurate description of the analytic calculation than PYTHIA. The

size of the region over which there is a large disagreement between the Monte Carlos increases

monotonically with R, and for R > 1, there is even considerable disagreement in the position

of the peak of the distribution between the generators. However, for smaller values of R,

the discrepancy between VINCIA and PYTHIA at small D2 is reduced. Indeed the position

of the peak of the distribution coincides between the different generators for R = 0.5, with

only a small discrepancy in the bin at lowest D 2 . However, here hadronization will play an

important role, smearing out this effect. The effect of hadronization, and its implementation

in our analytic calculation, will be discussed in Sec. 4.5.5.

For jet radii of R = 0.7,1.0,1.2 our analytic calculation consists of both collinear subjets

and soft subjet contributions. For R = 0.5, however, we only include the contribution from

collinear subjets, which is guided by our matching procedure between the collinear subjets

and soft subjet factorization theorems, as discussed in Sec. 4.4.4. For a fixed jet mass, as

the value of R is decreased, the region of validity of the soft subjet factorization theorem

vanishes rapidly. For jet masses in the range 80 < m < 100 GeV, and Q = 1 TeV, we find

that between R = 0.7 and R = 0.5 the region of validity of the soft subjet rapidly shrinks

to zero, and there should not be a transition between the collinear subjets factorization

theorem and the soft subjet factorization theorem. Because of this, for the value of R = 0.7,

our perturbative error bands are more extensive, and are taken as the envelope of curves

both that include the matched soft jet, and curves that do not. While this is certainly over

conservative in the error estimate, we have included this to emphasize this point. This feature

is also seen explicitly in the plots of Fig. 4-17, where the region of disagreement between

the different Monte Carlo generators is squeezed towards zero. A similar effect occurs as

the energy (or PT) of the jet is increased with a fixed jet mass, which will be discussed in

Sec. 4.5.4.

As discussed in Sec. 4.5.2, this observation of the R dependence provides support that the

discrepancy between the Monte Carlo generators, as represented by PYTHIA and VINCIA,
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Figure 4-17: Comparison of QCD background D2 distributions from p1--ordered VINCIA

and PYTHIA to our analytic prediction as a function of the jet radius, R. The values

R = 0.5, 0.7, 1.0, 1.2 are shown in Figures a)-d), respectively. In the analytic prediction for

R = 0.5, only the collinear subjets factorization theorem is used, while for all other values of

the jet radius the analytic calculation includes contributions from both the collinear subjets

and soft subjet factorization theorems.
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is dominantly due to PYTHIA's description of wide angle soft radiation. The disagreements

between Monte Carlo generators is thus highly sensitive to the degree to which soft subjets

can impact the distributions, a feature which should be taken into account when performing

jet substructure studies. Throughout the remainder of this chapter, we will study the case

R = 1 exclusively, because both collinear subjets and soft subjet regions of phase space must

be included and that radius is relevant to a large number of jet substructure studies using

fat jets.

4.5.4 Analytic Jet Energy Dependence

In addition to studying the dependence on the jet radius as a probe of the importance of the

soft subjet and of the Monte Carlo description of the shower, it is also interesting to study the

dependence of the D2 distribution on the energy of the jet, with a fixed mass cut. For highly

energetic jets, one expects that the soft subjet will play a negligible role, as the region of

validity of the soft subjet factorization theorem shrinks as the energy of the jet is increased,

as long as the mass of the jet is kept fixed. On the other hand, since we keep the jet radius

used in the clustering fixed, the angular separation of the collinear particles decreases with

energy, but the phase space for wide angle global soft radiation increases considerably. This

radiation is present both in the collinear subjets and soft haze factorization theorems. It is

also of course present in the soft subjet factorization theorem, although we have argued that

we expect this to give a small contribution. Studying the jet energy dependence therefore

probes the behavior of the generators in a fashion complementary to the R dependence.

In this section, we study the perturbative D2 distribution for center of mass energies

ranging from 500 GeV to 2 TeV, for a fixed jet radius of R = 1, and with a fixed mass cut of

80 < mj < 100 GeV. This region of energies covers the majority of the phenomenologically

interesting phase space available at the LHC. We will also perform a more detailed study

at LEP energies in Sec. 4.6. For our resummation, we require (amongst other things), that

e < 1. For the case of a = 2 for which we will be most interested, this corresponds to

the assumption e2 = 2rn,/E2 2< 1. For a mass cut around the Z pole mass, this expansion
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Figure 4-18: C omparison of QCD background D) distributions from PT-ordered VINCIA and

PYTHIA to our analytic prediction as a function of the jet energy, Ei. The values Ej = 500

GeV, and 2 TeV are shown in Figures a) and 13), respectively. A jet radius of ? = 1 is used

for all values of the jet energy.

is valid throughout the range of energies we consider. The case when e) 1, but not

parametrically so, is outside the scope of this chapter.

In Fig. 4-18 we show distributions for the D2 observable as obtained from Monte Carlo

siiulation, and compared with our analytic calculation. As in Sec. 4.5.3, we restrict to

p1I-ordercd VINCIA and PrHIA at parton level. The perturbative scale variations for each

energy value are less extensively explored and are only meant to provide a rough estimate

of the perturbative uncertainty. The evolution of the difference between the VINCIA and

PYTHIA generators is again quite fascinating, with the discrepancy between the generators

increasing significantly with energy, to the point that at 2 T\V the qualitative shape of the

distributions doesn't agree. In particular, the behavior at small D2 is completely different

between the two generators, with VINCIA having a large peak, which is not present in

PYTHIA.

As discussed in Sec. 4.5.2, this discrepancy between the generators is evidence that wide

angle soft radiation is not accurately modeled by the PYTHIA generator, as compared with

VINCIA. The phase space for wide angle soft radiation drastically increases as the energy
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of the jet is increased, with a fixed jet mass and radius. As evidence that this is indeed

the cause of the discrepancy, we have checked that the conclusions of Sec. 4.5.3 remains

true at higher energy, as long as the jet radius is taken to scale as R - 2mJ/pT, so that it

constrains the wide angle soft radiation. For example, for R = 0.2 at 2 TeV, we find excellent

agreement between the D2 distributions as generated by PYTHIA and VINCIA. 1 6 However,

as was emphasized in Sec. 4.5.2, since this study is performed at parton level, differences in

the cutoff of the perturbative shower between the different generators also contribute to this

difference. Because the fact that the disagreement is so large between the generators, and

is arising from the modeling of soft radiation, this may be an excellent observable to study

soft radiation and color coherence in parton showers.

As a reference, in App. A.9 we show distributions of the e2 observable, measured at both

500 GeV, and 2 TeV for both the VINCIA and PYTHIA Monte Carlos, and at both parton

and hadron level. Unlike for the D2 observable, since e is set by a single emission, excellent

agreement is observed for the e2 observables between PYTHIA and VINCIA both at parton

level, emphasizing that D2 offers a more differential probe of the perturbative shower than

single emission observables.

Our analytic predictions at 2 TeV, as shown in Fig. 4-18, are intermediate between the

PYTHIA and VINCIA results. They exhibit a peaked structure at small values of D 2 , but

not to the extent seen in the VINCIA distribution. We believe that this is largely due to the

normalization of the distributions, and the fact that we do not match to fixed order in the tail

of the distribution. Since this tail becomes longer at higher energies, a larger disagreement

in the peak region is also seen. However, the shape agrees qualitatively with the VINCIA

result. On the other hand, at 500 GeV, our analytic prediction has a large peak. This is

evidence that because the D2 spectrum is much more sharply peaked at 500 GeV, higher

order resummation may be more important in the peak region. However, the relatively good

agreement between analytics and Monte Carlo shows that our factorization theorem is able

to accurately capture the energy dependence over a large range of energies.

The results for both the jet radius and jet energy dependence of the D2 distributions

' 6We include this plot in App. A.9, Fig. A-5, for reference.
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demonstrate that the extent to which the perturbative parton shower is able to describe

QCD jets in the two-prong regime depends strongly on the parameters of the jet. In some

regions of the phase space, there is not even a qualitative agreement between different gener-

ators. This is important to keep in mind for jet substructure studies based solely on a single

Monte Carlo generator, and also emphasizes the importance of analytic calculations for jet

substructure, in particular in regions of phase space where there is considerable disagree-

ment between the Monte Carlo generators. It is important to note that hadronization will

remove some of the discrepancies in the D2 distributions between the VINCIA and PYTHIA

generators, especially at high energies, where it will smear out the peak at low values of D 2 .

While this improves qualitatively the behavior of the distributions, discrepancies in the shape

still remain. This will be discussed in detail in Sec. 4.5.5, along with its incorporation into

our analytic calculation. For comparison to precision analytic calculations and interpreting

data, it is vital that Monte Carlo generators provide accurate descriptions of both the per-

turbative and non-perturbative aspects of QCD jets, and not compensating for perturbative

discrepancies by the tuning of non-perturbative parameters. This is especially important for

disentangling non-perturbative effects from perturbative effects, the latter of which should

in principle be under much better control, and for extracting reliable information about

non-perturbative QCD from jet physics.

Throughout the rest of the chapter we will focus on jets with radius R = 1 at a center of

mass energy of 1 TeV.

4.5.5 Impact of Hadronization

Hadronization plays an important role in a complete description of any jet observable, and a

description of non-perturbative effects, preferably from a field-theoretic approach, is required

to compare with experimental data. An advantage of the factorization approach taken in this

chapter is that it allows for a clean separation of perturbative and non-perturbative physics.

Non-perturbative effects enter the factorization theorems presented in Sec. 4.3 through the

soft function, which describes the dynamics of soft radiation, both perturbative and non-
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perturbative, between the jets. For a large class of additive observables, the treatment of

non-perturbative physics in the soft function is well-understood, and can be incorporated

using shape functions [147, 148, 193, 194, 1951. Shape functions have support over a region

of size AQCD, and are convolved with the perturbative soft function. In the tail region of

the distribution, where the observable is dominated by perturbative emissions, they reduce

to a shift. For a large class of observables, this shift is determined by a universal [196, 197]

non-perturbative parameter multiplied by a calculable, observable dependent number [197,

198, 1991. Similar shape functions have also been used to incorporate the effects of pile-up

and the underlying event at hadron colliders [200].

The effect of non-perturbative physics on multi-differential cross sections has not been

well-studied. For the double differential cross section of two angularities, Ref. [881 consid-

ered using uncorrelated shape functions for each angularity individually, but it is expected

that a complete description would require a shape function incorporating non-perturbative

correlations between observables. For the particular case of the D 2 observable, we will argue

that a single parameter shape function can be used to accurately describe the dominant

non-perturbative effects, and in particular, that a study of multi-differential shape functions

with non-perturbative correlations, is not required.

In Sec. 4.4.3 we performed a study of the fixed order singular structure of the D2 observ-

able in the presence of a jet mass cut. Importantly, we showed that D2 only has a singularity

at D2 = 0, with its behavior at all other values regulated by the mass cut. Non-perturbative

corrections to the D2 observable will play an important role only when the soft scale becomes

non-perturbative, which as just argued, for a perturbative mass cut of the form studied in

this chapter, only occurs as D 2 -+ 0. Recall that the D2 observable is defined as

e(a)
D&3 = , (4.61)

2 (e ())3a/#

which is not additive. However, in the two-prong region of phase space, namely D2 -+ 0,

the value of e2 is set to leading power by the hard splitting, and so D2 effectively reduces

to an additive observable. In this region of phase space the description of non-perturbative
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effects in terms of a shape function can therefore be rigorously justified from our factorization

theorem, and it can be applied directly to the D 2 distribution. For large values of D2 , it

is not additive, and the use of a shape function cannot be formally justified. However, in

this region, a shape function is not required, as any singular behavior is regulated by a mass

cut. We therefore will use a shape function that falls off exponentially at large values of

D2 . We believe that this is a self-consistent approach until non-perturbative corrections to

multi-differential cross sections are better understood.

In the two-prong region of phase space, we have shown that two distinct factorization

theorems, namely the soft subjet and collinear subjets, are required, and in Sec. 4.4.4 we

showed how these two descriptions can be merged to provide a complete description of the

two-prong region of phase space. Importantly, the two factorization theorems describing the

two-prong region of phase space have soft functions with different numbers of Wilson lines.

The collinear subjets soft function is a two-eikonal line soft function, while the soft subjet

soft function has three eikonal lines. Since the shape function describes the non-perturbative

contribution to the soft function, in general we should allow for two distinct shape functions,

with independent parameterizations. The zero-bin merging procedure in Sec. 4.4.4 would

then be performed on the non-perturbative cross sections, after convolution with the ap-

propriate shape function. However, at the level of perturbative accuracy which we work,

and because we will simply be extracting our shape function parameters by comparing to

Monte Carlo, the use of distinct parameterizations of different shape functions for both the

soft subjet and collinear subjets soft functions would introduce many redundant parame-

ters. To simplify the situation in this initial investigation, we will choose to use the same

parametrization of the shape function, and the same non-perturbative parameters for both

soft functions. This allows for the non-perturbative corrections to be described by a single

parameter, and as we will see provides an excellent description of the Monte Carlo data.

Because we use the same shape function for both the soft subjet, and collinear subjets soft

functions, it also implies that the shape function can be applied after the zero bin merging

procedure, namely, directly at the level of the D2 distribution.
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As a simple parametrization of a shape function for D2 , we follow Ref. [2001 and consider

F(E) = -2/ , (4.62)
D

where e is the energy and QD - AQCD is a non-perturbative scale. Note that while we will use

the same value of QD for the signal and background distributions, it will have very different

effects on the two distributions, which will arise naturally from the power counting in the

different factorization theorems, as will be shown in this section. The function of Eq. (4.62)

satisfies the required properties that it is normalized to 1, has a finite first moment QD,

vanishes at c = 0, and falls off exponentially at high energies [1941. More general bases of

shape functions are discussed in Ref. [1951, although we find that the single parameter shape

function of Eq. (4.62) is sufficient to describe the dominant effects of hadronization.

As discussed above, we will use the shape function of Eq. (4.62) for both the collinear

subjets and soft subjets factorization theorems, with the same value of QD in both cases.

Because we have enforced this simplification to reduce the number of parameters, it is then

most interesting to focus on QD for the collinear subjets factorization theorem, which has

two eikonal lines. In this case, we can show that we can relate the QD parameter to univer-

sal non-perturbative parameters appearing in e+e- - dijet factorization theorems, which

have been measured in experiment. Therefore, throughout the rest of this section, we will

focus on deriving scaling relations for QD, assuming we are working in the collinear subjets

factorization theorem. Again, we wish to emphasize that this is merely a simplification we

have made to reduce the number of parameters, and a more general treatment could be per-

formed, but we will see that with only the single QD, with properties derived assuming the

collinear subjets factorization theorem, excellent agreement with Monte Carlo is observed.

The effect of non-perturbative physics as modeled by the shape function is very different

for background or signal distributions. For background, when D2 is small, the contribution

to e3 from a non-perturbative soft emission is

e) e(a), (4.63)
3inp 'Ej
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where E is the energy of the non-perturbative emission and Ej is the energy of the jet, as

shown in Eq. (4.15). The non-perturbative contribution to D2 is therefore

e(a) (a)
D( a"O 3 o _ li 2 (4.64)

2 p (e(j))3a/3 Es (e))3c/3

In terms of the shape function, the non-perturbative distribution of D 2 for background jets

can then be written as a convolution: 17

du D'c") e( 2

ddP (oE 2 Ej (8))3a/,6
=D Jf dc F(E) dD (4.65)

dD~a,,) - jd&FP)

where oa and o-, denote the non-perturbative and perturbative cross sections, respectively.

We can estimate the scale at which the global softs of the collinear subjets factorization

theorem become non-perturbative from the scaling of the modes given in Eq. (4.14). Rewrit-

ing this scaling in terms of the center of mass energy of the e+e~ collision, Q, and D2 , we

find that the global soft scale of the collinear subjets factorization theorem has virtuality

tts = 23 D2 mz , (4.66)

where we have assumed a jet mass, mj = mz, as relevant for boosted Z discrimination.

Taking AQCD= 500 MeV, we find that the global soft scale enters the non-perturbative

regime at D2 ~ 1.

Restricting to 3 = 2, in the collinear subjets region of the background jet phase space,

the non-perturbative distribution of D (' 2) is then

dcr (Da'2) - 2a-2 E

dD a,2) = de F() ) , (4.67)

17In this initial investigation we do not include a gap in our shape function, which would implement a
minimum hadronic energy deposit, as expected physically [1941. Such gapped shape functions, and their
associated renormalon 12011 ambiguity 12021 have been studied for arbitrary angular exponents [2031, and
could be straightforwardly incorporated in our analysis. However, we observe excellent agreement with our
single parameter shape function, which we therefore find to be sufficient for our purposes.
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where we have used
2

(2 =1 , (4.68)e2  E2
J

and that, in the collinear subjets region of phase space,

e _a) 2-2 (2))a/ 2  (4.69)

Because we consider fixed-energy jets with masses in a narrow window, e2 is just a number

and can be removed by appropriate change of variables. Making this change, we then have

do- 0D0- 2 _D

iP = d F(E) dD( 2  
(4.70)

dDj"' 2o dDj"'2)2 2

where the non-perturbative parameter in the shape function is effectively modified to

! = 2' 2c. (4.71)

The non-perturbative parameter QD still has implicit dependence on the angular exponent

a. Because the global soft modes have the lowest virtuality and can only resolve the back-

to-back soft Wilson lines in the n and n directions, we can use the results of Refs. [198, 1991

to extract the a dependence. By the boost invariance of the soft function 18 along the n -h,

directions and the form of the observable el") as measured on soft particles, it follows that

QD takes the form

QD E, (4.72)2a - 1

where E is a universal non-perturbative matrix element of two soft Wilson lines and all

dependence on a has been extracted. 9 We have normalized the matrix element such that

"3This boost invariance holds strictly only for a soft function with no jet algorithm restrictions. However,
since we are considering fat jets close to hemispherical, we expect corrections to the boost invariance of the
soft function to be small.

9 1n this section we ignore the effects of hadron masses, and their associated power corrections of O(mH/Q),
where mH is the mass of a stable hadron in the jet. While these power corrections can also be incorporated

through the shape function, in general, they break the universality of the non-perturbative matrix element,
E 1155, 1561. In particular, Eq. (4.72) is no longer in general true, for a E that is independent of the angular
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the coefficient is unity for a = 2. We will shortly discuss the extent to which the values of

QD we obtain from comparison with the parton shower agree with the known values of this

universal non-perturbative matrix element.

For signal jets, the lowest virtuality mode in the jet are the collinear-soft modes. Unlike

the global soft modes of the collinear subjets factorization theorem, which did not resolve the

substructure of the jets, allowing us to relate the non-perturbative parameter appearing in the

shape function to that appearing in dijet event shapes, the collinear soft modes in the signal

factorization theorem resolve the jet substructure. However, since the decaying boson is a

color singlet, there are still only two eikonal lines present in the factorization theorem. Boost

invariance of the soft function will therefore again allow us to relate the non-perturbative

parameter for the signal distribution to that appearing in dijet event shapes. This is similar

to the argument used in Ref. [85] to calculate the signal distribution for 2-subjettiness.

A non-perturbative collinear-soft emission contributes to e3") as

e (e )) 3 , (4.73)e P E r

where now E is the energy of the non-perturbative collinear-soft emission, as shown in

Eq. (4.16). The non-perturbative contribution to D2 for signal jets is therefore

e(a)
D(a' = __ _ (e2 ) (4.74)

2 np (e(0))3a/,3 Ej (e(O)3a/,3

~ 23(a-,6 "
Ei

where in the second line we have used the parametric relationship between e(a) and e(j)

in the collinear subjets region. Convolving with the shape function, the non-perturbative

exponent a 1155, 1561. This depends on the precise definition of the energy correlation functions for massive
particles. However, the value of E can still be extracted from dijet event shapes in the same universality
class as a particular angularity [1561. Furthermore, QD has a scale dependence from renormalization group
evolution, QD = QD(p), although this dependence is logarithmic, and is therefore small compared to our
uncertainties. We will discuss briefly the impact of hadron masses and the renormalization group evolution
of QD in Sec. 4.6, and in App. A.8.
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distribution for signal jets is then

d0. - duo (Dj"3) - 2
d "'nP = dE F(E) .a) (4.75)d&j'P) J dD("'

2 2

It is important to note how the different scales for the soft radiation in the case of

the signal and background jets leads to different behavior of the D2 distributions after

hadronization. In particular, from Eqs. (4.70) and (4.75) one can determine the shift in

the first moment of the D2 distribution caused by hadronization, which we will denote by

AD. Restricting to the case a = /3 2 for simplicity, we find that for the background

distribution,

AD = 4 (4.76)
E j

whereas for the signal jets, we have

AD = . (4.77)
Ei

Since D should be of the scale 1 GeV, we see that for signal jets, the shift in the first moment

due to hadronization is highly suppressed, and behaves differently than a traditional event

shape due to the boost factor, while for background jets, since mj < Ej, the effect of

hadronization is significant. We will see that both of these features, which are consequences

of the power counting of the dominant modes, are well reproduced in the Monte Carlo

simulations.

Comparisons between the hadron-level distributions of D (2,2 ) from our analytic calcu-

lations and the Monte Carlos are presented in Fig. 4-19 for background and Fig. 4-21 for

signal jets. For background distributions, we compare our perturbative calculation convolved

with the shape function, as defined in Eq. (4.65). Both VINCIA and PYTHIA use the same

hadronization model, but HERWIG++ uses a distinct hadronization model, and therefore we

allow for a different shape parameter, QD, for the two cases. For the case of PYTHIA and

VINCIA, because we find the best agreement in the shape of the perturbative spectrum, with

parton level VINCIA with PT ordering, we choose to extract the value of QD by fitting to the
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Figure 1-19: A comparison of the D, - distributions for background QCD jets from our

analytic prediction and the various hadron-level Monte Carlos. up denotes the parton level

perturbative prediction for the distribution and -,,,, = Oa &FD is the perturbative prediction

convolved with the non-prturbative shape function. The values of the on-perturbative

parameter QD used are also shown.
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hadronized distribution for PT ordered VINCIA. However, we will shortly discuss the level of

ambiguity in QD arising from this extraction. For jets with an energy of 500 GeV and mass

of 90 GeV, we find that the choice 2 D = 0.34 0.03 GeV provides the best agreement of our

perturbative calculation with PT ordered VINCIA, while QD = 0.41 0.03 GeV provides the

best agreement with HERWIG++. The errors assigned here come only from the fitting itself,

and are due to the statistical uncertainties of the Monte Carlo distributions due to the finite

width of the histogram bins. These errors do not take into account any other uncertainties;

for example, whether one should perform the fit to hadron level VINCIA or PYTHIA. This

level of agreement between the non-perturbative parameters extracted from PYTHIA and

HERWIG++ is comparable to more detailed studies, such as Ref. [156]. A comparison of

the distributions of Fig. 4-19 before and after hadronization shows that hadronization has

a considerable effect on the background distributions, particularly at small values of D 2 , as

expected from Eq. (4.76). This effect, which in the Monte Carlos is realized through tuned

hadronization models, is well described by the single parameter shape function. Importantly,

as discussed above, if different shape parameters were used for the collinear subjets and soft

subjets factorization theorems, they would be nearly degenerate in the fit at the level of per-

turbative accuracy that we work, which is why we have made the simplification of working

with a single non-perturbative shape parameter.

We have argued that the non-perturbative parameter QD in the collinear subjets factor-

ization theorem can be related to a universal non-perturbative matrix element of two soft

Wilson lines. Such non-perturbative matrix elements appear in the factorization theorems

of a large class of e+e- event observables, and has therefore been measured from data at

LEP.2 0 While the value of QD that we have determined for the two parton showers is by

no means precise, it is interesting to compare our value with those extracted from precision

studies of e+e- collider observables which have been performed in the literature. Using the

particular case of a = # = 2, and converting to our normalization, a recent extraction of the

20An extremely large literature exists on such measurements, and their theoretical interpretation, to which
we cannot do justice in this brief section. We refer the reader to, for example, Refs. 1147, 148, 204, 205, 2,
206, 1, 2071 and references therein.
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Figure 4-20: A comparison of the D. )) distributions for background QCD jets from our

analytic prediction and PYTHIA and p ordered VINCIA Monte Carlos in a) and b). Analytic

predictions for different values of the non-perturbative shape parameter QD are shown.

non-perturbative parameter from an NSLU analysis of the C-parameter event slape using

LEP data, and including power corrections and hadron mass effects [155, 156], gives a value

of QD = 0.28 GeV [1, 207]. This agrees well with our values extracted through comparison

with Monte Carlo. Going forward, with the goal of increasing both the precision and under-

standing of jet substructure, the ability to relate the dominant non-perturbative corrections

to the D2 observable to known non-perturbative parameters measured in c+e- is a valuable

feature, and that further study on the non-perturbative corrections to multi-differential cross

sections is of great importance.

Many of the features of the background distributions which were present before hadroniza-

tion in Fig. 4-14a, persist after convolution with the shape function. However, they are greatly

reduced, and they become difficult to disentangle from modifications to the non-perturbative

shape parameter at the order we work. In particular, from Fig. 4-19, we see that for the

choices of QD that we have used, both VINCIA showers agree well with our analytic calcula-

tion. On the other hand, there is significant disagreement between our calculation with the

chosen values of QD and PYTHIA. The D 2 distribution in PYTHIA is systematically pushed

to higher values as compared with our calculation.
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To try and asses the extent to which this can be accommodated for by adjusting the

value of QD, in Fig. 4-20 we show plots of both PYTHIA and VINCIA with PT ordering com-

pared with our analytic results, for two different values of the shape parameter. The values

QD = 0.34 GeV and QD = 0.47 GeV were chosen to give best agreement with the VINCIA

and PYTHIA distributions, respectively. This figure makes clear that the disagreement be-

tween the D 2 distributions as generated by the two Monte Carlo generators can largely be

remedied by using different values of the non-perturbative parameter. We note also that the

effect of changing the non-perturbative parameter is of course similar to that of changing

the perturbative cutoff of the shower, as was discussed in Sec. 4.5.2, making it difficult to

disentangle these two effects. However, we have argued that there are also legitimate differ-

ences in the modeling of soft radiation between the generators. While these can be partially

compensated for by non-perturbative physics, with higher perturbative accuracy, one could

begin to disentangle these effects.

This plot also gives a feel for the extent to which QD can be varied before significant

disagreement is seen between the analytic calculation and a given Monte Carlo distribution.

Performing the perturbative calculation to higher accuracy would help to resolve some of

these ambiguities in the value of the shape parameter, by reducing the perturbative uncer-

tainty on the shape of the distribution, as well as its normalization. Throughout the rest

of this chapter, when comparing our analytic predictions with VINCIA or PYTHIA, we will

use the value QD = 0.34 GeV as obtained from our fit to hadron level pT-ordered VINCIA.

From comparison to our analytic calculations, we believe that VINCIA best describes the

perturbative distribution and implements a clean separation between perturbative and non-

perturbative physics, as in our analytic calculation. However, one should keep in mind the

level of sensitivity to this parameter. In particular, for the application of boosted Z discrimi-

nation, we will see that the discrimination power of the observable will depend sensitively on

the shape of the D2 distribution below the peak, and will therefore exhibit great sensitivity

to the value of the shape parameter.

For the signal distributions, shown in Fig. 4-21, we use the same choice of non-perturbative
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Figure 4-21: A comparison of the DV(2 distributions for signal boosted Z jets from our

analytic prediction and the various hadron-level Monte Carlos. up denotes the parton level

perturbative prediction for the distribution and ai,q, = U-P C FD is the perturbative predic-

tion convolved with the non-perturbative shape function, although for the signal this has a

negligible effect. The values of the non-perturbative paraneter 2D used are also shown.
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parameters as for the background distributions. From Eq. (4.77), we have seen that for the

jets with Ej = 500 GeV, the non-perturbative shift is expected to be of the order 1/500,

and is therefore completely negligible to the level of accuracy that we work, and the equality

of the non-perturbative parameters between the signal and background distributions is not

tested. For the signal distributions, we see excellent agreement between the theory prediction

and all the Monte Carlo generators. Due to the sharp peak in the distribution, we expect

higher order resummation is necessary to provide a more accurate description right in the

peak region, where the perturbative uncertainty in our calculation becomes large. Due to

the fact that the distributions are normalized, this uncertainty also manifests itself in the tail

of the distribution. It is known how to calculate the signal distribution to higher accuracy

[851, and so we do not consider this issue further here. The effect of the shape function on

our analytic results are consistent with all of the Monte Carlos, whose signal D 2 distribution

is changed only slightly (i.e., only in the lowest bins) after hadronization.

We conclude this section by emphasizing how the choice of variable can greatly facilitate

comparisons with Monte Carlos. An important feature of the D2 observable is that it cleanly

separates phase space regions dominated by different physics. In particular, it separates the

region of phase space where a subjet is formed from that where no subjet is formed, as well

as separating the regions of phase space where hadronization is important from those where

it plays a minor role. This enables these effects to be cleanly disentangled, and provides a

sensitive probe of their modeling. We therefore believe that the observable D 2 could play an

important role in the tuning of Monte Carlo generators for jet substructure studies, and could

be used to complement some of the observables proposed and studied in Refs. [177, 1781.2

Furthermore, the observable D 3 [81, which is sensitive to three-prong substructure within a

jet also provides a clean separation of two- and three-prong regions, and could be used to

provide an even more detailed understanding of jet substructure and the perturbative shower

2 1Note that Refs. [177, 1781 used the observable C2, also formed from the energy correlation functions,
which was proposed in Ref. [301. Unlike D 2 , C2 does not cleanly separate the two-prong region of phase space
from the one-prong region of phase space. A detailed discussion of this point can be found in Ref. 151. The
clean separation of the one- and two-prong regions of phase space is the essential feature of the D 2 observable,
which allows for its precise theoretical calculation and its sensitivity to the shower implementation.
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evolution.

4.5.6 Analytic Boosted Z Discrimination with D 2

In this section, we use our analytic calculation, combined with the non-perturbative shape

functions of Sec. 4.5.5, to make complete predictions for the discrimination power of D(2
,
2

)

for hadronically-decaying boosted Z bosons versus QCD quark jets at an e+e- collider. We

present comparisons of our calculation to the results of fully hadronized PYTHIA, VINCIA,

and HERWIG Monte Carlos. Here, we also present Monte Carlo results from scanning over a

range of values for the angular exponent a that is consistent with our factorization theorem.

Analytic results for boosted boson discrimination were also presented recently in Ref. [133]

for groomed mass taggers, as well as an analytic study of the optimal parameters.

In Figs. 4-22 and 4-23 we overlay the distributions for D ('2 as measured on signal and

background for each Monte Carlo sample, and compare with our analytical calculations in-

cluding the non-perturbative shape function contributions. Fig. 4-22 shows the complete D 2

distributions, including the long tail of the background distribution, while Fig. 4-23 shows

a zoomed in version, focusing on small values of D 2, as is most relevant for signal versus

background discrimination. A representative cut on the D 2 distribution, as could be used

to select a relatively pure sample of boosted Z bosons, is also indicated. In general, the

agreement between the Monte Carlos, for both signal and background distributions, and our

calculation is impressive. This holds true both for the overall shape of the distributions,

including the long tail of the background distribution, and for the detailed shape at small

values of D 2. It is also important to note that the perturbative uncertainties remain under

control, even in the small D 2 region, as seen in Fig. 4-23. The uncertainty bands do not in-

corporate variations in the non-perturbative parameter QD. There are however, some small

deviations between the analytic predictions and the Monte Carlo distributions. The back-

ground distribution in PYTHIA is pushed to slightly higher values than our calculation. This

implies that the signal versus background discrimination power as predicted with PYTHIA

will be overestimated. The most conservative prediction for the signal versus background
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Figure 4-22: A comparison of signal and background D,'- distributions for the four different
Monte Carlo generators and our analytic calculation, including hadronization. Here we show
the complete distributions, including the long tail for the background distribution. Although

we extend the factorization theorem beyond its naive region of applicability into the tail,
excellent agreement with Monte Carlo is found.
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Figure 4-23: A comparison of signal and background D2 istributions for the four lifferent

Monte Carlo generators and our analytic calculation, including hadronization. Here we show

a. zoomed in view of the distributions at small D 2 , along with a representative cut that could

be used to select a relatively pure sample of boosted Z bosons. Relevant cuts for boosted Z

discrimination are to the left of the perturbative peak for the background distributions.
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discrimination power is from HERWIG, whose background distribution is nearly identical to

our calculation. That PYTHIA tends to be optimisitic and HERWIG tends to be pessimistic

with respect to discrimination power has been observed in several other jet substructure

analyses [30, 5, 8, 681.

An important feature of the D 2 distributions, made clear by Fig. 4-23, is that in the region

of interest relevant for boosted Z discrimination, the background distribution is deep in the

non-perturbative regime. Therefore, although the perturbative uncertainties are small, the

effect of the shape function, and variations of the non-perturbative parameter QD, is large.

Estimates of the uncertainties due to the form of the shape function, or the use of more

complicated functional forms, along the lines of Ref. [195] are well beyond the scope of this

chapter. An advantage of our factorization approach is that we are able to achieve a clean

separation of perturbative and non-perturbative effects, and demonstrate relations between

the non-perturbative matrix elements appearing in our factorization theorems and non-

perturbative matrix elements which have been measured with other event shapes, by using

their field theoretic definitions. This separation is essential for understanding discrimination

performance in the non-perturbative region, which we see is required for jet substructure

studies related to boosted boson discrimination. Importantly, though, D2 seems to take

advantage of the different hadronization corrections to signal and background jets, and the

overlap of the signal and background regions of D 2 decreases significantly in going from

parton-level to fully hadronized jets.

In Fig. 4-24, we have used these raw distributions to produce signal versus background

efficiency curves (ROC curves) by making a sliding cut in D 2 . The ROC curve from each

Monte Carlo sample as well as our analytic prediction from our calculated signal and back-

ground distributions are shown in both logarithmic plot and linear plot in Figs. 4-24a and

4-24b, respectively. The band around our analytic prediction should be taken as representa-

tive of the signal versus background efficiency range from varying the perturbative scales. 22

2 2 Note that ROC curves only make sense for normalized distributions, and therefore the envelopes from

scale variation cannot be used. Instead, ROC curves are generated from normalized signal and background

distributions made with a variety of scale choices, with scales varied separately in the signal and background
distributions. We then take the envelope of these ROC curves to generate the uncertainty bands for the
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Figure 4-24: Signal vs. background efficiency curves for D 2  for the Monte Carlo samples

as compared to our analytic prediction on a a) logarithmic scale plot and b) linear scale plot.

The band of the analytic prediction is representative of the perturbative scale uncertainty.

For the analytic predictions, We use QD= 0.34, as obtained from our fit to the pT ordered

VINCIA shower. Consistent with the (listributions in Fig. 4-22, the Monte Carlos are in

qualitative agreement with our analytic prediction for the ROC curve. In general, our ana-

lytic prediction seens to give an optimistic prediction for the discrimination power, however,

this is driven by the fact that our resuminned prediction for the signal distribution is more

peaked. It would be interesting to perform the NNLL resumnimation for the signal, which

should significantly reduce the uncertainty in the signal calculation, particularly in the peak

rcgion, where the perturbative uncertainties in our present calculation are quite large. Be-

cause of the fact that the distributions are normalized, an improved behavior in the peak of

the distribution could also improve the agreement in the tail of the signal distribution, which

is currently systematically low, due to the fact that the peak is systematically high. This

could enable a. conclusive understanding as to the discrepancy between the different Monte

Carlo generators for both signal and background distributions. In particular, our analytic

calculations suggest that the HERWIG-+1 generator provides pessimistic predictions for the

discrimination power of the D2 observable due to the underestimation of the peak height

ROC curves.
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Figure 4-25: Signal vs. background efficiency curves for D) for the Monte Carlo saniples
as compared to our analytic prediction for two different values of the non-perturbative shape

parameter, chosen by varying our central value by 0.15 GeV. Results are shown on a
logarithmic scale in a) and a linear scale in b). Perturbative scale uncertainties are also
shown.

for the signal distribution, and it would be interesting to understand this further. Due to

the importance of analytically understanding the discrimination power of jet substructure

observables, such a calculation is well motivated. For the case of a = = 2, the required

perturbative components could be obtained following relations to c+e- event shapes as were

used in Ref. [85].

One feature made clear by the linear ROC curve in Fig. 4-24b is the increase in pertur-

bative uncertainty with increasing Z efficiency. As emphasized earlier, this is due to the

fact that for the region of interest for Z discrimination, one is probing values of D 2 Which

are below the peak of the background distribution, and therefore in the non-perturbative

regime. As the Z efficiency is increased, one enters the peak region of the background dis-

tribution, where the perturbative uncertainty is largest, causing a corresponding increase in

the uncertainty band for the ROC curve. However, we do not include uncertainties due to

the non-perturbative parameter f2D or from the shape function, in Fig. 4-24b, which are the

dominant sources of uncertainty in this region.

To demonstrate that is indeed the case, in Fig. 4-25 we show ROC curves in both linear
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Figure 4-26: Background rejection rate at fixed a.) 50% and b) 75% signal efficiency as a

function of the angular exponent of the 3-point energy correlation function in D 2 , and a

comparison to our analytic prediction for a = 2.

and log scales for two different values of the non-perturbative shape parameter. The values

of QD where chosen by varying our central value of QD = 0.34 GeV by 0.15 GeV (arid

rounding to nice numbers). \Ve have also shown the distributions from the HERwIG4-+

and PYTHIA generators as representative of the ROC curves generated by the Monte Carlo

generators. This figure makes clear that in the region of efficiencies of interest for boosted

Z tagging, one is extremely sensitive to the D 2 distribution in the deeply non-perturbative

region, and this uncertainty swamps the perturbative uncertainty. To be able to improve

the accuracy in this region will require detailed comparisons with Monte Carlo, data, and

analytic calculations, to allow for a clean separation of the non-perturbative parameter from

perturbative modifications to the shape of the distribution.

To further understand the discrimination power of the D. observable, in Figs. 4-26a and

4-26b we show the background rejection rate at 50% and 75% signal efficiency as a function

of a, the angular exponent of the 3-point energy correlation function in D2. Below about

a = 4/3, all rejection rates dramatically decrease as a decreases, while above about a = 4/3,

the QCD rejection rate in all Monte Carlo samples is impressively flat. This is consistent

with our power counting analysis of the cf,eK phase space plane in Sec. 4.2.2 and is a

198



powerful verification that the Monte Carlos respect the parametric dynamics of QCD.

Although our factorization theorem is valid in the region a > 2, for 3 = 2, in Figs. 4-

26a and 4-26b we have only shown the analytic prediction for the value a = 2, where

we find that it agrees well with the Monte Carlo results, as expected from the agreement

of the distributions and ROC curves. For a > 2, while our prediction for the background

distribution remains accurate (indeed our power counting becomes more valid in this region),

the signal distribution becomes extremely sharply peaked, which is difficult to describe, and

sensitive to normalization. Due to the fact that this region is also of less phenomenological

interest, both because the large angular exponent makes the observable sensitive to pile up

contamination, and because both power counting and Monte Carlo analyses indicate that

optimal performance is achieved for a = 2, we have decided not to focus on this region. It

would be potentially interesting to see if higher order resummation would be sufficient to

describe the sharply peaked signal distribution in this region, as well as to test the universality

of the non-perturbative power corrections.

One further interesting feature of Figs. 4-26a and 4-26b is the correspondence between

the perturbative scale variations, and the spread in the curves from the different Monte Carlo

generators, which agree well at both 50% and 75%. For the case of PT-ordered VINCIA as

compared with virtuality ordered VINCIA, this correspondence is precise, as the difference

between the Monte Carlos can be viewed as a scale variation, and identical hadronization

models are used.

4.5.7 Discrimination in the Two-Prong Regime

Throughout this chapter, we have emphasized that the discrimination of boosted hadroni-

cally decaying Z bosons (or W or H bosons) from massive QCD jets is effectively a problem

of discriminating one- from two-prong jets. We have demonstrated that the observable D2

is powerful for this goal. However, in the formulation of our factorization theorem for cal-

culating the distribution of D2 , we needed to perform additional 2-point energy correlation

function measurements. on the jet to separate contributions from soft subjet and collinear sub-
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Figure 1-27: Distributions for e .5) (left) and c ) (right) from the signal and background

PYTHIA Monte Carlo samples. In addition to the mass cut Inj E [80, 100] GeV, these jets

are also required to have D9 2  < 2.5 to guarantee that these jets are dominated by two-

prong structure. The parametric boundaries of ca from Eq. (4.78) are shown with the green

dashed liles.

jets contributions to background. While indeed the signal jets are dominantly two-pronged,

we further know that those prongs are dominantly collinear, and do not have paraletrically

different energies. Therefore, we are able to further discriminate signal from background

jets in the two-prong region of phase spa-ce by exploiting additional measurements that can

isolate the soft subjet and collinear subjet configurations. A detailed analysis of this is be-

yond the scope of this chapter, but here. we will demonstrate in Monte Carlo that such a

procedure is viable.

To investigate this, we measure the observable D on jets onl which a. tight mass window

cut has been applied. Other angular exponents for D 2 can be used also, but here we only

measure D2 to define two-prong jets. We restrict to the two-prong region of phase space

by requiring that D < 2.5. Then, on the jets that pass these cuts, we measure two,

2-point energy correlation functions, c and e.() where 3 < 2. As discussed in Sec. 4.3, the

measurement of the two 2-point energy correlation functions provides an IRC safe definition

of the subjets' energy fractions and splitting angle. Because we make a tight mass cut on
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the jets, ( is essentially fixed, and only e is undefined. We will study the distribution of

e2 for both signal and background jets in this region of phase space.

For a fixed value of e( and 8 < 2, e is parametrically bounded as

(2) < e 3)< 20 -2(2),/2. (4.78)e 2r9 2e (e. 2 /2 (.8

In the two-prong region, the lower bound is set by the soft subjet while the upper bound is

set by collinear subjets. Therefore, e 3 for signal jets will peak near 20-2(e(2 )),3/2, while back-

ground QCD jets will fill out the full range. We illustrate this in Fig. 4-27 on the hadronized

PYTHIA sample with the appropriate cuts applied. We show plots of the distributions of

(0.5) and efj) on both signal and background jets and have added dotted lines to denote the

parametric upper and lower boundaries. As expected, signal peaks near the upper boundary

and background fills out the entire allowed region and so this additional information could

be used for discrimination. For the very small values of 3 = 0.5, an 0(1) drift is observed

with respect to the parametric boundaries, while for 13 = 1, the parametric boundaries are

extremely well respected.

This demonstrates a simple example of an observable which goes beyond the simple one

vs. two prong picture of jet substructure, asking more differential questions about the subjets

themselves. In particular, it could be used both to further improve the discrimination power

of boosted boson discriminants, and to study in detail the QCD properties of subjets.

4.6 Looking Back at LEP

In this section, we consider the D2 distribution for QCD jets in e+e- collisions at the Z pole

at LEP, for which a large amount of data exists. While the use of D2 for boosted boson

discrimination is not possible, nor relevant, at LEP, this will emphasize the sensitivity of D 2

as a probe of two-prong structure in jets. We will suggest the importance of using variables

sensitive to two emissions off of a primary quark in tuning Monte Carlo generators to LEP

data.

201



Our definition of the energy correlation functions in Eq. (4.1) makes implicit assumptions

about the treatment of hadron masses, which we have ignored to this point. The definition

given there is an E-scheme treatment of hadron masses [155, 156], but we could equally well

define p-scheme energy correlation functions as:

e E2fii i'g| [2(1 - cosi)/ 2  (4.79)
EJi<jE J

e3 1: 1- 11-|11- [2(1 - COS Oij)2(1 l o 5)( o 42/
J i<j<kEJ

where - denotes the three-momenta of particle i. For massless particles, this definition is

identical to that of Eq. (4.1), and so our perturbative analytics would be unchanged by using

this definition or the definition of Eq. (4.1).2' The definitions of Eq. (4.1) and Eq. (4.79) differ

for massive particles. In particular, the energy correlation functions as defined in Eq. (4.79)

have the advantage that they vanish for low momentum or collimated particles regardless

of whether these particles are massless or massive, which is not true of the definition in

Eq. (4.1). Because of this, we expect that the energy correlation functions as defined in

Eq. (4.79) are less sensitive to hadron mass effects and that kinematic restrictions on the

energy correlation functions remain the same before and after hadronization, so that the

phase space studied in Sec. 4.2.2 assuming massless particles is not significantly modified.

At LEP energies, hadronization will also have a larger effect on the D 2 spectrum than

at 1 TeV. However, a particularly important aspect of our all orders factorization theorem is

that it isolates perturbative and non-perturbative physics contributions. In this section we

will again implement non-perturbative effects into our analytic calculation using the shape

function defined in Eq. (4.62). There are two effects which determine how the shape function

depends on the jet mass, mj, and the center of mass energy, Q. First, for a fixed valued of

QD, the shift in the first moment of the D2 distribution was given in Eq. (4.76), which we

2 3 As will be discussed shortly, the differences in our analytic calculation due to hadron masses will arise
through non-perturbative effects, namely the shape function.
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recall here for convenience, by

AD ~ 4 (4-80)
E~(J

This has dependence on both mj and Q (through Ej), and for the jets we consider at

LEP, this is a considerably larger shift than for the 1 TeV jets studied in Sec. 4.5.5. This

scaling is a non-trivial prediction of our factorization framework, and we will see that it

is well respected when we perform a comparison of our analytic results with Monte Carlo.

Furthermore, the parameter QD has a logarithmic dependence on a renormalization scale,

QD = QD (A), through renormalization group evolution [1561, which is briefly reviewed in

App. A.8. However, this effect is small compared with the linear change in the first moment

with Ej for a fixed mj/Ej. A numerical estimate for the effect of the running of QD(L) is

given in App. A.8. At the level of accuracy to which we work in this chapter, we cannot

probe this logarithmic running, although we will see that our results are consistent with it.

The definition of the energy correlation functions given in Eq. (4.79) also has an effect

on the universality of the non-perturbative parameter QD, when hadron mass effects are

included. Power corrections due to hadron mass effects are of order 0(mH/Q), where mH

is a light hadron mass, and are therefore of the same order as the leading O(AQCD/Q)

power corrections. In the p-scheme definition of the energy correlation functions which we

have chosen in Eq. (4.79), it is no longer possible to extract the dependence on the angular

exponent alpha from 2D, as was done in Eq. (4.72). However, to the accuracy to which we

work, we expect this to be a negligible effect, and furthermore, the case a = 2 is of most

phenomenological interest, and is the case we have focused on exclusively in this chapter.

Furthermore, even in the presence of hadron mass effects, it is still possible to extract the

parameter QD from dijet event shapes in the same universality class [156]. This exhibits the

benefits of the factorization approach both for separating perturbative and non-perturbative

effects, and for relating non-perturbative parameters to maintain predictivity.

One further distinction between the case of boosted Z discrimination and the measure-

ment of QCD jet shapes at the Z pole is that while a tight mass cut is natural for boosted Z

discrimination, it is not natural in jet shape analyses. However, our shape function analysis,
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Figure 4- A A comparison of the D, spectrum as measured on quark initiated jets at the

Z pole fromti the PYTHIA and pT-ordered VINCIA Monte Carlo generators to our analytic

predictions. a) Comparison of our complete analytic calculation including both the soft

subjet and collinear subjets region of phase space with the predictions of the Monte Carlo

generators. b) Comparison of our analytic calculation including only the collinear subjets

region of phase space compared with the predictions of the Monte Carlo generators.

as derived in Sec. 4.5.5, is valid at a fixed jet mass (or correspondingly fixed value of j2).

This is clear from 0both Eq. (4.67) and from the equation for the shift in the first moment in

Eq. (.176). However, we emphasize that the non-perturbative parameter QD is unique, and

the scaling of the non-perturbative shift with the jet mass is fully determined. To achieve an

analytic prediction for the non-perturbative D2 spectrum inclusive over the jet mass mass,

one must calculate the perturbative D2 spectra differentially in the jet mass, convolve with

a shape function for each value of the jet mass, and then integrate over the jet mass. While

this is in principle straightforward, it is computationally intensive, and is beyond the scope

of this chapter. Instead, we will enforce a jet mass cut of 8 < nmj < 16 GeV. This mass cut

was chosen because it is near to the Sudakov peak of the jet mass distribution for this jet

energy and the mj in this range are set by low scale, but still perturbative, emissions.

Similar to what we did in our numerical analysis at 1 TeV, we begin in Fig. 4-28 by

comparing our analytic prediction for the D2 spectrun with the distributions from parton

level Monte Carlo. In Fig. 4-28a, we show a comparison of our complete analytic calcula-
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tion, including perturbative scale variations, along with Monte Carlo predictions from both

PYTHIA and PT-ordered VINCIA, which we take as representative of the different Monte

Carlo generators. We use a jet radius of R = 1.4 to approximate hemisphere jets. We

find good agreement with the prediction with the VINCIA Monte Carlo, and much worse

agreement in the shape of the distribution with the PYTHIA generator. We believe that this

is again due to the effects of wide angle soft radiation, which are not well modeled by the

implementation of the perturbative shower in PYTHIA, but which are well modeled by the

antenna dipole shower of the VINCIA Monte Carlo generator, and are explicitly included in

our analytic calculation through the soft subjet factorization theorem.2 4 To demonstrate

that this is indeed the case, in Fig. 4-28b, we show a comparison of our analytic prediction,

including only the collinear subjets region of phase space, with both Monte Carlo generators.

Excellent agreement is seen with the PYTHIA generator, particularly at small D2 , while the

agreement between the prediction including only the collinear subjets region of phase space

and the VINCIA prediction are completely different. This emphasizes the large effect played

by the soft subjet at LEP energies.

In Fig. 4-29b we show our analytic prediction for the non-perturbative spectra using the

shape function. An alternate view of the perturbative spectrum is shown in Fig. 4-29a for

reference, and to show the overall shape of the perturbative distribution. We have used a

valued of QD = 0.50 GeV, which was obtained by fitting to the VINCIA Monte Carlo, since we

obtained the best agreement with the shape of the VINCIA Monte Carlo at parton level with

our perturbative spectrum. There is considerable uncertainty on this value, probably of the

order +0.3 GeV due to the wide mass window, which is probably slightly large for the naive

application of our shape function. Furthermore, as demonstrated in Sec. 4.5.5, there is some

ambiguity in the value of QD, depending on whether it is extracted from hadron level PYTHIA

or VINCIA, which is of this same order. However, this value is consistent with QD = 0.34

GeV as extracted from our analysis at 1 TeV. Although it is expected that the logarithmic

running of the QD parameter will decrease its value slightly, this effect is expected to be

24Again it is important to emphasize, that, as was discussed in Sec. 4.5.2, there are also large uncertainties
due to the treatment of the shower cutoff.
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Figure 4-29: A comparison of the D2 spectrum as ineasured on quark initiated jets at the

Z pole from the PYTHIA and PT-ordered VINCIA Monte Carlo generators to our analytic

predictions. Results are shown both for parton level Monte Carlo compared with perturbative

analytics in a), and for hadron level Monte Carlo compared with non-perturbative analytics

in b).

sniall. The amount by which it is expected to decrease depends on another non-perturbative

parameter, but is estimated in App. A.8 that QD should decrease by approximately 0.1

GeV between our predictions at 1 TeV and those at LEP energies. This is an important

consistency check on our results, but due to the large uncertainty, we cannot claim to probe

this running over the scales that we have considered. The analytic perturbative spectrum

is also shown for reference. Good overall agreement with both Monte Carlo generators

is observed, and the discrepancy between the PYTHIA and VINCIA generators which was

present at parton level is reduced, although still non-negligible. As was discussed in Sec. 4-5.5,

it could also be compensated for by a modification of the non-perturbative shape parauneter.

In particular, the effect of hadronization is well captured by non-perturbative shape function.

Hadronization has a significantly larger effect on the D 2 observable at Z pole energies than

at 1 TeV. This demonstrates the consistency of our implementation of the non-perturbative

corrections through the shape function, which predicts the scaling of the shift in the first

moment through Eq. (4.80).

Unlike for the D, distributions at 1 TeV, where the effect of hadronization was well de-
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scribed only by a shift in the first moment, at LEP energies the hadronization also has a

non-trivial effect on the shape of the distribution. This can clearly be seen by comparing the

dashed perturbative spectrum and the non-perturbative results in Fig. 4-29b. While our fac-

torization of non-perturbative effects in terms of a shape function is completely generic, it is

only the first moment of the shape function which is universal, with the full non-perturbative

shape function being in general observable dependent. However, the modification in the

shape of the D 2 spectrum due to hadronization effects seems to be quite well captured by

the shape function of Eq. (4.62). In our plots we do not include any uncertainties due to the

form of the non-perturbative shape function, despite the fact that they are the dominant

effect throughout most of the hadronized distribution. More general shape functions, and

a study of their associated uncertainties could be studied along the lines of Ref. [195], al-

though this is beyond the scope of this chapter, and could only be justified if the perturbative

components of our calculation were computed to a higher level of accuracy.

Since the D2 spectrum is sensitive to the emissions from the gluon subjet, it is sensitive

to the radiation pattern generated by a gluon, and could potentially be used to improve the

Monte Carlo description of gluons and the modeling of color coherence effects. In contrast to

most observables which have been used for tuning Monte Carlos to LEP data, such as the jet

mass which is set by a single emission, D 2 requires two emissions off of the initiating quark to

be non-zero, and therefore can be used as a more detailed probe of the perturbative shower.

Although non-perturbative effects play a large role for jets in this energy range, we have

shown that our factorization theorem allows us to cleanly separate perturbative from non-

perturbative effects, which could be useful when tuning Monte Carlo generators, allowing

one to disentangle genuine perturbative effects which should be well described by the Monte

Carlo shower, from effects which should be captured by the hadronization model. We believe

that higher order calculations of QCD jet shapes sensitive to three particle correlations, such

as D2 , and their use in Monte Carlo tunings is therefore well motivated.

For reference, in App. A.9 we show a collection of e( distributions measured at the Z

pole, at both parton and hadron level for both the VINCIA and PYTHIA event generators.
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Unlike for the D2 observable, the VINCIA and PYTHIA generators agree both at parton and

hadron level to an excellent degree. This is of course expected due to the fact that these

Monte Carlos have been tuned to LEP event shapes, but further emphasizes the fact that

D2, and other observables sensitive to additional emissions, provide a more detailed probe

of the perturbative shower.

4.7 Looking Towards the LHC

Throughout this chapter, we have restricted our analysis to e+e- colliders so that we could

ignore subtleties with initial state radiation, pile-up and other features important at hadron

colliders. However, it is precisely for including these effects that a rigorous factorization

based approach to jet substructure, such as that presented in this chapter, will prove most

essential. In this section, we discuss the extension to the LHC and in particular to what

extent conclusions for e+e~ colliders holds for the LHC.

The energy correlation functions have a natural longitudinally-invariant generalization

relevant for pp colliders, which is given by [30, 51

(13) - 1

PTJ l&z<3 nJP2TJi

2 = PriPrjPJk jk (4.81)
PTJ 1<i<j<knj

PT J 1<i<<<k<n,

Here pTJ is the transverse momentum of the jet with respect to the beam, PTi is the transverse

momentum of particle i, and nj is the number of particles contained in the jet. The boost-

invariant angle R2 = (#.-4j) 2 +(yiyj) 2 is defined as the Euclidean distance in the azimuth-

rapidity plane. For central rapidity jets, which we will restrict ourselves to in this section,

the power counting discussion of Sec. 4.2 is unmodified. Therefore, the same conclusions for

the form of the optimal observable, D 2, as well as the range of angular exponents, apply. A

simplified version of the D( variable, restricted to have equal angular exponents a = 0,

was used in Ref. [5], for jet substructure studies at the LHC.
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It is in principle straightforward to extend the factorization theorems for D 2 to hadronic

colliders, where D2 is measured on a single jet in an exclusive N-jet event. Factorization

theorems for exclusive N-jet production defined using N-jettiness [20, 1041 or with a PT-

veto [208, 209] on additional radiation exist and could be combined with the factorization

theorems of Sec. 4.3 to describe the jet substructure. We now briefly discuss how each of

these factorization theorems can be interfaced with the presence of additional eikonal lines,

representing either additional jets or beam directions in pp collisions.

Recall from Sec. 4.3.1, that the collinear subjets factorization theorem is formulated as

a refactorization of the jet function for a particular jet in the n direction, and it is therefore

insensitive to the global color structure of the event, seeing only the total color. Intuitively,

the collinear-soft modes are boosted, and therefore all additional Wilson lines in the event

are grouped in the h direction. Furthermore, the global soft modes, which resolve the

global color structure of the event do not resolve the jet substructure. This property of the

collinear subjets factorization theorem has the feature that it can be trivially combined with

a factorization theorem with an arbitrary number of eikonal lines, without complicating the

color structure. All that is then required, apart from the substructure components, is the

addition of an additional measurement function in to the global soft function. Indeed, this

extension has been, discussed in detail in Ref. [105]. This same property is of course also

true for the soft haze factorization theorem, as no additional Wilson lines are required to

describe the jet substructure in the first place.

However, for the soft subjet factorization theorem, the presence of additional Wilson lines

does significantly complicate the factorization from a calculational perspective. In particu-

lar, since the subjet is soft, arising from a refactorization of the soft function, it is emitted

coherently from the N-eikonal line structure as a whole, requiring a proper treatment of all

color correlations, which becomes complicated with even a few additional Wilson lines. A

conjectural proposal for the all orders soft subjet factorization theorem with N-eikonal lines

was given in Ref. [11], where the soft subjet factorization theorem was first proposed and

studied in the large N, limit. However, more work is required to understand its structure;
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Figure 4-30: A comparison of the D(') distributions for signal and background jets. a)

Distributions for R 1 jets at a 1 TeV c+e- collider. b) Distributions for R = 1 jets at the

13 TeV LHC, for jets with transverse momenta in the range p7' E [450, 550] GeV.

and an efficient organization of the color correlations at finite N,.. Furthermore for the soft

subjet factorization theorem, the final soft function has an additional cikonal line, since the

jet substructure is resolved by the long wavelength global soft modes, further complicating

the calculation (although there has recently been some progress in the computation of soft.

functions [210, 2111). We emphasize however, that these are purely technical complications,

and believe that the extension to a calculation of jet substructure in pp would be well worth-

while for improving our understanding of analytic jet substructure. Furthermore, depending

on the relevant boosts and jet radii, the techniques of this chapter could be used to identify

whether the soft subjet factorization theorem plays an important role, or could be formally

neglected, simnplifyiig the calculation in more complicated cases.

For these reasons, a full calculation in pp is well beyond the current scope of this initial

investigation. We will instead restrict ourselves to a brief Monte Carlo study comparing the

properties of Dq in c+e-- and pp to show that the distributions exhibit similar features. In

Fig. 4-30 we compare the Monte Carlo predictions for D ( 2 as measured in c+e- collisions,

shown in Fig. 4-30a, and pp collisions, shown in Fig. 4-301). For e+e- collisions, the event

selection is identical to earlier. For pp collisions, we generate background events fron the
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parton-level process pp -+ qq and signal events from pp -+ ZZ -+ qqqq events, where q

denotes a massless quark, with PYTHIA 8.205 at the 13 TeV LHC.2 5 Jets are clustered with

the anti-kT algorithm with radius R = 1.0, and using the WTA recombination scheme, with

a pT metric. We cut on the transverse momentum of the hardest jet, requiring PT E [450,550]

GeV, and on the jet mass requiring mj E [80, 100] GeV. These are chosen to be similar to

the cuts on the jets for the case of e+e-, although they are of course not identical, and strict

comparisons should not be made between the two cases. The shapes and general features

of the D2 distributions at the two colliders are very similar. There is a relative scaling

between the D2 distributions in e+e- and pp due to the different observable definitions.

The e+e- definition uses the 1 - cos(ij) measure of Eq. (4.1), while the pp definition uses

the boost invariant definition in terms of Rij, as in Eq. (4.81). Since the e3 observable

correlates particles of separation up to 2R, where R is the jet radius, for a = # = 2, this

gives an expected factor of 4 difference between the two cases, as is approximately observed

in Fig. 4-30.

The similar behavior of the e+e- and pp distributions suggests that a complete a calcu-

lation using our techniques would provide an excellent description of the D 2 distribution at

a hadron collider, as we have found for e+e-. Such a calculation would also be interesting

to better understand the effects of initial state radiation on the D2 distribution. A simple

setting where this calculation would be feasible, for example, would be to consider measuring

the D2 distribution on a jet recoiling against a color-singlet such as a W, Z or H boson, as

was used in Ref. [84] to perform a NNLL calculation of the-jet mass. Although the effects of

non-global logarithms would need to be understood, and could play an important role, recent

progress in this area suggests that this issue could be addressed, either by direct resumma-

tion of the NGLs [212, 213, 214, 215, 111, or through the use of jet grooming algorithms

2 5Since we only briefly mention the case of pp colliders, we do not perform a systematic study of the
variation of the D2 distribution in pp with different Monte Carlo generators, as we did for the case of e+e-.
However, we believe that this is essential in any jet substructure study at pp, as we expect large variations
will be present, as in the e+e- case. It would be particularly interesting to compare a pT-ordered dipole-
antenna shower, such as was recently implemented for pp in DiRE 11871, with the PYTHIA and HERWIG+ -I
generators which are more commonly used in jet substructure studies at the LHC. As was found for the
case of e+e~, we expect a pT-ordered dipole-antenna shower to provide the most accurate description of
substructure observables at a pp collider, in particular, those sensitive to wide angle soft radiation.
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which remove NGLs [86, 87, 40]. While it is truly uncorrelated with the jet, the effect of

radiation from pile-up on D2 could also be mitigated using similar jet grooming algorithms.

4.8 Conclusions

In this chapter we have presented a novel approach to the factorization of jet substructure

observables, and applied it to the identification of two-prong substructure. Instead of starting

with a given two-prong discriminant, we used the energy correlation functions as a basis of

IRC safe observables to isolate the possible subjet configurations. We then studied the phase

space defined by these IRC safe observables and proved all orders factorization theorems in

each region of phase space. This procedure naturally identified an observable, D2 , which

we argued provided optimal discrimination power, and which preserved the factorization

properties of the individual factorization theorems describing different regions of the phase

space defined by our basis of observables. We showed that a factorized description of this

observable could be obtained by merging the different factorization theorems, and introduced

a novel zero bin procedure in factorization theorem space to implement this merging. An

important benefit of this approach is that our factorization theorems are valid to all orders

in a., at leading power and therefore provide a systematically improvable description of D2.

Using our factorized description of the D 2 observable, we presented a numerical study of

our results at an e+e- collider, for both the signal and background distributions, resulting in

analytic boosted Z boson versus massive QCD jet discrimination predictions. We compared

with a variety of Monte Carlo generators, and demonstrated that the low D2 region, where

a hard two-prong substructure is resolved, is a sensitive probe of the Monte Carlo parton

shower description. We also studied the effect of non-perturbative corrections, showing that

they can be well-described using a simple shape function, and related the single parameter of

this shape function to' a universal non-perturbative matrix element measured at LEP. This

is vital for comparing our calculation with data.

Because our calculation presents the first factorized description of a two-prong discrim-

inant jet observable in both signal and background regions, there are a large number of
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directions for future study which are of great interest. First, our calculation was presented

in the context of jets produced in e+e- collisions. For applications at the LHC, where jet

substructure plays a vital role, it is important to extend the calculation to jets produced

at a pp collider. The factorization theorem we presented straightforwardly generalizes to

pp colliders with only complications due to soft radiation from the beams and the more

complicated color structure of the hard interaction. The treatment of both these effects are

well-understood and their inclusion in a jet substructure calculation would allow the first

precision comparisons of calculations with data.

An interesting potential application of our factorization theorems, and merging proce-

dures, which describe in a more differential way the substructure of jets, is to improve jet

shape based subtraction schemes for QCD calculations at NNLO and beyond. Quite recently,

subtractions based on the N-jettiness observable [1041 have been used to perform NNLO cal-

culations in QCD [216, 217, 2181. This allowed, in particular, the calculation of W, H + 1

jet at NNLO [216, 217] (H + 1 jet at NNLO was also calculated using more traditional

subtraction techniques in [2191). The use of more differential subtractions based on more

differential factorization theorems would allow for more local, and potentially numerically

more efficient subtractions.

It would also be interesting to apply our calculation approach to other observables. For

example, the N-subjettiness observables [32, 311 are used extensively in jet substructure

studies at the LHC, and it would be of significant phenomenological relevance to obtain a

factorized description of these observables. The approach presented in this chapter could

also be extended to study more differential observables, such as those used for boosted top

discrimination, which can resolve three subjets. A generalization of the D("') observable,

D( " 3' , which resolves three prong structure was introduced in Ref. [8] (see also Ref. [220]

where it was used for boosted top discrimination at a 100 TeV collider). The D"'3") observ-

able should exhibit similar factorization properties to that of Da"E, and hence should be

calculable with similar techniques. A rigorous factorization will also prove essential in this

case, allowing for the separation of perturbative and non-perturbative physics, as well as
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effects associated with the finite top width [221, 168]. More generally, we anticipate that the

approach to the factorization of jet substructure observables presented in this chapter will

allow for the construction of more powerful jet substructure discriminants and will enable a

more detailed analytic understanding of the substructure of high energy QCD jets.
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Chapter 5

Employing Helicity Amplitudes for

Resummation

5.1 Introduction

The production of hadronic jets is one of the most basic processes at particle colliders.

Processes including a vector boson (W, Z, -y) or Higgs boson together with jets provide

probes of the Standard Model (SM), and are also dominant backgrounds for many new-

physics searches. Optimizing the precision and discovery potential of these channels requires

accurate predictions of the SM backgrounds. Furthermore, the growth of the jet substructure

field has sparked a renewed interest in the study of jets themselves, both for an improved

understanding of QCD, and for applications to identify boosted heavy objects in and beyond

the SM.

Precise predictions for jet production require perturbative calculations including both

fixed-order corrections as well as logarithmic resummation. QCD corrections to processes

with jets are typically enhanced due to phase space restrictions. Such restrictions often

introduce sensitivity to low momentum scales, p, of order a few tens of GeV, in addition to

the hard scale, Q, which is of order the partonic center-of-mass energy. In this case, the

perturbative series contains large double logarithms a'ln'(p/Q) with m < 2n. To obtain
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the best possible perturbative predictions, these logarithms should be resummed to all orders

in a,.

There has been tremendous progress in the calculation of fixed-order perturbative am-

plitudes in QCD using the spinor helicity formalism [222, 223, 224, 2251, color ordering

techniques [226, 227, 228, 229] and unitarity based methods [230, 2311. NLO predictions

are now available for a large number of high multiplicity final states, including pp -+ V+

up to 5 jets [232, 233, 234, 235, 236, 237, 238, 239, 240, 241, 242], pp -+ up to 5 jets

[243, 244, 245, 246, 173, 247, 248, 2491, and pp -+ H+ up to 3 jets [250, 251, 252, 253, 254,

255, 256, 257, 258], and there are many efforts [259, 260, 261, 262, 263, 264, 265, 266, 267,

268, 269, 270, 271, 272, 273, 274, 107, 275] to fully automatize the computation of one-loop

corrections to generic helicity amplitudes.

For high-multiplicity jet events, the resummation of large logarithms is typically achieved

with parton shower Monte Carlo programs. Here, the hard process enters through tree-level

(and also one-loop) matrix elements and the QCD corrections due to final-state and initial-

state radiation are described by the parton shower. The parton shower resums logarithms at

the leading logarithmic (LL) accuracy, with some subleading improvements, but it is difficult

to reliably assess and systematically improve its logarithmic accuracy.

The approach we will take in this chapter is to match onto soft-collinear effective the-

ory (SCET) [21, 22, 23, 24], the effective theory describing the soft and collinear limits of

QCD. In SCET, the QCD corrections at the hard scale are captured by process-dependent

Wilson coefficients. The low-energy QCD dynamics does not depend on the details of the

hard scattering (other than the underlying Born kinematics), similar to the parton shower

picture. Resummation in SCET is achieved analytically through renormalization group evo-

lution (RGE) in the effective theory, allowing one to systematically improve the logarithmic

accuracy and assess the associated perturbative uncertainties. For example, for dijet event

shape variables in e+e- collisions, SCET has enabled resummation to N3 LL accuracy and

global fits for a,(mz) [276, 81, 2, 206, 1, 2071. The analytic higher-order resummation can

also be used to improve the Monte Carlo parton-shower description [277, 278, 279]. Further-
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more, SCET allows for the direct calculation of exclusive jet cross sections, eliminating the

need for numerical subtraction schemes for real emissions up to power corrections.

An important prerequisite for employing SCET is to obtain the hard matching coef-

ficients, which are extracted from the fixed-order QCD amplitudes. The matching for

V + 2 parton and H + 2 parton processes is well known from the QCD quark and gluon

form factors, and is known to three loops [280, 281, 21. The matching for V + 3 par-

tons [282, 283, 284, 2851, and H + 3 partons [208, 84, 286, 287], has been performed at both

NLO and NNLO. Partonic processes with four external quarks have been studied in SCET

in Refs. [288, 289, 290, 291, 292, 293, 294, 295], and the matching for all massless 2 -+ 2

processes has been obtained at NLO in Ref. [2961 and recently at NNLO in Ref. [297].

For high-multiplicity processes, the usual approach to constructing an operator basis

with explicit Lorentz indices and gamma matrices is laborious. In this chapter, we introduce

a convenient formalism, based on helicity operators, which allows for a seamless matching,

for higher multiplicity processes onto SCET. A first look at the formalism discussed here

was already given in Ref. [298]. Indeed, results for helicity amplitudes are already employed

in the SCET matching calculations mentioned above, though without the construction of

corresponding SCET operators.

In the spinor helicity formalism, the individual helicity amplitudes (i.e. the amplitudes

for given fixed external helicities) are calculated, as opposed to calculating the amplitude

for arbitrary external spins in one step and then summing over all spins at the end. One

advantage is that the individual helicity amplitudes typically yield more compact expressions.

And since they correspond to distinct external states, they can be squared and summed at the

end. Helicity amplitudes remove the large redundancies in the usual description of (external)

gauge fields, allowing for much simplified calculations particularly for amplitudes with many

external gluons.

As we will see, this helicity-based approach is also advantageous in SCET. In SCET,

as we will review in Sec. 5.2.2, collinear fields carry label directions corresponding to the

directions of jets in the process, which provide natural lightlike vectors with which to de-

217



fine fields of definite helicity. As we will demonstrate, the construction of an appropriate

operator basis becomes simple when using operators built out of fields with definite helicity.

Furthermore, using such a helicity operator basis greatly facilitates the matching of QCD

onto SCET, because one can directly utilize the known QCD helicity amplitudes for the

matching. Together, this substantially simplifies the study of high-multiplicity jet processes

with SCET.

5.1.1 Overview

Consider a process with N final-state jets and L leptons, photons, or other nonstrongly

interacting particles, with the underlying hard Born process

'na(qa) Kb(qb) -+ r1(qi) ... KN+L(qN+L), (5.1)

where Ka,b denote the colliding partons, and Ii denote the outgoing quarks, gluons, leptons,

and other particles with momenta qi. The incoming partons are along the beam directions,

qa.,b = XabPa, where Xa,b are the momentum fractions and Pa'b the (anti)proton momenta.

For definiteness, we consider two colliding partons, but our discussion of the matching will

be completely crossing symmetric, so it applies equally well to ep and ee collisions.

In SCET, the active-parton exclusive jet cross section corresponding to Eq. (5.1) can be

proven to factorize for a variety of jet resolution variables.1 The factorized expression for

the exclusive jet cross section can be written schematically in the form

d = dXa dxb dIN+L(qa + qb; q1 , .. ) M({qi}) (5.2)

x tr [R..({qi})S,] @ [BnB, b Jj JKJ] + .
K J

Here, dDN+L (qa - qb; q1, ... ) denotes the Lorentz-invariant phase space for the Born process

'Here active parton refers to initial-state quarks or gluons. Proofs of factorization with initial-state
hadrons must also account for effects due to Glaubers [161, which may or may not cancel, and whose
relevance depends on the observable in question 117, 181.
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in Eq. (5.1), and M({qi}) denotes the measurement made on the hard momenta of the jets

(which in the factorization are approximated by the Born momenta qj). The dependence

on the underlying hard interaction is encoded in the hard function HK({q,}), where {qi}

{q1, ... , qN+L}, the sum over K {'a, Ka . b,. r-N+L } is over all relevant partonic processes,

and the trace is over color. Any dependence probing softer momenta, such as measuring

jet masses or low PTS, as well as the choice of jet algorithm, will affect the precise form

of the factorization, but not the hard function H,. This dependence enters through the

definition of the soft function S,, (describing soft radiation), jet functions J, (describing

energetic final-state radiation in the jets) and the beam functions Bi (describing energetic

initial-state radiation along the beam direction). More precisely, the beam function is given

by Bi = Ei, Ii, 0 fi, with fi the parton distributions of the incoming protons, and Iii, a

perturbatively calculable matching coefficient depending on the measurement definition [20].

The ellipses at the end of Eq. (5.2) denote power-suppressed corrections. All functions in

the factorized cross section depend only on the physics at a single scale. This allows one to

evaluate all functions at their own natural scale, and then evolve them to a common scale

using their RGE. This procedure resums the large logarithms of scale ratios appearing in the

cross section to all orders in perturbation theory.

The explicit form of the factorization theorem in Eq. (5.2), including field-theoretic def-

initions for the jet, beam, and soft functions is known for a number of exclusive jet cross

sections and measurements of interest. For example, factorization theorems exist for the

N-jet cross section defined using N-jettiness [20, 104, 299, 300, 301, 84, 302, 303, 304].

These have also been utilized to include higher-order resummation in Monte Carlo pro-

grams [277, 278, 279], and are the basis of the N-jettiness subtraction method for fixed-order

calculations [217, 218]. In addition, there has been a focus on color-singlet production at

small qT [305, 306, 307, 308, 3091, as well as the factorization of processes defined with jet

algorithms [310, 311, 167, 90, 312, 313, 314, 191, 315, 208, 316, 13, 317, 318, 319, 320, 3211,

jet shape variables [203, 322, 105, 85, 82, 10, 37, 138, 34, 323, 11, 12], or fragmentation

properties [324, 325, 326, 327, 141, 142, 328, 329, 330] for identified jets. The same hard
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functions also appear in threshold resummation factorization formulas, which are often used

to obtain an approximate higher order result for inclusive cross sections.

The focus of our chapter is the hard function H({qi}) in Eq. (5.2), which contains

the process-dependent underlying hard interaction of Eq. (5.1), but is independent of the

particular measurement. In SCET, the dependence on the hard interaction is encoded in

the Wilson coefficients, C, of a basis of operators built out of SCET fields. The Wilson

coefficients can be calculated through a matching calculation from QCD onto the effective

theory. The hard function appearing in the factorization theorem is then given by

S(CA .(.A.)({q4}) 1 ..(.({qi}). (5.3)
{AM

Here, the {A} denote helicity labels and the sum runs over all relevant helicity configurations.

The C are vectors in color space, and the hard function is therefore a matrix in color space.

For processes of higher multiplicities, the construction of a complete basis of SCET oper-

ators, and the subsequent matching calculation, becomes laborious due to the proliferation

of Lorentz and color structures, similar to the case of high-multiplicity fixed-order calcula-

tions using standard Feynman diagrams. The use of SCET helicity fields introduced in this

chapter, combined with analogous color management techniques as used in the calculation

of amplitudes, makes the construction of an operator basis extremely simple, even in the

case of high-multiplicity processes. Furthermore, with this basis choice, the SCET Wilson

coefficients are precisely given by the IR-finite parts of the color-ordered QCD helicity am-

plitudes, rendering the matching procedure almost trivial. Combining the results for the

hard function with known results for the soft, jet, and beam functions, then allows for the

resummation of jet observables in higher multiplicity processes, which are ubiquitous at the

LHC.

The remainder of this chapter is organized as follows. In Sec. 5.2.1, we review the notation

for the spinor-helicity formalism. Additional useful helicity and color identities can be found

in Appendix B.1. We provide a brief summary of SCET in Sec. 5.2.2. In Sec. 5.3, we

introduce SCET helicity fields and operators, and describe the construction of the helicity
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and color basis, as well as its symmetry properties. In Sec. 5.4, we discuss the matching

from QCD onto the SCET helicity operators, including a discussion of the dependence on the

regularization and renormalization scheme. We then demonstrate the matching explicitly for

H + 0, 1, 2 jets in Sec. 5.5, V + 0, 1, 2 jets in Sec. 5.6, and pp -+ 2, 3 jets in Sec. 5.7. Explicit

results for the required helicity amplitudes are collected in the appendices. In Sec. 5.8, we

discuss the general renormalization group evolution of the hard coefficients, which involves

mixing between different color structures, to all orders. We give explicit results for the

anomalous dimensions for up to 4 colored particles plus an arbitrary number of uncolored

particles. We conclude in Sec. 5.9.

5.2 Notation

5.2.1 Helicity Formalism

We will use the standard notation for the spinor algebra (for a review see for example

Refs. [331, 3321). Consider the four-component spinor u(p) of a massless Dirac particle with

momentum p, satisfying the massless Dirac equation,

fiU(p) = 0, P2 = 0. (5.4)

The charge conjugate (antiparticle) spinor v(p) also satisfies Eq. (5.4), and we can choose a

representation such that v(p) = u(p). The spinors and conjugate spinors for the two helicity

states are denoted by

Ip )= U(P)2

(pi = sgn(P)~(p f) F 15 (5.5)
2

For massless particles chirality and helicity agree while for antiparticles they are opposite, so

Jp+) = u+ (p) = v- (p) corresponds to positive (negative) helicity for particles (antiparticles).
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The spinors p ) are defined by Eqs. (5.4) and (5.5) for both physical (p' > 0) and unphysical

(p0 < 0) momenta. Their explicit expression, including our overall phase convention, is given

in Appendix B.1.1.

The spinor products are denoted by

(pq) - (p-) q+, [pq] = (p+) q-. (5.6)

They satisfy

(pq) -(qp) , [pq] = -[qp], {pq)[qp] = 2p q. (5.7)

Additional relations are collected in Appendix B.1.1. The minus sign for p0 < 0 in Eq. (5.5) is

included so the spinor relations are invariant under inverting the signs of momenta, p -+ -p,

when crossing particles between the initial and final state, e.g. ((-p)q)[q(-p)] = 2(-p) - q.

If there are several momenta pi, it is common to abbreviate

Ii ) = Ji+) , (P2pj) = (iJ), [pipj] = [iJ]. (5.8)

The polarization vectors of an outgoing gluon with momentum p are given in the helicity

formalism by
(p+y"Ik+) (p-j___k-)

E+(p, k) = , e-(p,k) = - , (5.9)
(kp)Vhkp1

where k is an arbitrary reference vector with k2 = 0, which fixes the gauge of the external

gluons. Using the relations in Appendix B.1.1, it is easy to check that

p - E (p, k) = k - - (p, k) = 0,

E (p, k) -. (p, k) = 0,

E (p, k) -.,(p, k) = -1,

E*(p, k) = E-pF(p, k) ,(5.10)
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as is required for physical polarization vectors. With p" = E(1, 0, 0, 1), the choice k" =

E(1, 0, 0, -1) yields the conventional

1
, (0, 1, ~i, 0). (5.11)

5.2.2 SCET

We now briefly review the SCET concepts and notation that will be required for this section.

As has been discussed, Soft-collinear effective theory is an effective field theory of QCD that

describes the interactions of collinear and soft particles [21, 22, 23, 241 in the presence of

a hard interaction. 2 Collinear particles are characterized by having large energy and small

invariant mass. To separate the large and small momentum components, it is convenient to

use light-cone coordinates. We define two light-cone vectors

n' = (1,r) , n= (1, -) , (5.12)

with n a unit three-vector, which satisfy n 2  2 = 0 and n ft = 2. Any four-momentum p

can be decomposed as

P, = n-P - + n-P-+ p . (5.13)

An "n-collinear" particle has momentum p close to the n direction, so that p scales as

(n -p,T -p,pni) ~ R p (A 2 ,1, A), with A < 1 a small parameter. For example, for a jet

of collinear particles in the n' direction with total momentum pj, fi -pj ~ 2Ej corresponds

to the large energy of the jet, while n-pj ~ m'/Ej < Ej, where mj is the jet mass, so

A2 ~ m/E2 < 1.

To construct the fields of the effective theory, the momentum of n-collinear particles is

2Throughout this chapter, we will for simplicity use the notation of SCETI. The theory SCETII 1281 is
required for a certain class of observables, for example PT-dependent measurements or vetoes. The helic-
ity operator formalism presented here applies identically to constructing SCETIJ operators. The collinear
operators and matching coefficients are the same for both cases.
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written as

pit =PA + k = i-P +Pp. +k"', (5.14)
2

where i - Q and Pj ~ AQ are the large momentum components, while k ~ A 2 Q is a

small residual momentum. Here, Q is the scale of the hard interaction, and the effective

theory expansion is in powers of A.

The SCET fields for n-collinear quarks and gluons, ,,(x) and A.,p(x), are labeled by

the collinear direction n and their large momentum P. They are written in position space

with respect to the residual momentum and in momentum space with respect to the large

momentum components. Derivatives acting on the fields pick out the residual momentum

dependence, ia& ~ k ~ A2Q. The large label momentum is obtained from the label momen-

tum operator Pn, e.g. ?P,, = P" If there are several fields, P,, returns the sum of the

label momenta of all n-collinear fields. For convenience, we define ,, = A - P,, which picks

out the large momentum component. Frequently, we will only keep the label n denoting

the collinear direction, while the momentum labels are suinied over (subject to momentum

conservation) and are suppressed in our notation.

Collinear operators are constructed out of products of fields and Wilson lines that are

invariant under collinear gauge transformations [22, 23]. The smallest building blocks are

collinearly gauge-invariant quark and gluon fields, defined as

Xw(X) = [6(w - :P) W(x) (,(x)]

Bnwjx ) = [ 6(w + P,) Wt(x) iD Wn (x) . (5.15)
9

With this definition of Xw, we have w > 0 for an incoming quark and w < 0 for an outgoing

antiquark. For Bn,, j_, w > 0 (w < 0) corresponds to an outgoing (incoming) gluon. In

Eq. (5.15)

iDn1 = PP+ gAG , (5.16)
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is the collinear covariant derivative and

W"(X) = exp (- n -A,(x)] (5.17)

is a Wilson line of n-collinear gluons in label momentum space. The label operators ),

in Eqs. (5.15) and (5.17) only act inside the square brackets. Wn(x) sums up arbitrary

emissions of n-collinear gluons from an h-collinear quark or gluon, which are 0(1) in the

power counting. Since Wn(x) is localized with respect to the residual position x, we can treat

Xn,,(x) and BP (x) like local quark and gluon fields. For later use, we give the expansion of

the collinear gluon field

1 =A - -A + (5.18)

Here the ellipses denote terms in the expansion with more than 2 collinear gluon fields, which

are not required for our matching calculations.

In our case the effective theory contains several collinear sectors, ni , n2 , ... [251, where

the collinear fields for a given sector ni' = (1, ?'j) describe a jet in the direction 'ni, and we

also define h = (1, -di). A fixed-order QCD amplitude with N colored legs is then matched

onto operators in SCET with N different collinear fields. The different collinear directions

have to be well separated, which means

ni-ni > A 2  for i / j. (5.19)

The infrared singularities associated with collinear or soft limits of legs in QCD are entirely

described by the Lagrangian and dynamics of SCET itself, so the QCD amplitudes are only

used to describe the hard kinematics away from infrared singular limits.

Two different ni and n' with ni - n' ~ A 2 both describe the same jet and corresponding

collinear physics. Thus, each collinear sector can be labeled by any member of a set of

equivalent vectors, {ni}, which are related by reparametrization invariance [26]. The simplest
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way to perform the matching is to choose ni such that the large label momentum is given by

n.A
PA =Wi Z ,(5.20)

2

with 1 =0.

In general, operators will have sums over distinct equivalence classes, {ni}, and matrix

elements select a representative vector to describe particles in a particular collinear direction.

For many leading power applications there is only a single collinear field in each sector, and

we may simply set the large label momentum of that building block field to that of the

external parton using the following simple relation,

dp (3-p)f(p) =f(i - (5.21)

where p is collinear with the i'th jet. Here the tildes on the integration measure and delta

function ensure that the integration over equivalence classes is properly implemented. 3 Be-

cause of this, at leading power, the issue of equivalence classes can largely be ignored.

Particles that exchange large momentum of O(Q) between different jets are off shell by

O(ni - nj Q 2). They are integrated out by matching QCD onto SCET. Before and after the

hard interaction the jets described by the different collinear sectors evolve independently

from each other, with only soft radiation between the jets. The corresponding soft degrees

of freedom are described in the effective theory by soft quark and gluon fields, q,(x) and

A,(x), which only have residual soft momentum dependence i&M ~ /Q. They couple to the

3The precise definition of this delta function and measure are

( A -p) i - fi -p),

dp a dwi, (5.22)

where

1 ni -p=0(A2 ),
0 otherwise.

The Kronecker delta is nonzero if the collinear momentum p is in the {ni} equivalence class, i.e. p is close
enough to be considered as collinear with the ith jet. The sum in the second line of Eq. (5.22) runs over the
different equivalence classes.
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collinear sectors via the soft covariant derivative

iD = i04 + gAf , (5.24)

acting on the collinear fields. At leading power in A, n-collinear particles only couple to the

n-A component of soft gluons, so the leading-power n-collinear Lagrangian only depends on

n-D,. For example, for n-collinear quarks [22, 23]

n = W in -D,+ g n- A + ipniWn--W iPnx )n. (5.25)

The leading-power n-collinear Lagrangian for gluons is given in Ref. [24].

5.3 SCET Operator Basis

In this section, we describe in detail how to construct a basis of helicity and color operators

in SCET, which greatly simplifies the construction of a complete operator basis and also

facilitates the matching process. Usually, a basis of SCET operators obeying the symmetries

of the problem is constructed from the fields Xnr,, B" as well as Lorentz and color struc-

tures. This process becomes quite laborious due to the large number of structures which

appear for higher multiplicity processes, and the reduction to a minimal basis of operators

quickly becomes nontrivial. Instead, we work with a basis of operators with definite helicity

structure constructed from scalar SCET building blocks, which, as we will show, has several

advantages. First, this simplifies the construction of the operator basis, because each inde-

pendent helicity configuration gives rise to an independent helicity operator. In this way, we

automatically obtain the minimal number of independent operators as far as their Lorentz

structure is concerned. Second, operators with distinct helicity structures do not mix under

renormalization group evolution, as will be discussed in detail in Sec. 5.8. The reason is that

distinct jets can only exchange soft gluons in SCET, which at leading order in the power

counting means they can transfer color but not spin [see Eq. (5.25)]. Therefore, the only
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nontrivial aspect of the operator basis is the color degrees of freedom. The different color

structures mix under renormalization group evolution, but their mixing only depends on the

color representations and not on the specific helicity configuration.

5.3.1 Helicity Fields

We start by defining quark and gluon fields of definite helicity, out of which we can build

operators with a definite helicity structure. To simplify our discussion we will take all

momenta and polarization vectors as outgoing, and label all fields and operators by their

outgoing helicity and momenta. Crossing symmetry, and crossing relations are discussed in

Sec. 5.3.6.

We define a gluon field of definite helicity 4

B = -ET-IL(ni, hi) Lap , (5.26)

where a is an adjoint color index. For n' = (1, 0, 0, 1), we have

1
E' (ni,=hi) = (0, 1, -i, 0), (5.27)

in which case

1: (B', I 'i'a . (5.28)

For an external gluon with outgoing polarization vector E(p, k) and outgoing momentum

p in the ni-collinear direction, the contraction with the field B' contributes

ptLFAni hi) .Es(p, k)] (5.29)

where we have used the expansion of the collinear gluon field given in Eq. (5.18). Since

C(rTn, hi) is perpendicular to both ni and hi, we can drop the Ii labels in brackets. A

convenient choice for the reference vector is to take k = i, for which the second term in

4The label on B refers to helicity and should not be confused with light-cone components.
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brackets vanishes. Equation (5.29) then becomes

(5.30)

which is equal to 0 or 1 depending on the helicity of e(p, h). Adopting this choice, the

tree-level Feynman rules for an outgoing gluon with polarization (so E = e ), momentum

p (with p0 > 0), and color a are

(ga (P) I f0) = 6a6j(I P)

(g (p)jB i+0) = 0. (5.31)

Note that Bfs = 3i+(0), so we do not get a phase from the residual momentum. Similarly, for

an incoming gluon with incoming polarization ~F (E = E, so E* ), incoming momentum

-p (with p0 < 0), and color a, we have

(0J3 g(-P)) = 6ab( -P),

(0I' g (_P)) = 0. (5.32)

We define quark fields with definite helicity 5 as

a _ 75 a a _a 75

Xi- 2 Xf',-w ' Xi = X wi' 2
(5.33)

where a and a are fundamental and antifundamental color indices respectively.

For external quarks with ni-collinear momentum p, the fields contribute factors of the

form

1 t 75 4 i ( ) = I=
2 4 4

(5.34)

5Technically speaking chirality, although we work in a limit where all external quarks can be treated as
massless.
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where in the last equality, we have defined a shorthand notation Ip ), for the SCET pro-

jected spinor. The spinor lp+), is proportional to Jn ); see Eq. (B.30).

The tree-level Feynman rules for incoming (p0 < 0) and outgoing (po > 0) quarks with

helicity +/- and color a are then given by

(0 X+ q6(-p) P ( --P) (-p) )+)
(O X_ q (-p)) =6' (Pi - p) I(-pi)-)l,,

q_(p) 0) = SO6(A -p)a(pi-, (5.35)

and similarly for antiquarks

K0i+ k(-p)) = 6'U5Jpg -p) ((-i)+,

(0 _ q (-p)) = 6" (f -p) ((-i-|I

(q- (p)xf+O) = 10 /(f -P) |Pi+)

(V+(p) Xi' 0) = (A -p) p-) . (5.36)

The corresponding Feynman rules with the helicity of the external (anti)quark flipped vanish.

To avoid the explicit spinors in Eqs. (5.35) and (5.36), and exploit the fact that fermions

come in pairs, we also define fermionic vector currents of definite helicity

4 1  s(r i x ix+
4 wiwi (riinj)

Jiw . . , (5.37)
VWwi g nin j]

where wi = i from Eq. (5.20), as well as a scalar current

ijl0 - \/
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(JI)/ 3" = 2 X(538)
-/Wi og (ninj)

In Eqs. (5.37) and (5.38) the flavor labels of the quarks have not been made explicit, but

in general the two quark fields in a current can have different flavors (for example in W

production). Since we are using a basis of physical polarization states it is not necessary to

introduce more complicated Dirac structures. For example, pseudovector and pseudoscalar

currents, which are usually introduced using -y 5, are incorporated through the relative coef-

ficients of operators involving J+, J- or Jo, J . As we shall see, this greatly simplifies the

construction of the operator basis in the effective theory.

At leading power, there is a single collinear field in each collinear sector, so we can choose

= p4/p2 to represent the equivalence class {ni}, so that p' =h -pi n' which gives

Ip ). = Ipt) = i p n i ) . (5.39)

Since we always work at leading power in this chapter, we will always make this choice

to simplify the matching. With this choice, the tree-level Feynman rules for the fermion

currents are

(qc$ (p1) V-2 (P2) J12+2 0)

= 6 a0 f2d2 _(I -P1) 6(P2 - P2),

(q _(pi) 4+a2(P2) J22 10)

S6101 60202 6( - P) 6(P2 - P2),

(q$ (p1) q+2(P2)1 J2 10)

= 01 6,32d2 6( - P) 6(P2 - P2),

(q _ (pi) qa2 (P2)1 (J 2|1) )
= 64,ai 6I2a2 _( - P) (2 P2). (5.40)

The simplicity of these Feynman rules arises due to the unconventional normalization of
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the operators in Eqs. (5.37) and (5.38). This normalization has been chosen to simplify the

matching of QCD amplitudes onto SCET operators, as will be seen in Sec. 5.4.

We will also make use of leptonic versions of the above currents. These are defined

analogously,

V2 E'_(ni, nj) i -y,Ej+
Jij+ =(nj

3 )

v/_2 (i,nj) i -y,,j~
J6ni~ (5.41)

Unlike the collinear quark field x, the leptonic field e does not carry color and so does not

contain a strong-interaction Wilson line.

All couplings in the SM, except to the Higgs boson, preserve chirality. This limits the

need for the scalar current, especially when considering only massless external quarks. In

the SM the scalar current can arise through explicit couplings to the Higgs, in which case,

even though we still treat the external quarks as massless, the Wilson coefficient for the

scalar operator will contain the quark Yukawa coupling. This is relevant for example for

Hbb processes. The scalar current can also arise through off-diagonal CKM-matrix elements

connecting two massless external quarks through a massive quark appearing in a loop. This

can occur in multiple vector boson production, or from electroweak loop corrections, neither

of which will be discussed in this chapter. When constructing an operator basis in Sec. 5.3.2,

we ignore the scalar current, as it is not relevant for the examples that we will treat in this

chapter. However, it should be clear that the construction of the basis in Sec. 5.3.2 can be

trivially generalized to incorporate the scalar current if needed.

5.3.2 Helicity Operator Basis

Using the definitions for the gluon and quark helicity fields in Eqs. (5.26) and (5.37), we can

construct operators for a given number of external partons with definite helicities and color.

(As discussed at the end of the previous section, for the processes we consider in this chapter

we do not require the scalar current Js.) In the general case with CKM-matrix elements, we
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must allow for the two quark flavors within a single current to be different. The situation is

simplified in QCD processes, where one can restrict to currents carrying a single flavor label.

For an external state with n particles of definite helicities , colors aj, aj, di, and flavors

f, f', ... , a complete basis of operators is given by

tt.(0. ;..."'i) i-n-(P1 P27 -. - -A P-1, i, -i -. -I Pn- 1, P-n)
= B j Ji-ii - an-Ian (5.42)

B1 Jfi- ,i f' n-1,-n+

For example, f = q indicates that both quark fields in the current have flavor q. When

it is necessary to distinguish different flavors with the same current, for example when we

consider processes involving W bosons in Sec. 5.6, we use a label f = fid such as Judl2 -. For

simplicity, we will also often suppress the dependence of the operator on the label momenta

Pi. For the operator subscripts, we always put the helicity labels of the gluons first and

those of the quark currents in brackets, with the labels for quark currents with different

flavor labels f and f' separated by a semicolon, as in Eq. (5.42). The helicity labels of

the individual gluon fields and quark currents can all vary independently. Operators with

nonzero matching coefficients are restricted to the color-conserving subspace. We will discuss

the construction of the color basis in Sec. 5.3.4.

The symmetry factor S in Eq. (5.42) is included to simplify the matching. It is given by

1
S =_ (5.43)

where nP denotes the number of fields of type i = , U, i, d, ,... with helicity . We also

use

n = Z (nt + n-), (5.44)

to denote the total number of fields in the operator. Each Bi counts as one field, and each

J has two fields.

For each set of external particles of definite helicities, colors, and flavors, there is only one
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independent operator, since the physical external states have been completely specified. All

Feynman diagrams contributing to this specific external state will be included in the Wilson

coefficient of that specific operator. For the case of pure QCD, quarks always appear in pairs

of the same flavor and same chirality, and therefore can be assembled into quark currents

labeled by a single flavor. In this case, to keep track of the minimal number of independent

operators, we can simply order the helicity labels, and only consider operators of the form

0+.(---) = 0+ + -+ (5.45)

n n - n ng 9 q q

and analogously for any additional quark currents with different quark flavors.6

With the operator basis constructed, for a given n-parton process we can match hard

scattering processes in QCD onto the leading-power hard-scattering Lagrangian

,hard d C . (P1 1 n(1,...,ii) O" _)(1, ... , 3), (5.46)

where a sum over all color indices is implicit. Lorentz invariance implies that the Wilson

coefficients only depend on Lorentz invariant combinations of the momenta. This hard

Lagrangian is used in conjunction with the collinear and soft Lagrangians that describe the

dynamics of the soft and collinear modes; see for example Eq. (5.25).

We emphasize that Eq. (5.46) provides a complete basis in SCET for well-separated

jets and additional nonhadronic particles at leading power. We will discuss in more detail

in Sec. 5.4 the matching and regularization schemes, and demonstrate that no evanescent

operators are generated for this case. At subleading power, the SCET operators would

6 1n the general case with off-diagonal CKM-matrix elements, there is some more freedom in the choice
of the operator basis, because quarks of the same flavor do not necessarily appear in pairs. However, it
is still true that only a single operator is needed for a specific external state. For example, for external
quarks u__ j+, ++ c-, one could either use the operators J,- Jcd-, or the operators Jc,- Jud- (where the
color structures have been suppressed). Since different helicity combinations are possible, a single flavor
assignment does not suffice to construct a complete helicity basis, and one must sum over a basis of flavor
assignments. As an example explicitly demonstrating this, we will consider the case of pp -+ W+ jets in
Sec. 5.6.
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involve additional derivative operators, soft fields, or multiple SCET building blocks from

the same collinear sector.

5.3.3 Example with a Z-Boson Exchange

It is important to note that all kinematic dependence of the hard process, for example, its

angular distributions, is encoded in the Wilson coefficients. Since the Wilson coefficients can

(in principle) carry an arbitrary kinematic dependence, our choice of helicity basis imposes

no restriction on the possible structure or mediating particles of the hard interaction. For

example, the spin of an intermediate particle may modify the angular distribution of the

decay products, and hence the Wilson coefficients, but this can always be described by the

same basis of helicity operators.

As a simple example to demonstrate this point we consider e+e -+ e+e- at tree level.

This process can proceed through either an off-shell y or Z boson. Because the SM couplings

to both of these particles preserve chirality, a basis of operators for this process is given by

0(++) = 1 Je12+ Je 34+,

0(+-) = Je12+ Je34- ,

1
0(-_) = 1 Je12 - Je 34 - , (5.47)

where the leptonic current is defined in Eq. (5.41). The fact that this is a complete basis

relies only on the fact that the couplings preserve chirality, and is independent of e.g. the

possible number of polarizations of the mediating Z or y.

We now consider the calculation of the Wilson coefficients for the matching to these

operators (the matching procedure is discussed in detail in Sec. 5.4). At tree level, the

Wilson coefficients are easily calculated, giving

C(++) = -e 2 [1 + Vc Ve Pz(s 12 )] 213(24)+ (1 + 3),
R 12

C(+-) = -e 2 [1 + VoeVPz(s12 )] 2[14] (23)
812
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e2 ~ 2 [24]( 13)
C__I -e 2[i + vLvjPz(s12)] 2[2 + (1 ++ 3). (5.48)

s12

Here 812 = (P1 + P2)', Pz is the ratio of the Z and photon propagators,

s
Pz(s) = , (5.49)P() s - mn2 + iT'zmz

and the couplings VL,R to the Z boson are

1 - 2sin2 Wv e 2 sin 2 Ow
VL sin(20w) R sin(20w)

Note that the presence of the spinor factors in Eq. (5.48) occur due to our normalization

conventions for the currents.

Now, consider calculating the scattering amplitude in the effective theory, for example

for the case when both electrons have positive helicity. The matrix element in the effective

theory gives

(e+ (p1) e+ (P2) e+(P3) e' (P4) Iifhard 10

= i e;(pi) ei (P2 ) e+ (P3) e' (p4 ) f dpi C++0++ 0
i=1

= -ie 2 [1 + veVe Pz(s12 )] 2131(24) + (1 -+ 3), (5.51)
s12

using the Feynman rules of Eq. (5.40). The effective theory therefore reproduces the full

theory scattering amplitude. The same is true of the other helicity configurations, so the

familiar angular distributions for e+e- -+ e+e- as well as the different couplings of the Z

to left- and right-handed particles, are entirely encoded in the Wilson coefficients.

5.3.4 Color Basis

In addition to working with a basis of operators with definite helicity, we can also choose a

color basis that facilitates the matching. When constructing a basis of operators in SCET, we
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are free to choose an arbitrary color basis. With respect to color, we can think of Eq. (5.46)

as having a separate Wilson coefficient for each color configuration. For specific processes

the color structure of the Wilson coefficients can be further decomposed as

C"l) S" = ._ -- T'*anC ..(.._). (5.52)
k

Here, Toaj is a row vector whose entries T I are suitable color structures that together

provide a complete basis for all allowed color structures, but which do not necessarily all

have to be independent. In other words, the elements of Ta, -In span the color-conserving

subspace of the full color space spanned by {ai ... an}, and C is a vector in this subspace.

Throughout this chapter we will refer to the elements of Taj-an as a color basis, although

they will generically be overcomplete, since this allows for simpler choices of color structures.

As discussed below, due to the overcompleteness of the bases, some care will be required for

their consistent usage.

Using Eq. (5.52), we can rewrite Eq. (5.46) as

Lhard =+d0 ( .(P1,. .. , P)C+-(--.)(P1,..., n), (5.53)

where Ot is a conjugate vector defined by

= 'l ..a.j Q (5.54)

While the form C,,ij Oa ._jn in Eq. (5.46) is more convenient to discuss the matching

and the symmetry properties of operators and Wilson coefficients, the alternative form in

Eq. (5.53) is more convenient to discuss the mixing of the color structures under renormal-

ization.

For low multiplicities of colored particles it can be convenient to use orthogonal color

bases, e.g., the singlet-octet basis for qqq'q' is orthogonal. However, using orthogonal bases

becomes increasingly difficult for higher multiplicity processes, and the color bases used for
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many fixed-order calculations are not orthogonal. (See e.g. Refs. [333, 334] for a discussion

of the use of orthogonal bases for SU(N).) The use of a nonorthogonal color basis implies

that when written in component form in a particular basis, the conjugate Ot of the vector C

is not just given by the naive complex conjugate transpose of the components of the vector.

Instead, we have

Of - [Ca .. an]*Ta-1.an = C*T - (5.55)

where

ai,..,..

is the matrix of color sums for the chosen basis. If the basis is orthogonal (orthonormal),

then T is a diagonal matrix (identity matrix). Note that Eq. (5.56) implies that by definition

T *T = $.

Similar to Eq. (5.55), for an abstract matrix X in color space, the components of its Her-

mitian conjugate Xt when written in a particular basis are given in terms of the components

of X as

Xt = T-1X *T T. (5.57)

A proper treatment of the nonorthogonality of the color basis is also important in the

factorization theorem of Eq. (5.2). Here, the color indices of the Wilson coefficients are

contracted with the soft function as

[Ca--an]* Sal n.ab1..-/3n8'Cb1 - t gtC

= S T O0. (5.58)

At tree level, the soft function is simply the color-space identity

S= 1, (5.59)
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which follows from its color basis independent definition in terms of Wilson lines [see e.g.

Ref. [3011 or Eq. (5.267)]. Here we have suppressed the dependence of S on soft momenta.

The action of the identity on an element of the color space is defined by

(ji)'-a.-ar - ... ai...Laj... (5.60)

and its matrix representation in any color basis is given by 1 = diag(1, 1,--- , 1). In the

literature, see e.g. Refs. [335, 296, 290, 297, 3231, often a different convention is used, where

the T matrix is absorbed into the definition of the soft function. In this convention, the soft

function becomes explicitly basis dependent and is not the same as the basis-independent

color-space identity. One should be careful to not identify the two.

As an example to demonstrate our notation for the color basis, consider the process ggqq.

A convenient choice for a complete basis of color structures is

Taba - ((T aTb), , (TbTa)jg, tr[TaTb] 6)

T

(TaTb a)a/

(TbTa . (5.61)

tr[T a Tb] 6a

For cases with many color structures we will write T as the transpose of a column vector as

above. The transpose in this case only refers to the vector itself, not to the individual color

structures. The color-sum matrix for this particular basis is

Tggqq (T aba3t fTaba3

2CF 2CF -CA 2TF

2 2 CF - CA 2 0 F 2TFI. (5.62)2
2TF 2TF 2TFN)

Our conventions for color factors are given in Appendix B.1.2. Explicit expressions for T for
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the bases used in this chapter are given in Appendix B.6 for up to five partons.

Depending on the application, different choices of color basis can be used. For example,

in fixed-order QCD calculations, color ordering [226, 227, 228, 229] is often used to organize

color information and simplify the singularity structure of amplitudes, while the color flow

basis [3361 is often used to interface with Monte Carlo generators. For a brief review of

the color decomposition of QCD amplitudes, see Appendix B.1.3. Choosing a corresponding

color basis in SCET has the advantage that the Wilson coefficients are given directly by

the finite parts of the color-stripped helicity amplitudes, as defined in Eq. (5.96), which

can be efficiently calculated using unitarity methods. In this chapter we will use color

bases corresponding to the color decompositions of the QCD amplitudes when giving explicit

results for the matching coefficients, although we emphasize that an arbitrary basis can be

chosen depending on the application.

Finally, note that the color structures appearing in the decomposition of a QCD amplitude

up to a given loop order may not form a complete basis. The color basis in SCET must be

complete even if the matching coefficients of some color structures are zero to a given loop

order, since all structures can in principle mix under renormalization group evolution, as

will be discussed in Sec. 5.8. In this case, we always choose a complete basis in SCET such

that the color structures appearing in the amplitudes to some fixed order are contained as a

subset.

5.3.5 Parity and Charge Conjugation

Under charge conjugation, the fields transform as

C B1i Ta C =-B 1T p,

C Jfs C= -J . (5.63)

The minus sign on the right-hand side of the second equation comes from anticommutation

of the fermion fields.
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Under parity, the fields transform as

Bi (Pi, x) P (p x)

PJ (i, p, x) P = e 0i(n -"n J J , (5.64)

where we have made the dependence on fi and x explicit, and the parity-transformed vec-

tors are W hi/2, xP - x. The <,, are real phases, whose exact definition is given

in Appendix B.1.1. The phases appearing in the parity transformation of the helicity op-

erators exactly cancel the phases appearing in the corresponding helicity amplitude under

a parity transformation. This overall phase is determined by the little group scaling (see

Appendix B.1.1 for a brief review).

Using the transformations of the helicity fields under parity and charge conjugation in

Eqs. (5.63) and (5.64), it is straightforward to determine how these discrete symmetries act

on the helicity operators. Parity and charge conjugation invariance of QCD implies that

the effective Lagrangian in Eq. (5.46) must also be invariant. (For amplitudes involving

electroweak interactions, parity and charge conjugation invariance are explicitly violated.

This is treated by extracting parity and charge violating couplings from the operators and

amplitudes. See Sec. 5.6 for a-discussion.) This then allows one to derive corresponding

relations for the Wilson coefficients.

To illustrate this with a nontrivial example we consider the ggqq process. The operators

transform under charge conjugation as

C Oa()(- i ,P2;,4 a bca C

=CSBK BG JA2s ( )"I3 C

= - 0f (f1,P2;P4, P3 ) aba, (5.65)

where A1,2 denote the gluon helicities, and Tab"3 is as given in Eq. (5.61). From the invariance
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of Eq. (5.46) we can infer that the Wilson coefficients must satisfy

C" :h)(P1, 2;P3, P4) = -C (P P2; P4, P3) . (5.66)

In the color basis of Eq. (5.61), we can write this as

OA 1A 2()(1,2;P3,P4) = VC-X1(T)(P1, 2;P4, 3),

0 -1 0

with V = -1 0 0 (5.67)

\0 0 -1/

Now consider the behavior under parity. For concreteness we consider the case of positive

helicity gluons. The operators transform as

P aba43 (Lj~j j p ! a b 760
++ )(P1,i2; P3, iP4) P = P B2+B+ Jf34 P (5.68)

-- (P,) ;

The invariance of Eq. (5.46) under parity then implies that the Wilson coefficients satisfy

C'++(:L )(fi1, 2; h),f4)

= -(f)i(Pf ; fi4, I e-i(20nl +22 (n 3 -On 4))

= C- -(T) , . (5.69)

Here we have introduced the notation (..) ++ [..] to indicate that all angle and square spinors

have been switched in the Wilson coefficient. The fact that the phase appearing in the

parity transformation of the operator exactly matches the phase arising from evaluating the

Wilson coefficient with parity related momenta is guaranteed by little group scaling, and

will therefore occur generically. See Eqs. (B.24) and (B.25) and the surrounding discussion

for a review.
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Below we will use charge conjugation to reduce the number of Wilson coefficients for

which we have to carry out the matching explicitly. We will use parity only when it helps

to avoid substantial repetitions in the matching.

5.3.6 Crossing Symmetry

Our basis is automatically crossing symmetric, since the gluon fields Bi can absorb or emit

a gluon and the quark current Jmj can destroy or produce a quark-antiquark pair, or destroy

and create a quark or antiquark. We will first illustrate how to use crossing symmetry in an

example and then describe how to technically have crossing symmetric Wilson coefficients.

We will again consider the process ggqq as an example. Due to our outgoing conventions,

the default Wilson coefficient is for the unphysical processes with all outgoing particles:

0 - ) : Cb((1, (2;q3," 4) , (5.70)

where we picked one specific helicity configuration for definiteness. Crossing a particle from

the final state to the initial state flips its helicity, changes the sign of its momentum, and

changes it to its antiparticle. In addition we get a minus sign for each crossed fermion,

though in practice these can be ignored as they do not modify the cross section. This allows

one to obtain the Wilson coefficient for any crossing. For example, for the following possible

crossings, the Wilson coefficients are given by

9+() (P2) q' (P3)40(N4) : C_+) (-2, -P1;P3,P4),

g9(p1 )q'(P2) -+ g (P3)+(p4) : - _(P3 ; -P2) ,

%(P)q-(P2 ) -+ g! (P3)4(P4) : - (, 2, 0a4) /

q"(p1 )q_ (p2) -+ gi(P3)g (p4 ) :.C (P3, i4; -f2, -f1) (5.71)

Since the signs of momenta change when crossing particles between the final and initial

state, care is required in taking the proper branch cuts to maintain crossing symmetry for
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the Wilson coefficients. In terms of the Lorentz invariants

sij = (pi + Pj) 2  (5.72)

this amounts to the choice of branch cut defined by sij -* si +iM. In particular, we write

all logarithms as

Li ln(- - iO) = ln )- iir9(sij) . (5.73)

For spinors, crossing symmetry is obtained by defining the conjugate spinors (p as was

done in Eq. (5.5), resulting in the following relation

(pil = sgn(p') Ipi). (5.74)

The additional minus sign for negative p0 is included to use the same branch (of the square

root inside the spinors) for both spinors and conjugate spinors, i.e., for p0 > 0 we have

l(-p) ) = i p) ,

((-p)il = -(-i) (p i = i (p . (5.75)

In this way all spinor identities are automatically valid for both positive and negative mo-

menta, which makes it easy to use crossing symmetry.

5.3.7 Hard Function

In the factorized expression for the cross section given in Eq. (5.2), the dependence on the

underlying hard Born process appears through the hard function H,,. In terms of the Wilson

coefficients of the operator basis in the effective theory, the hard function for a particular

partonic channel r is given by

.(5.76)
(Ai}
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where {j3i} ={i1, P2,... }. For unpolarized experiments we simply sum over all helicity

operators, so H,,({#}) with its sum over helicities in Eq. (5.76) appears as a multiplicative

factor. It is important to note that the color indices of the Wilson coefficients are not

contracted with each other, rather they are contracted with the color indices of the soft

function through the trace seen in Eq. (5.2).

As an explicit example to demonstrate the treatment of both color and helicity indices,

we consider the contribution of the ggqq partonic channel to the pp -+ 2 jets process. In this

case, the Wilson coefficients are given by C0Al 2 (A3), where A,, A2 denote the helicities of the

gluons, A3 denotes the helicity of the quark current, and recall that the vector denotes the

possible color structures, which were given explicitly for this case in Eq. (5.61). The hard

function for this partonic channel is then given by

ggqq({1i) =ZCAA 2(A 3)({Pi) CA 1A 2(A 3 )(f~i})
{JA}

0 +()CI (+) + C+-(+)C +(+)

C++(-)CZ () + 0+-(-)C +

U-+()$ +0--()$ --) .(5.77)

Here, explicit expressions are only needed for C++(+), C+-(+) and C-(+). One can obtain

C-+(+) using Bose symmetry simply by interchanging the gluons,

C -a baaf 3
+ )(Pl,P 2 ;P 3,P 4 ) = + - +)(P2,P1;3,P4), (5.78)

or equivalently,

C-+(+)(P1, P2;P3,P4) = VC+-(+)(P2,1P1;P3,7P4) ,
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0 1 0

with V= 1 0 0 (5.79)

0 0 1

As explained in Sec. 5.7.1, the remaining CA(-) can be obtained from the expressions for

the other Wilson coefficients by charge conjugation.

In Eq. (5.77), the Wilson coefficients are vectors in the color basis of Eq. (5.61) and thus

the hard function is a matrix in this basis. As discussed in Sec. 5.3.4, the tree-level soft

function is the color-space identity, i.e.,

S(O)b1b2/i2a1a201d2 = 6biib2a26 .1.1 = (5.80)
ggqq 6202-

With the color trace in Eq. (5.2) this amounts to contracting the color indices of the Wilson

coefficients. In the color basis of Eq. (5.61), this simply becomes

1 0 0

ggq= 1 0 1 0). (5.81)

\0 0 1

The tree-level soft function also has dependence on momenta depending on the measurement

being made, which are not shown here.

To demonstrate a complete calculation of the cross section using the factorization theorem

of Eq. (5.2) together with the hard functions computed using the helicity operator formalism,

it is instructive to see how the leading-order cross section is reproduced from Eq. (5.2). We

consider the simple case of H + 0 jets in the mt -* oo limit. For this channel, there is a

unique color structure 6 a1a2, and using the results of Sec. 5.5.1 and Appendix B.2.1, the

lowest order Wilson coefficients are given by

as s 12 [12]
C++ (P, 2; P3) = 6(1)2 , (5.82)
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o's s12 (12)
C__ (PIf2;P3) = 6aia2a 2 ,12] (5.83)

37v 2 [12]

0+-(P1,32;P3) = C-+(P1,P2;P3) = 0, (5.84)

where v = (v2GF) -1/2 = 246GeV. Note that these are simply the helicity amplitudes for

the process, as will be shown more generally in Sec. 5.4. Analytically continuing to physical

momenta, squaring, and summing over helicities, the tree-level hard function is given by

H (0)ala2 bib2 ( 1, h2 P3) a S12 2 aia2
6 bibggH P 1~37v 2 1 aa 0

2 2

= a8 2v22 
6aa2 b1 b2  - (5.85)

Note that only 2 of the 4 helicity configurations contribute, hence the factor of 2.

The tree-level gluon beam functions are given by the gluon PDFs. Since there are no jets

in the final state, there are no jet functions. The tree-level soft function is the identity in

color space7

S(o)bIb2ala2 - 6 b1a16 b2a 2  (5.87)
99

The leading-order cross section is then given by

1 1 j dxi dx 2

2E mn, [2(N 2 - 1)]2 x1 X2

X 33 (pO) 6(Pk 2 _ )

x (27r)464 (xEcm 2+x2Ecm2 m P3

x H (0 1a2 1b2(, t 2# S(O))b1b2 a1a2

2 M2
- a. m IdYfg e f M e-Y . (5.88)
5767rV2 Em J \Ecni Ecm !

7 Since there is only one color structure, the tree-level soft function is normally defined as

jy 2 1 i a2S
5

b1b2 6b1a6,b2a 2 = 1. (5.86)

Here we do not absorb numerical prefactors into our soft functions, because this is not useful for processes

with more final-state partons.
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The 1/(2ELr,) factor is the flux factor and for each of the incoming gluons we get a 1/[2(N2 _

1)1 from averaging over its spin and color. This is followed by integrals over the gluon PDFs,

fq, and the Higgs phase space, where we have restricted to the production of an on-shell

Higgs. The final expression in Eq. (5.88) agrees with the standard result, where the first

factor is the Born cross section.

We now briefly discuss our choice of normalization. The currents in Eq. (5.37) were

normalized such that the Wilson coefficients are simply given by the finite part of the QCD

helicity amplitudes (see Eq. (5.96) and Sec. 5.4). This is distinct from the normalization

typically used for SCET operators, e.g. )ig"'X, which is chosen to facilitate the matching

to QCD operators. We now show that the extra factors in Eq. (5.37) arrange themselves to

produce the standard normalization for the jet function (or beam function). Starting from

the current and its conjugate,

Ji' a(J a) (5.89)

V/Wi Wi (ni-F Inji) (Vw-i o)* (:nzji lni-F)

_ Y 6,8(1 E (ni,nX) E'(ni, n) 3) Xi T=4 tr y-'iY#
N N 2ni -nI w w| ."4 4j

2 kj (2-x (i Xj ) + .

= - ~6' XXi. (J IX Xj )

where we have rearranged the expression in a factorized form using the SCET Fierz formula

in spin

0 t -005i- 0 , (5.90)
2 _2 2 2 2 2 2

which applies for the SCET projected spinors. In the last line of Eq. (5.89) we have dropped

the color nonsinglet terms and terms which vanish when averaging over helicities, which are

indicated by ellipses. The delta functions in color space highlight that the jet function does
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not modify the color structure. The factor 1/wij, which arises from the normalization of the

helicity currents, is part of the standard definition of the jet function and ensures that this

operator has the correct mass dimension.

5.4 Matching and Scheme Dependence

In this section, we discuss the matching of QCD onto the SCET helicity operator basis in-

troduced in the previous section. We start with a discussion of the matching for generic

helicity operators in Sec. 5.4.1. In Sec. 5.4.2 we discuss in detail the subject of renormaliza-

tion schemes, and the issue of converting between regularization/renormalization schemes

commonly used in spinor-helicity calculations, and those used in SCET. We also demonstrate

that evanescent operators are not generated in our basis.

5.4.1 Generic Matching

In this chapter, we work to leading order in the power counting, which means we only require

operators that contain exactly one field per collinear sector. That is, different ni in Eq. (5.42)

are implicitly restricted to belong to different equivalence classes, {nl} 5 {n} for i # j..

Operators with more than one field per collinear direction are power-suppressed compared

to the respective leading-order operators that have the same set of collinear directions and

the minimal number of fields.

At leading order, the Wilson coefficients can thus be determined by computing matrix

elements of Eq. (5.46), with all external particles assigned well-separated momenta, so that

they belong to separate collinear sectors. The only helicity operator that contributes in this

case is the one that matches the set of external helicities, picking out the corresponding

Wilson coefficient. Since we only have one external particle per collinear sector, we can

simply choose ni = pi/p? in the matching calculation to represent the equivalence class {ni}.

To compute the matrix element of Lhard, we first note that the helicity operators are

symmetric (modulo minus signs from fermion anticommutation) under simultaneously inter-
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changing the label momenta and indices of identical fields, and the same is thus also true

for their Wilson coefficients. For example, at tree level

(g " (P) g (P2)1O Q+ io)tree

[6 albl6a2b2 6(1 -- P1) 6P - P2)2

+ 6a 1 b2 6 a2 bl(g, _ P2) S(P2 - P1)] (5.91)

so the tree-level matrix element of Lhard gives

(g+(P) g" (P2) Lhard I )tr (5.92)

= ~[CO2(1,P2) + C"2"1(P2,P1)] = C2(1, 2).

By choosing ni = pi/p, the label momenta Pi on the right-hand side simply become fij

h - pi ni/2 = pi.

Taking into account the symmetry factor in Eq. (5.43), one can easily see that this result

generalizes to more than two gluons or quark currents with the same helicity. In the case

of identical fermions, the various terms in the operator matrix element have relative minus

signs due to fermion anticommutation which precisely match the (anti)symmetry properties

of the Wilson coefficients. Hence, the tree-level matrix element of Lhard is equal to the Wilson

coefficient that corresponds to the configuration of external particles,

(9192 ... q-fn-1qnLhardI O)

=Cajiga2'*kn1(P1, P2, Pn .9-1,) . (5.93)

Here and below, gi = 9(p ) stands for a gluon with helicity , momentum pi, color aj,

and analogously for (anti)quarks. From Eq. (5.93) we obtain the generic tree-level matching

equation

C (.n .. , ) = -i t*(g1 ... -- ),(5.94)
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where _tr* denotes the tree-level QCD helicity amplitude. Intuitively, since all external

particles are energetic and well separated, we are away from any soft or collinear limits and

so all propagators in the QCD tree-level diagram are far off shell and can be shrunk to a

point. Hence, the tree-level diagram simply becomes the Wilson coefficient in SCET.

The above discussion can be extended to higher orders in perturbation theory. In pure

dimensional regularization (where E is used to simultaneously regulate UV and IR diver-

gences) all bare loop graphs in SCET are scaleless and vanish. Here the UV and IR diver-

gences precisely cancel each other, and the bare matrix elements are given by their tree-level

expressions, Eq. (5.93). Including the counterterm Jo(cuv) due to operator renormalization

removes the UV divergences and leaves the IR divergences. Schematically, the renormalized

loop amplitude computed in SCET using Lhard is

ISCET _ f(t tree[1 + JO(EIR)] C, (5.95)

where we used that the loop contribution is a pure counterterm and thus proportional to

the tree-level expression. In general, the counterterm 6o is a matrix in color space, as we

will see explicitly in Sec. 5.8 and Appendix B.7. By construction, the 1/c IR divergences

in the effective theory, C 60 (cEI), have to exactly match those of the full theory. Therefore,

beyond tree level the matching coefficients in MS are given by the infrared-finite part of the

renormalized full-theory amplitude, Aren, computed in pure dimensional regularization. The

IR-finite part is obtained by multiplying Aren by SCET MS renormalization factors, which

cancel the full theory 1/EI poles. Decomposing the renormalized QCD amplitude in-a color

basis so that A?e,Qf ='Pal ... ' ,, -), the all-orders form of Eq. (5.94) becomes

C (,.. ., n) = iIfin(g1 ... n (5.96)

-iTad Z aren (1-e n 
n)

Zn9/2 Z" n/-

The SCET renormalization factors ZC, ZC, and ZA are discussed in Sec. 5.8.1. At one-
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loop order this corresponds to taking (-iAa1-6-) and simply dropping the 1/qR terms. In

Sec. 5.4.2 we will discuss in more detail the use of different renormalization schemes to

compute Aren(gi -. q).

If the same color decomposition is used for the QCD amplitude as for the Wilson co-

efficients in Eq. (5.52), we can immediately read off the coefficients C in this color basis

from Eq. (5.96). As an example, consider for simplicity the leading color n gluon amplitude,

which has the color decomposition (see Appendix B.1.3)

In(gi - g. ) = ig- 2 E tr[To(1) ... To4n)]

OESn/Zn

x g' A(')(o(1), . .(n)) , (5.97)

where the first sum runs over all permutations a of n objects (S,) excluding cyclic permuta-

tions (Z,). The An() are the color-ordered or partial amplitudes at i loops. Each is separately

gauge invariant and only depends on the external momenta and helicities (pi ) = (i). if

we choose

TkI..an = tr[Tk(1) .. Tak(f)] , (5.98)

as the color basis in Eq. (5.52), where ak is the kth permutation in Sn/Z., then the Wilson

coefficients in this color basis are given directly by

Cl ... 1,1 . ... , n)=

98 -2 g in(0k(1'1, . ., Uk(nk) (5.99)

where the subscript "fin" denotes the IR-finite part of the helicity amplitude, as defined in

Eq. (5.96). This is easily extended beyond leading color, given a valid choice of subleading

color basis. Our basis therefore achieves seamless matching from QCD helicity amplitudes

onto SCET operators.
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5.4.2 Renormalization Schemes

In this section we discuss in more detail the issue of renormalization/regularization schemes

in QCD and in SCET. In particular, the construction of a basis of helicity operators discussed

in Sec. 5.3 relied heavily on massless quarks and gluons having two helicity states, which

is a feature specific to 4 dimensions. We clarify this issue here and discuss the conversion

between various schemes.

In dimensional regularization, divergences are regularized by analytically continuing the

particle momenta to d dimensions. In a general scheme, the helicities of quarks and gluons live

in dg, dq dimensional spaces respectively. We shall here restrict ourselves to schemes where

quarks have two helicities, but d9 is analytically continued. This is true of most commonly

used regularization schemes, but is not necessary [3371. Different schemes within dimensional

regularization differ in their treatment of d9 for internal (unobserved) and external (ob-

served) particles. In the conventional dimensional regularization (CDR), 't Hooft-Veltman

(HV) [3381, and four-dimensional helicity (FDH) [339, 3401 schemes the internal/external

polarizations are treated in d/d (CDR), d/4 (HV), 4/4 (FDH) dimensions.

For helicity-based computations, the FDH scheme has the advantage of having all helici-

ties defined in 4 dimensions, where the spinor-helicity formalism applies, as well as preserv-

ing supersymmetry. Indeed, most of the recent one-loop computations of helicity amplitudes

utilize on-shell methods and therefore employ the FDH scheme. However, most existing cal-

culations of SCET matrix elements (jet, beam, and soft functions) use d-dimensional internal

gluons, corresponding to the CDR/HV schemes. 8 As we will discuss below, CDR and HV

are identical for matching onto SCET.

Although the FDH scheme is convenient for helicity amplitude computations, it leads to

subtleties beyond NLO [343, 344]. As explained in Ref. [3441, this discrepancy arises due

to the different number of dimensions for the momenta in the loop integral and the spin

space, leading to components of the gluon field whose couplings to quarks are not protected

8Recently while this chapter was being finalized, a calculation of the inclusive jet and soft functions in
both FDH and dimensional reduction (DRED) [3411 appeared in Ref. [3421. The conclusions of this section
agree with their study of the regularization scheme dependence of QCD amplitudes.
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by gauge invariance and require separate renormalization. Nevertheless, it has been shown

that FDH is a consistent regularization scheme to NNLO [342]. The presence of these extra

degrees of freedom in the FDH scheme is quite inconvenient in the formal construction of

SCET, especially when working to subleading power. Because of this fact, and because most

SCET calculations are performed in CDR/HV, our discussion of SCET schemes will focus

on regularization schemes where the dimension of the gluon field and the momentum space

are analytically continued in the same manner. We will also discuss how full-theory helicity

amplitudes in the FDH scheme are converted to CDR/HV for the purposes of matching to

SCET.

We will now describe how helicity amplitudes in the FDH scheme can be converted to

CDR/HV. To get a finite correction from the O(c) part of the gluon polarization requires a

factor from either ultraviolet (UV) or infrared (IR) 1/c divergences. Although the regular-

ization of UV and IR divergences is coupled in pure dimensional regularization schemes by

use of a common E, they can in principle be separately regulated, and we discuss their role

in the scheme conversion separately below.

When matching to SCET, the UV regulators in the full and effective theory need not

be equal. Indeed, the effective theory does not reproduce the UV of the full theory. In

massless QCD, scheme dependence due to the UV divergences only affects the coupling

constant through virtual (internal) gluons. Therefore, the CDR and HV schemes have the

same standard MS coupling, a(it), while FDH has a different coupling, aFDH ([t). The

conversion between these couplings is achieved by a perturbatively calculable shift, known

to two loops [345, 244, 3401

IFDH(tt) = 8e(P) [I+ C s(t

+ (2CA2 - 2CFTFnf) T 2]. (5.100)

This replacement rule for the coupling captures the effect of the scheme choice from UV

divergences. One can therefore perform a matching calculation, treating a, in the full and
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effective theories as independent parameters that can be defined in different schemes. A

conversion between schemes can then be used to ensure that the matching coefficients are

written entirely in terms of a. defined in one scheme, for example using Eq. (5.100). The

issue of UV regularization is therefore simple to handle in the matching.

The structure of 1/c2 and 1/c IR divergences in one-loop QCD amplitudes is well known,

and allows one to determine their effect on converting amplitudes from FDH to CDR/HV.

For a QCD amplitude involving nq (anti)quarks and ng gluons the FDH and HV one-loop

amplitudes 1(1) are related by [244, 337]

1(1) - FDH - + ) , (5.101)

where 1(0) denotes the tree-level amplitude, and the precise scheme of the a, entering here

is a two-loop effect. At one loop, the FDH scheme can therefore be consistently used when

calculating full-theory helicity amplitudes and results can easily be converted to HV with

Eqs. (5.100) and (5.101) for use in SCET Wilson coefficients.

We will now compare CDR and HV schemes for SCET calculations and the construction

of the operator basis. In the HV scheme, all external polarizations are 4 dimensional, so that

one can use a basis of helicity operators, as was constructed in Sec. 5.3. However, in CDR

external polarizations are d dimensional, with the limit d -+ 4 taken. In particular, this

implies that one must work with d - 2 gluon polarizations at intermediate steps, potentially

allowing for the presence of evanescent operators corresponding to operators involving the

additional components of the gluon field, so-called e-helicities. However, we will now argue

that there is no real distinction between the two schemes, and that one does not need to

consider evanescent operators in SCET at leading power.

First consider the Wilson coefficients and matching. In the case of CDR, the operator ba-

sis must be extended to include operators involving the E-helicities. However, their presence

does not affect the matching coefficients for operators with physical helicities, since they do

not contribute at tree level and all loop corrections are scaleless and vanish. Additionally,

in Sec. 5.8, we will discuss the fact that the SCET renormalization of the operators is spin
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independent at leading power, and therefore there is no mixing under renormalization group

evolution between the physical and evanescent operators. For the beam and jet functions,

azimuthal symmetry implies that the difference between a field with 2 or 2- 2E polarizations

is simply an overall factor of 1 - c and thus can be easily taken into account. The indepen-

dence of the soft function to the differences in the CDR/HV regularization schemes follows

from the insensitivity of the soft emission to the polarization of the radiating parton, which

is made manifest by the SCET Lagrangian and the fact that the soft function can be written

as a matrix element of Wilson lines. Thus there is no difference between CDR and HV and

the helicity operator basis suffices.

5.5 Higgs + Jets

In this section, we consider the production of an on-shell Higgs + jets. We give the helicity

operator basis and matching relations for H + 0, 1, 2 jets, and the corresponding helicity

amplitudes are collected in Appendix B.2.

5.5.1 H + 0 Jets

The ggH and qqH processes contribute to the H+0 jets process. For qqH, the scalar current

in Eq. (5.38) is required, and the helicity operator basis is given by

O1 = J12 H3 ,

O00 = (Jt)' 3 0 H 3 , (5.102)

with the unique color structure

'a= (5.103)

These operators are relevant when considering Higgs decays to massive quarks, for example

H -+ bb. However, we will not consider this case further since for Higgs production the bbH

and tifH contributions are much smaller than the dominant gluon-fusion hard scattering
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process.

For ggH, the basis of helicity operators is given by

Oa+ = 1 b8+H,++ 2 + H3,
1

04b = 1 Ba _b_ H3 (5.104)
2

The operator O+- is not allowed by angular momentum conservation. Similar helicity op-

erators, extended to include the decay of the Higgs, were used in Ref. [141. There is again a

unique color structure for this process,

'ab =(6ab . (5.105)

Writing the QCD helicity amplitudes as

I(gig 2 H3 ) = i6"1a2 A(1, 2; 3 H), (5.106)

the Wilson coefficients for ggH are given by

C'++(1,P2;P3) = Afin (1+, 2+; 3 H) ,

C--(P1,2;f93) = Afin(1 , 2-; 3H). (5.107)

The subscript "fin" in Eq. (5.107) denotes the IR-finite part of the helicity amplitudes, as

discussed in Sec. 5.4. Note that the two amplitudes appearing in Eq. (5.107) are related

by parity. The results for the gluon amplitudes up to NNLO are given in Appendix B.2.1.

They correspond to the usual gluon-fusion process, where the Higgs couples to a (top) quark

loop at leading order. The LO amplitude including the dependence on the mass of the

quark running in the loop is well known. The NLO amplitudes are also known including the

full quark-mass dependence [346, 347, 348, 349, 3501, while the NNLO [351, 352, 3531 and

N 3LO 1280, 2811 amplitudes are known in an expansion in mH/mt.
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5.5.2 H + 1 Jet

The gqqH and gggH processes contribute to the H + 1 jet process. For gqq, the basis of

helicity operators is given by

+(+) = B+ 23+ H4,

Oa3) =3a J+ H4 ,

Oa+(-) = + J2_ H 4 ,

)= B_ J H4 . (5.108)

Note that we consider only QCD corrections to the ggH process, so the qq pair is described

by Jij . For ggg, the helicity operator basis is

...4 = B1 B2+ B3+ H41,

Oak_= 1 "+a p+BcH,

oab+ = 1Bb i+H 4 ,

0 -+ 2 - 2 3

Oabk = IB_ B3bL3B H4 . (5.109)

For both cases the color space

as basis elements

is one dimensional and we use the respective color structures

T aO - (Ta ,- Tabc = (if ab) .

In principle, there could be another independent color structure, dabc, for gggH. The

gggH operators transform under charge conjugation as

C (, Tabc C

= -Oabbac( 2 1 3 ; 4 Tab.(5.111)
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Charge conjugation invariance of QCD thus leads to

AlA2 A3 (P1, P2,P3; P4) = -C1A 2A3(P1,P2,P3; P4), (5.112)

which implies that the dal color structure cannot arise to all orders in perturbation theory,

so it suffices to consider if abc as in Eq. (5.110). This also means that the dab, color structure

cannot be generated by mixing under renormalization group evolution, which will be seen

explicitly in Eq. (5.259).

Using Eq. (5.110), we write the QCD helicity amplitudes as

I(gig2 93 H4 ) = i (if a1a2a3) A(1, 2, 3; 4 H) ,

I(giq 2 q3 H 4 ) = i T,2 3 A(1; 2q, 3q; 4 H). (5.113)

The Wilson coefficients for gqqH are then given by

C+(+)(P1; P2, h; P4) = Afi,(1+; 2+, 3-; 4H) ,

C-(+)(P1;P2,P3;P4) = Afi( 1-; 2+, 3; 4H) ,

C+(-)(P1;P2,P3;P4) = C+(+)(P1;P3,P2;P4),

C-(-)(P1;P2,3;P4) = C-(+)(P1;P3,P2;P4) , (5.114)

where the last two coefficients follow from charge conjugation invariance. The Wilson coef-

ficients for gggH are given by

0+++(P1,2,344) = Afin(1+,2+,3+;4H) ,

C++-(P1, P2,P3; h4) = Afi(1+, 2+, 3-; 4H) ,

C- -+(P1,P2,P3; f4) = C++-(P1,P2, 3; 4)

C_ _- (P1, P2,P3;34) = C+++(P1, 2,P 3 ; P4 ) , (5.115)
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where the last two relations follow from parity invariance. As before, the subscript "fin" in

Eqs. (5.114) and (5.115) denotes the finite part of the IR divergent amplitudes. The NLO

helicity amplitudes were calculated in Ref. 12521, and are given in Appendix B.2.2, and the

NNLO helicity amplitudes were calculated in Ref. [354]. Both calculations were performed

in the mt -+ oo limit. At NLO, the first corrections in m2/m2 were obtained in Ref. [3551.

5.5.3 H + 2 Jets

For H + 2 jets, the qq q'q'H, qq qH, ggqqH, and ggggH processes contribute, each of which

we discuss in turn. Again, we consider only QCD corrections to the ggH process, so qq pairs

are described by the helicity currents Jj . The LO helicity amplitudes for H + 2 jets in

the mt -+ oo limit were calculated in Refs. [356, 251] and are collected in Appendix B.2.3

for each channel. The LO amplitudes including the mt dependence were calculated in [357]

(but explicit expressions for ggggH were not given due to their length). The NLO helicity

amplitudes were computed in Refs. [358, 359, 360, 253, 254, 361].

qq q'q'H and qq qqH

For the case of distinct quark flavors, qq q'qH, the helicity basis consists of four independent

operators,

0;+ q1+ Pq-349 H5

0 + + jq 34_ 5
0 jTd/3 f6

S_12 Jq'34- H 5q 12- q' 34 H5

- d _ -J34_ H , (5.116)

where the additional labels on the quark currents indicate the quark flavors. For the case of

identical quark flavors, qq qH, the basis only has three independent helicity operators,

(++) 4 1!2+ J34 H5 ,
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- Jff JZ| Ho' )-12+ J34- H5

= 'Jff _H5 ,(5.117)

since both quark currents have the same flavor. In both cases we use the color basis

T'Z = 2TF as y, , 6a S&y) . (5.118)

The QCD helicity amplitudes for qqq'i'H can be color decomposed in the basis of

Eq. (5.118) as

I(qlq 2q'44H5 ) = 2iTF [6aicz 6a3o 2A(1q, 2q; 3q', 4y; 5H)

+ 1 6, 2S 304 B(1q, 24; 3 q', 4j,; 5H)] , (5.119)

where we have included a factor of 1/N for convenience. The amplitude vanishes when the

quark and antiquark of the same flavor have the same helicity, in accordance with the fact

that the operators of Eq. (5.116) provide a complete basis of helicity operators. For identical

quark flavors, qq qqH, the amplitudes can be obtained from the qq q'q'H amplitudes using

the relation

-T(qq2q3q4 H5)= I(qq 2qq4 H5 ) - I(q1q4 q q' H5 ). (5.120)

The Wilson coefficients for qq q'q'H are then given by

-1 Afij(1 +, 2-; 3+, 4-; 5H )
C(+;+) (P1, P2;P3, P4; P5) = 1q

Bfin(1+, 2-; 3[;,4-; 5H )

- an,(1 +, 2 -; 3-, 4+i; 5H)
C(+;-) (P1, P2; P3, P4; fi5) = q

Bfin(1+, 2-;3- 4+;5H)

C(-;+)(P1, P2;.)3, P4; P5 ) = C(+;-)(2, 1;4, 3;P4 ) ( 1 ,

(-)P1, P2;P3, P4; P5) = C(+; +) (P2,i P;P4, P3; P5) , (5.121)
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and for qq qqH they are given in terms of the amplitudes Afin and Bfi" for qq q''H by

Afn(1+, 2-; 3+ 4 -; 5H) - 'Bfin(1+, 4-; 3+, 2 ; 5H)
C(++) (PI, fi2; P3, P4; P5) - N q qq

Ba (1+, 2-; 3+, 4-; 5H)- Ai (1+ 43+ 2;5H)q' q'q' q~ qq

- Afi(1+, 2--; 3-,14+; 5H
C(+-) (PI, fi2; P3, P4; P5) =

Bfin(1+, 2-; 3-, 4+; 5H )

U(-)(1,f2; P3, P4; P5) =C(++) (fi2,. 4, -hP3; P5) .(5.122)

The relations for C(_; ) and C(--) follow from charge conjugation invariance. Note that there

is no exchange term for O(+-), since the amplitude vanishes when the quark and antiquark

of the same flavor have the same helicity (both + or both -). Also, recall that the symmetry

factors of 1/4 in Eq. (5.117) already take care of the interchange of identical (anti)quarks,

so there are no additional symmetry factors needed for C(++). Explicit expressions for the

required amplitudes at tree level are given in Appendix B.2.3.

ggqqH

For ggqqH, the helicity basis consists of a total of six independent operators,

O++ B 1+ B2+03+ H

+-_+)= 1+ _ 2 J34+ H1,

Oa +)= 1 _3_Jal+HS,

+(= B + A+ u 3- H5 ,

Oab d_= 1+ _ p fb O ,

+a _)= 1 B B_ u3- H(2
oa 0 _'aLbj H5. (5.123)
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We use the color basis already given in Eq. (5.61),

TabaI = ((T aT b), (T b Ta), tr[T aTb] jaO). (5.124)

Using Eq. (5.124), the color decomposition of the QCD helicity amplitudes into partial

amplitudes is

I(9192 q44H 5)

i E [Te TaI] A(a-(1), o- (2); 3,4q; 5H)
OrSs2

+ i tr[T1Ta2]6'3 &4 B(1, 2; 3q, 4q; 5H). (5.125)

The B amplitudes vanish at tree level. From Eq. (5.125) we can read off the Wilson coeffi-

cients,

C++(+)(P1,P2;P3,P4;P5) =

C--(+)(P1,P2;fi3,f4;f5) =

Afi.(1+, 2-; 3+, 4-; 5H)

Afif(2-, 1+; 3+, 4-; 5H),

BAfi(1+, 2-; 3+, 4; 5H)

Afin(1+, 2+; 3+, 4-;5H)

Afin(2+, +;3+, 4 -;5H)

Bfin(1+, 2+; 3+, 4; 5H)

(Afn(1-, 2-; 3+, 4-; 5H)
Afin(2-, 1-; 3+, 4-; 5H) .

Bfn(1~, 2-; 3+, 4-; 5H)/

The Wilson coefficients of the last three operators in Eq. (5.123) are obtained by charge

conjugation as discussed in Sec. 5.3.5. Under charge conjugation, the operators transform as

C Oaba) (PI),P2;P3, P4; P) T'a"cN C

c Q a b ( 1 , 2; b a,3 a , 2
AlA ()\F) (P l ;P4 7P3; f;P5) ,( 5 127)
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so charge conjugation invariance of QCD implies

CA1A 2(-)(P1, P2;P3, P4;P5) VCA 1 2 (+)(P1, P2;P4, P3;P5)

0

with V 1

0

-1 0

0 0

0 -1

(5.128)

Explicit expressions for the required amplitudes at tree level are given in Appendix B.2.3.

ggggH

For ggggH, the helicity basis consists of five independent operators,

oabcd _ 1 Ba+ h + _ H5 ,

O ab BLj_3 H5,

Qabcd 1 i~ j~ 3- 3d H5,

oabcd = 1

Oabcd = 4

s30_Bb m Bd H5 ,

BJB _3_-3+ H5 , (5.129)

We use the basis of color structures

T a d _ 
1

2 - 2TF

(tr[abcd] + tr[dcba]
tr[acdb] + tr[bdca]

tr[adbc] + tr[cbdal

2tr[ab] tr[cd]

2trac] tr[db]

2tr[ad] tr[bc] /
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where we have used the shorthand notation

tr[ab] = tr[T aTb] , tr[abcd] = tr[T aTbTCTd]. (5.131)

Note that the three independent color structures with a minus sign instead of the plus sign

in the first three lines in Eq. (5.130) can be eliminated using charge conjugation invariance,

see Sec. 5.7.1.

The color decomposition of the QCD helicity amplitudes into partial amplitudes using

the color basis in Eq. (5.130) is

1(g1g29394H5 ) = tr2aT()aF(2)a,(3)a,(4)]
-7ES 4 /Z 4

x A (a(1), a-(2), a(3), o(4); 5H)

+ 13 tr[a()a( 2)]tr[au( 3)a,(4)]
aES4/Z2

x B(a-(1), o-(2), o-(3), o-(4); 5H) , (5.132)

where the B amplitudes vanish at tree level. From Eq. (5.132) we obtain the Wilson coeffi-

cients,

2Afin(1, 2+, 3-, 4-; 5H)

2Afi(1+ 3-,4-, 2+; 5H)

_. 2Afin(1+,4-, 2+, 3~;5H)

Bfin(1+, 2+, 3-4; 5H)

B6n(1+ 3-, 4-, 2+; 5H)

Bfin(1+, 4-,12+,13-; 5H1)
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C+++- (1, P2, P3, P4; P) =

C++++ (f1, P2, 7h, P4; P5) =

2Afi,(1+, 2+, 3+, 4-; 5H)

2Af,(1+, 73+,74-,2+; 5H)

2Ain (1+, 4-, 2+, 3+; 5H)

Bfi,(1+, 2+, 3+, 4-; 5H)

Bfin(1+, 3+, 4-, 2+; 5H)

Bfi,(1+, 4-, 2+, 3+; 5H)

2Ain (1+,7 2+, 3+,7 4+; 5H)

2Ain (I1+, 3+, 4+, 2+; 5H)

2Ain (1 +, 4+, 2+, 3+;- 5H)

Bfin(1+, 2+, 3+, 4+; 5H)

Bin (1+,1 3+, 4+, 2+; 5H)

Bin (1 +, 4+, 2+, 3+; 5H)

0+++- (f, 7. - - P5s) ,

C ++++(P1, ... ; f5) .

/

(5.133)

The last two coefficients follow from parity invariance. The factors of two in the first three

entries of the coefficients come from combining the two traces in the first three entries in

Eq. (5.130) using charge conjugation invariance. Because of the cyclic symmetry of the

traces, the partial amplitudes are invariant under the corresponding cyclic permutations of

their first four arguments, which means that most of the amplitudes in Eq. (5.133) are not

independent. Explicit expressions for the necessary amplitudes at tree level are given in

Appendix B.2.3.

5.6 Vector Boson + Jets

In this section, we give the helicity operator basis and the corresponding matching for the

production of a 'y, Z, or W vector boson in association with up to two jets. The corresponding

helicity amplitudes are collected in Appendix B.3.
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We work at tree level in the electroweak coupling and consider only QCD corrections,

so any external qq pairs are described by the helicity vector currents Jij in Eq. (5.37). We

always include the subsequent leptonic decays -y/Z -+ f1, W -+ vlfP. In the following,

for 7/Z processes, e stands for any charged lepton or neutrino flavor, and q stands for any

quark flavor. For W processes, we use f to denote any charged lepton flavor and v the

corresponding neutrino flavor. Similarly, we use u and d to denote any up-type or down-type

quark flavor (i.e. not necessarily first generation quarks only).

The operators in the helicity bases satisfy the transformation properties under C and P

as discussed in Sec. 5.3.5. However, the weak couplings in the amplitudes explicitly violate

C and P. Therefore, to utilize the C and P transformations of the operators and minimize

the number of required amplitudes and Wilson coefficients, it is useful to separate the weak

couplings from the amplitudes.

We define Pz and Pw as the ratios of the Z and W propagators to the photon propagator,

s

Pz,w(s) = 2 . (5.134)s - mz'w + i]Fz,wmz,w

The left- and right-handed couplings VL,R of a particle to the Z boson are, as usual,

2T3 -- 2Qi sin 2 Ow 2Qi sin2 0 w
sin(20w) , R 7 sin(20w)

where T3 is the third component of weak isospin, Q' is the electromagnetic charge in units

of e I, and Ow is the weak mixing angle.

The 7/Z amplitudes can then be decomposed as

= e2{ [QQ + V'RVLRPZ(s q)]Tqg - )

+ [Q Q + VL,H + Pz (sej - - -C)
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+ VL,R PZ (Sd) -a( e) (5.136)
sin(20w) e

Here, Iq corresponds to the usual contribution where the vector boson couples directly to

the external quark line with flavor q. (There is one such contribution for each external

qq pair, and this contribution is absent for pure gluonic amplitudes like gggZ.) For I,,

the -/Z couples to an internal quark loop through a vector current and the sum runs over

all considered internal quark flavors. For Ia, the Z boson couples to an internal quark loop

through the axial-vector current. This means that when using parity and charge conjugation

we have to include an additional relative minus sign for this contribution. We have also

made the assumption in Eq. (5.136) that all quarks, except for the top, are massless. Since

-a vanishes when summed over a massless isodoublet, this has the consequence that only

the b, t isodoublet contributes to 'a, hence the lack of sum over flavors. We have made this

simplification following the one-loop calculation of Ref. [2351, which calculated the amplitude

in an expansion in 1 /mt, assuming all other kinematic invariants to be smaller than the top

mass. From the point of view of constructing a basis these assumptions are trivial to relax.

The WT amplitudes can be written as

.---.- +) e " Pw(sei)Iq(---3 2),

2 sin 2w

e2Vt
.. - - - v-t+) -eud PW( svi) I (~ - - --+) ,(5.137)

2 sin2 9 w

where VUd is the appropriate CKM-matrix element. The Iq amplitudes are the same in

Eqs. (5.136) and (5.137), since all electroweak couplings have been extracted, but we have

explicitly included the helicity labels (not to be mistaken as charge labels) to emphasize that

these are the only possible helicities. The analogs of I, and -a do not exist for W production.

We note again that Eqs. (5.136) and (5.137) hold at tree level in the electroweak coupling,

which is what we consider in this chapter. At this level, the leptons always couple to the

268



vector boson through the currents [see Eq. (B.19)]

(pe Y|pg ) = (PgTYIPiT) . (5.138)

This allows us to obtain the Wilson coefficients for opposite lepton helicities simply by

interchanging the lepton momenta.

5.6.1 V + 0 Jets

For -y/Z + 0 jets, the partonic process is qqff, and the basis of helicity operators is

q 12+ J 34 ,

O sy = J J%_ Jh34 . (5.139)

In principle, the process gg! is allowed through the axial anomaly, but its contribution

vanishes because in the matching calculation the gluons are taken to be on shell, and we

neglect lepton masses.

For WT + 0 jets, the partonic processes are uad/ and diive, respectively. Since the W

only couples to left-handed fields, the helicity basis simplifies to

00- -t/ ja'
(W iid 2- ev 34- ,

(W+) = Ju2- Jr34- . (5.140)

Here, we have explicitly written out the flavor structure of the currents. However, we use

the shorthand subscript (WT) on the operators and Wilson coefficients, since we will not

focus any further on the flavor structure. In an explicit calculation, one must of course sum

over all relevant flavor combinations.

The unique color structure for V + 0 jets is

'' = (60), (5.141)
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and extracting it from the amplitudes, we have

Iq,v,ag(qV2 A3 4 ) = i' a1 Aq,v,a(lq, 2q; 3e, 41) . (5.142)

Here, A, and Aa first appear at two loops. In addition, Aa is proportional to the top and

bottom mass splitting due to isodoublet cancellations. It drops out when both top and

bottom are treated as massless (e.g., when the matching scale is much larger than the top

mass).

We use the same electroweak decomposition as in Eqs. (5.136) and (5.137) to write the

Wilson coefficients. For -y/Z + 0 jets, we have

C(Aq;Ae) (P1, 2; 3, P4)

e2 {[QeQq VllVA(q PZ (834) ]Cq(A;A)(..

+( (QQi VL + VPz(s 34 ] ((q;e)(...)
i=1+ [,Q PZ(34OAqA'fV Z3)(].~ (,;

+ . PZ(834)( . .> ) , (5.143)
sn( 20w )

where the weak couplings are determined by the helicity labels of the quark and lepton

currents,

v -V v t -{, v q= v q v q v q (5.144)

For W + 0 jets, we simply have

.2
C(w-)(P1,P#2;P3, 4) = 2 w_34 _(--). -2iOwPW(S34)Cq().)

2 itG

(W+) (, IP-2;P3, P4) = e2  PW(34) Cq(-;-)(..). (5.145)
2 sin Ow

In all cases, the momentum arguments on the right-hand side are the same as on the left-

hand side. Note that the Sq(-) coefficient is the same in all cases. The Wilson coefficients
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are given by

Oz(+;)(#1 f2i,4)=A~n(1+, 2--; 3+, 4--),

Cx(+;-)(P1, P2;7P3,f4) = Cx(+;+)(P1, P2;P4, P3),

Cq,v(-; )(P1,P2;P3,P4) = Uq,v(+;+)( 2,fi1;3,4),

Oa(-; )(P1,P2;P3,44) = -Ca(+;+)(i2,P1;P3,P4) , (5.146)

where x = q, v, a and as discussed in Sec. 5.4 the subscript "fin" denotes the IR-finite part of

the helicity amplitudes. The second relation follows from Eq. (5.138). The last two relations

follow from charge conjugation invariance. At tree level and one loop only dq receives a

nonvanishing contribution. The Aq amplitude is given in Appendix B.3.1.

5.6.2 V + 1 Jet

gqqV

For -y/Z + 1 jet, the partonic process is gqqfe, and the basis of helicity operators is

+" = B 1+ U,23+ Je45 ,

_ 1+ 253- h45+
Qaa/3 B3a jc/

3

_+ ) =1- q23+ 'ef45 ,

" = _ 3- Je45. (5.147)

For WT +1 jet, the partonic processes are gudef and gdiivf, respectively, and the helicity

operator basis is

Oa d13 - L 3a j
(W-) 1 ,d 23- Je45-

O ,I B G s i23

W)- 1 -du23- tJjC45-. (5.148)
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The unique color structure for gqqV is

T - (T0) (5.149)

and extracting it from each of the amplitudes, we have

(5.150)

where the subscript x stands for one of q, v, a.

As for V + 0 jets, we write the Wilson coefficients using the electroweak decomposition

in Eqs. (5.136) and (5.137). For -y/Z + 1 jet, we have

CA(A;A,)(P1; P2,P3; P4, P5)

=e 2 { [QfQq + VjVtqPZ(S45)]CqA(q;A)( )

+ > [ i + o Pz(s4 5 )] C A(q;A)(- -- )Tif z 2
+~ 1Q L

+ . Pz(s45 )sin(20w)
(5.151)

where the weak couplings are determined by the helicity labels of the quark and lepton

currents,

(5.152)

For W + 1 jet, we have

e2 VM

2 sin2 Ow
Pw (s45) CqA(-;_)(...).

The Wilson coefficients are given by

c+(+-+) (1; P2, i3; P4) P5) = Afin(1+; 2+, 3 -; 4+, 5-) ,
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12(1923/45) i a'N Ax(l; 2, 3q; 4f, 51),

CaA(4&( .A ) ,

V f =vi , f ' = i ,~ V q =v ,V V_ =v . q



CxA(+;-)(P1;P2,P3;74,5) = CxA(+;+)(P1;P2,P3;PS,P4) ,

Cq,vA(-; )(P1;P2, P3;P4,P5) = -Cq,vA(+;)(P1;P3, P2;P4, P5)

CaA(-; )(P1;P2,P3;P4,P5) = CaA(+; )(1; P3, P2;P4,P5) . (5.154)

The second relation follows from Eq. (5.138), and the last two relations follow from charge

conjugation invariance. The Wilson coefficients with a negative helicity gluon follow from

parity invariance,

Cq,v-(+; ) (; P2, P31 P4, P5)

Cq,v+(-;p)(PI;P2, 3;I4,135)

Oa-(+; )(P1; 2, P3; P4, P5)

- Ca+(_;)(Pl;P2 , 3 ;f4,P5) . (5.155)

The helicity amplitudes for gqqee were calculated in Ref. [232, 233, 362]. We provide the

tree-level and one-loop results in Appendix B.3.2. The two-loop amplitudes were computed

in Refs. [363, 3641.

gggV

The partonic process gggee first appears at one loop, and thus contributes only at relative

O(ac) to -y/Z + 1 jet. Nevertheless, for the sake of completeness (and curiosity) we briefly

discuss it here. The helicity operator basis is

1

o'abc 1 i~ ibBC f5...+(+) = 3 B+ 02+ B3 J

abc ~10++-( ) = 1B+ B2+ 133_ Je s

1Of-() + 13 3_ B_ B_ J45 ,

o"a_( ) B a_ Blb_ B,_ Jt 45 (5.156)
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The color space is two dimensional. We use the basis

iab = (if- a dab&) , (5.157)

in terms of which we can write the gggie amplitudes as

Iv(9192 93f4 /5 ) = i daia2a Av(1, 2, 3; 4t, 5f) ,

Ia(gig293 4e5) = i (if aia2a3)Aa(1, 2, 3; 4t, 5f). (5.158)

We will justify shortly that to all orders, only a single color structure appears for each of 1,,

Ia. This process can only occur via a closed quark loop, so there is no Iq contribution. The

gggV operators transform under charge conjugation as

Oabc A i3 , 2,p3  TC

A IA2 A,(+)(P1,P2,P3;P4,P5)

OAIA 2 A3 ()(1,2, P3;P5, P4)' . (5.159)

Charge conjugation invariance of QCD thus leads to

cab&CA1A2a( ) (I P2,3;P4, P5)

= C,,",Ia (P5,2 P3#,4)

= IA, (+)(fih,,P3; P4, P5) ,(5.160)

where we used Eq. (5.138) in the last line. This implies that to all orders in the strong

coupling, only the fully symmetric color structure dabc can contribute to I, and G. For

Ca the same relation holds but with an additional minus sign on the right-hand side due

to the weak axial-vector coupling in Ia. This implies that for Ia and Oa only the fully

antisymmetric color structure if abc contributes, as given in Eq. (5.158).
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We decompose the gggef Wilson coefficients as

01\lA23(,\)

e2 {[QQi + e V+
= 2 + Liv + VR zs3 o93&

e At 2 PZ(S45)] CVA 1A2 A 3(A R)

+ sin(2 w) P(s45) CaA 2A3(A)} , (5.161)

where

+ = V, v_ = ve{, (5.162)

and we have

COvAjA2X3(+) (f1P2, P3, P47fP5)

Ca0iA2 A(+)(1, P2, 3; P4, P5)
0

(Av,in (1A4, 2A, 73A3;4,+, 75)

-0 0

C0v,aAlA 2 (-)(1, (2, P3;f4, 5)

= O,aAjA2(+)( . (5.163)

For brevity, we have not written out the various gluon helicity combinations. The one-

loop amplitudes for gggZ were calculated in Ref. [3651, and the two-loop amplitudes were

computed in Ref. [3661. Since their contribution is very small we do not repeat them here.
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5.6.3 V + 2 Jets

Here we consider the processes q'q'q V, qq qq V, and gg qq V. The ggggV process is allowed

as well, but only arises at one loop, so we do not explicitly consider here. It can be treated

similarly to gggV, but using the gggg color basis analogous to that for ggggH given in

Eq. (5.130).

The NLO helicity amplitudes for V + 2 jets were calculated in Refs. [367, 2351 assuming

that all kinematic scales are smaller than the top mass mt and including the 1/mi corrections.

We give the full expressions for the LO results in Appendix B.3.3. Since the NLO results are

rather long, we do not repeat them, but we show how to convert the results of Refs. [367, 2351

to our notation.

q'q'qqV and q7 qqV

For q'q'qqf, the helicity operator basis is

-q; = 2+ -6q34+ J 56+

.;+= Jq'12+ q 34 +

O;+;+ - Jq' 12- q34+ -56
- q'12- q 34+

-f;+ Iq'12- q3 4- 'eh6. (5.164)

For identical quark flavors, 7 qe, the basis reduces to

( j-3 2+ fq34+ Je56 +

O+-; += Jq2+ Jq34- Jf56

S 4 j 4 Je Y (5.165)
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For W + 2 jets, the corresponding partonic processes are qqudCl and qq du vi, and the

helicity operator basis is

O + -) = 12+ 4d 34- J& 56-
0 0 = J 2 3  J56 .

0( ;W+) - q 12 Pdu34- Jf- -

We use the color basis

TQIS = 2TF 7/3 J' (5.167)

For distinct quark flavors, the color decomposition of the amplitudes in this basis is

4(q'1q q3 q4 54f6) (5.168)

2TFi 6 4 6a& 2 Ax (1q' ,; 3q, 4q; 5e, 6)
1

+ 2TFi 6ai 2 6a3d 4 1 Bx(1 q, 2g; 3q, 4q; 5e, 6).

For identical quark flavors the amplitudes can be obtained from the distinct flavor amplitudes

using

(5.169)

where it is to be understood that the electroweak couplings of q' must also be replaced by

those of q.

Writing the Wilson coefficients in the decomposition in Eqs. (5.136) and (5.137), we have

for the q'q'qq ee channel

C(A q;,q;A)(P1, P2;P3,P4; 5, P6)

= e2 { [QeQq + VtVqP(S5 6)]

x Cq(AqI;Aq;At) (PII P2; 3, P4; P5, P6)
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, Ebo E,S) .

x(q,14246) = lx(q'12'q44166 )

- Ix(q'q4q342l6) ,



+ (QlQq' + '11v , Pz sq1+ A VeAPZ(S56)]

x Cq(;Aq,;At)(P3, P4; P1,P2 ;5,P6)

nf .Z

+ [QQi + vt' 2  Pz(s 5 6 )] CV(A,;Aq;A)(- --)

of
+ .(' PZ(S56) Ca(,Xqt;Aq ;A)(...

sin 2tw)

with the weak couplings

V+ = V , V _ = VU, Vq = V , V q = V q
+ VR, VL.

The same decomposition is used for the case of identical flavors, qg qqe. For the W+

channels, qq udf E and qq dii v, we have

e2VM
C(A,;ws(- -WT) = ud Pw(S 56) C(;-;-)(.2 sin 2w

(5.172)

The coefficients for q'q'qV are given by

Cx(+;-;+)(P1,P2;P3,P4;P5,P6)

Cx(+; ;-)(P1, P2;P3, P4;

Cq,(-;+; ) (P1 P2; P3, P4;

Ca(-;+; )(P1, P2;P3, P41

Cq,(-;-; )(PI, P2;P3, P4;

Ca(-;_;+)(P1, P2;P3, P4;

f5, P6)

f5, P6)

P5, P6)

P5, P6)

P5, P6)

Ax,fin(1+,2-;3+,-4-;-5,6)

Bx,fil(1 +, 2-,; 3+,4- 5+, 6-)

Ax,fin(11,2-,; 3-,4+t; 5+, 6)

B fi (1 +, 2-,; 3-,14+i; 5+, 6-)(N x,'nqqI qI6)

C'(+; ;+) (P1 ,P2; P 3, P4; P6, P5)

-Cq,v(+;-;)(P2, P; P4, P3; P5, P6) ,

Oa(+;-; )(P2, P1P;4, P3;P5, P6),

- 0 q,v(+;+; ) (P2, P1; P4, P3; P5, P6) ,

Ua(+;+;+) (P2, PI;P4, 73; P5, P6) , (5.173)
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and for qq qq V they are given in terms of the amplitudes Ax,,i and B.,,i for q'i'qq V by

Ax,fin(l+, 2-2; 3+,4--; 5+,16-) - -Bxefn(I+, 4-2; 3+,12- 5+, 6-)

yB ,fi n(l +, 2 -; 3+ , 4 -; 5+ 67 ) -B A n(1+ , 4 -; 3+ , 2q ; 5t 6 ) 1

Ax,in (1 +,7 2-2; 3-, 4+; 5+, 6)

Bx,fin(l+, 2-2; 3-, 4+i; 5+ , 6)

(
Cx( +;-)(P1,P2;P3,P4;P5,P6) = Qx(+ ;+)(PP2;3,4;P6,P5),

Sq, J(--; )(P1, P2;P3, 4;P5, P6) = -Cq,v(++; )(P2, P1;P4, 3; P5,

C'a(- -; )(P1, 2; P3, P4; P5, P6) = C'a(++; )(P2, iP; f4, P3; P5, P6) . (5.174)

The various relations for the coefficients with fHipped helicities follow from Eq. (5.138)

and charge conjugation invariance. The tree-level helicity amplitudes are given in Ap-

pendix B.3.3.

gg qq V

For gg qq f , the helicity operator basis consists of 12 independent operators,

0 abf -o 1 Ba b16
S+(+; ) = B+ 132+ ,34+ Je56 ,

0 ab do/ 1 8' 2+JoJ 6
++(-; 2Jq 3

4 - ~ 5

0 abdO/ = Sa 1 b 1&0
+-(+ ) = B+ B52 _ Jq34+ Jh56 ,

Oab =+ 13a Jd J156+,

+--; 1+ B162- Uq34+ 5

0 ab! do 1 6  0c(++ ) 2 B _ 2- Jq34+ J56

O"_ _. = B " 2 'q_34-_ Jf56+ .
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Cx(+-;+) (P1,i P2; P3, P4; P5 , P6)=



For WT, the corresponding partonic processes are gg udfei and gg dii vf, and the helicity

operator basis reduces to six independent operators,

++ (w-) = 1a+ 2A+ '$d34- Au

O a 5 w - Ba B b _Ja 4 _
+-(W+-) = _ d34- Jev56-

Ojab6.aB 1 'U ~ a

0 ab /3 - i~ ~b fT/3

+'-W+) 1 .2- du34- ' iv56-,

0 abif -p 13a 13b T
2- B1 - 2  Ju34- .Jve56-. (5.176)

We use the color basis

'Z'aba = ((TaT b)" , (T bT a)a , tr[T aTb] a ) , (5.177)

and the amplitudes are color-decomposed as

Ix(9192q 3 44.5 6 )

i E [Tao() Ta,2) I] Ax(o-(1), a(2); 3q, 4 q; 5e, 61)
c-ES2

+ itr[T aTa2] Ja3 B(1, 2;3,4; 5,6) . (5.178)

Writing the Wilson coefficients in the decomposition in Eqs. (5.136) and (5.137), we have

for the gg qq ff channel

CAiA 2 (Aq;Ae)(P1, P2;P3,P4; P5A,6)

- e 2  [QeQq + VtV~qPZ(856)]qAA2 (A,;A)(.)

+ > Qj Qi + ve Vi + V pz(s)O C( .-)
AR 2 PZ(56VIAIA2(AqAe)(.
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+ sin(2 w) Pz (556) CaA 2 (q;) (- -- ) , (5.179)

with the weak couplings

vf'+V4, v _=%V, v = v , v_=vq . (5.180)

For the W T channels gg udfiP and gg dFL v, we have

e20t)
SAA(WF)(- - - 2n Pw(S 56 ) Cq\IA2(-;-)( ... ) (5.181)

2 sin 2 W

The coefficients for gg qq V are then given by

CxAiA2 (+;+)(P1,12;P3, P4;P5, P6)

Ax,fin(1A, 2 A2; 3+, 4-2; 5+,16-)

= Axfi(2,A2 1 A; 3 ,4-;5+,6-)

Bxfin(1A, 2A2 ;3 ,4--; 5t, 6 -)

OxA1A2(+;-)(P1, P2;P3, P4;P5, P6)

= A24(+;+)(P1, P2;P3,J4;fi6,5) .(5.182)

The remaining Wilson coefficients are obtained by charge conjugation invariance as follows,

Cq,,tylA(--; )(#1, 2;P3,94;P5, 96)

= $q,volA2(+;+) (Pl, P2; P4, 3 3; P5, P6)

'aA 1A2(-; )(fil,72; P3,9 4; f5,9 6)

--ZakiA(+; )(P1,fi2;fi4,3;5,46),

0 1 0

with V- 1 0 0 (5.183)

0 0 1
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The tree-level helicity amplitudes are given in Appendix B.3.3.

5.7 pp -+ Jets

In this section, we give the operator basis and matching relations for pp -4 2, 3 jets. We

consider only the QCD contributions, so that quarks only appear in same-flavor quark-

antiquark pairs with the same chirality, and so are described by the currents Ji . The

helicity amplitudes for each channel are given in Appendix B.4.

5.7.1 pp -+ 2 Jets

For pp -+ 2 jets, the partonic channels qqq'q', qqqq, qqgg, and gggg contribute. We will

discuss each in turn. The one-loop helicity amplitudes for all partonic channels were first

calculated in Ref. [244]. The tree-level and one-loop results are given in Appendix B.4.1.

The two-loop amplitudes have also been calculated, and can be found in Refs. [368, 369] for

qqgg, Refs. [370, 371, 372, 373] for qqq'q', qjqq and in Refs. [374, 375j for gggg.

qj q'q' and qg qq

In the case of distinct quark flavors, qqq'', the helicity basis consists of four independent

operators,

- j( - J J~
Sq 12+ q' 34+ )

-Ofi/3-jJM J
0(+;-) q 12+ Jq' 34-

( q12- q'34+ '

0 &)j3;Y5-b j5EI J16

- q12- Jq 34- (5.184)

For identical quark flavors, qq q, the helicity basis only has three independent operators,

(++) = 12+ 34+
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Odj5- jti 3 -f3
( )- 12 34-

(- -) -= 12 L34- (5.185)

Here we have not made the flavor label explicit, since both quark currents have the same

flavor. In both cases we use the color basis

T&I1 - 2TF (60'SQY 6f, S 6Y ). (5.186)

The QCD helicity amplitudes for qq q'q' can be color-decomposed in the basis of Eq. (5.186)

as

(5.187)I(qjq2q'q) = 2TF i6 4 0 A3 2  (1q, 2q' 3q ' ,

1 1
+ 6 ia 2 6a3 a4 B(1, 2q; 3, 4q,),

Nqq

where we have included a factor of 1/N for convenience. The amplitude vanishes in the case

that the quark and antiquark of the same flavor have the same helicity. This is equivalent

to the fact that the operators of Eq. (5.184) provide a complete basis of helicity operators.

For identical quark flavors, the QCD amplitudes can be written in terms of the amplitudes

for the distinct flavor case as

I(qq2q 3q4 ) = (q 1 q2q'q) - E(q"4q3). (5.188)

The Wilson coefficients for qq q'q' are then given by

Ain (1+,1 22 3+, 4)

Bfi,(1+, 2-2; 3+, 4-)

Afn (1 +, 2-; 3- , 4+)
Bfi,(1+, 2-; 3-, 4+)

C(+; -) (P2, iP; P4, P3),
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C(+;+) (PI, P2;- P3, fi4)

-0
C(+;-) (P1i, P2; P3, i 4) =

C1(-;+)(P1, P2;P3,4) =



(_;_)(fi1,P2;i3,P4) = C(+;+)(P2,i1;P4, P3) , (5.189)

and for qq qq they are given in terms of the amplitudes Afin and Bfi, for qq q'q' by

Afin(1+, 2-; 3+, 4-) - 1B (1+, 4-; 3+, 2-)
C(++)(P1,P2; P3,P4) - ( ) q q 2iq)

W )qqqqBn(1l+, 2-; 3+,14--) -AfiI(1,+, 4-; 3+, 2-)

Afin(1+, 2-; 3-, 4+)
C(+-) (P1, P2; P3, P4) =

Bfin(1+, 2--; 3-,14+)

C(--)(1,P2;P3,P4) = C(++)(2,P1;P4, P3). (5.190)

The relations for C(-; ) and C(--) follow from charge conjugation invariance. The Wilson

coefficient C(+-) is equal to C(+;-), since the amplitude vanishes when the quark and anti-

quark of the same flavor have the same helicity (both + or both -), so there is no exchange

term. The subscript "fin" in Eqs. (5.189) and (5.190) denotes the IR-finite part of the helicity

amplitudes as discussed in Sec. 5.4, see Eq. (5.96). Recall that the symmetry factors of 1/4

in Eq. (5.185) already take care of the interchange of identical (anti)quarks, so there are no

additional symmetry factors needed for C(++). Explicit expressions for all required partial

amplitudes at tree level and one loop are given in Appendix B.4.1.

ggqq

For ggqq, the helicity basis has a total of six independent operators,

0 ab&/3 13 13 jiI3

-++ 2D1+ 2  34 '1

0 ab CrB I3& fb_ 16
++= 1+ 2_ J34

0 ab a)3 1 L ~ i j T
-- (+ 2 1 2-34 '

ab _ = 1 B

-B 2+ 2 34

0 abrI3 3a Bbj Ict
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Oabd# 1 B1 pB JTO.
- D 1 _'2 3 4- (5.191)

Note that the use of a helicity basis has made it easy to count the number of required

operators. ' For the color structure, we use the basis

Taba = ((TaTb),' , (TbTa)a , tr[TaT] a ). (5.192)

The color decomposition of the QCD helicity amplitudes into partial amplitudes using

the color basis of Eq. (5.192) is

1(919 2 q3q4)

i E[TSa2 Ta,2)I A(o-(1), -(2); 3,4q)
0-ES2

+ i tr[T1Ta2] 6a3 &4 B(1, 2; 3,, ) (5.193)

from which we can read off the Wilson coefficients,

U+-(+)(P1, 2;P3,f4) =

C0++(+) (P1, i2; P3,f4) =

Afin(1+, 2-; 3+,4-)

Afin(2-, 1+; 3+, 47),

Bfifn(1+, 2-; 3+, 4-)

Afin(1+, 2+; 3+, 4-)

Bfn(1+, 2+; 3+, 4-)/

Afin(I1 2-; 3q+ 14))

Afin(2- 1-; 3+, 4)

Bfin(1-7 2-; 3+, 47)

(5.194)

9This should be contrasted with the more complicated basis given in Eq. (126) of Ref. [291 which is built
from fields Xy, and Bk1' and standard Dirac structures. It can be reduced to a minimal basis using identities
such as 02 = -01, 08 = 07 - 4t03 - 4t0 4 and 06 = 05 - 201 + O(E) where t = -WiW 3 ni -n3 /2, and then
can be related to the basis used here.
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The remaining coefficients follow from charge conjugation as discussed in Sec. 5.3.5,

CAA2)(-(1,p2;P3,P4) = VCAA2 (+)(1,P2;P4,;P3) ,

0 -1 0

with V= -1 0 0 . (5.195)

0 0 -1)

At tree level, the partial amplitudes are well known, and only the first two entries in C+-( )

are nonzero. Explicit expressions for all amplitudes at tree level and one loop are given in

Appendix B.4.1.

9999

For gggg, the helicity basis has five independent operators,

o-abcd 
1 Ua pb c 3 d

4 1+2 3 4-'

0 abcd I uau s 3d

Off 3+ = + 2+ B 3B+ +B+

Oabc_ = Bia+BpB_ ,~ ~

o afc_ = B"+a +Lb_Bcjd,

---d+ =3! iB _B _ i

04c_ _ I B aLBBjB_. (5.196)

We use the color basis

T

tr[abcd] + tr[dcba]

tr[acdb] + tr[bdca]

abcd tr[adbc] + tr[cbda]tT"adbc]= (5.197)
2 2TF 2tr[abltr[cd(

2trlac]tr[db]

2tr[adltr[bc]
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where we have used the shorthand notation

tr[ab] = tr[T aTb] , tr[abcd] = tr[T aTT"Td} . (5.198)

Under charge conjugation, the operators transform as

C Oad abcd C = Oba T 3abTd. (5.199)

Thus, charge conjugation invariance of QCD leads to

CAa 4 =Cdba . (5.200)

In principle, there are three more color structures with a minus sign instead of the plus

sign in the first three lines in Eq. (5.197). Since charge conjugation is a symmetry of QCD,

Eq. (5.200) holds to, all orders, so these additional color structures cannot contribute. In

particular, the color structures in Eq..(5.197) cannot mix into these additional structures at

any order. Hence, it is sufficient to consider the reduced basis in Eq. (5.197) instead of the

9 different color structures, which were used for example in Ref. [2961. Note that for N = 3

it is possible to further reduce the color basis by one using the relation

tr[abcd + dcba + tr[acdb + bdca] + tr[adbc + cbda]

= tr[ab]tr[cd] + tr[ac]tr[db] + tr[ad]tr[bc] . (5.201)

We refrain from doing so, since it makes the structure of the anomalous dimension matrix

less visible, and because there are no such relations for N > 3.

The color decomposition of the QCD amplitude into partial amplitudes using the color

basis in Eq. (5.197) is

-(91929394) = tr[a(1)a,(2 )a( 3)a( 4)]
8 7S4 1Z4
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x A (a (1), or(2), a (3), a (4))

+ trao()a,(2 )]tr[a( 3 )a( 4 )

OES4/Z2

x B(a(1), o(2), u(3), a(4))] , (5.202)

from which we obtain the Wilson coefficients

2Afin(1+, 2+, 3-4-)

2Afin(1+, 3-, 4-, 2+)

2Afifn(1+, 4+, 2+, 3-)
C++-- (PIP2, P3, P4) fn( + - -

Bfin(1+, 3-, 4-, 2+)

Bin (1 +, 4-, 2+, 3-)

2Afin(l+, 2+, 3+, 4-))

2Ain(l+, 3+, 4-, 2+)

2An(1+, 4 -, 2+, 34)

Bfin(1+, 2+,13+1 4-)

Bin (1 +, 3+, 4-, 2+)

Bfi,(1+,7 4-,7 2+,13+)

2Afi,(1+, 2+,13+, 4+)

2Afin(1+, 3+, 4+,12+)

2Ain (1+,7 4+, 2+,7 3+)
C . .(P)P2,~iP) = Bfn(l+, 2+,13+, 4+)

Bin (1 +, 3+, 4+, 2+)

Bfin(l+, 4+, 2+, 3+)

0---+(P1, P2,P3,P4) = C+++-(P1, P2,P3,P4),

C_ ---- (P1, P2,P3,4) = C++++(P1, P2, P3,P4) .(5.203)
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The last two coefficients follow from parity invariance. The factors of two in the first three

entries of the coefficients come from combining the two color structures in the first three

entries in Eq. (5.197) using charge conjugation invariance in Eq. (5.200).

The tree-level amplitudes are well known. At tree level, only the A amplitudes with two

positive and two negative helicity gluons are nonzero. Because the A amplitudes correspond

to a single-trace color structure, which possesses a cyclic symmetry, the corresponding partial

amplitudes are invariant under the corresponding cyclic permutations of their arguments.

Explicit expressions for the required amplitudes at tree level and one loop are given in

Appendix B.4.1.

5.7.2 pp -+ 3 Jets

The four partonic channels g qqq'q', g qq qq, ggg qq, and ggggg contribute to pp -+ 3 jets,

which we discuss in turn. The one-loop partial amplitudes for the different partonic channels

were calculated in Refs. [245, 246, 243]. Tree-level results for the helicity amplitudes for each

partonic process are given in Appendix B.4.2.

g qq q'q' and g qq qq

For the case of distinct quark flavors, g qq q'q', the helicity basis consists of eight independent

operators,

Oa d&y - " M J
( 1 + q 2 3 + q' 4 5 +

O""- B" Jc4 J3
(+;-) -1 q 23+ q'45-

Oa 501 - B3a JaM) J4
(-;+) ~ 1 q23- q'45+

Oafy = Bi a. 23 JT 4_. (5.204)(-;) -1 -q23- q' 45-

For identical quark flavors, g qq qq, the basis reduces to six independent helicity operators,

aIx35 3
= 1 -p'3 -J

+ a j23+ j45'+
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Qac4 373 
- 3a~ a3 1 Y6

:(-) 1 ']93+ 145-'

0aL4~ _o;J ' a 1 J 
3  -6

-4 
23- 45- (5.205)

In both cases we use the color basis

Ta aoy3 = 2TF (TS6, Ta , Ta a6, T a 6 . (5.206)

The QCD helicity amplitudes for g qq q'q' can be color decomposed into partial amplitudes

in the color basis of Eq. (5.206) as

I(g1 q2 3q4"q ) = 2TF[ - A(1a2, 3-4 5q,)+ Til a' A(1; 4 5,;2 3 )
05403 AI 2q 3q q 0403601205 ,q ,q q,3q

+ Ta 60 40 5B(1;29, 34 4', 54) N T Sa6 o2 3 B(1;4Aq, 54;2, 4

(5.207)

where we have used the symmetry qq + q'o', and inserted the factors of 1/N for later

convenience. The amplitude vanishes when the quark and antiquark of the same flavor have

the same helicity (both + or both -), in accordance with the fact that the operators of

Eq. (5.204) provide a complete basis of helicity operators. For identical quark flavors, the

amplitudes can be written in terms of the amplitudes for the distinct flavor case as

I(gq2q 3q445 ) = I(gq2 q') - q ) (5.208)

The Wilson coefficients for g qq q'q' are then given by

C+(+;+)(P; P2, P3; P4, P5)

Afi,(1+; 2+, 3-;- 4+, 5-)

Afin(l+;4+,5-; 2+, 3-)

Bfn(1+; 2+, 3;;4+, 5-)

-Bfi(1+; 4/, 5-; 2+,13-))
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Af.(1+; 2+,37T;4-t, 54)

Afin(l+; 4-, 5+; 2+,13-)

y Bfn(l+; 2+, 3-2; 4-, 5))

yBfin(1+; 4-, 5t; 2+, 3-)/

and for g qpq7 they are given in terms of the amplitudes Afir, and Bfi, for g qq q'q' by

C+(++)(P1; P2, P3; P4, 5)

C+(+-)(P1; P2, P3; P4,P) =

Charge conjugation invariance of QCD relates the Wilson coefficients,

CA(-; ) (1;P2,P3;P4, P5) VCA(+;+)(l;P3,P2; P5,jP4),

C(_--)(P1;P2,P3;P4,P5) = A(++)(P1;P3, 2;P5,P4)

0

-1

0

0

(5.210)

(5.211)

-1 0 0

0 0 0

0 -1 0

0 0 -1

(5.212)

The remaining Wilson coefficients for a negative helicity gluon follow from parity invariance,

C-(+; )(fi; P2, P3;P4, P5)
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(5.209)

A4,(1+; 2+,13-; 4+, 5-2) - -Bfi,(1+; 2+, 5-; 4+, 3-)

Afin(1+; 4+, 5-2; 2+, 3,- Bfin(1+ 4+, 3- 2+, 5-)

Bfin(1+; 2+, 3-; 4+,15-) - Ain(1+ 2+, 5-T;4+, 3-)

(Bfn(l+; 4+, 5-T; 2+,13-) - Afin(1+ 4+, 3-; 2+, 5-)

Afi.(1 +; 2+, 3-2; 4-, 5+)

Afi.(1 +; 4-, 5+; 2+, 3-r)

(Bfi,(1+; 2+, 3-2; 4-, 5+)

-Bfin(1+; 4-, 5+; 2+, 3-)/



=(0+(-;) (P1;2,P3;4, P5)4,

C-(++) (P1;P2,i 3;#4 A P-)

= + ()( ;P2, P3; P4,P5) .(5.213)

Explicit expressions for all required partial amplitudes at tree level are given in Appendix B.4.2.

gyg qq

For ggg qq, we have a basis of eight independent helicity operators,

Oak )3 = 3a + B+ e+i
+ +) 3!1+ 2+ B3 J45

Oak +Y1 = BI b _ TO+
b L32 5_ ',

Oak ~ Bb I 3 1'c jfd) 3

0ab+a3 2 1- 283 '45 '

Oak d13 1J4a b13 ,T (5.214)

and we use the color basis

T

[TaTb'Tcla

[TbTcTa].,

[TcTaT b]l

[TcTbTa]a$

[TaTcTb]

'Iabc a [T b TaT]Q4 . (5.215)

tr[TcTa]Tab_

tr[TaT b]T_

tr[Tb Tc1]Ta

tr[TaT Tc 6a$

tr[TcTb Ta]6,l
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The color decomposition of the QCD helicity amplitudes into partial amplitudes using

Eq. (5.215) is

I(g 1g29 3 M 5) = iZ[T ( "1)T aa(2)T a (3) 45

OE S3

x A(o-(1), a-(2), o-(3); 4q,5q)

+i E tr[Ta(1)Ta a)T3]T 5

aES3 /Z2

x B (o- (1), o- (2), o- (3); 4q, 5q)

+ i E tr [T ao( OT ao(2>T a"(3)] 6046
O'E 313/

x C(o-(1), a(2), o-(3); 4q, 5), (5.216)

from which we can read off the Wilson coefficients,

Afn(1+,2+, 3F; 4+, 5-)

Afin(2+,3T, 1+; 4+, 5)

Afin(31+,1+ 2+; 4+, )

Afin(3:F, 2+, +; 4+, 54)

Afin(1+,3T2+;4+, 5)

C++ (+)(P1, P ;4,P5) = AfAn(2+,(+,31; 4+, 5 ). (5.217)

Bfin(3F, 1+, 2+;4+, 5-)

Bfin(1+, 2+, 3T; 4+, 5q)

Bfin(2+, 3:, 1+;4+, 5-)

Cfin(1+, 2+, 3:; 4+, 5)

Cfn(3T, 2+, i+;4+, 5q)

Charge conjugation invariance of QCD relates the coefficients with opposite quark helicities,

CA A2A3(-)(01, P2, i 3; P4, iPO = VCA A2A(+) (fl, 3; P5; P4)
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with V

03x3

1 3x3

1 3x3

0 3x3

13x3

0 1

1 0)

(5.218)

where 1 x, denotes the n-dimensional identity matrix and the empty entries are all zero.

The remaining coefficients follow from parity invariance

C--( ) (Pl) P2) P3; P4, P5)

= C++-(T)(P1,P2,P3;P4,P5)

C---( ) (P, P2, P3; P4, P5)

=C+++(T) (PIP2,P3; P4, P5) .(5.219)

At tree level, the partial amplitudes are well known, and only the A amplitudes are nonzero.

Furthermore, the partial amplitudes with all negative or all positive helicity gluons van-

ish. Combining the charge and parity relations of Eqs. (5.218) and (5.219), there are

only three independent amplitudes at tree level, which we take to be A(1+, 2+, 3-; 4+, 57),

A(2+, 3-, 1+; 4+, 5-), and A(3-, 1+, 2+; 4+, 5-). These amplitudes are given in Appendix B.4.2.

99999

For ggggg, the basis consists of six independent helicity operators,

oabcde = 1 a+b+ ,

oabcde I 1 i B+ Bi + _ ,
++ - 4!1 2iT +5

+++-- 2 -3! 1 + + 3 _B- _ ,

0 abcde = 2 3! B ,
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0 abcde + B a _ 3 _ e +
--+ 4! 1 25+'

oab-e B" 3L3b _ i_3d3_. (5.220)

As before, we only need one operator for each number of positive and negative helicities. We

use the color basis

pabcde _ 1
2 -2TF

tr[abcde] - tr[edcba]

tr[acdeb] - tr[bedca]

tr[acbed] - tr[debca]

tr[abced] - tr[decba]

tr[abdec] - tr[cedba]

tr[acbde] - tr[edbca]

tr[adceb] - tr[becda]

tr[adcbe] - tr[ebcda]

tr[aebdc] - tr[cdbea]

tr[abdce] - trfecdba]

trlaecbd] - tr[dbcea]

tracebd - trldbeca

(tr[ced] - tr[dec])tr[ab]

(tr[abe] - tr[eba])tr[cd]

(tr[acd] - tr[dca])tr[be

(tr[bec - tr[ceb])tr[ad]

(tr[adb] - tr[bda])tr[ce]

(tr[ace] - tr[ecaj)tr[bd]

(tr[bdc] - tr[cdb])tr[ae]

(tr[aed] - tr[dea])tr[bc]

(tr[acb] - tr[bca])tr[de]

(tr[bed] - tr[deb])tr[ac]

295

T

(5.221)



where we have used the shorthand notation

tr[ab -- -cd] = tr[TaTb ... TcT d I. (5.222)

A priori, there are twice as many color structures as in Eq. (5.221) with a relative plus sign

instead of a minus sign between the two traces. Under charge conjugation, the operators

transform as

C OT)A pabcde C = - d2\a 5 ( abcde) (5.223)

Therefore, charge conjugation invariance implies for the Wilson coefficients

cabcde - = edCba
A1A2A3A4 A5 =_A 1A2A3A4A5

(5.224)

and hence these additional color structures cannot appear at any order in perturbation

theory, either through matching or renormalization group evolution.

The color decomposition of the QCD amplitude into partial amplitudes using the color

basis of Eq. (5.221) is

I(9g 1g 29394 95 )

2TF trla,(1)a,(2)a,-(3)a,-(4)a,,(5)I

x A (a-(1), o(2), o-(3), a-(4), o-(5))

+ E tr[a,-(1)a,( 2)a,( 3)] tr[a,(4) a( 5)]
aES5 /(Z3 XZ 2 )

x B(a-(1), o-(2), a(3), a(4), o-(5)) , (5.225)
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from which we obtain the Wilson coefficients

Afi(1+, 2++, 4 5 5-)

Afin(1+, 3+, 41, 5-, 2+)

Afif(1+, 3+, 2+15-, 4-)

Afin(1+, 2+7 3+, 5-, 4-)

Afin(I++, 2+, 4-, 5-, 3+)

Afl(1+, 3+, 2+, 4-, 5-)

Afif(1+, -, 4-, 3+, 5-2+)

Afi, (1+ , 4-7 3+7 2+, 5-)

Afl(1+, 5-, 2+, 4-,3+)

Afin(1+, 2+,-, 13+, 5-)

Afin(1+, 5-7 3+ 2+, 4-)
C+++-- (P1, - -. - P) 2

Afi,(1 +, 3+, 5-,7 2+1 4-)

Bfin(3+, 5-, 4-, 1+, 12+)

Bin (1 +, 2+, 5-, 3+, 4-)

Bin (1+, 3+, 4-, 2+, 5--)

Bfifn(2+, 5-, 3+1, 1+, 4-)

Bfin(1+, 4+, 2-, 3+, 5-)

Bin (1+, 3+, 5-, 2+, 4-)

Bin (2+, 4-, 3+, 1+, 5-)

Bfin(l+, 5-, 4~,2+, 3+)

Bin (1+, 3+, 2+,7 4-, 5-)

\Bin (2+, 5-, 4-, 1+,7 3+)7

0----+(# M - .. 109) +++(1, - - -.,P5)

-5) C+++--(P.- , 5) . (5.226)

For brevity, we have not written out the coefficients C++++- and C++++. They have
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exactly the same structure as C+++-- with the replacements 4- -+ 4+ and 4-, 5- -+ 4+, 5+,

respectively, in the arguments of the helicity amplitudes. The remaining Wilson coefficients

are given by parity invariance as shown. The overall factor of two comes from combining the

two color structures in Eq. (5.221), which are related by charge conjugation.

At tree level, all the B amplitudes vanish, as do all the amplitudes in C+++++ and

CO_-_. By the parity relations given in Eq. (5.226), only the A amplitudes in 0+++--

are then required for the tree-level matching. Since these amplitudes correspond to single

trace color structures, which posses a cyclic symmetry, the required partial amplitudes are

invariant under the corresponding cyclic permutations of their arguments. Therefore, at tree

level, there are only two independent amplitudes, which we take to be A fif(1+, 2+, 3+, 4-, 5-)

and Afin(1+, 2+, 43+, 5-). These are given in Appendix B.4.2. Simplifications also occur

at one loop, since the B amplitudes can be expressed in terms of sums of permutations of

the A amplitudes [229, 230].

5.8 Renormalization Group Evolution

In this section, we discuss the renormalization group evolution (RGE) of the Wilson coef-

ficients. We start with a general discussion and give the solution of the RGE to all orders

in perturbation theory. For completeness, we also explicitly derive the (known) anomalous

dimension at one loop. To discuss the RGE, it is convenient to consider the operators Ot in

Eq. (5.54), which are vectors in color space. Lastly, we give explicit results, in a manifestly

crossing symmetric form, for the relevant color mixing matrices for the color bases we have

used in the previous sections. Since the operators' renormalization is independent of their

helicity structure, we drop all helicity labels throughout this section for notational simplicity.

5.8.1 General Discussion

The renormalization of the hard scattering in SCET can either be carried out as opera-

tor renormalization, where the relation between bare and renormalized matrix elements is
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(0t)bare = Zr1g/2 Z"l/ 2 (Ot)re"Zo, or with coefficient renormalization where (dt)barebare

Zn/ 2Z"/ 2 (dt )bareZCre". The relationship between the two is ZC = Z5 . Here Z and ZA

are the wave-function renormalizations of the SCET collinear quark and gluon fields ,, and

An , defined in Sec. 5.2.2, and

n =n+fn- , nq =ln +nl- (5.227)

are the total number of quark and gluon helicity fields in the operator (recall that there are

two quark fields in each of the fermionic helicity currents). The UV divergences for (0t)bare

are given in terms of a local product (as opposed to a convolution over label momenta),

since we are working at leading power where the operators contain a single field per collinear

sector.

Let us consider more explicitly how the renormalization works at one loop. The coun-

terterm Feynman rule at this order is

(dt)r* (Z Q/2 Z"j/2 zc - i) . (5.228)

At one loop, the UV divergences of (Ofbare are proportional to the tree-level matrix element

as (O) D, where D is a matrix in color space, which denotes the 1/E2 and 1/c UV

divergences (with p defined in the MS scheme) of the bare matrix element. The counterterm

has to cancel these UV divergences so

('Tree (Znq/2 gng/2 c - = (dt)** D, (5.229)

which fixes Zc at one loop.

Next consider the renormalization group equations, working to all orders in a,. As usual,

the p independence of the bare operator implies the renormalization group equation for the

Wilson coefficient
dC(p)

A =p i C(P) C (it), (5.230)
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where the anomalous dimension matrix is defined as

icp -y() d cp (5.231)_- - /' d In [

The solution of the RGE in Eq. (5.230) can be written as

([ = LOo, it) O(Po), (5.232)

with the evolution matrix

(Po, [) = P exp [f d In p' ic(p')] . (5.233)

Here, P denotes path ordering along increasing y, and p > po. The path ordering is necessary

since 'c(y) is a matrix in color space.

The anomalous dimension matrix has the general form

i/C(pL) = Ecusp~,(p) A(p 2) + i[as(p)] , (5.234)

where Fcu., is the cusp anomalous dimension and A(/p 2 ) is a process-dependent mixing matrix

in color space, which does not depend on as. Its ft dependence is given by

A(p2 ) = 1(nrCA + nq CF) In(- + A( ), (5.235)

which will be demonstrated explicitly at one loop in Sec. 5.8.2. We can then perform the

integral in Eq. (5.233) by using the running of the coupling, da,(p)/d ln p = ,8(a,), to switch

variables from in p to a.. We find

U(jto, p) = e- (ngCA-nqCF)Kr(1o,P) (5.236)

x 'Pa8 exp [r ([to, [1) ([t2) + K (po, A)]
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where P, now denotes path ordering along decreasing a,,, with a,([t) < ast(po), and

as(pL) F (a ) " da 1
Kr(po, P) = cr-W das "e da' ,

fa. 01) #(as) 1-ozo) S (as)I

Wr(po, t) = da8  ,

1440) Nas)

a: da8 s . (5.237)
A" ([o, a) = o1) 5 (afs)*

Up to two loops, the noncusp piece -(a) in Eq. (5.234) is proportional to the identity

operator [376, 3771

Y'Wz) = (nq'y + ng-ycg) 1. (5.238)

In this case, the evolution factor simplifies to

U(plo, pt) = e-(ngCA+nqCF)Kr(tzo,A)+K-y(po,ti)

Un Uio,, [t) -- t2
x exp ri~o )Ap) . (5.239)

Starting at three loops the noncusp anomalous dimension is not color diagonal, and starts to

depend on a conformal cross ratio built from factors of pi -pj [378]. (For earlier work beyond

two loops see Refs. [379, 380, 381, 382, 383, 384, 385, 386, 387J. The result of Ref. [378j

implies that the conjectured all-order dipole color structure in Refs. [382, 383] is violated.)

The evolution factors Kr (po, p), and rr(po, [L) are universal. Explicit expressions for the

integrals in Eq. (5.237) to NNLL order, together with the required coefficients for Fcusp and

the 3 function to three loops, are given for reference in Appendix B.5.

5.8.2 One-loop Anomalous Dimension

The anomalous dimension 'c(p) is process dependent. In this subsection, we derive its

general form at one loop. The anomalous dimension of the operators is determined from the

UV divergences in the effective theory. The relevant one-loop diagrams in SCET are shown
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(a)

- ~ I fa3- bi a

-T.C, , a ifaiebi a1

(b)

Figure 5-1: (a) Collinear one-loop diagrams. (b) Soft one-loop diagrams connecting two
fields i and j in the operator.

in Fig. 6-4. In pure dimensional regularization the UV and IR divergences cancel such that

the bare results for the loop diagrams vanish. To extract the UV divergences, we regulate

the IR divergences by taking the external particles off shell with p? = p' 1 ' 0.

Since all fields in the operators correspond to distinct collinear directions, the collinear

loop diagrams in Fig. 5-1a only involve one external line at a time. Different external lines

can only interact through the exchange of a soft gluon, shown by the diagrams in Fig. 5-1b.

When expressing our results, we use the notation [see Eq. (5.73)]

L Ln = ln(-PL) , Li = -i) , (5.240)

where sij = 2pi -pj.

First, we recall the wave function renormalization constants. In Feynman gauge at one

loop,

al
Z = I - a (CF +''' ,4ir e

os 1
ZA = 1 + a ( - 2CA + -- ),(5.241)

4r

where o = 11/3 CA- 4 ! 3 TFnf is the one-loop beta function coefficient [see Eq. (B.120)], and

nf is the number of considered quark flavors. Here and below, the ellipses denote possible

UV-finite terms, which are irrelevant for our discussion here. (Using the on-shell scheme for
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wave function renormalization, the Zj contain UV-finite pieces, see Appendix B.7.)

The collinear diagrams in Fig. 5-1a contribute

aSC 2 2 2
I6=2 + f f -Li+- + )(0 *

41r (
aSCA 2 1 2 +IC9 = 7 - + - - - -L + 0*)* (5.242)

where I, denotes the result of the diagram for an external leg of type i, either quark or gluon.

The soft diagrams in Fig. 5-1b differ from each other only in their color structure. The

result of the diagram connecting particles i and j (with i 7 j) is given by

as 2 2 2 2 Lj0te
IS" 2 + -L - -L +- )* ij, (5.243)

47r (c E E C

where ki and ij are matrices in color space. From Eqs. (5.242) and (5.243) we see explicitly

that the operators only mix with respect to the color structure, with no mixing between

operators with distinct helicities.

The action of the matrix ti on the color space is to insert a generator acting on the color

index of the ith particle, i.e.,

(Tic)..al... =if acbiT... bi.., (5.244)

for quarks, antiquarks, and gluons, respectively. Our ii is identical to what is usually denoted

as Tj in the notation of Refs. [388, 3891.

To give an explicit example, consider gg q4. Then, for quark i = 3 and antiquark j = 4

we have

Oict - 0 a1a2a3a4 (3 j jc)a1a2o3a4

- a1aa2d3a4 T T (T4a- )Taa2034 (5.245)
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while for gluon i = 1 and quark j = 3,

OI P3 = 0 a1a23Q4 ifaicb1T C -3 bia 2 03454 (5.246)

Plugging in the explicit basis in Eq. (5.192) and using the relations in Appendix B.1.2, we

can rewrite the resulting color structures above in terms of the basis in Eq. (5.192), which

yields

(CF

'C3i= '

.1C

0

0

-2CA

0

TF

40

0

-TF

0 0

CF- CA 0I1

TF CF

TF

-TF .

0

(5.247)

The other combinations are computed analogously.

In general, one can easily see that for i = j

Pal" --- a jic = CiT a ... a,, (5.248 )

where Ci = CF for quarks and Ci = CA for gluons. By construction, the color basis Ta1,an

conserves color, because each index corresponds to an external particle. Since i measures

the color charge of the ith particle, color conservation implies

(5.249)
i=1

As a simple example, consider gqq for which Tala2a3 = Tal 6. In this case, Eq. (5.249) gives

ifa1cb1Tbi- +T"- TI3 -T- T -la2a3 (if 2Tb 2 a T Ta23 3(

=(if 16alcb b + TcI T all) _= 0 . (5.250)
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The total bare one-loop matrix element is given by summing Eq. (5.242) for each external

particle and Eq. (5.243) for each pair of distinct particles. The infrared logarithms Li1 have

to drop out in the sum of all UV-divergent contributions. To see that this is indeed the case,

we can use Eq. (5.248) to rewrite the collinear contributions. Then, the sum of all La1 terms

is proportional to

(dt)tree ~S 3 )i

(0 ~ re( L ei L- Lj1t) i~)
i isi

= (U)Tree( Li = ) (5.251)

where in the last step we used Eq. (5.249). For the same reason the 1/ 2 poles in the soft

diagrams cancel against half of the 1/6 2 poles in the collinear diagrams. The remaining

UV-divergent part of the matrix element is given by

(0t)treeD = (0dt)*tree a [ CA +

+nCF( -- 2 , (5.252)

where the color mixing matrix is given by

A(p2)= -- j L . (5.253)
i<j

Combining this result with the identities in Eqs. (5.248) and (5.249), we can easily check

that the y dependence of A(p 2 ) is as in Eq. (5.235):

A )- A(P) = -25 E tit In(Lo) =5t etln(Lt)
i<j i P

= 1(ngCA + nqCF) In ( A . (5.254)
A
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We can now compute the anomalous dimension of the operators. From Eqs. (5.229) and

(5.252), we find at one loop

Zc = 1 - D - 1 (Z - 1) + -L (Z - 1)1, (5.255)
2 2

which using Eq. (5.231) yields the one-loop anomalous dimension

as(pL) - (-/o+fq3F]
as = 4 (ngir + n 3CF)]. (5.256)
41r

The coefficient of 4 in front of A(p2 ) is the one-loop cusp anomalous dimension coefficient

[see Eq. (B.121)]. The remaining terms determine the noncusp Y(as) in Eq. (5.234) at one

loop,

(a8 ) = t(ng#o + nq 3CF) 1. (5.257)

5.8.3 Mixing Matrices

In this section, we give explicit expressions for the mixing matrices for the color bases used

in Sees. 5.5, 5.6, and 5.7. For simplicity, we only give explicit expressions for up to four

partons, but allow for additional colorless particles, such as a Higgs or vector boson. The

matrices are straightforward to evaluate using the color relations in Appendix B.1.2, but

become rather lengthy for more than four partons, due to the large number of allowed color

structures, and are more easily evaluated in an automated way (see for example Ref. [390]).

For convenience, we introduce the following shorthand notation for sums and differences of

logarithms Lij,

Lij.kl.... = Lij + LkI +.

Ljj_..../kI....) = (Laj...) - (Lki....) , (5.258)

with Lij = ln(-si/ ft2 - iO) as defined in Eq. (5.73).
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Pure Gluon Mixing Matrices

For gg and ggg in the bases used in Eq. (5.105) and Eqs. (5.110) and (5.157), we have

Agg(/t 2 ) = CA L12 ,
0

1)
Aggg (t2

1
Aggg(2) =-CA L12.13.23

2 (0

For gggg in the basis used in Eqs. (5.130) and (5.197), we have

Agggg (A2)

1CA L12.14.23.34

0

0

TFL1 2. 3 4 /( 13 2 4)

0

TFL1 4. 2 3 /( 1 3 2 4 )

0

0

TFL12-34/(14.23)

TFL13.24/(14.23)

0

0

0

2CAL131423.24

0

TFL13.24/(12.34)

TFL14.23/(12-34)

2TFL14.23/(13.24)

2TFL1 3. 2 4 /(14 2 3 )

0

CAL12.34

0

0

0

2TFL1 2. 3 4 /( 14 2 3 )

2TFL14.23/(12.34)

0

CA L13.24

0

2TFL12. 3 4 /(1 3 .2 4 ) '

0

2TFL13.2 4 /(1 2 .34)

0

0

CAL14.23

5.260)

For our color bases formed from multitrace color structures, the structure of the mixing

matrices is simple. Since the mixing matrices are determined by single gluon exchange,

cyclicity is maintained, and all that can occur in the mixing is that a single trace splits into

two or two traces recombine into one. For example, the color structure tr[TaTbTcTd] can

only mix with

tr[TaTbTcT I, tr[TaTb] tr[TcT d] , and tr[TdTa tr[T bTc] .

Therefore, although the mixing matrices quickly get large as the number of color structures

grows, their structure remains relatively simple. (An alternative approach to the organization

of the anomalous dimensions for a large number of partons has been given in Ref. [391}.) For

the dijet case, i.e., in the absence of additional colorless particles, the kinematics simplifies
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S - S12 - 834, t = S13 = 824 ,

and these matrices were given in Ref. [335], which also gives their eigenvectors and eigenval-

ues.

Mixing Matrices Involving qq Pairs

For qq and gqq in the bases used in Eq. (5.141) and Eqs. (5.110) and (5.149), we have

Sqq (pt2) = CF L 12 , Sgq([t2) = [CAL1 2. 1 3 + (2CF - CA)L 23 .

For qjq'q' in the basis used in Eqs. (5.118), (5.186), and (5.167), we have

Aqq qq ([1 2) A qq qiY([12)
CF L1 4 .23 + (CF - ICA) L 1 2 -3 4/(1 3. 2 4 )

TF L 1 2. 3 4 /( 1 3 .2 4 )

TF L1 4. 2 3 /(1 3. 2 4 )

CF L1 2. 3 4 + (CF A) L14.23/(13.24)

(5.264)

For ggqq in the basis used in Eqs. (5.124), (5.192), and (5.177), we have

(ICA L 12.13.24 + (CF - !CA) L 34

'Ag g4( [2) = 0

TF L12.34/(14.23)

0

1C A L 1 2. 1 4. 2 3 + (CF CA) L 34

TF L 12.34/( 13.24 )

TF L 13.24/( 14. 23 )

TF L 1 4. 2 3 /( 13. 2 4 )

CA L12 + CF L34

(5.265)

Again, these simplify in the dijet case, for which they were given along with their eigenvectors

and eigenvalues in Ref. [3351.

5.8.4 Soft Function Evolution

In this section, we review the renormalization group evolution of the soft function, focusing

on our use of the color basis notation of Sec. 5.3.4 for nonorthogonal bases. We will consider
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the particular case of the N-jettiness event shape [104], which allows for a definition of

exclusive N-jet production with a factorization theorem of the form of Eq. (5.2).

The color mixing matrices of the previous section are in general complex valued for

physical kinematics. For a physical channel, some of the appearing sij are positive, giving

rise to imaginary terms from the logarithms, as in Eq. (5.73). Since the cross section is real,

these imaginary terms generated by the renormalization group evolution must drop out of

the final result. We start by describing the properties of the soft function that ensure that

this is the case.

Recall that the hard function H, for a particular partonic channel r has its color indices

contracted with those of the soft function. Explicitly,

tr(H.S.) = K1"o"#S """ (5.266)

The soft function is defined as a vacuum matrix element of a product of soft Wilson lines Y

as

S,(M, {ni}) = KO JT Yt({ni}) 6(M - AI) T Y({ n}) 10, (5.267)

where Y({ni}) is a product of soft Wilson lines in the ni directions. It is a matrix in color

space, and Vt is its Hermitian conjugate. Here T and T denote time ordering and antitime

ordering respectively. The matrices Y and 9 t are multiplied with each other, i.e. one of

the color indices of the corresponding Wilson lines are contracted, and the external indices

correspond to b1 ... -# and a, ... a, respectively. Thus, for example YtY = 6 ...6a--- .

The dependence of the soft function on the particular measurement, as well as the details

of the jet algorithm, are encoded in the measurement function Ml, whose precise form is not

relevant for the current discussion.

From the definition of the soft function in Eq. (5.267) we see that it is Hermitian, namely

(S nal...aen)* = Sal..anb. 3n. In abstract notation, this means ,= t S, which implies that
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the product CS,C appearing in the cross section is real, so imaginary terms that appear

in the Wilson coefficients due to renormalization group evolution drop out in the final cross

section.

While this argument is trivial in a basis independent form, it is important to emphasize

that in a nonorthogonal basis it takes a slightly more complicated form. As discussed in

Sec. 5.3.4, in a specific nonorthogonal color basis, Eq. (5.266) takes the form CO sO =

C*T SC as in Eq. (5.58), where the matrix T is defined in Eq. (5.56). Similarly, the

matrix representation of S, is not Hermitian with respect to the naive conjugate transpose

of its components. Instead, the condition on the reality of the cross section is given by [see

Eq. (5.57)]

& = ST = T-1 S*T f (5.268)

The invariance of the cross section under the RGE

d
P dN = 0, (5.269)

dp

implies relations between the anomalous dimensions of the SCET functions appearing in the

factorization theorem of Eq. (5.2). In particular, it allows the anomalous dimension of the soft

function to be determined from the anomalous dimensions of the Wilson coefficients, along

with the anomalous dimensions of the beam and jet functions. The anomalous dimensions

of the jet and beam functions are proportional to the color-space identity. The anomalous

dimensions of the beam and jet functions appearing in the N-jettiness factorization theorem

are equal to all orders in perturbation theory [3921 allowing us to use only the jet function

anomalous dimension in the following discussion. Renormalization group consistency then

implies that the contributions of the soft function anomalous dimension not proportional to

the identity, including the color off-diagonal components, are completely determined by the

anomalous dimensions of the Wilson coefficients.

The soft function for N-jettiness can be written in the general form of Eq. (5.267), but
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with an explicit measurement function

SK(ka, kb, k1 , ... , kN, Ini}) (5.270)

= 0 T Ytf({n}) 6(ki - 'i) T Y({ni}) 0).

Here 'i picks out the contribution to the N-jettiness observable from the momentum region

i, whose precise definition can be found in Ref. [301]. The soft function for N-jettiness was

first presented to NLO in Ref. [3011, and more recently analyzed to NNLO in Ref. [211].

The all-orders structure of the renormalization group evolution for the soft function can

be derived from Eq. (5.269), and is given by [296, 3011

d
p--S({ki}, p)
dp

dk js({ki - k }, p) S ({k$}, p)

+ S({k },l p) ({ki - k }, )] . (5.271)

The soft anomalous dimension -s, and its conjugate %s, are given in terms of the anomalous

dimension -yj of the jet function and the anomalous dimension of the Wilson coefficients, Yc

defined in Eqs. (5.230) and (5.231), as

s({ki}, [t) -1 Q - (Qiki p) S (ki )
Ji

- 2 c(p) 6(ki) . (5.272)

(Here, the Qi are related to the precise N-jettiness definition, see Ref. [3011.) The Hermitian

conjugates of 'c and 's above again refer to the abstract Hermitian conjugate in color space.

In a nonorthogonal color basis, they are given in terms of the complex conjugate transpose
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components according to Eq. (5.57) as

T- = --y, T, = T--y*/ T. (5.273)

5.9 Conclusions

In this chapter, we have presented a helicity operator approach to SCET. Helicities are

naturally defined with respect to the external lightlike reference vectors specifying the jet

directions in the effective theory, eliminating the need to consider complicated Lorentz and

gamma matrix structures in the operator basis. The helicity operators correspond directly to

physical states of definite helicity and color, which when combined with color organization

techniques, greatly simplifies the construction of a minimal operator basis. Furthermore,

the helicity operators are automatically crossing symmetric, and make manifest parity and

charge conjugation symmetries, making it simple to determine relations amongst Wilson

coefficients.

We demonstrated the utility of the helicity operator approach by explicitly constructing

the basis valid to all orders in perturbation theory for a number of key processes at the LHC

involving jets, and then determining the matching coefficients. In particular we considered

pp - H + 0, 1 jets, pp -+ W/Z/-' + 0, 1 jets, and pp --+ 2 jets at next-to-leading order, and

pp -+ H + 2 jets, pp -+ W/Z/-y + 2 jets, and pp -- 3 jets at leading order. We also discussed

the dependence of this matching on the regularization scheme, considering schemes with

helicities in 4 and d dimensions. An important and well-known simplification of the SCET

approach is that when dimensional regularization is used for both IR and UV divergences,

all loop graphs in the effective theory are scaleless, and thus vanish. As a result, the hard

SCET Wilson coefficients in the MS scheme, determined from matching QCD to SCET,

are given directly by the IR-finite parts of color-ordered helicity amplitudes, defined using

Eq. (5.96). The use of our helicity operator basis therefore makes it simple to combine

analytic resummation in SCET with fixed-order calculations of helicity amplitudes.

The all-orders structure for the renormalization group evolution of the helicity operator
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basis was discussed in detail. At leading power, distinct helicity structures do not mix, with

renormalization group evolution causing mixing only in color space. This feature is made

manifest at the level of the SCET Lagrangian due to the expansion in the soft and collinear

limits. Subtleties associated with the use of nonorthogonal color bases were carefully treated,

and expressions for the color sum matrix T are given for the used color bases for all processes

considered in the chapter. Explicit results are also given for the one-loop mixing matrices

describing the renormalization group evolution in color space for the case of pp -+ up to 2

jets with an arbitrary number of uncolored external particles and in a manifestly crossing

symmetric form.

Combining the methods of this chapter with known expressions for jet, beam, and soft

functions for particular exclusive jet cross sections, or jet shapes/observables, should facili-

tate analytic resummation for a large number of processes for which fixed-order amplitudes

are known, or are soon to be calculated.
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Chapter 6

Jet Vetoes Interfering with H -+ WW

Far off-shell Higgs production in H -4 WW, ZZ, is a particularly powerful probe of Higgs

properties, allowing one to disentangle Higgs width and coupling information unavailable in

on-shell rate measurements. These measurements require an understanding of the cross sec-

tion in the far off-shell region in the presence of realistic experimental cuts. We analytically

study the effect of a PT jet veto on far off-shell cross sections, including signal-background

interference, by utilizing hard functions in the soft collinear effective theory that are differ-

ential in the decay products of the W/Z. Summing large logarithms of Nfs/pT"t, we find

that the jet veto induces a strong dependence on the partonic centre of mass energy, N/8, and

modifies distributions in Vs or MT. The example of gg --+ H -+ WW is used to demonstrate

these effects at next to leading log order. We also discuss the importance of jet vetoes and

jet binning for the recent program to extract Higgs couplings and widths from far off-shell

cross sections.

6.1 Introduction

With the recent discovery of a boson resembling a 126 GeV Standard Model (SM) Higgs

[393, 3941, a large program has begun to study in detail the properties of the observed

particle [395, 396, 397, 398, 399, 400, 401, 402, 403, 404, 405, 406, 407, 408, 409, 410,
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411, 412, 413, 414, 415, 416, 417, 418, 419, 420, 421, 422, 423]. Of fundamental interest

are the couplings to SM particles and the total width of the observed boson, which is a

sensitive probe of BSM physics [424, 425, 426, 427, 428, 429, 430]. Most studies have focused

on the extraction of Higgs properties from on-shell cross sections. In this case, the effect

of jet vetoes and jet binning, which is required experimentally in many channels to reduce

backgrounds, has been well studied theoretically [300, 313, 315, 314, 208, 191, 431, 316, 13]. A

jet veto, typically defined by requiring that there are no jets with PT > AV', introduces large

logarithms, log(mH/p lo), potentially invalidating the perturbative expansion, and requiring

resummation for precise theoretical predictions. In this chapter, we analytically study the

effect of an exclusive jet pT-veto on off-shell particle production, resumming logarithms of

X/7pto, where Vs is the invariant mass of the off-shell particle. We use gg -+ H -+ WW

as an example to demonstrate these effects, although the formalism applies similarly to

gg -+ H -+ ZZ if a jet veto is imposed. We find that the off-shell cross section is significantly

suppressed by a jet veto, and that the suppression has a strong dependence on Vs. This

results in a modification of differential distributions in V, or any transverse mass variable,

in the case that the invariant mass cannot be fully reconstructed. The jet veto also has an

interesting interplay with signal-background interference effects, which typically contribute

over a large range of V'4. We use two cases, mH = 126 GeV, and mH = 600 GeV, to

demonstrate the effect of the jet veto on the signal-background interference in gg -+ H -+

WW.

There exist multiple motivations why it is important to have a thorough understanding

of the far off-shell region in Higgs production, and the impact of a jet PT veto on this

region. As has been emphasized in a number of recent chapters [404, 432, 45, 433, 4341, the

separate extraction of the Higgs couplings and total width is not possible using only rate

measurements for which the narrow width approximation (NWA) applies. In the NWA the

cross section depends on the couplings and widths in the form

2 2

0"nwa ~ f (6.1)
FH
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which is invariant under the rescaling

gi -+ g, FH +UH, (6.2)

preventing their individual extraction from rate measurements alone.

The direct measurement of the width of the observed Higgs-like particle, expected to be

close to its SM value of _ 4MeV, is difficult at the LHC, but is of fundamental interest as

a window to new physics [424, 425, 426, 427, 428, 429, 4301. It is also important for model

independent measurements of the Higgs couplings. Proposals to measure the Higgs width

include those that rely on assumptions on the nature of electroweak symmetry breaking

[4041, direct searches for invisible Higgs decays [435, 436, 437, 438, 4021, and a proposed

measurement of the mass shift in H -* -yy relative to H -+ ZZ -- 41 caused by interference

[432].

More recently, it has been proposed [45, 433, 434] that the Higgs width can be bounded

by considering the far off-shell production of the Higgs in decays to massive vector bosons. In

this region there is a contribution from signal-background interference [439, 440, 441, 442J,

and from far off-shell Higgs production [443, 444]. Far off-shell, the Higgs propagator is

independent of FH, giving rise to contributions to the total cross section that scale as

~t gigg, off-shell 2 2
H i f)(6.3)

for the signal-background interference and off-shell cross section respectively. The method

proposed in [45] takes advantage of the fact that these components of the cross section

scale differently than the NWA cross section. For example, in a scenario with large new

physics contributions to the Higgs width, on-shell rate measurements at the LHC consistent

with SM predictions enforce through Eq. (6.2) that the Higgs couplings are also scaled as

gi -+ gi (FH/fs) 1/4. The off-shell and interference contributions to the cross section are
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not invariant under this rescaling of the couplings, under which they are modified to

int - H 01 int off-shell _ PH off-shell
SMSM cH ~ pSM H,SM
H H

A measurement of the off-shell and interference cross section then allows for one to directly

measure, or bound, the total Higgs width. This method is not completely model indepen-

dent, indeed some of its limitations were recently discussed in [445], along with a specific new

physics model which decorrelated the on-shell and off-shell cross sections, evading the tech-

nique. However, interpreted correctly, this technique places restrictions on the Higgs width

in many models of BSM physics. The study of the off-shell cross section as a means to bound

the Higgs width was first discussed in the H -+ ZZ -+ 41 channel [45, 433], where the ability

to fully reconstruct the invariant mass of the decay products allows for an easy separation

of the on-shell and off-shell contributions. Recently, CMS has performed a measurement

following this strategy and obtained a bound of FH < 4.2 HM [4461

The method was extended in [434] to the gg -- H -+ WW -+ lvlv channel. The WW

channel has the advantage that the 2W threshold is closer than for H -+ ZZ, as well as

having a higher branching ratio to leptons, and a higher total cross section. It does however,

also have the disadvantage of large backgrounds, which necessitate the use of jet vetoes, as

well as final state neutrinos which prevent the reconstruction of the invariant mass. To get

around the latter issue one can exploit the transverse mass variable

-(ET' + TE) - Ai + Em1lss 2,(6.5)

which has a kinematic edge at MT = mH for the signal. This variable was shown to be

effective in separating the region where the off-shell and interference terms are sizeable,

namely the high MT region, from the low MT region where on-shell production dominates,

allowing for the extraction of a bound on the total Higgs width. Although the experimental

uncertainties are currently large in the high MT region, the authors estimate that with a

reduction in the background uncertainty to < 10%, the WW channel could be used to place
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a bound on the Higgs width competitive with, and complementary to the bound from the

H -+ ZZ -+ 41 channel. They therefore suggest a full experimental analysis focusing on the

high-MT region of the WWchannel. More generally, it was proposed in [447] that a similar

method can also be used to probe couplings to heavy beyond the Standard Model states.

Independent of bounding the Higgs width, the study of the off-shell cross section opens up

a new way to probe Higgs properties, which is particularly interesting as it probes particles

coupling to the Higgs through loops over a large range of energies. Further benefits of the

measurement of the off-shell cross section for constraining the parity properties of the Higgs,

as well as for bounding higher dimensional operators were also discussed in [445].

A full theoretical understanding of the far off-shell region, especially in the presence

of realistic experimental cuts, is therefore well motivated to allow for a proper theoretical

interpretation of the data, and of bounds on new physics. Indeed, the current limits on the

Higgs width from the off-shell region are based on leading order calculations combined with

a parton shower. There has recently been progress on the calculation of the perturbative

amplitudes required for an NLO description of the off-shell cross section, including signal-

background interference, with the calculation of the two loop master integrals with off-shell

vector bosons [448, 449]. However, one aspect that has not yet been addressed theoretically

is the effect of jet vetoes, and more generally jet binning, on far off-shell cross sections, and

on the signal-background interference.

Jet vetoes and jet binning are used ubiquitously in LHC searches to reduce backgrounds.

They are typically defined by constraining the PT of jets in the event. The H -+ WW

channel is an example of such a search, where the exclusive zero jet bin, defined by enforcing

that all jets in the event satisfy pT < p"t, is used to reduce the large background from

tt production. Indeed, the analysis of [434] used the exclusive Njet = 0 bin in the large

MT region to estimate the bound on the Higgs width achievable in the H -4 WW channel.

Furthermore, the recent bound by CMS [4461 of the Higgs width from the H -+ ZZ -+ 212v

channel used jet bins to optimize sensitivity, splitting data into exclusive 0-jet and inclusive

1-jet samples, which were each analyzed and then combined to give the limit. The proper
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interpretation of the off-shell cross section measurements requires understanding, preferably

analytically, the impact of the jet veto and jet binning procedures.

As is well known, the jet veto introduces a low scale, typically p"t" 25 - 30GeV, into a

problem which is otherwise characterized by the scale Q, of the hard collision. This causes

large logarithms of the form cnlog"n(Q/pto), m < 2n, to appear in perturbation theory,

forcing a reorganization of the perturbative expansion. Physically these logarithms arise due

to constraints placed on the radiation in the event, which prevent a complete cancellation of

real and virtual infrared contributions. A resummation to all orders in o, is then required to

make precise predictions. For the leading logarithms this resummation can be implemented

by a parton shower. This approach is however difficult to systematically improve, and does

not allow for higher order control of the logarithmic accuracy, or a systematic analysis of

theoretical uncertainties in the correlations between jet bins. An alternative approach, which

allows for the analytic resummation of large logarithms appearing in the cross section, is to

match to the soft collinear effective theory (SCET) [21, 22, 23, 24, 251, which provides an

effective field theory description of the soft and collinear limits of QCD. In SCET, large

logarithms can be resummed through renormalization group evolution to desired accuracy,

providing analytic control over the resummation. This framework also provides control

over the theoretical uncertainties, including the proper treatment of correlations between jet

bins [300, 450, 451].

The effect of jet vetoes on Higgs production in the on-shell region has attracted consider-

able theoretical interest [300, 313, 315, 314, 208, 191, 316, 13]. For on-shell Higgs production,

Q mH, and hence the resummation is of logarithms of the ratio MHpeto. The use of a jet

clustering algorithm in the experimental analyses complicates resummation and factorization

[167, 191], and leads to logarithms of the jet radius parameter [191, 312, 452, 3151. Current

state of the art calculations achieve an NNLL'+NNLO accuracy [316, 13], along with the

incorporation of the leading dependence on the jet radius, allowing for precise theoretical

predictions in the presence of a jet veto. Such predictions are necessary for the reliable

extractions of Higgs couplings from rate measurements. Indeed, the exclusive zero-jet Higgs
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cross section is found to decrease sharply as the p" scale is lowered.

In this chapter we use SCET to analytically study the effect of a jet veto on off-shell cross

sections. In particular, we are interested in processes with contributions from a large range

of A, where x/s is the partonic centre of mass energy. In Sec. 6.2, we present a factorization

theorem allowing for the resummation of large logarithms of the form logA/pyT , in the

cross section for the production of a non-hadronic final state. Working to NLL order, and

using canonical scales, for simplicity, gives [3131

dMLL(peto) ([ = , (D)2 d it p )f3(xa, , -- pltO) (6.6)
6L d4I M [xaXbfi(Xa,

X 6(XaXbE2m - g)e-2ReKLL(/ ,petO)

where ao(p'"t) is the exclusive zero-jet cross section. In this formula, fi, fj are the parton

distribution functions (PDFs) for species i, j, Mij is the hard matrix element, <b is the lep-

tonic phase space, and Ecm is the hadronic centre of mass energy. KiLL is a Sudakov factor,

defined explicitly in Sec. 6.2, which depends only on the identity of the incoming partons.

The form of Eq. (6.6) shows that the effect of the jet veto can be captured independent of the

hard underlying process, which enters into Eq. (6.6) only through M. At higher logarithmic

order a dependence on the jet algorithm is also introduced, but the ability to separate the

effect of the jet veto from the particular hard matrix element using the techniques of factor-

ization remains true, and allows one to make general statements about the effect of the jet

veto.

The resummation of the large logarithms, logx/pet, introduned by the jet veto leads to

a suppression of the exclusive zero-jet cross section, evident in Eq. (6.6) through the Sudakov

factor, and familiar from the case of on-shell production. The interesting feature in the case

of off-shell effects is that this suppression depends on v's. For example, when considering

off-shell Higgs production, or signal-background interference, which contribute over a large

range of vs, the jet veto re-weights contributions from different Vs regions in a strongly

x7F dependent manner. In particular, this modifies differential distributions in N/l, or any
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similar variable, such as MT. This is of particular interest for the program to place bounds

on the Higgs width using the off-shell cross section in channels which require a jet veto, as

this procedure requires an accurate description of the shape of the differential cross section.

Furthermore, the jet veto has an interesting effect on the signal-background interference,

which often exhibits cancellations from regions widely separated in Vs. The study of these

effects is the subject of this chapter.

Our outline is as follows. In Sec. 6.2 we review the factorization theorem for the exclusive

zero jet bin, with a jet veto on the PT of anti-kT jets, focussing on the dependence on N.

Sec. 6.3 describes the generic effects of jet vetoes on off-shell production, including the

dependence on the jet veto scale, the identity of the initial state partons and the hadronic

centre of mass energy. In particular, we show that off-shell production in the exclusive

zero-jet bin is suppressed by a strongly N dependent Sudakov factor, and comment on the

corresponding enhancement of the inclusive 1-jet cross section. In Sec. 6.4 we perform a

case study for the gg -+ H -+ WW -+ Ivlv process, resumming to NLL accuracy the off-

shell cross section including the signal-background interference. For the signal-background

interference, we consider two Higgs masses, mH= 125 GeV and mH = 600 GeV, whose

interference depends differently on v/, to demonstrate different possible effects of the jet

veto on the signal-background interference. Since Vs is not experimentally reconstructible

for H - WW, in Sec. 6.4.5, we demonstrate the suppression as a function of MT caused by

the jet-veto restriction. In Sec. 6.5 we discuss the effect of the jet veto and jet binning on

the extraction of the Higgs width from the off-shell cross section in H -+ WW (commenting

also on H -- ZZ). We conclude in Sec. 6.6.

6.2 Cross Sections with a Jet Veto: A Review

In this section we review the factorization theorem, in the SCET formalism, for pp -+ L + 0-

jets, where L is a non-hadronic final state. We consider a jet veto defined by clustering

an event using an anti-kT algorithm with jet radius R to define jets, J, and imposing the

constraint that pi < pvto for all jets in the event. This is the definition of the jet veto
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currently used in experimental analyses, with the experimental value of pvto typically 25-30

GeV, and R ~ 0.4-0.5.

6.2.1 Factorization Theorem

Following the notation of [13J, the factorization theorem for pp -* L + 0-jets with a jet veto

on pT can be computed in the framework of SCET. For a hard process where L has invariant

mass Vr (on-shell or off-shell), we have

d~o&(o*) J d'xdxadxb 6(xaXbE& - ) ,H\/(;, 4, P) B( , pveto, R, xa, p, V)

x Bj (v/, p"', R, xb, A, v)Sij (p"', R, p, v)

dauosb(j0to, R) do," (p"tO, R, pfns)
+ 0 (V + d0. (6.7)

ds ds

In this formula, <b denotes the leptonic phase space, i, j denote the initial partonic species,

Hij is the hard function for a given partonic channel, Bi are the beam functions which

contain the PDFs, and Sij is the soft function, each of which will be reviewed shortly. Since

this factorization theorem applies to the production of a color singlet final state, we either,

have i = j = g, or i = q, j = q. Eq. (6.7) is written as the sum of three terms. The first

term in Eq. (6.7) contains the singular logarithmic terms, which dominate as ptO -+ 0, or

in the case of off-shell production that we are considering, as . -+ oo, with pt' fixed. The

second term, Uosub, contains corrections that are polynomial in the jet radius parameter R,

and o contains non-singular terms which vanish as py" -+ 0, and are suppressed relative

to the singular terms when the ratio pveto/.J_ is small.

The factorization theorem allows for each component of Eq. (6.7) to be calculated at its

natural scale, and evolved via renormalization group evolution (RGE) to a common scale,

resumming the large logarithms of p"t/4. For the case of a veto on the jet PT, the

factorization follows from SCETI, where the RGE is in both the virtuality scale, A, and

rapidity scale, v [453, 308]. In this section, we will briefly summarize the components of the

factorization theorem with a particular focus on their dependence on the underlying hard
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matrix element, the identity of the incoming partons, the jet algorithm, and the jet veto

measurement. We will also review their RGE properties. Further details, including analytic

expressions for the anomalous dimensions, can be found in [191, 13, 3001, and references

therein.

Soft Function

The soft function Si (pIto, R, y, v) describes the soft radiation from the incoming partons

i, j which are either both gluons or both quarks. It is defined as a matrix element of soft

Wilson lines along the beam directions, with a measurement operator, Miet, which enforces

the jet veto condition:

Sii(ppt', R, [t, v) = (01 YnbY MJet(P to, R)YflY1b 10). (6.8)

The soft function depends only on the identity of the incoming partons, through the rep-

resentation of the Wilson lines, which has not been made explicit. It also depends on the

definition of the jet veto through the measurement function.

The soft function is naturally evaluated at the soft scale ps ~p, , and VS pyet, and

satisfies a multiplicative renormalization in both p and v. The solution is given by

veto (,~veo D \~ Frdp'~ 1Sii(pvet, R, ft, v) = SiL(p'", R, ps, vs) exp logv- (pt', R, ps) exp [ ,1 (/'-, V).
1/s .t . S

AS

(6.9)

Further details including expressions for the anomalous dimensions are given in [131.

In the case of interest, where the jets are defined using a clustering algorithm with a finite

R, the soft function also contains clustering logarithms from the clustering of correlated soft

emissions, which first arise at NNLL. These appear in the cross section as logarithms of the

jet radius, log(R), but are not resummed by the RGE. For experimentally used values of

R, the first of these logarithms is large [3151, while the leading O(a') term was recently
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calculated and found to be small [4521. We therefore treat these log(R) factors in fixed order

perturbation theory. We discuss the impact of these logarithms on our results in Sec. 6.4.3.

Beam Function

The beam function [454, 20, 3921, Bi, describes the collinear initial state-radiation from an

incoming parton, i, as well as its extraction from the colliding protons through a parton

distribution function. The beam function depends only on the identity of the incoming

parton i, and the measurement function.

In the case of a p"tO, the beam function can be calculated perturbatively by matching

, veto, /onto the standard PDFs at the beam scale [B PT B B

B~vrVeto R, vetoVB = fJxXit,~z[Bv~JIJ (6.10)

The lowest order matching coefficient is

lij = 6ss6(I - z) (6.11)

so that to leading order the beam function is simply the corresponding PDF, but evaluated

at the beam scale [AB . p r'. This was seen explicitly in the NLL expansion of Eq. (6.6).

Higher order matching coefficients involve splitting functions, allowing for a mixing between

quarks and gluons. This matching procedure corresponds to the measurement of the proton

at the scale PB pr '' by the jet veto. Above the scale pB, the beam function satisfies

a multiplicative RGE in both virtuality, /y and rapidity, v, describing the evolution of an

incoming jet for the off-shell parton of species i. Unlike the RGE for the PDFs, the RGE

for the beam function leaves the identity and momentum fraction of the parton unchanged.

The solution to the RGE is given by

Bi (\/ilpvto,7R) ,,v) = Bi (VA, p', R,lo ,X, AB,VB) exp - ,peoR B
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xp xpT( ,',V) ,(6.12)

which resums the logarithmic series associated with the collinear radiation from the incoming

parton. Further details and expressions for the anomalous dimensions are again given in [13].

As with the soft function, the beam function also contains logarithms and polynomial

dependence on the jet radius, R, from the clustering of collinear emissions. These logarithms

can be numerically significant, but are not resummed by the RGE. We again treat these terms

in fixed order perturbation theory.

Hard Function

The hard function Hij encodes the dependence of the singular term of Eq. (6.7) on the

underlying hard partonic matrix element of the pp -+ L + 0-jets process. It can be obtained

by matching QCD onto an appropriate SCET operator at the scale V, giving a Wilson

coefficient, Cij. The Wilson coefficient satisfies a standard RGE in virtuality, allowing it

to be evolved to the scale p. The hard function is then given by the square of the Wilson

coefficient

H (Q, [t) = I Cj (Q, t) 12, (6.13)

where Q denotes dependence on all variables associated with the final leptons as well as

parameters like the top-mass, and the Higgs and W/Z masses and widths. The solution to

the RGE equation for the hard function is

2

Hij(Q, P) = Hij(Q, [H) eK'(NH,p) (6.14)

where the Sudakov form factor is

K'(/, PH, P) =

K HH -

= 2Krim,1(pH, A) - Ki (PH, P) -In 2 - i e (p H , [t) (6.15)
cus
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Here the integrals involve the a-function and anomalous dimensions

a () da f da' = "'a(p) da s i (a )
fCag J&G) /3(as) Josp-i /( 8) B(A~H) ,3(as) CUSP

a() da 8

K-H ai /3( a) , (6.16)

where the channel i is either for quarks or gluons. Here the cusp and regular anomalous

dimensions are I ) -- i Q(a,/4.)k+1, _t1(as) = Z- '4(a 8 /4)k+l, respectively,

and the 3-function is 3(a,) = -2a, E'% 3k(a,/47r)k+l so do = 11CA/3 - 2nf/3.

Explicit results for the functions in Eq. (6.16) can be found for example in Ref. [300]. Since

we will be considering far off-shell production, and including signal-background interference

effects, which have not been discussed in SCET factorization theorems before, we will discuss

in more detail the definition of the hard function for the specific case of gg -+ lviv in

Sec. 6.4.1.

The beam and soft functions are universal, depending only on the given measurement

and the identity of the incoming partons, it is the hard function that needs to be calculated

separately for different processes. The beam and soft functions are known to NNLL for the

case of a jet veto defined using a cut on PT, and it is the hard coefficient that prevents re-

summation to NNLL for several cases of interest. In particular, since we are interested here

in the case of off-shell production, one needs the full top mass dependence of loops, signifi-

cantly complicating the computation. Indeed, for the case of signal-background interference

for gg -+ H -+ WW -+ lviv, only the leading order hard function is known [4391, while for

direct gluon-fusion Higgs production, analytic results exist for the NLO virtual corrections

including quark mass dependence [349]. This restricts our predictions to NLL accuracy for

signal-background interference for gg -+ H -* WW - lviv.

Non-Singular Terms

The non-singular term ugs (pto , R, pt,) is an additive correction to the factorization theorem,

containing terms that vanish as pf"t -+ 0. This term scales as pf""/vJs. The non-singular
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piece is important when pyT$ is of the same order as \"F, where both singular and non-singular

pieces contribute significantly to the cross section. In this chapter, we will be focusing on

the effect of a jet veto on far off-shell effects, and we will therefore always be considering

the case that py"t < V. We will therefore not discuss the non-singular pieces of the cross

section, and focus on the singular contributions.

Uncorrelated Emissions

Beginning with two emissions, the jet algorithm can cluster uncorrelated emissions from the

soft and collinear sectors [191, 314, 3151. This produces terms proportional to powers of R2 ,

which can formally be treated as power corrections for R < 1, and are included in 0-0sub. For

the jet radii of 0.4-0.5 used by the experimental collaborations, these effects are numerically

very small, especially compared to the logR terms from correlated emissions. We make use

of the expressions from [131.

6.2.2 Expansion to NLL

It is useful to consider the factorization theorem at NLL order with canonical scale choices,

to see the main factors that control its behaviour. The result at NLL was first given in

[3131 for on-shell production with Vs = mH. Allowing for off-shell production, and using

canonical scales, the cross section with a pt" cut is given at NLL by

NuLL ( pto)__
MIi( pD = |2 ddXadxbfi(Xa, M p ")fJ(Xb / = p" (6.17)

x 6(XXbE 2 - )e -2eKG (vS, to)

where <t are phase space variables for the final state leptonic decay products. In this equation,

fi and fj are the appropriate PDFs, for example, they are both fg for the case of gluon-fusion

since direct contributions from the quark PDFs do not enter until NNLL order. For a partonic

center of mass energy V's, Eq. (6.17) resums to NLL accuracy the logarithms of N8/p To*

Eq. (6.17) does not include the non-singular contribution to the cross section. As discussed
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previously, in the far off-shell region, pvO t< V, and the singular contributions to the

cross section dominate. It should also be emphasized that at NLL one is not sensitive to

the jet algorithm or jet radius, as at O(a,) there is only a single soft or collinear emission.

Although the R dependence is important for accurate numerical predictions, it does not effect

the qualitative behaviour of the jet veto. The R dependence appears in the factorization

theorem at NNLL.

The only dependence on the hard partonic process in Eq. (6.17) is in the matrix element

Mi (A). The Sudakov form factor K' given in Eq. (6.15) arises from restrictions on real

radiation in QCD, and depends only on the identity of the incoming partons. At NLL the

Sudakov factor is given by

KLL(VAIPH,y P) = --~) 11 2nr ri 0
2302 ta. (PH) r\ 0 /20o

+ -sl - io 0 In r + , 1+ InTr+ In 2 nr+ (r-1)20 PH 207 F 0

(6.18)

where r = a,(P)/as(PH). The form in Eq. (6.18) allows for the use of complex scales, such.

as PH = -iV', to minimize the appearance of large r2 factors in the Hard function. On

the other hand, with canonical scales we would take K'L = KNL(V, pvto). At LL order

the terms with I 1 , 31, and yo do not yet contribute and using the LL running coupling

we can write ReKL( , pveto) = -(4C/3 0) In v"7/pv"O [1 + ln(1 - 2A)/(2A)] where A

as (V87) j ln x/S/pv. For gluon-fusion, C = CA = 3, whereas for a quark-antiquark initial

state, C = CF = 4/3.

There are two important features of the expression in Eq. (6.17) compared with the case

of no jet veto. First, the PDFs are evaluated at the scale p = py" instead of p = Vd.
Secondly, the cross section is multiplied by a Sudakov factor, which depends on logs of the

ratio V/8/pyveto. These have a strong impact on the cross section, which will be the focus of

Sec. 6.3.
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6.3 Jet Vetoes and Off-Shell Effects

In this section we will discuss quite generally the effect of jet vetoes on off-shell cross sections.

We focus on the dependence on the identity of the initial state partons, and the relation be-

tween the exclusive 0-jet and inclusive 1-jet bins. We conclude with a discussion of the

dependence on the hadronic centre of mass energy. For simplicity, in this section we will use

the NLL expansion of Eq. (6.17) with canonical scale choices. The NLL expansion demon-

strates the essential features that persist at higher logarithmic order, and makes transparent

how these effects depend on various parameters of interest. This serves for the purpose of

demonstrating the generic effects of jet vetoes, and their dependencies. In Sec. 6.4, we will

perform a more detailed study for the specific case of gg --+ H -+ WW.

Unlike on-shell effects, which contribute to the cross section over a small region in V1 ^,

of order the width, off-shell effects, including signal-background interference and off-shell

production, typically contribute over a large range of values of Vs. In this case the vFA de-

pendence of the jet veto suppression can produce interesting effects. In particular, it modifies

differential distribution in lv, or any substitute such as MT in cases where the full invari-

ant mass cannot be reconstructed, such as H -+ WW. Furthermore, for signal-background

interference, the vs dependence of the jet veto suppression can cause an enhancement or

suppression of the interference relative to the on-shell contribution to the cross section, or

enhance/suppress interference contributions with different signs relative to one another.

With this motivation, we now study the Vs dependence of the jet veto suppression to

the exclusive zero jet cross section using the NLL expression of Sec. 6.2.2. The benefit of

the factorized expression is that this discussion can be carried out essentially independent

of the matrix element prefactor IMj 12. From Eq. (6.17), the NLL cross section is modified

compared with the LO cross section, only by the evaluation of the PDFs at the jet veto scale,

and by the Sudakov factor, which is a function of vA. To study the suppression due to the

jet veto as a function of vN, we will therefore consider

(duNLL (Pve t o) d )(
E0 P) = 0 T 7f, (6.19)

dd d)~vs)
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where aoLL(p to) is the NLL exclusive zero jet cross section. In Eq. (6.19), the cross section

in the denominator is evaluated to LO, namely to the same order as the matrix element that

appears in Eq. (6.17) for the NLL resummed cross section. When forming this combination,

one could choose to evaluate the denominator at various orders, for example using the full

NLO result calculated without the pvt'. Since NLO corrections are typically large, especially

for gluon initiated processes, this would typically decrease the above ratio. However, we have

in mind an application to processes, such as signal-background interference in gg -+ lvlv, for

which the NLO corrections are not yet known, so that current calculations are restricted to

LO results. In this case, we can incorporate the effect of the jet veto at NLL using Eq. (6.17),

and the ratio of Eq. (6.19) will characterize the effect of the resummation compared to

previous calculations in the literature [439, 433, 4341. This approach also has the benefit

that it can be done independent of the particular matrix element, as the NLO corrections

are clearly process dependent. However, all of the general features described in this section

persist to NNLL resummation, as will be demonstrated in Sec. 6.4. As was mentioned

previously, at NLL one doesn't have sensitivity to the jet radius R. While this dependence is

important for precise predictions, it does not dominate the behaviour of the jet vetoed cross

section as a function of 9, or modify in any way the conclusions of this section.

For numerical calculations in this section we use the NLO PDF fit of Martin, Stirling,

Thorne and Watt [455] with acx(mz) = 0.12018. Unless otherwise stated, we use a hadronic

center of mass energy of Ecm = 8 TeV. In Sec. 6.3.3 we discuss the dependence on the Ecm,

comparing behaviour at 8,13, and 100 TeV.

In Fig. 6-la we demonstrate the effect of the jet veto for a gluon-gluon initial state, as a

function of v/.' We plot the ratio Eo(A)/Eo(M2 ), for mH = 126 GeV. We have chosen to

plot this particular ratio to focus on the s dependence, rather than the impact that the jet

veto has on the on-shell Higgs production cross section which is given by Eo(m2). The ratio

Eo(s)/Eo(m2) describes the impact of the jet-veto for off-shell effects relative to its impact

for on-shell production. It will also be useful when discussing the impact on Higgs width

'Note that a similar effect was considered in 13001 which performed resummation for gluon fusion Higgs
production with a veto on the global beam thrust event shape, as a function of the Higgs mass.
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Figure 6-1: The ratio Eo(9)/Eo(m'), for both a gluon-gluon initiated process in (a), and a
quark-antiquark initiated process in (b). In both cases we consider p""J = 20, 30 GeV. The
jet veto causes an 9 dependent suppression, which is significantly stronger for initial state
gluons than initial state quarks, due to the larger colour factor appearing in the Sudakov.

bounds in Sec. 6.5. Fig. 6-1a shows that the suppression of the exclusive zero-jet cross section

has a strong dependence on s. The comparison between p"t' = 20 GeV, and pf" = 30 GeV

shows that a lower cut on the PT of emissions causes a more rapid suppression, as expected.

We have chosen to use the values py" = 20, 30 GeV, because CMS currently uses p"'" = 30

GeV, and although the ATLAS collaboration uses p"' = 25 GeV, the P"" = 20 GeV cut

demonstrates the effects of a fairly extreme jet veto. Fig. 6-la demonstrates that at scales

of v"s ~ 500 GeV, the suppression relative to that for on-shell production is of order 50%.

6.3.1 Quarks vs. Gluons

We now consider the difference in the jet veto suppression for quark initiated and gluon

initiated processes. This is relevant in the case where multiple partonic channels contribute

to a given process, or if the signal and background processes are predominantly from different

partonic channels. This is the case for both gg -+ H -+ WW, ZZ, which have large qq

initiated backgrounds. The factorization theorem in Eq. (6.7) allows one to easily study

the dependence of the jet veto suppression on the identity of the incoming partons, which

is carried by the hard, beam, and soft functions. The difference in the suppression arises

from the differences in the anomalous dimensions, where for the 0-jet cross section, they
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involve CF for quarks, and CA for gluons. The clustering and correlation logarithms are also

multiplied by the colour factors CF and CA. This phenomenon is similar to quark vs. gluon

discrimination for jets [48], where the same factors of CF and CA appear in the Sudakov

and allow one to discriminate between quark and gluon jets. However, in this case, the

discrimination is between incoming quarks and gluons.

Comparing Fig. 6-1a and Fig. 6-1b, we see a significant difference between a gluon-gluon

and quark-antiquark initial state. The jet veto suppression increases more rapidly with s

in the case of gluon-fusion induced processes than quark anti-quark induced processes. The

suppression due to the jet veto being approximately twice as large for the case of gluon-

fusion as for quark-antiquark fusion, for the values considered in Fig. 6-1. (Note that for

the quark-antiquark initial state, we have used the up quark for concreteness, however, the

result is approximately independent of flavour for the light quarks, with the suppression

being dominated by the flavour independent Sudakov factor. A small dependence on flavour

comes from the scale change in the PDF.) The effect of the jet veto is therefore of particular

interest for gluon initiated processes, such as Higgs production through gluon-gluon fusion,

to be discussed in Sec. 6.4. This difference in the suppression is interesting for a proper

analysis of the backgrounds for H -÷ WW, ZZ in the off-shell region, and deserves further

study since one may wish to vary pf"t as a function of vF or MT.

6.3.2 Inclusive 1-Jet Cross Section

We have up to this point focused on the exclusive zero jet cross section. However, since the

total inclusive cross section is unaffected by the jet veto, the inclusive 1-jet cross section has

the same logarithmic structure as the exclusive zero-jet cross section, and can be related to

the exclusive zero jet cross section by

du> I(p"") do- doo(pvelo)- -- (6.20)
d ve dN/s d-\ F
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Figure 6-2: The ratios Eo(), E>1 ( ) for a gluon-gluon initial state, and peto = 30 GeV.
There is a large migration from the exclusive 0-jet bin to the inclusive 1-jet bin as a function
of .. This phenomenon is important for understanding the impact of jet binning on off-shell
cross sections.

In this equation, o->(pvto) is the inclusive 1-jet cross section defined by requiring at least

one jet with PT P'Tto, u-o is the exclusive zero-jet cross section and - is the inclusive

cross section. This relation allows us to discuss the properties of the inclusive 1-jet bin

as a function of s using the factorization theorem for the exclusive 0-jet cross section. Of

particular interest is the split of the total cross section between the exclusive zero-jet bin

and the inclusive 1-jet bin, and the migration between the two bins as a function of s. This

relation also implies a correlation between the theory uncertainties for the resummation for

the two jet bins, which is important for experimental analyses using jet binning [451].

In Fig. 6-2 we plot E0 (s), and

E>1 () ( dU> 1  d) (6.21)
-- d &-Asv

as a function of s for a gluon-gluon initial state with py"' = 30 GeV. The behaviour in this

plot is of course evident from Fig. 6-1, but it is interesting to interpret it in this fashion: as

an 9 dependent migration between jet bins. Although our calculation is only for the inclusive

1-jet bin, the dominant increase will be in the exclusive 1-jet bin.

This migration between the jet bins as a function of . is important for the proper un-
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derstanding of the off-shell cross section predictions in the presence of jet vetos. For CMS's

recent off-shell H -+ ZZ -+ 212v analysis, ignoring the VBF category, the events were cat-

egorized into exclusive zero jet, and inclusive one jet bins [446], both of which have high

sensitivity, due to the clean experimental signal. For the case of H -+ WW, exclusive 0,

1, and 2 jet bins are used, although the experimental sensitivity is largest in the 0-jet bin,

where the backgrounds are minimized.

The effect of the migration is therefore different in the two cases. For H -+ ZZ, since

the backgrounds are easier to control, the jets that migrate from the exclusive 0-jet bin are

captured in the inclusive 1-jet bin. Since both are used in the experiment, there is not a

significant loss in analysis power. Accurate predictions for the two jet bins should still be

used, and the correlations in the theory uncertainties due to resummation should still be

treated properly. For the case of H -+ WW, where the jet veto plays a more essential role in

removing backgrounds, the migration causes a loss in sensitivity. For example, the analysis

of [4341 used the exclusive zero jet bin of H --+ WW to bound the Higgs width without a

treatment of the s dependence induced by the jet veto. This will be discussed further in

Sec. 6.5. Calculations for the exclusive 1-jet and 2-jet bins are more difficult. Although

NLL resummed results exist for the case PI ~ v [209, 2081, the treatment of pJe <

is more involved [4561. The latter is the kinematic configuration of interest for far off-shell

production.

6.3.3 Variation with Ecm

Here we comment briefly on the dependence of the exclusive zero jet cross section on the

hadronic centre of mass energy, Ecm. This is of course of interest as the LHC will resume at

Ecm = 13 TeV in the near future, and Higgs coupling and width measurements are important

benchmarks for future colliders at higher energies. Here we only discuss the A dependence

of the suppression due to the jet veto, the ratio of Eq. (6.19), on Ecm. Of course, with an

increased Ecm, one can more easily achieve higher s, allowing for off-shell production over

a larger range, magnifying the importance of off-shell effects. We will discuss this for the
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Figure 6-3: A comparison of the effect of the jet veto at Ecm = 8,13, 100 TeV for a gluon-
gluon initial state, and p"" = 30 GeV. At higher Ecm a larger suppression in the exclusive
zero jet bin is observed, due to the larger range of Bjorken x probed.

specific case of gg -+ H -+ WW in Sec. 6.4.

In Fig. 6-3 we compare the ratio Eo(s)/Eo(mrn) for Ecm = 8, 13, 100 TeV. As the value of

Ecm is raised, the s dependence of the jet veto suppression systematically increases. Although

the effect is relatively small between 8 TeV and 13 TeV, it is significant at 100 TeV. A similar

effect was discussed in [457] where the exclusive zero jet fraction for on-shell Higgs production

was observed to decrease with increasing Ecm. Since the Sudakov factor is independent of

Ecm, this difference arises due to the fact that as the Ecm is increased, the PDFs are probed

over a larger range of Bjorken x, including smaller Xa,b values. In the NLL factorization

theorem of Eq. (6.17) the PDFs are evaluated at the scale p"t instead of at the scale A. The

impact of this change of scales in the PDFs depends on the x values probed, and causes an

increasing suppression as Ecm is increased.

For the majority of this chapter we will restrict ourselves to Em = 8TeV, although in

Sec. 6.4.6 we will further discuss the effect of an increased Ecm-

6.4 gg -+ H -+ WW: A Case Study

In this section we use gg -+ H -+ WW to discuss the effect of an exclusive jet veto in more

detail. H -+ WW is a particularly interesting example to demonstrate the Vs dependence of
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the jet veto suppression since it has a sizeable contribution from far off-shell production [443,

4441, and furthermore has interference with continuum gg -+ WW -+ lvlv production, which

contributes over a large range of N [439, 440, 4421. A jet veto is also required experimentally

for this channel due to large backgrounds. For the signal-background interference, we will

consider two different Higgs masses, mH = 126 GeV and mH = 600 GeV, which have

interference which depend differently on N/s and therefore cover two interesting scenarios for

the different effects that the jet veto can have.

In Sec. 6.4.1 we discuss in detail the hard coefficients, and the matching to SCET. Default

parameters are given in Sec. 6.4.2. In Sec. 6.4.3 we use gg -+ H -+ WW -+ 1iv, which

can be calculated to NLL and NNLL, to study the convergence in the off-shell region. The

extension to NNLL allows us to study the effect of the finite radius of the jet veto. In

Sec. 6.4.4 we show results for the NLL resummation for the signal-background interference.

Although we are unable to go to NNLL without the NLO hard function for the interference,

the results of Sec. 6.4.3 give us confidence that the NLL result is capturing the dominant

effects imposed by the jet veto restriction. In Sec. 6.4.5 we consider jet veto suppression in

the exclusive zero jet bin as a function of the experimental observable MT.

6.4.1 Hard Function and Matching to SCET

In this section we discuss the hard function appearing in the SCET factorization theorem,

which carries the dependence on the hard underlying process. This is discussed in some

detail, as we will be considering signal-background interference, which has not previously

been discussed in the language of SCET.

It was shown in [439] that only two Feynman diagram topologies contribute to the process

gg -+ vee at LO, due to a cancellation between diagrams with an s-channel Z boson.

The two diagrams that contribute are the gluon-fusion Higgs diagram, and a quark box

diagram for the continuum production, both of which are shown in Fig. 6-4. The gg -+

vee+ -P, cross section consists of Higgs production, the continuum production, and the

interference between the two diagrams. Although the interference contribution is small
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Figure 6-4: LO Higgs mediated, (a), and continuum, (b), diagrams contributing to the
process gg --+ Iviv. These are matched onto the helicity basis of SCET operators given in
Eq. (6.27).

when considering on-shell Higgs production, it becomes important in the off-shell region.

In the effective field theory formalism, these two diagrams are matched onto effective op-

erators in SCET. It is convenient both for understanding the interference, and for comparing

with fixed order QCD calculations to work in a helicity and color operator basis in SCET

[298, 431. For this process the color structure is unique, as we are considering the production

of a color singlet state from two gluons. We therefore focus on the helicity structure. The

helicity of the outgoing leptons is fixed by the structure of the weak interactions, so we need

only construct a helicity basis for the incoming gluons. We write the amplitudes for the

above diagrams as

AH (Ih', 2, 3,, 4, 5,6+), Ac(1i, 22 ,3-, 4+, 5,6+) (6.22)

where the subscripts H, C denote the Higgs mediated, and continuum box mediated diagrams

respectively, and the superscripts denote helicity. In the following we will mostly suppress

the lepton arguments, as their helicities are fixed, and focus on the gluon helicities.

Since the SM Higgs boson is a scalar, we have

In this chapter, our focus is on the Higgs production and the signal-background interference.

Since there is no interference between distinct helicity configurations, we can therefore also
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ignore the continuum production diagrams with the +-, -+ helicity configuration. These do

contribute to the background, however their contribution is small compared to the qq -+ ivlv

process.

The above amplitudes are matched onto operators in the effective theory. The SCET

operators at leading power are constructed from collinear gauge-invariant gluon fields [22, 23]

1 (
B ,W = - [6(w + Pn)W.(x)iD., 1 Wn(x)] (6.24)

where n, h. are lightlike vectors along the beamline. The collinear covariant derivative is

defined as

il = Pnl + OA'st, (6.25)

with P a -label operator which extracts the label component of the momentum in the effective

theory, and W is a Wilson line defined by

Wn (x)= exp - h -An(x)). (6.26)

A helicity basis of SCET operators for the process of interest is given by

1
0 2 Ba,+BfJ34-J56- (6.27)

1
O-- = -B1 B _ J3 4-J 56 -, (6.28)

2

where the 1/2 is a bosonic symmetry factor to simplify matching to the effective theory. We

have defined collinear gluon fields of definite helicity by

B? E,Ba-C (6.29)

where Ec, are polarization vectors, as well as leptonic currents of definite helicity

Jii- = e'+(Pi, P3 ) (6.30)
v/2 2Dji

339



In this expression, and in the expressions for the Wilson coefficients given below, we will use

the standard spinor helicity notation, with (ij) =it(pi)u+(pj), and [ij] = a+(pi)u_(pj).

Note that we use Hard functions that are fully differential in the leptonic momenta. This

allows for realistic experimental cuts on the leptonic phase space to be straightforwardly

incorporated.

It is important to note that operators with distinct external helicities do not mix under

the SCET RGE at leading power. The jets from the incoming partons, which are described

by the beam functions, can only exchange soft gluons, described by the soft function. At

leading power, the soft gluons cannot exchange spin, only color, and therefore the RGE

can only mix Wilson coefficients in color space, which in this case is trivial. This allows

one to consistently neglect the operators 0+-, 0-+, which would arise from matching the

Ac(1, 2+), and Ac(l+, 2-) onto SCET. They do not contribute to the process of interest,

and do not mix under the RGE with the operators that do contribute.

We are interested in considering both the direct Higgs production and signal-background

interference separately, so it is convenient to maintain this distinction in SCET. Although

the SCET operators are the same in both cases, we can separate the Wilson coefficient into

a component from the Higgs mediated diagram, and a component from the box mediated

continuum diagram. We then have four Wilson coefficients

CH+ CH + C++ 1 /+ -_ (6.31)

Since the operators are in a helicity basis, these four Wilson coefficients are simply the

finite part of the helicity amplitudes for the given processes (or more specifically for MS

Wilson coefficients in SCET are the finite part of the helicity amplitudes computed in pure

dimensional regularization). These were computed in [4391, and can be obtained from the

MCFM code [458]. The Wilson coefficients for the Higgs mediated process depend on the

Higgs and W boson widths and masses, as well as the invariants s 12 , S34, 856. The explicit

340



leading order Wilson coefficients for the Higgs mediated process are given by

Hig (12)(35)[64]
CH (mHi, H, S1 2 , 834, S 5 6) = PH(.12)PW(S34)PWP(S56) FH (S 12), (6.32)

167r2 [21]S34S56

g16 [12](35) [64]
++(mH, H, S12, 34, S56) =(A )H (12)7W(S34)PW(S56) FH(s12)1 (6.33)

167r2 (2)134(56

where the function Pi is the ratio of the propagator for the particle species i to that of the

photon,

P (S) = (6.34)
SM? + ii

We have also used FH(S12) for the usual loop function for gluon-fusion Higgs production

FH(12)Z(2)] (6.35)
q=t,b S12 S12 S12

with

1 1+ i-4-X 2

g(x) = I 1-v s x - 4 (6.36)
-2 (sin-i ( ;))2> .

The Wilson coefficients C+ and Cc_ for the box diagram depend on the W mass and

width, as well as the kinematic invariants formed by the external momenta. In the presence

of massive quarks in the loops, they are extremely lengthy, so we do not reproduce them here.

We refer interested readers to [439], and the MCFM code from which we have extracted the

required results for our analysis. We have verified that our extracted expressions reproduce

quoted numerical results and distributions in [4391.

The Hard coefficient, H, appearing in the factorization theorem, Eq. (6.7) is given by the

square of the Wilson coefficients:

H + +11 + c++ IC +c~ c I + 1c2 + IC +12  (6.37)

As is typically done in the case of squared matrix elements, we can separate the hard function

into the sum of a hard function for the Higgs mediated process HH, a hard function for the
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interference Hi", and a hard function for the background arising as the square of Wilson

coefficient for the continuum process HC (which we will not use here). For the first two we

have

HH ++ C

Hint 2Re [CH (C+ )t] + 2Re [C"_ (Cc )t]

(6.38)

(6.39)

This decomposition allows us to discuss the resummation of the interference and the Higgs

mediated processes separately in the effective theory, in a language that is identical to that

used in Feynman diagram calculations. In Secs. 6.4.3 and 6.4.4 we will discuss the effect of

resummation on both the Higgs mediated contribution and the signal-background interfer-

ence.

6.4.2 Parameters for Numerical Calculations

For the numerical results, we use the default set of electroweak parameters from MCFM,

following [434, 439]:

mw= 80.398 GeV,

Fw = 2.1054 GeV,

rt = 172.5 GeV,

GF = 1.16639 x 10-5 GeV-2

1
ae.rm.(mz) = 132.338

mz = 91.1876 GeV,

Fz = 2.4952 GeV,

ub = 4.4 GeV ,

sin 2 W = 0.222646,

We use the following two Higgs mass/width combinations to demonstrate the dependence

on the Higgs mass:

MH = 126 GeV,

rmH = 600 GeV

FH = 0.004307 GeV,

FH = 122.5GeV,
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where the widths are determined from HDECAY [4591. We use the NLO PDF fit of Martin,

Stirling, Thorne and Watt [4551 with a,(mz) = 0.12018.

The results in this section were obtained using the analytic results for the partonic process

documented in [439]. Scalar loop integrals were evaluated using the LoopTools package [460],

and phase space integrals were done using the Cuba integration package [461]. For all the

results presented in this section, we have integrated over the leptonic phase space, and allow

for off-shell vector bosons.

6.4.3 Off-Shell Higgs Production

We begin by studying the effect of the jet veto on far off-shell Higgs production in gg -+

H -* WW -+ e+vepf,. While a full analysis of the off-shell region also requires the inclusion

of signal-background interference, for which the hard function to NLO is not known, we use

the off-shell Higgs mediated process to study the convergence of the resummed predictions.

In particular, one is first sensitive to the jet radius at NNLL. The ability to perform the

resummation to NNLL for the Higgs mediated signal enables us to assess the convergence

of the resummed predictions in the off-shell region. It also allows us to check that the

NLL result, which will be used when signal-background interference is included, accurately

captures the effect of the jet veto reasonably well. In particular, we will focus on the shape

of the differential distribution in . As will be discussed in more detail in Sec. 6.5, the

procedure for extracting a bound on the Higgs width from the off-shell cross section uses

a rescaling procedure to the on-shell cross section. Because of this, the shape, but not the

normalization of the distribution is important for an accurate application of this method.

Therefore, as in Sec. 6.3 we will rescale the differential cross sections by EO(m ), allowing

us to focus just on the shape.

The NNLL calculation requires the NNLL beam and soft functions, which are known in

the literature for a jet veto defined by a cut on PT [13], as well as the virtual part of the NLO

gluon-fusion hard function. The NLO virtual contributions for gluon fusion Higgs production

are known analytically with full dependence on the top and bottom quark mass [349], which
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Figure 6-5: The off-shell Higgs cross section in the exclusive zero jet bin for pf "= 30 GeV

in (a), and pV'" = 20 GeV in (b), with R= 0.5 in both cases. Results are normalized by

the jet veto suppression at the Higgs mass, such that the on-shell cross section is the same

in all cases, allowing one to focus on the modification to the shape of the (listribution. NLL

and NNLL results are similar, with a small modification due to the finite jet radius, which

is not present in the NLL calculation.

is necessary, as in the off-shell region one transitions through the N = 2m1 threshold. The

NLO hard function is determined by matching onto the gluon-fusion operators in SCET,

as discussed in Sec. 6.4.1. We do not include in our calculation the non-singular pieces, as

we focus on the region pvt < ., where the singular contributions dominate, and are not

interested in the transition to the region p)") ~

In Fig. 6-5 we plot the resuinmed distribution, normalized to the jet veto suppression

at the Higgs mass: (do0/dmj,)/E0(m2), for off-shell gg -- H --+ WW1 - e+Pp. Note

that in the case without a jet veto, the jet veto suppression at the Higgs mass is defined to

be 1. We have integrated over the leptonic phase space. Here m = = v is the invariant

mass of the 4 lepton final state. In Fig. 6-5a we use p r'" = 30 GeV, and in Fig. 6-5b we

use p7t = 20 GeV. In both cases, we use a jet radius of R = 0.5, as is currently used by

the CMS collaboration. The uncertainty bands are rough uncertainty estimates fron scale

variations by a factor of 2. Note that in the calculation, we use a five flavour scheme, even

2The analytic NLO virtual corrections were also used in 14621 to study the dependence of the jet veto on

the b-quark mass for the case of on-sh1ll Higgs production.
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above mt since the difference with using a six flavour coupling is well within our error band.

Figs. 6-5a and 6-5b show a small modification to the differential distribution between

NLL and NNLL. This arises primarily due to the clustering logarithms, which introduce de-

pendence on the jet radius, which is not present at NLL. The R dependence reproduces the

expected physical dependence of the cross section on R: for a fixed pvto cut, the restriction

on radiation from the initial partons becomes weaker as the jet radius is decreased, causing

a smaller suppression of the cross section. Despite this, the shape is well described by the

NLL result. In particular, the NLL result captures the dominant effect of the exclusive jet

veto on the off-shell cross section. This is important for the resummation of the interference,

considered in Sec. 6.4.4. In this case, higher order results are not available (for some approx-

imate results, see [4631), and therefore one is restricted to an NLL resummation. However,

the results of this section demonstrate that the NLL result accurately captures the effects of

the jet veto on the shape of the distribution as a function of s.

6.4.4 Signal-Background Interference

Signal-background interference for the process gg -+ iviv has been well studied in the

literature[439, 440, 4421. The interference comes almost exclusively from the Vs- > 2Mw

region. For a light Higgs, Mf < 2Mw, this means that the interference comes entirely from

s > mH. For a 'heavy Higgs, the Higgs width is sufficiently large that there are contri-

butions to the interference from a wide range of V's. The signal-background interference is

therefore, in both cases, an interesting process on which to demonstrate the effect of the jet

veto.

The NLO virtual corrections are not available for the interference process, restricting the

resummation accuracy to NLL. However, as argued in Sec. 6.4.3 if one is interested in the

shape of the distribution, and not the normalization, the NLL captures the effects of the

jet veto. One thing that cannot be known without a full calculation of the NLO virtual

contributions to the interference is if the NLO virtual contributions for the interference are

different than for the signal. For the case of interference in H -+ -7 where they are known,
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the virtual contributions for the interference were found to be smaller than for the signal

[4321. Due to the similar structure of the diagrams for H -+ WW, the same could certainly

be true. However, we expect this to be a minor correction compared to the effects of the

jet veto. In particular, we do not expect the K-factor to have strong s dependence, which is

the important effect captured by the resummation. In this section we use the LO result for

gg -+ evyv, fully differential in the lepton momenta, which is available in the MCFM code,

and is documented in [4391.

We begin by reviewing the notation for the signal-background interference in gg -+ evjw

at LO following [4391. It is convenient to pull out the dependence on mH and 1H coming

from the s-channel Higgs propagator. Defining 
0

H = ( - m2 +-imHJH)CH , we can separate

the Hard function for the signal-background interference into its so called "Imaginary" and

"Real" contributions:

Hint ~-,) [OH(Ct] ________________(6.40

Hint 2 - m~)2  Re [+H C 2 mHFH Im C
M m2 2( - m2 )2+ m 22H

In Eq. (6.40) there is a sum over helicities of the Wilson coefficients, which for notational

convenience has not been made explicit. Note that the imaginary part of the interference is

multiplied by an explicit factor of FH, and is therefore negligible for a light Higgs.

The interference without a jet veto is shown in Fig. 6-6a for a 126 GeV Higgs and Fig. 6-

6b for a 600 GeV Higgs, as a function of M41. We have integrated over the phase space

of the leptons, including allowing for off-shell vector bosons. The interference is negligible

below the v = 2 mw threshold. For the case of MH = 126 GeV the only non-negligible

contribution is the real part of the interference above the Higgs pole, which gives a negative

contribution to the total cross section. In the case of MH = 600 GeV, there is significant

interference both above and below the Higgs pole, and from both the real and imaginary

parts. The interference below the pole dominates, leading to a net positive contribution to

the total cross section. We have chosen these two Higgs masses, where the interference has a

different Vs dependence, so as to demonstrate the different effects that a jet veto can have

on signal-background interference.
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Figure 6-6: Signal-background interference in gg -e+Pjvt,, for (a) mH = 126 GOV, and (b)
toH = 600 GeV. NLL predictions are shown for P1" = 20, 30 GeV, and have been rescaled by
the jet veto efficiency at 'rH. The size of the signal-background interference relative to the

on-shell cross section is enhanced by the jet veto for a heavy Higgs, whereas it is suppressed

for a light Higgs. For mH = 126 GeV the jet veto causes a significant reduction of the cross

section in the far off-shell region relative to the on-shell cross section.

Fig. 6-6 also shows as a function of / the result for interference including a jet veto

of p"t = 20, 30 GeV with NLL resumination, which can be compared with the interference

without a jet veto. To make the interpretation of Fig. 6-6 as simple as possible, we have

rescaled the interference by E(m2), the jet veto efficiency at ioH. Therefore, enhancements

and suppressions in the jet vetoed interference correspond to enhancements and suppressions

of the interference relative to the on-shell Higgs contribution when a jet veto is applied. As

expected from the discussion in Sec. 6.3, we find a significant suppression of the interference

at higher V, and this suppression increases with V/s. For nH = 126 GeV, shown in Fig. 6-6a,

the interference comes entirely from above V'. = mH, and is therefore more highly suppressed

by the jet veto relative to the on-shell Higgs cross section. However, the situation is quite

different for the case of 'i = 600 GeV, shown in Fig. 6-6b. Here the dominant contribution

to the interference is from the real part in Eq. (6.40), which changes sign at s= mHI. The

real part of the interference coming from below V' mH is positive and is partly cancelled
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by negative interference from above / = mH if we integrate over .. The jet veto suppresses

the on-shell cross section and the negative interference from above V = mH more than

the contribution from the positive interference below vs = mH, and therefore the jet veto

acts to enhance the interference contribution relative to the signal. This enhancement is

significant in the case of mH = 600 GeV, as the interference has contributions starting at

M 41 ~ 2 mw, where the suppression due to the jet veto is smaller. To quantify this further

we can consider the effect of the jet veto on the ratio

R_ -1 HI (6.41)
CH

where UH+I is the cross section including the signal-background interference, and UH is the

Higgs mediated cross section. The behaviour of this ratio is different for the two Higgs masses

considered. Numerical values of R, are shown in Table 6.1. The effect of interference for

mH = 126 GeV with or without the jet veto is fairly small, and would be made even smaller

when cuts are made to eliminate interference. However, for MH = 126 GeV the effect of the

jet-veto can also be significantly amplified when cuts are used to maximize sensitivity to the

Higgs width. For example, the analysis of [4341 considered the region MT > 300 GeV to

bound the Higgs width. Since n 41 ;> MT, we see from Fig. 6-6a that in this region the effect

of the exclusive jet veto is by- no means a small effect, giving a suppression of ~ 1.5 - 2. A

representative error band from scale variation is also shown in Fig. 6-6a. The effect on the

derived bound will be discussed in Sec. 6.5.

These two examples demonstrate that a jet veto can have an interesting interplay with

signal-background interference, enhancing or suppressing its contribution relative to the

Higgs mediated cross section, depending on the particular form of the interference. A detailed

understanding of the interference is of phenomenological interest for both a light and heavy

Higgs. In the case of MH = 126 GeV, the interference can be efficiently removed by cuts

when studying the on-shell cross section [439], but is important for the understanding of the

off-shell cross section. In the case of a heavy Higgs, the interference is important for heavy

Higgs searches t439, 464, 4651, where it is a large effect, and cannot be easily removed by
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No Veto pV" = 30 GeV P = 20 GcV

MH = 126 GeV 0.92 0.94 0.95
mH = 600 GeV 1.38 1.49 1.54

Table 6.1: Values of R, = U"+I for mH = 126 GeV and mH = 600 GeV for two different
aH

values of py,". As is clear from Fig. 6-6, the jet veto causes a suppression of the importance of
the interference relative to the Higgs mediated process for a light Higgs, and an enhancement
for a heavy Higgs.

0.9
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Figure 6-7: Suppression of the exclusive zero jet cross section for off-shell Higgs production
as a function of MT. The Sudakov factor is controlled by x/s, but since 7 ;> M, a larger
suppression is observed as a function of MT.

cuts. The effect of the jet veto must therefore be incorporated in such searches.

6.4.5 Suppression as a Function of MT

We have so far discussed the effect of the jet veto on the cross section as a function of Vs, as

the Sudakov factor is explicitly a function of x. However, in the case of H -+ WW -+ lvi,

the total invariant mass of the leptons cannot be reconstructed. A substitute for N/'-, used

in 4391, and which is measured by the CMS and ATLAS collaborations [466, 464, 4671 is

the transverse mass variable, MT defined in Eq. (6.5).

Similarly to the ratios considered in Sec. 6.3 of the exclusive zero jet cross section to the
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total cross section, as a function of s, in Fig. 6-7, we plot the variable

dor NLL(p to) da
RT = dM T / (6.42)

for gg -+ H -+ WW -+ i1,1ebve in the far off-shell region. Since MT is designed as a proxy

for , the behaviour is as expected from the discussion of Sec. 6.3, however, since vl > MT,

the events contributing at a given MT all have a larger vKs. Since it is the Vi that governs

the Sudakov suppression due to the jet veto, the suppression due to the jet veto at a given

MT is larger than at the same value of Vs.
We should note that while the values of MT at which the suppression due to the jet

veto becomes significant are larger than is normally considered, or studied experimentally,

the authors of [4341 show that with an improved understanding of the backgrounds in the

ATLAS Njet = 0 bin of the WW data, the MT> 300 GeV region, where the jet veto effects

are indeed significant, can be used to place a competitive bound on the Higgs width. As

will be discussed in Sec. 6.5, their method relies heavily on having an accurate description

of the shape of the shape of the MT distribution, which is modified by the jet veto. This

section demonstrates that in the exclusive zero jet bin, there is a suppression by a factor

of ~ 2 above MT > 300 GeV, which is a significant effect. This will cause a corresponding

weakening of the bound on the Higgs width by a similar factor, which we discuss further in

Sec. 6.5.

6.4.6 From 8 TeV to 13 TeV

Since the focus will soon shift to the 13 TeV LHC, in this section we briefly comment on how

the effects discussed in the previous sections will be modified at higher Ecm. In Sec. 6.3.3

we noted that at higher Ecm the jet veto suppression has an increased dependence on . due

to the larger range of Bjorken x that is probed in the PDFs. The larger range of available

x increases the gluon luminosity at high A allowing for an increased contribution to the

cross section from far off-shell effects [433, 4341, and increasing the range over which they
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Figure 6-8: A comparison of the signal-background interference, and impact of the jet veto,
at 8, 13 TeV. At a higher centre of mass energy there is a larger contribution to the cross
section from higher M41 , where the effect of the exclusive jet veto is largest.

contribute, potentially amplifying the effects of the jet veto discussed in the previous sections.

In this section we consider one example to demonstrate this point, the signal-background

interference for mH = 126 GeV. The signal-background interference distribution for Ecm = 8

and 13 TeV is shown in Fig. 6-8, along with the signal-background interference in the exclusive

zero-jet bin at 13 TeV. As was done in Fig. 6-6 for the NLL predictions, we have normalized

the distribution by the jet veto suppression at mH so that the suppression is relative to

the on-shell production. The most obvious modification compared with Ecm = 8 TeV, is

the significant enhancement of the signal-background interference cross section, due to the

large enhancement of the gluon luminosity at larger s. In particular, the contribution to

the signal-background interference cross section from the peak at m 4 1 = 2mt is enhanced at

higher Ecm, relative to the contribution from M 41 ~ 2 mw. Since there is a larger relative

contribution from higher invariant masses, where the suppression due to the jet veto is larger,

the effect of an exclusive jet veto is larger at 13 TeV. This is in addition to the fact that at

13 TeV, the s dependence of the suppression due to the jet veto is slightly stronger, as was
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demonstrated in Sec. 6.3.3.

We again emphasize that when cuts are applied to gain sensitivity to the off-shell region,

the effect of the jet veto is not small. In particular, for 13TeV, there is a significant region

above M4 1 350GeV where the suppression due to the jet veto is > 2, as is seen in Fig. 6-8.

Although we have focused on the effect of an increased centre of mass energy on a

particular observable, the conclusions apply generically, for example, for the H -+ ZZ -+

41, 2l2v channel, which exhibits similar signal-background interference. Indeed as the centre

of mass energy is increased one has the ability to probe phenomena over an increasingly

large range of s. This amplifies the effects of off-shell physics, as well as the effect of an

exclusive jet veto. These effects will be important in any physics channel for which a jet veto

is applied, and for which one is interested in the physics over a range of .

6.5 Effect of Jet Vetoes on Higgs Width Bounds

In this section we discuss the impact of jet binning and jet vetoes for the recent program to

use the off-shell cross section in H -* WW, ZZ to bound the Higgs width [45, 433, 446, 4341.

Although we have focussed on the case of H -+ WW, we will review also the strategy for

H -+ ZZ which is similar, also exhibiting a large contribution from the far off-shell cross

section, as well as signal-background interference analogous to that in H -* WW. We first

discuss the procedure used to bound the Higgs width, and then relate it to our discussion

of the suppression of the off-shell cross section in the exclusive zero jet bin. Our focus will

be on the effect of the jet vetoes, rather than carrying out a complete numerical analysis.

In particular the proper incorporation of backgrounds, and additional experimental cuts is

beyond the scope of this chapter.

The method used to bound the Higgs width in Refs. [45, 433, 4341 can be phrased in

a common language for both H -+ ZZ, WW. It is based on the different scalings of the

on-shell, off-shell and interference contributions to the Higgs cross section, as discussed in
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Sec. 6.1. Recalling the scaling from Eq. (6.4), the total cross section can be written as

UH+I =A+B IfM+ C H (6.43)

where the coefficients A, B, C correspond to on-shell, off-shell Higgs mediated, and signal-

background interference contributions, respectively. The coefficients depend strongly on the

set of cuts that are applied. To extract a bound on the Higgs width, the procedure is as

follows. First, one determines a normalization factor between the experimental data and

theoretical prediction, which is as independent as possible of the Higgs width. This can be

done for WW by using a strict MT cut, for example 0. 75MH < MT < MH, and for ZZ

by using a strict cut on s. In both cases, this essentially eliminates the coefficients B, C

corresponding to the off-shell production and interference. Once this normalization factor

is determined, it is scaled out from the entire differential distribution, so that we now must

consider the ratio of offshell and onshell production cross sections. One can then compute

the predicted number of events above some MT, or s value, for example, MT, Ndi4 > 300

GeV. In this region, the interference and off-shell production dominate the cross section, so

that the coefficients B, C are significant, and the expected number of events is sensitive to

the Higgs width, as can be seen from the scalings in Eq. (6.43). By comparing with the

number of events observed by the experiment in this region, one can place a bound on the

Higgs width.

This method relies on the ability to normalize the theoretical prediction to data in the

low MT, or region, which is insensitive to the dependence on the Higgs width, and then

use the same normalization in the high MT, or 9 region where there is a large sensitivity to

the Higgs width through off-shell production and signal-background interference. However,

to be able to do this, one needs to have an accurate theory prediction for the shape of the

AT, or 9 distribution, particularly in the high AlT, or s region.

As we have seen, the jet veto significantly modifies the shape of the MT, or . distribution,

causing it to fall off more rapidly at high MT, or A. Often we presented our results by

normalizing the offshell cross sections to the cross section at the Higgs mass. Given the
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agreement between theory and experiment at mH, this normalization corresponds exactly to

what is done if the theory prediction is normalized to the experimental data in the on-shell

region, and therefore shows the extent to which a prediction without the inclusion of a jet

veto overestimates the contribution to the cross section at high MT or s compared with that

in the exclusive zero jet bin.

In both the H -+ ZZ, and H -+ WW analyses, jet vetoes or jet binning are used, so it is

interesting to consider how they will effect the width bounds. Their use in the two channels

is quite different so we will discuss them separately.

For the case of H -+ WW the jet veto plays an important role because the exclusive zero

jet bin dominates the sensitivity, so the jet veto has a large impact on the potential Higgs

width bound. This is because effectively it is more difficult to recover the jets which migrate

out of the zero jet bin. The plots of the off-shell distributions in Sec. 6.4 show the extent to

which a prediction without the inclusion of a jet veto overestimates the contribution to the

cross section at high MVIT. This will lead to a weakening on the bound of the Higgs mass,

compared with a calculation that does not incorporate the effect of the jet veto. For example,

in [434], which first proposed the use of the H -+ WW channel, the estimated sensitivity

was derived by comparing an inclusive calculation for the off-shell cross section with data in

the exclusive zero jet bin. Here the effect of the restriction to the zero jet bin is not small,

and will worsen the bounds by a factor of ~ 2, as can be seen by the suppression of the

far off-shell cross section in the exclusive zero jet bin, shown in Sec. 6.4. In an analogous

experimental analysis this Sudakov suppression from the jet veto will be accounted for up to

some level of precision by the use of a parton shower.. Because this is such a large effect, we

believe that an experimental analysis of the high MT region performed to bound the Higgs

width, would benefit from using an analytic calculation of the jet veto suppression in the

exclusive zero jet bin, instead of relying on the parton shower. We have demonstrated that

the resummation, including the signal-background interference, can be achieved to NLL.

Once the NLO virtual corrections are calculated for the interference, these results can also

easily be extended to NNLL.
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In the H -+ ZZ -+ 212v channel the situation is different, as the jet binning procedure

is used to optimize sensitivity, splitting the data into exclusive 0-jet and inclusive 1-jet

categories with comparable bounds coming from each category 1446]. Because the inclusive

1-jet channel is still experimentally clean, the large migration to the inclusive 1-jet bin

discussed in Sec. 6.3.2 should have a small (or no) impact on the width bounds derived from

the combination of the two channels in H -+ ZZ. A proper treatment of the migration of

events with changing 9 is still important when considering any improvement that is obtained

by utilizing jet binning. The analytic results for the Sudakov form factor discussed here for

H -+ WW could be utilized for jet bins for H -+ ZZ in a straightforward manner.

6.6 Conclusions

In this chapter a study of the effect of jet vetoes on off-shell cross sections was made. A

factorization theorem in SCET allowed us to analytically treat the summation of Sudakov

logarithms, and make a number of general statements about the effect of the jet veto. In

particular, the restriction on radiation imposed by the jet veto causes a suppression to the

exclusive 0-jet cross section, and correspondingly an enhancement of the inclusive 1-jet cross

section, which depends strongly on s. For gluon initiated processes the s dependence of the

suppression is greater than for quark initiated processes, which is important for channels

where the signal is dominated by one production channel, and the background by another.

The fact that the jet veto suppression is A dependent has interesting effects on differential

distributions in , as well as on signal-background interference. To demonstrate these effects,

we considered the gg -+ H -+ WW process, which has large off-shell contributions as well

as signal-background interference. We performed an NLL resummation for the gg -+ H -+

WW - lviiv process, including a discussion of the resummation for the signal-background

interference, for MH = 126 GeV, and mH = 600 GeV. These two examples demonstrated that

depending on the structure of the interference, the jet veto can either enhance or suppress

interference effects relative to the on-shell production. For a low mass Higgs a suppression is

observed, while for a high mass Higgs there is a significant enhancement in the interference.
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These effects must be properly incorporated in high mass Higgs searches that use jet vetoes.

The modification of differential distributions in . or MT due to the A dependence of the

jet veto suppression is particularly relevant to a recent program to bound the Higgs width

using the off-shell cross section [45, 433, 434, 446]. In particular, for the H -+ WW channel,

where an exclusive 0-jet veto is imposed to mitigate large backgrounds, the jet veto weakens

the bound on the Higgs width by a factor of ~ 2 compared to estimates without accounting

for the jet veto. Furthermore, since the suppression in the exclusive 0-jet bin corresponds to

an enhancement in the inclusive 1-jet bin, and the migration is significant as a function of

\ a proper understanding of the effect of the jet veto is crucial for experimental analyses

which use jet binning. This migration may for example play some role in H -+ ZZ -+ 212v,

which was recently used by CMS to place a bound on the off-shell Higgs width, and which

uses jet binning in exclusive 0-jet and inclusive 1-jet bins f4461.

We presented a factorization theorem in SCET which allows for the resummation of large

logarithms of yf7/p;t", including for the signal-background interference, in a systematically

improveable manner. This allows for the analytic study of the effect of the jet veto on the

exclusive 0-jet and inclusive 1-jet bins, including the correlations in their theory uncertainties.

A complete NNLL calculation would require the calculation of the NLO virtual corrections to

the interference, but would allow for the analytic incorporation of jet radius effects, and would

place the study of the off-shell cross section on a firmer theoretical footing. Furthermore,

since our hard functions are fully differential in leptonic momenta, realistic experimental

cuts on the leptonic phase space can be easily implemented. We leave a more detailed

investigation, including the treatment of such cuts, and a calculation of the effect of the jet

veto on the backgrounds, for future study.

With the LHC beginning its 13 TeV run in the near future, the importance of the effects

discussed in this chapter will be amplified. As the centre of mass energy is raised, the range

of . which can be probed increases. This typically increases the importance of off-shell

effects, as well as the impact of the jet veto, which is essential for an accurate description of

the differential distribution in A. In general a proper theoretical understanding of jet vetoes
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and jet binning for large s can be achieved through resummation, and is important when

theoretical cross sections are needed for the interpretation of experimental results.
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Chapter 7

Conclusions

In this thesis I have discussed applications of effective field theories, in particular SCET,

to describing QCD at the LHC. In particular, I have focused on the development of ex-

tensions of SCET to describe additional hierarchical scales present in jet substructure, as

well as formalisms in SCET to facilitate the description of more complicated hard scattering

processes.

In the area of jet substructure I have introduced new observables to distinguish hadron-

ically decaying boosted electroweak resonances from QCD background jets. These observ-

ables are theoretically clean, and offer advantages over previously proposed observables.

Motivated by these observables, I have proposed effective field theory descriptions of subjet

configurations allowing for a systematic resummation and factorization of jet substructure

observables, and performed the first calculation of such an observable. For the calculation

of precision cross sections at the LHC, I have developed a helicity operator formalism in

SCET to facilitate the matching of fixed order results onto the effective theory. This greatly

simplifies the analysis of final states with multiple particles.

The effective theory tools developed in this thesis should aid in furthering our under-

standing of fundamental physics using the Large Hadron Collider over the coming decades.
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Appendix A

One-Loop Calculations for D 2

A.1 Conventions and SCET Notation

In the body of the text we have presented the required factorization theorems for studying

the two-prong substructure of jets using the D 2 observable. Although all the factorization

theorems were presented, only heuristic descriptions of the functions appearing in the fac-

torization theorems were presented in an attempt to appeal to a broader audience, and so

as to not distract the reader with technical complications. In these appendices, we give the

operator definitions of the functions appearing in the factorization theorems of Sec. 4.3, and

calculate the functions to one-loop accuracy.

In this appendix we begin by summarizing some notation and conventions. The fac-

torization theorems presented in this chapter are formulated in the language of SCET

[22, 23, 24, 25]. We assume that the reader has some familiarity with the subject, and will

only define our particular notation, and review the definition for common SCET objects.

We refer readers unfamiliar with SCET to the reviews [468, 469].

SCET is formulated as a multipole expansion in the momentum components along the

jet directions. Since we take the jet directions to be lightlike, it is convenient to work in
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terms of light-cone coordinates. We define two light-cone vectors

nil = (I, i) , n" = (1, -ni) , (A.1)

with n' a unit three-vector, which satisfy the relations n2 = n2= 0 and ri n = 2. We can

then write any four-momentum p as

P =n-p-l+n-p n/1+p . (A.2)

A particle in the n-collinear sector has momentum p close to the n direction, so that its

momentum scales like (n -p,n -p,pni) ~ n-p (A 2 , 1, A), with A < 1 a small parameter.

The parameter A is a generic substitute for the power counting parameters in the different

factorization theorems presented in Sec. 4.3, and since our factorization theorems involve

multiple scales, there are generically multiple distinct As.

In the effective field theory, the momentum of the particles in the n-collinear sector are

multipole expanded, and written as

=H+ k" = n-p - + ~L + kV , (A.3)
2

where n -P and Pni are large momentum components, which label fields, while k is a small

residual momentum, suppressed by powers of A. This gives rise to an effective theory expan-

sion in powers of A.

SCET fields for quarks and gluons in the n-collinear sector, ) and An,f(x), are labeled

by the lightlike vector of their collinear sector, n and their large momentum P. We will write

the fields in a mixed position space/momentum space notation, using position space for

the residual momentum and momentum space for the large momentum components. The

residual momentum dependence can be extracted using the derivative operator iO" ~ k,

while the large label momentum is obtained from the momentum label operator Pi.

Operators and matrix elements in SCET are constructed from collinearly gauge-invariant
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quark and gluon fields, defined as [22, 231

Xn,w(X) = [6(W - PT) Wi (x) WX(()] , (A.4)
1-
B [6(w + Pn) WI(x) iD 1 W,(x)] . (A.5)

The I derivative in the definition of the SCET fields is defined using the label momenta

operator as

iDAi = Pl + gAt' (A.6)

and

W() = [Z exp ( nA,() , (A.7)

is a Wilson line of n-collinear gluons. We use the common convention that the label operators

in the definition of the SCET fields only act inside the square brackets. Although the Wilson

line W,(x) is a non-local operator, it is localized with respect to the residual position x, and

we can therefore treat Xn,w(x) and B4,(x) as local quark and gluon fields when constructing

operators. The operator definitions for jet functions in these appendices are given in terms

of these collinear gauge invariant quark and gluon SCET fields.

Our operator definitions will also involve matrix elements of eikonal Wilson lines, which

arise from the soft-collinear factorization through the BPS field redefinition at the Lagrangian

level 124]. The Wilson lines extend from the origin to infinity along the direction of a lightlike

vector, q, specifying their directions. Explicitly

Sq = P exP ig Jdsq-A(x+sq) (A.8)

Here P denotes path ordering, and A is the appropriate gauge field for any sector which

couples eikonally to a collinear sector with label q (for example collinear-soft, soft, boundary

soft), and the color representation has been suppressed. All Wilson lines are taken to be

outgoing, since we consider the case of jet production from e+e- collisions.
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Throughout this chapter we have considered the production of two jets, one of which has

a possible two-prong substructure, in an e+e- collider. This implies the presence of at most

three Wilson lines in the soft or collinear soft function. With only three Wilson lines, all

possible color structures can be written as a sum of color-singlet traces. In the more general

case, with more than three Wilson lines, the soft function is a color matrix which must be

traced against the hard functions, which are also matrices in color space, appearing in the

factorization theorem for the cross section (see e.g. Refs. [167, 301] for more details).

In App. A.2 through App. A.5 we will give operator definitions for the functions appear-

ing in the factorization theorems in terms of matrix elements of the SCET operators, X,, (x)

and B (x), as well as products of soft Wilson lines. These matrix elements can be calculated

using the leading power SCET Lagrangian, which can be found in Refs. [22, 23, 24, 25], or by

using eikonal Feynman rules in the soft functions, and known results for the splitting func-

tions to calculate the jet functions 1330]. We will use the latter approach, as it considerably

simplifies the calculations at one-loop.

A.2 One Loop Calculations of Collinear Subjets Func-

tions

In this appendix we collect the calculations relevant to the calculation in the collinear subjets

region of phase space, and explicitly show the cancellation of anomalous dimensions. The

calculation follows closely that of Ref. [105], with the exception of the form of the measure-

ment function. Nevertheless, the calculation is presented in detail, as the SCET+ effective

theory has not been widely used.

Kinematics and Notation

For our general kinematic setup, we will denote by Q the center of mass energy of the e+e-

collisions, so that Q/2 is the energy deposited in a hemisphere. i.e. the four-momenta of the
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two hemispheres are

Phemisphere = 1P1 , ) Phemisphere 2 = ()1 (A.9)

so

S = Q 2 . (A.10)

We will also denote the energy in a jet at intermediate stages of the calculation by Ej, but

we will write our final results in terms of Q.

We work in the region where one hemispherical jet splits into two hard subjets, assume the

power counting z ~ 1, with z being the energy fraction of one of the jets. We further assume

the power counting relations between the energy correlation functions valid in the collinear

subjets region, as discussed in Sec. 4.2.2. We adopt the following notation to describe the

kinematics of the subjets

Subjet a,b momenta:

Subjet a,b spatial directions:

Thrust axis:

Light-cone vectors:

Pa, Pb

na, nb

nha + iib

|na, + nb |

n =(1, h), h = (1, -t),

na,b = (1, nla,b), ia,b = (1, -- a,b) .

In the collinear soft region of phase space, we have na -nb < 1. When performing expansions,

we can work to leading order in na - nb, and must use a consistent power counting. It

is therefore useful to collect some kinematic relations between vectors which are valid at

leading power. These will be useful for later evaluations of the measurement function and

integrand at leading power. These kinematics satisfy the following useful relations

(A.15)
nla - nb

n - na = n - n, = 4
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n -na = n-nb = 2, (A.16)

n Ia,b - hla,b = -nla,b - n I ,b = h-La,b *- -La,b = na -b( A.17 )2

For a particle with the power counting of collinear sector a or b, we have the following

simplified relations

Pa ~ -(- pa)na, PA -( Pb)nb, (A.18)
2 2
0 1 1

Pa ~, - (h - Pa), Pb ~ -( -Pb) , (A.19)
2 2

which are true to leading order in the power counting. Finally, we label the energy fractions

carried in each subjet by

2 , A ' .Pa,b
Zab 2,b _ a (A.20)

where the second relation is true to leading power.

The value of e2a) is given to leading power by the subjet splitting

e(a) EaE 2pa P a/2 (A.21)a E f FE ) (.

2a/2ZaZb (na -nb)a/2 (A.22)

In the collinear soft region of phase space, the 3-point energy correlation function is dom-

inated by the correlation between two particles in different subjets, with a third collinear,

soft, or collinear-soft particle. Depending on the identity of the third particle, the power

counting of the observable is different. We begin by collecting expressions for the ea ob-

servable for a single soft, collinear-soft, or collinear emission, which will be required for the

one-loop calculations.

For three emissions, with momenta ki, k2 , k3, the general expression for the three point
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energy correlation function is

(a) 2k - k2 a/ 2  2k1 - k3 a/2 2k2 - k3 a/21_ = k kik0  I i (2 3
S Es, kikO koko koko

(A.23)

For an emission collinear with one of the subjets, where we have the splitting Pa,b - ki + k2 ,

we can write e3 entirely in terms of k1 -k2, na - nb, and na - k1,2 , because there is a hierarchy

between the opening angle of the dipole, and the opening angle of the splitting. At leading

power it is given by

e(a) = k,k2in, 2 5a/2Zb(na - nTb) k k 2  2

e(a) =ki,k2||nb 25a/2Za(la - Ye k1 k2 )

(a ki 2

fAb k1 2

For a soft emission off of the dipole, with momentum k, which cannot resolve

angle of the dipole, we have

Ia - k - n - k), nb - k -+ n - k,

the opening

(A.26)

at leading power. We then find

ea) = 23a/2+1 ZaZ(a nb)a/2 + n - k n k a
(A.27)

where we have used the full expression for the energy of the soft particle, as it is not boosted.

For a third collinear-soft emission k off of the Pa,b partons, for which there is no hierarchy

between the opening angle of the dipole and the opening angle of the emission (i.e. a collinear

soft emission), e(') is given by

ela) 23a/2+1ZaZb (la - nb )a/ 2  - k 1 na - k)a/ 2 (n - k) a/2

3 ( 2Q ) (Q Q
(A.28)

For the SCET operators involved in the matching calculation, we follow the notation of
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Ref. [105], defining

02 = nynryA~A , (A.29)

which is the usual SCET operator for e+e- -4 dijets, and

03 = kn. LB [(X naX XlbT XflbVTZ] ['[nYY],- X [xfl]k , (A.30)

which is the SCET+ operator describing the production of the collinear subjets. Throughout

this section, we will not be careful with the Dirac structure of the operators, as it is largely

irrelevant to our discussion. With this in mind, we have not made the Lorentz indices explicit

on the operators. Here we have chosen to write the Wilson line corresponding to the gluon

in the fundamental representation. Note that the two stage matching onto SCET+ makes

it clear that the partonic configuration in which the two collinear subjets are both quarks

is power suppressed. In the operators 02,03, we have used Y to denote soft Wilson lines,

and X, V to denote collinear-soft Wilson lines. In the definitions of the factorized functions

below, we will refer to all Wilson lines as S, as after factorization, no confusion can arise.

Definitions of Factorized Functions

The functions appearing in the collinear subjets factorization theorem of Eq. (4.18) have the

following SCET operator definitions:

* Hard Matching Coefficient for Dijet Production

H (Q2, A) = IC (Q 2 [)12 , (A.31)

where C (Q2 , M) is the Wilson coefficient obtained from matching the full theory QCD

current V)FO onto the SCET dijet operator yIXf,

(qqj)T'&jO) = C (Q2 , i) (p7102 10). (A.32)
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When accounting for the Lorentz structure, there is a contraction with the leptonic

tensor, which we have dropped for simplicity. See Ref. [1671 for a detailed discussion.

* Hard Splitting Function:

H2  
((a)) 2

H 2, zA,/) = C2 (e" () -a p (A.33)

where 02 (e"), za, p) is the Wilson coefficient in the matching from 02 to 03, namely

the relation between the following matrix elements

(qqg102 0) = C2 (e2), za, P) (qqgI0310). (A.34)

* Jet Function:

Jnab e(a3) = (A.35)

() tr(0 X, (0)6(Q - iai- P)6(2 ) o ) (el) - E3()) ,(0)10)
CF 2 'abab-P- 3()1)

For simplicity, we have given the definition of the quark jet function. The gluon jet

function is defined identically but with the SCET collinear invariant gluon field, Bab,-LI

instead of the collinear invariant quark field.

* Soft Function:

Sn A (el); R) = C tr(0IT{SnSfi}6 (e(a) - eRE3(Q) ) T{SnS4}10) (A.36)

* Collinear-Soft Function:

Sna nb j (4")) tr(0IT{Sn.aS. S} (ct) - E3 ( ))I'{SnfaSflS4}0) (A.37)

In each of these definitions, we have defined an operator, E3 which measures the con-

tribution to e(') from final states, and must be appropriately expanded following the power
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counting of the sector on which it acts, as was shown explicitly in Eq. (A.24), Eq. (A.27),

and Eq. (A.28). These operators can be written in terms of the energy-momentum tensor

of the full or effective theory [470, 471, 472, 4731, but we can simply view them as returning

the value of e(a) as measured on a particular perturbative state. The soft function is also

sensitive to the jet function definition, which is included through the operator OR. To Sim-

plify the notation, we have strictly speaking only defined in the in-jet contribution to the

soft function. Additionally, we assume that some IRC safe observable is also measured in the

out-of-jet region, although this will play little role in our discussion, so we have not made it

explicit.

Hard Matching Coefficient for Dijet Production

The hard matching coefficient for dijet production, H(Q2 , p), appears in the factorization

theorems in each region of phase space. H(Q2 , p) is the well known hard function for the

production of a qq pair in e+e- annihilation. It is defined by

H (Q 2 ,p) = IC (Q2, )12 , (A.38)

where C (Q 2, pt) is the Wilson coefficient obtained from matching the full theory QCD current

'iF' onto the SCET dijet operator XnrX. This Wilson coefficient is well known (see, e.g.,

Refs. [474, 475, 167, 105] ), and is given at one-loop by

C(Q 2 , A) = 1 + -() CF log2 E + 3log 8 + . (A.39)

The branch cut in the logarithms must be taken as -Q2 - i. The hard function

satisfies a multiplicative RGE, given by

d
p - ln H (Q2, p) = 2Re [7YC (Q2 , p)] , (A.40)

dp
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where yc (Q2 , p) is the anomalous dimension for the Wilson coefficient, which is given to

one-loop by

7a(2 O F 4log - . (A.41)

Hard Splitting Function

The hard splitting function can be calculated using known results for the one-loop splitting

functions [4761 or from the result for e+e- -+ 3 jets [4771. However, since at leading power

the measurement of the 2-point energy correlation functions define the energy fractions and

splitting angle, it is simplest to change variables in the results of Ref. [1051, where the hard

splitting function matching was performed for jet mass. Using the notation t = sqg, and

X s qQ 2 , Ref. [105] gave the matching coefficient to one-loop as

.H q (t, X, )=Q2 s1- as1+ 1 CF) 21og log x + log2 x + 2(1 -X)

CA 7 7r2  t 1 I x
2A log2 t_ 2 + 2 log log(1- x) + log 2 (1 - x) + 2Li2 (x) + (CA - CF) 1 222 g[2 +6 }

(A.42)

We can now perform a change of variables to rewrite this in terms of e"), and the subjet

energy fractions, using the leading power relation of Eq. (A.21), and the kinematic relations

valid in the collinear subjets region of phase space. We find

Q 2 (ZaZo)1-2/a (a) 
2 /a

t2 , X =q, (A.43)

and

=a([L)CF 1 1+z (A.
H q-g(e (a), zqp as _)C q (.4

2 , ) air (e 1-Zq

a2 ( a) 2/a

x 1 + 2r 2 CF) 2log 2 log zq + log2 zq + 2Li2 (1 - zq)
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C -2/ (a) 2/a 2CA Ilog2 Q2 (Za Zb) 1 2 (e2 77r

2 p 2 4 )
92(aa1-2/a ( a)2/1-z

+2log Q2 (ZaZb) 
2  log( - zq) + log 2 (1 - zq) + 2Li2(zq) + (CA - CF) z q

+2 lo21

Note that the hard splitting function depends on the partons involved in the split, which

in our case we have taken to be q -> qg, and therefore singled out zq, which is the energy

fraction of the quark jet (defined identically to Za, Zb). Throughout the rest of this appendix,

we will, whenever possible, write results in terms of z,, and zb for generic partons, using

general Casimirs. Since we consider the case q - qg, we will calculate the jet functions for

both quark and gluon jets, and therefore the results in this appendix are sufficient to treat

general two-prong substructure, where the prongs are associated with generic partons by

using the hard splitting function for other partonic splittings.

For completeness, we also present the one-loop results for g - gg and g -+ qq splittings.

While one-loop, and even two-loop, splitting helicity amplitudes exist in the literature [476,

478, 479], to our knowledge, the one-loop unpolarized splitting functions have not not been

explicitly written down before. Using the results from Refs. [476, 479J, the one-loop function

for the g -+ gg splitting is

as()CA 1 Z 1 - Z [ 2 ls(p)og [Z1
2_Z

Hg~ 9 *(s ,z,7 ) = + - + z(1 - z))
27r sg 1 - z z 27r s[ g

1 
2

, 51r 2 (1 nF' z_____-~
log S99 - log2 z Z(1- } (A.45)2 P2 2 1 -z 12 (3 3N) 1 + z +(1- I)

Here, we have expressed the result in terms of the numbers of colors, N, of the gauge theory

and number of active quarks, nF. Note that CA = N. The virtuality of the splitting is

sgg = 2ZaZbE (na - nb) , (A.46)

where a and b denote the final-state gluons in the splitting. Its anomalous dimension to
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one-loop is

CYg = aS) N log + N log z(1 - Z) - (A.47)

For the one-loop result of the g - qq splitting, we have

H2 sqq, = as(p)nF 2 2) N log log(z(1 - z))
2 N 4 Z) 2l 2 F -g 2q 2 2 q

+ 3 1iog - 2nF log + -3Nlog A2 + log2
2 N sqq 3 sqq 6 sqq 2N sqt

1 7r 2
2 2 z 40 10

-N- -o -+-N- - nFl> (A.48)
N 12 6 2 1 - z 9 9.

Note that, in terms of the number of colors,

N2 _ I
CF 2N

Its anomalous dimension is

a. (P) F 1 p 2

g-+qq = -- log- + N log(z(l - z)) + - 3CF . (A.49)
? N sqq 2

Global Soft Function

In this section we calculate the global soft function. The global soft modes can resolve the

boundaries of the jet, so the jet algorithm constraint cannot be expanded. However, the soft

modes do not resolve the dipole of the collinear splitting. The global soft function therefore

has two Wilson lines in the n and A directions. A general one-loop soft function can be

written as
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where Ti is the color generator of leg i in the notation of Refs. [388, 3891, and the sum

runs over all pairs of legs. Here we have only the contribution from i, j = n, h, but we still

perform this extraction of the color structure to keep the results generic.

The one-loop integrand for the soft function is given by

S (e()) = (A.51)

2 )62 eE d k 2n- 0 ( 2R n-k () 6-k+n-k -a nk a
-- 92 ) [ddkl]+ *k.G yan ~ ~ f e -Ns Y QQ )

(47r n -kk - i 2 A -k 3 2QQ

with d = 4 - 2e, and where here we have extracted the normalization factor

Ns = 23a/2+1ZaZb (a - nb)a/2 , (A.52)

following the expression for the three point energy correlation function in the soft power

counting, given in Eq. (A.27). The first e-function in Eq. (A.51) implements the jet algo-

rithm constraint, which is simple for a single emission. To simplify notation, we also use the

following shorthand for the measure for a positive energy, on-shell, collinear particle

ddk
[ddk]+ = T2-)-d27B(h -k)6(k 2 ). (A.53)

To perform this integral, it is convenient to make the change of variables

i - k = v, n - k = vu, (A.54)

which factorizes the jet algorithm constraint and the measurement function. The integrals

can then be evaluated using standard techniques. Performing all the integrals but the u

integral, and transforming to Laplace space, e3 ,a) gives

-(a) g2e-E7F(-2) eYE a) Ns f " du ( + U)24-t) (A.55)(G,ne3 (27r) 2 p(1 - ) 21-aQ J 0 t1+e(1- 2a)
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This can be integrated exactly in terms of hypergeometric functions,2RV

du __(-_(__-_2_))

1+(
2 0) (1 + u) 2 (l-a) - F(-(1 - 2a))Ul+E(-2a1 (1 - E(1 - 2a))

x tan2 RE
2) ( tan2 R2

1 + tan2 RT )
-2(1-a)e

2 F 1 1 -2(1 2 _ Itan 2- e; 1 - (1 - 2a)E +tan 2R
+Tan

where we have used both a Pfaff and an Euler transformation to extract the singular behavior

from the hypergeometric function. We therefore have

Sa e-e7EF(_2c) (eYEtA)Ns

Ir F(1 - E) 21-aQ
ta R 

2

2

t a n 2  R -
x 2 F 1,-2(1

1+ tan2 R 212

F(-E(1 - 2a))

1(1 - E(1 - 2a))

- a); 1 - (1 - 2a)c;

(A.57)

tan232
1 + tan2R

Expanding in c (throughout these appendices we use the HypExp package [480, 4811 for

expansions of hypergeometric functions) and separating in divergent and finite pieces, we

find

_ a 8  1

2= (2a +

(log2 
eYE1-cfk)S

2a -1
+ 8(2 + Ilog2

8(2c - 1) 4

7Epyd NS
21-aQ

2a - c

as log [tan2 RI

27r

log E-aQ NsI

g

log tan 2 ]

where Li 2 is the dilogarithm function.
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5(l)div (a))G, n

SG' (E k3)

(A.58)

(A.59)

}tan 2 _- + (a - 1)Li2 -tan 2 _
211 2]

~() (a)
SG nfi 3 )



Jet Function

To calculate the jet function, we use the approach of Ref. [3301 and integrate the appropriate

splitting functions against our measurement function. In the power counting of the jet

function, we can expand the jet algorithm constraint

E tan2 -- n. (A.60)
2 ii -k) ~*(.)

The one-loop jet function in the na direction is then given by

S(a-ki)1-a/2 ' 1-a/2 a/2

J i ,- a - ) (k 1 k2 )a)

(A.61)

The two particle collinear phase space is given by 12321

dM = 2(21r) 3 -2EQj [ddk1]+ [ddk 2]+6(QJ - ha - ki - ha - k2 ) d- 2 (kn1 + k2 1 ), (A.62)

and

pc='2E e
U- =) Pi(Z) (A.63)

where

Pq(z)= CF - (1 - z) , (A.64)
1 -z

and

P = CA + z + z(1 - Z) + 1 - 2z(A.65)

which includes both the g -+ gg and g -+ qq contributions. Explicitly, the integrand is then

given by

J) (Qj, e 3"O) = ( 3 2 EyQj2Eg 2  [d d ui[d2]+ 2k K (A.66)

X 6(QJ - ha - k1 - ha - k2 )6d-2(i11 + k2I)
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k( k2 a/2
- N ( a k1 )

where we have extracted the normalization factor

N -= 2 /2(n a - nb)"Zb , (A.67)

for simplicity, following the expression of Eq. (A.24) for the three point energy correlation

function in the power counting for the emission of a single collinear particle. Furthermore,

note that we have used Qj = zaQ in this expression.

The integrals can be performed using standard techniques, and we find, after transforming

to Laplace space, e(a) ), for the jet function in the na direction

as (a
--CA
2w a- )2

2LtJ k t)
+ (

(a - )e

1 1 1 CA - 2nf

E 6CA
(A.68)

ai 2  w2  67 2w 2  2Lc, ((a)) 11LJ' (

12(a - 1) 3(a - 1)a 9a 3a (a - 1)a 3c

2 2  2nffL Ja (a) l3r

3 3 Cxa 9C a

23nr

18CA

for gluon jets, and

a
E2(1 - a)

3J,a a)
2c c(1 - a)La ( 'a)

(A.69)

- 2 LJa (a) + 3 LJa a
a(1 -a) a

_r_2 + 37 2 (1 - a)

4a(1 - a) 4a
1 13(1 -a)

2a 2a

for quark jets respectively. The jet function for the nb direction can be trivially found from

a -+ b.

Here we have used Lta ( a) to denote the logarithm appearing in the jet functions. The
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argument of this logarithm depends on the subjet energy fraction. We indicate the specific

logarithm for the subjet via the notation

L J e(a) = log Njjge)e -YE2-a . (A.70)

Collinear-Soft Function

We now calculate the collinear-soft function. The collinear-soft modes couple eikonally to

the collinear sector, and so the collinear-soft function has the one-loop form

S(1 (e) ) = E Ti -Tj S(1) (e)) , (A.71)
i~i

where Ti is the color generator of leg i in the notation of Refs. [388, 3891, and the sum runs

over all pairs of legs. Since the collinear-soft modes resolves the dipole from the collinear

splitting, there are three Wilson lines, na, n, h to which the collinear-soft modes couple.

We calculate separately the contributions arising from the pair of legs na, nb, and from the

pairs na,b, b. In both cases the integral involves the jet algorithm constraint. In the power

counting of the collinear-soft modes, this constraint can be expanded as

2 tan2 R- 1. (A.72)
2 h - k

If this expansion was not performed, the contribution of the collinear soft modes sensitive

to the jet radius R, would be removed by. a soft zero bin subtraction.

n, nb Contribution:

We begin by calculating the contribution from the emission between the na, nb eikonal lines.

The integrand is given by

S(e '"()) =(A.73)
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p_ 9, d d *+2 n , n b e a ) - N s k 1 a n a - k ) a /2 ( n - k ) a /2)4( 7 na kk b N 2Q Q Q

where we have extracted the normalization factor

Ncs - 2 3a/2+1 ZaZb (na - nb) / , (A.74)

for simplicity, following the expression of Eq. (A.28) for the three point energy correlation

function in the power counting for the emission of a single collinear-soft particle.

To perform the calculation, we go to the light-cone basis defined by n, h. We then have

na - k = n - k + n - k + k - na12 2

= n - n -k + I "an -k - (h kn -k) 1/2 1cs ij"_ , O (A.75)

lb k n-n k+n-n n -k +k-L'nb I2 2

= n -b k +f b n - k + (h- kn -k) 1/2ial|COS 6 (A.76)2 2

where 6 denotes the angle between the particle k and the n axis. In the above kinematic

relations, we have made use of the fact that since h ~ h'an+ , k-*nb = -k 1 - naI. Rewriting

the integrand for a positive energy gluon in terms of 6, we find

[ddk]+ = 1o( -) J A J k j dO sin-2E , (A77)
24-2Er -_fl(} -E) 0 n - k6 0 -kc 0

- dn-k d -k 7 dO sin-2 6, (A.78)

for d = 4 - 2E. To simplify our expressions, we have extracted the following constant

1
ce = 1 (A.79)

24-2cr-F(j - (A)

In the collinear soft region of phase space, we power count na -n < 1. We can therefore

work to leading power in na-nb in the integrand. Using the relations of Eq. (A.15)- Eq. (A.17),
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and expanding to leading power in na -nb, we have

na - knb - k = (n k + 8 n k - na 2hb (n - kfz - k) cos 2 0.

Note that in our power counting, n -k ~ n, -nb, so that this expression scales homogeneously.

To perform the integral, we make the change of variables

k - =v, n - k =v ( )na n . (A.81)

We then have

na - k nb - k = v2 (a nb ) 2 [(1 + w) 2 - 4w cos 2 0] (A.82)

(A.83)= 2 a nb) 2 _ ) 2 + 4w sin2 0]

The one loop expression for the collinear soft function can then be written

Sgi.nb(ela)) - (A.84)

-g2 (iLLE) 16c, ( na8ib
I dw 

00
Jo WE J0

dv d sin 1
V1+2 i0 (1 - w) 2 + 4w sin2 0

x (ea)
N 8 v

-2
1 -a Q

(n 2 + 4w sin2 ]a/2

The v integral is straightforward. TrIansforming to Laplace space, e(a) -+ (a), we find

-2N2 eyE(a(a))2 (na'b) 1+2a

= -g21'(-2c) s 47r4l-Q 8
(A.85)

x 16cE j d j dO sin 2E 0 [(1 _ W) 2 + 4w sin2 ] -1+ae

The 0 integral can be performed exactly in terms of hypergeometric functions using

0

dO Sin-2 , 0 [(1 _ W~) 2 + 4w sin12 0] -1+11 (A.86)
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_[1/2_____ [/2__2-_+_e 4wF(1/2 - c]F[1/9] - w) 2F1 1 - ac, 1/2 - e, 1 - 4, -
F[i-e] (1 (- w)2

which can be rewritten using a Pfaff transformation as

dO sin-2, 0 [(1 - w) 2 + 4w sin 2 0] +aE F[1/2 - c]F[l1/2] (A.
0 ~F[1- E]

X (1 + w)1+2E ((1 _ W)2)-1/2-(1-0)c 2 F 1 1/2 - E, -E + ace, 1 - 4, w).
(1 + )2

The remaining integral in w is given by

87)

- -g
2 F (-2) (2NSe3E 2

dw (1 + w)-2E ((1
o IV"

(a fliY-1+
2a E

Q 2 .)

2 F 1 [1/2

16 [1/2 - E][1/2]
17[1Fr - E]

4w1

() + W)2

(A.88)

Re-mapping the integral to the unit interval, we have

( 2 N 2 eYE (a(01))2 (n.-Lb)-1+2ck)
16 c, F[1/2 e]1F[1/21

17[1- E]

dw (w- + W (12)e) (1 + W)l1+2c(1 _ W)-1-2(1-a)E 2 F 1 [1/2
4w1

- e, - + aC, 1 - , + )2

We could not perform this integral exactly, but it can be done as a Laurent expansion in e

by expanding the hypergeometric function as

[11 4w1
2 F 1 I- , -(1 - a)E; I - E; ( W 1 - 2(1 - a)cln(1 + w) + 0( 2 ) (A.89)

which is valid for 0 < w < 1, and we have truncated the expansion at O(e2) as we are only

interested in the terms up to 0( 0 ) in the one-loop result. We then have

S 2 N2Se )-(())2 (?2Nsb)E-1E2a
S C allb (K ) = - 2F - 4r4laQ 2 ) 16c, F1/2 - 4ElF[1/21

F[ - ]
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d (w- + w(1-2a)E) (1 + w) +2E(1 _ W)-1-2(l-a) (1 - 2(1 - a)E ln(1 + w)) .

(A.90)

For the remaining integral in w, we have

J dw (w- + W+1"a))(l + w)-+ 2E(1 _)l 2 (-a)E (1 - 2(1 - a)E In(1 + w))

d (w- + w(-2a)E) (1 + w) 1 +2E(1 - W)-1-2(1 -aE (A.91)

- 2(1 - c)e] dw (ul + W( 1 -2a)E (1 + w)-1+2r(1 -_) 1 2(-Q)Elog(1 + w).

The first integral can be done in terms of hypergeometric functions, while the second can be

done using plus functions (for a detailed discussion of their properties, see e.g. [195]), and

applying the identity

1 100
-- 6(z) + D(z), (A.92)

with

D (z) = loz (A.93)
Iz 1+

We find

+ 2 - 12a))) W)2)- 1] )
F[2(a - 1)]1[1 - c] 2 F1[1 - 2e, 1 - E; 1 - 3E + 2ac; -1] (A.94)
F[1 - 31E + -2a

* ]F[2(o - 1)c}LP[1 + E - 2aE] 2F1[1 - 2E, 1 + c - 2aE; 1 - E; -1]

+ 22Elog2 - 2(1 - a),E (g22 -

1 +alog(2) + og(2) + e (-7r2 a 2 + 36a21og2 (2) + 37r 2 a - 24alog2 (2) - 2 r2 )
(2a - 2)f a - 1 12(a - 1)
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Therefore, in total, we have

(~1) (a)(c,tnb '3 )

1

(2a - 2
alog(2) +log(2)
a - I

2N CSe'YE 2 ( -1
7

2

=-92 (-2c) 4 4-oQ2 8 16 c,[1/2 - c]F[1/2
(-w~a 2 36a~lg2(2) - 3j [ - E]~g() T)\

+E (-7r 2a2 + 36a02 (2) + 372a - 24alog2 (2) -2-g2)
12(a - 1)

(A.95)

Expanding in E, and keeping only the divergent piece, as relevant for the anomalous dimen-

sions, we find

Sc(l)div (a)
- as 1

7r (a - 1)E2

(2alog(2)
+as

pNSeE(a)) ( 1/2+a 1
+ log [C8

(a - 1)E
Sas 1 a, LCS

r (a -1)c 2 7r (a -1)e

L = lg pNcse'E ((aLes = log Q
b)-1/2+a

(A-97)

71a , and nb, fl Contributions:

We now calculate the na, h contribution to the collinear-soft function. The nb, fl contribution

will be identical. The one-loop integrand is given by

SCO.(e(a)) (A.98)

[d dk] 2a - 6h
-k k h ( e (a)

- NCs h k
(2Q )

where we have again extracted the normalization factor

Ncs = 23 a/ 2+1ZZ (na - nb)
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- log(2))

(A.96)

-- 9 ( 4 E )

j
a-k) a/2

( na ( k a/2)

(A.99)
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As with the na -nb contribution, we expand the integrand to leading power in na -nb using

na - knb - k = (n. - k + na b - k) 2 - na b (n - k n - k) cos2o

na - 2,

na k = flbk+ k(kk1/2 ia cos 0.
82

To perform the integral, it is again convenient to make the change of variables

k = v, n - k = vw ( a8 b

(A.100)

(A.101)

(A.102)

(A.103)

We then have

na - knb -k = v2 (na lb )
2

na -k = na -nb +VW

[(1 W) 2 + 4w sin2 0]

na 8nb ) 2w na lfb)) 1/2

=V( a8b) (1 + w - 2Icos 0)

(A.104)

a n- cos 0
2

(A.105)

The one-loop expression for the contribution to the collinear soft function can then be

written

II l((el")) =(A.106)

2p2 e,E IE

47r

6 ((a -

4c, na b) f ' (I V I dO sin 2 E 1
4 8 8 I WE V 1+2E J 1 + w - 2v/ wcos9

Vs (tn ) n a
[(1 _ ) 2 + 4w sin2 0] a/2)

This integral can be performed in a similar manner to the na - nb integral. The v integral is

straightforward, after transforming to Laplace space e3") -* e ), we find

S ( ) = -P24 2N 2 N Ose E (6())2 ( a lb)) -12a

S2a(a(a)) = -g2 4cEF(-2E) ( 8~4-Q2
2)
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dw 10 dO [(1 - W )2 + 4w sin2 .] c

0 we O 1+ w - 2v/i cos 9

We now focus on the integral

f dw 7 dO sin-2E 9
0 WC JO

[(1 - w) 2 + 4w sin2 0]
1 + w - 2v/jii cos0

Remapping to the unit interval, we find

du [u-E + u-l+(-2a)c] 

0

dO sin-2E 0 [(1 _ U) 2 + 4u sin2 9]C
1+u-2/ cos0

x j d sin 2E 9 [(1 - u) 2 + 4u sin2 9]&El (1 + u + 2/ ficos 9)

The 9 integral can be performed in terms of hypergeometric functions using

dO sin 2E 9 [(1 - U)2  + 4u sin 2  ] 1+ aE _ F [1/2 - ]F [1/2]
F [1 - E+

x (I + u) 1+2f ( )-/--) 2F1 1/2 - , -E +

(A.110)

ac, 1 - ,(1+ U)2

and

d9 sin-2E 9 [(1 - U)2 + 4u sin2 9] cos 0 = 0,

by symmetry.

The hypergeometric function has the expansion

E1(1\4u 1
2F1 - E, -(1 - a)E; 1 - ; U2 =1 - 2(1 a)E In(1 + U) + O(E2),

which is valid for 0 < u < 1,

(A.111)

(A.112)
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The final u integral is then

F[1 - ce]/2 [1F ri2 - ] 1 d u [ 11 f U - (> 2 a ) ,E x (1 + U )2- ( (1 - ) (

x (1 - 2(1 - a)iEln(1 + u)) (A.113)

We expect this integral to contribute both 1 and _12Q poles, unlike the nanj con-(1-a) O 1-c~

tribution, which are evident in the u -+ 1 and u -+ 0 limits respectively. We need to do the

integral to O(e) to get the finite pieces, but only O(0) to get the anomalous dimensions,

which is sufficient for now. We have

Fr[1/2 - E][1/2] du u-'(1 + U)2E ((1 __ )2)-1/2-1-a)c

2(1 - a)E F[1/2 - ci 1/2] du u-'(1 + u) 2E ((1 _ U2)-1/2-l-a) log(1 + U)Fr[i - E J o

F[1/2 - E]Fr[1/2] du u1+(1 -2a)(1 + U) 2E ((1 - u) 2 ) 1/2(1Q)e
r[1 - Ei fo

-2(1 - a)E r[1/2 - E]r[1/2] du u-1+--2a(j + U)2E ((I _ U)2)-1/2-0-o)E log(, + u)
r[1 - E] fo

(A.114)

This integral can be done systematically using +-functions, but to the order we need the

result, it is easier to use subtractions, evaluate the log at the value of the singularity, and

then perform the integral in terms of hypergeometric functions. The integral can be written

F[1/2 -E]F[1/2] du u-'(1 + u) 2E ((1 _ U)2)-1/2-l-a)E

F[i - E] o

- 2(1 - a)E F[1/2 - E]F[1/2] du u-'(1 + u) 2E ((1 - u)2)-1/2-(1-a)Elog(2)
F[i -- E] Jo

+ F[1/2 - E]F[1/2 u1 u t-1+1-2a(1 + u)2 E ((1 _ U)2)-1/2-1-a

IF[1 - C] fo

- 2(1 - a)E F[1/2 - E]F[1/2] [u u-1+(1-2a(1 + U)2 ((1 _ )2)-1-l-
Fr[i - C] Jo

(A.115)

a - 1] log(2) ,
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which gives

F[1/2 - 6]F[1/2] F[1 - c]1[-2(1 - a)c] 2F[-2E, 1 - E; 1 - e - 2(1 - a)c; -1]
F[1 - E] F[1 - E - 2(1 - a)E]

- [1/2 - E]F1/2] f[1 - c]F[-2(1 - a)c] 2F1 [-2,1I
2(1 - a)6 /lg( 2 )e]

+ [1/2 - c]P[1/2] Q[(1 - 2a)E]F[-2(1 - a)] F
F[1 - E] r[(1 - 2a)c - 2(1 - a)E] 2F1[-26, (1 - 2a)6; (1

- 2(1 - a)E r[1/2 - E]F[1/2] og(2)
F[1 - E]

- E; 1 - E - 2(1 - a)E; -1]

- 2a)- - 2(1 - a)E; -1]

P[(l - 2a)E]F[-2(1 - a)E]
F[(1 --2a)c - 2(1 - a)c] 2 F 1 [2, (1 - 2a)6; (1 - 2a)c - 2(1 - a); -1]

S [(1 -2a)E] 2F1 [-2E, 1; 1 + (1 -

(A.116)

Expanding this to 0(c0) gives

7r 27rlog(2)
(2a - 1)E 2a - 1

+ 4log(2) + 27rlog(2)
a - 1

We then have

(n) 3) = -g9 24cEF(-2c)
(2NCse7E ( (a))2 (lafnb) 12aE

47r4l-aQ2

( 7r 7r 27rlog(2)

(a - 1)c (2a - 1)E 2a - 1
47rlog(2) +27rlog(2)
a - I

(A.118)

Extracting just the divergent pieces so as to get the anomalous dimensions, we find

a 1 a8  +
2r(a - 1)62 27r(2a - 1)62

log s 8 ) 1/2+c
21-Qa

7r(a - 1)c

o NgS[ I E(&E )( na)nb 1/2+a-

log 3 8

7r(2a - 1)E
log(2)a, log(2)a,

7r(a - 1)6 7rE
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CM "i ( a )

(A.119)



which can be simplified to

M -((C ) = as - as
c,nn 27r(a - 1)e 2  27r(2a -1)C2

+ a LC -LLes CSa , (A.120)
7r(a - l)E 3 r(2a - 1)E 3

where, as for the logarithm in the na nb contribution, Eq. (A.97), the logarithm that appears

is

(~a) og (tNcse7YE (na. - b) 1/+
L's"( log 3~s?( o-/+ (A.121)

The contribution from an emission between the nb and h Wilson lines is identical, so we

have

S (ea) S~ (e . (A.122)

Note that for both the h na and h nb contributions, and unlike for the na nb contribution,

we have 1/c contributions both of the soft form 1/(1-2a), and of the collinear form, 1/(1-a).

This will be crucial to achieve the cancellation of anomalous dimensions, as required for the

consistency of the collinear subjets factorization theorem.

It is interesting to note that this structure is very different than that which appeared for

the case of the N-subjettiness observable in Ref. [1051. In this case only a single angular

exponent appears throughout the calculation, unlike both the 1/(1 - 2a) and 1/(1 - a) that

we find here, and the divergent pieces of the h na and A nb contributions vanish.

Cancellation of Anomalous Dimensions

We now review the renormalization group evolution of each of the functions in the factor-

ization theorem, and show that sum of the anomalous dimensions vanishes, as required for

renormalization group consistency.
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The hard function satisfies a multiplicative RGE, given by

p log H(Q2, t) = -H (Q2, P) = 2Re ['yc(Q 2 , g)]

-PIQ2 ]6)YC(Q 2 CF 410g

is the anomalous dimension of the dijet Wilson coefficient. Explicitly

7H (Q2 s) sCF
27r

4log Q2- 6)
Ip 2]

The anomalous dimension of the hard splitting function H2 can be extracted from

Ref. [105] by performing a change of variables. It satisfies a multiplicative RGE

d
(A. 126)

with anomalous dimension

X, t'
27r L2CAlog t2

+4 CF - CA) logx +
2

2CAlog(1 - x) - No] (A. 127)

Here ,S0 is defined with the normalization

10 CA
3

2nf

3
(A.128)

Converting to e2() by performing the change of variables given in Eq. (A.43), we find

Q2 (ZaZb)1-2/a (a) 2/a

A2 
4

+4 CF - CA ) log zq + 2CAlog(1 - zq) -,3o
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(A.123)

(A.124)

(A.125)

ws(p) 2CAlog (A. 129)

1-
(a)

7H2 (2 , Z, y P



Since the anomalous dimensions of the jet, soft and collinear-soft functions are written in

terms of e Z), b, and na -nb, for demonstrating cancellation of anomalous dimensions, it is

convenient to replace e2c) in Eq. (A.129) with its leading power expression from Eq. (A.21).

We then have

(2 e , zqt) 2CAlog ( ZaZb a * nb (A.130)

+4 CF - ) logq + 2CAlog(1 - Zq) - 00-

Note that 1 - zq = Z9.

The jet functions satisfy multiplicative RGEs in Laplace space (they satisfy convolutional

(aa)

RGEs in e3") see Ref. [1671 for a detailed discussion)

[Iy~ log J9,qn (Qg 3 ) = 7,Yq (QJ, (e), (A.131)

where the one-loop anomalous dimension is determined from Eqs. (A.68) and (A.69), and is

given by

1y"q Qg e = -2 a( C'q L e +Y gq , (A.132)
q 3 T~~7 (1 -a) 3)+ Yq

where the logarithm La ( (a) was defined in Eq. (A.70), and is given byLt (e 3 ), nE.(.O) n sgvnb

LJa e ) = log N i&)e'YE ) 2-a . (A.133)

Here C,,q is the appropriate Casimir (CA for gluon jets and CF for quark jets), and with /g,,q

the standard functions

3asCF as 1 1 A 2nf(A.134)
27r 7r 6

For subjet b, we simply have a -+ b.
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Similarly, the soft function satisfies a multiplicative RGE in Laplace space

z dlogSG (5 ed,t
= yo ( r), (A.135)

with one-loop anomalous dimension determined by Eq. (A.58), and given by

(A.136)

Here the logarithm is given by

=log [E 3a Ns] (1 2a) log tan 2R

2 1 2 ]

Finally, the collinear soft function satisfies a multiplicative RGE in Laplace space

A log SC e*
C~ ( 3\

=Ycs ( ,

with the one-loop anomalous dimension determined by Eqs. (A.96) and (A.119)

Ile (3) =Ta TbYab ( a3 ) + Ta - Tj7an ( a3) + Th - Tbyb ( a) ,

&)6 -4a 'L~a e j ,a)

7ab 3e = 36 F"

(A.140)

(A.141)+ 2a, Ls a) N
7r( - 2a) a Ke3 )

The argument of the logarithm appearing in the collinear soft function, was defined in

Eq. (A.97), and is given by

(A. 142)Les = log (Ncse 3E -)/2l .)
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(A.137)

where

(A.138)

(A.139)

7IG (a - -2,T -Tjj L G (a.)



We can now explicitly check the cancellation of anomalous dimensions. We consider the

particular partonic subprocess e+e~ -+ qq -+ qqg for which we have explicitly given the hard

splitting function, in which case the color algebra can be simplified and written entirely in

terms of Casimirs using the color conservation relations

Tn = Tq + Tg, (A.143)

T, + T = 0. (A.144)

We then have

T. -T* = -CF, (A.145)

CATq T9 = 2C, (A.146)

T- T - CF , (A.147)
2

TC TA C- (A.148)

T9 T = CA, (A.149)

Tn Tn = CF. (A.150)

However, for most of the cancellation of the anomalous dimensions, it will be convenient

to work in the abstract color notation, so as not to need to use relations between the color

Casimirs.

The independence of the total cross section under renormalization group evolution implies

the following relation between anomalous dimensions

7H 2 7 2 3 , 7g, p + -I G 3 c 3 0,

(A.151)

where the ~ means up to a term corresponding to the measurement of the jet in the ii

direction, and the out-of-jet contribution to the soft function, which is independent of the
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e3 ) measurement, and the kinematics of the substructure, namely n, - nb, Za, and Zb. We

will make this relation precise shortly.

We now show explicitly that this cancellation occurs, and how it arises, which provides

a non-trivial cross-check on the collinear-subjets factorization theorem. Substituting in the

expressions above, we find

= H ,t + ) YH2 (ezq, p)

+ -T b - T(aa)

r(1 - a)

aLs &03 oz, L'" (f aLcs (a " aSLC3 (a)
-2Ta -Tj -- )) - 2Tb -Tt )- - (

( 7 r(1 - OZ) r(1 -- 2a) ) ( r(1 - a) ~ r(l - 2a)

2ce,LG (a 2aL9 3(a) 2asLq (a)
-T - T,, ( CA L+ 9 - CF - (- + q (A.152)

7r(l - 2a) r(1 - a) r(1 - a)

To make manifest the separate cancellations, we use the color conservation relation T, =

Ta + Tb in the soft anomalous dimension, and Tf. = -Ta - Tb in the 1/(1 - a) pieces of

the collinear soft anomalous dimensions. Grouping together collinear like terms (1/(1 - a))

and soft like terms (1/(1 - 2a)), we then have

Z=H(Q 2,+H 2 (e) ,z )

2aLGe 2a LC5 a 2aL'
-(Ta + Tb) -na+ a + T j T

r(l - 2a) Tr(1 - 2a) 7r(1 - 2a)

4asLC_ (' )2aL' ((a)) 2asL" E(a)
- Ta - Tb' Ta (-Ta - Tb) + Tb - (-Ta - Tb)r(1 - a) 7r(1 - a) 7r(1 - a)

2aL9 (( 2aLq

- CA '+ CF 7q (A.153)0
A r(1- ) fr(1 -a)
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Since all the logs are linear in the va), we immediately see that the color conservation

relations have led to the cancellation of the Nid dependence in the soft like pieces between

the nmb and hna contributions to the collinear soft function with the global soft contribution,

and the cancellation between the collinear like pieces involve all three contributions to the

collinear soft function, as well as the jet functions. This nontrivial cancellation supports the

validity of the collinear subjets factorization theorem.

It is also straightforward to check that the dependence on e2 as well as on the jet energy

fractions also cancels, although this is more tedious to perform step by step. We therefore

simply quote the summed result of the anomalous dimensions, to make clear the meaning of

the equivalence relation in Eq. (A.151). We have

_Y Q2 ) + _'tH2 (ea), Zq, P) + ,a(Ea) + Yq &0 (a) ~

.3 cCF _ sCFlog [tan2 Y QFo (A.154)
27r 7r 7r

These remaining terms are exactly those expected to cancel against the out-of-jet contribu-

tion; see, e.g., Ref. [1671 for a detailed discussion.

The out-of-jet jet function is then given by the unmeasured jet function of Ref. [1671

d 2cYSCF [ 1 GC
p-- In Jj (RB) = log A + 3aCF (A.155)

dp T Qtan 2 27r

where here RB is the radius of the recoiling jet. For simplicity, throughout this chapter, we

have taken RB = R.

The out-of-jet contribution to the soft function has a pure cusp anomalous dimension

[167]

d 2aSCF R
p- In S (RB) = log tan - . (A.156)

dp 7 1 2
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A.3 One Loop Calculations of Soft Subjet Functions

In this appendix we give the operator definitions and one-loop results for the functions

appearing in the factorization theorem of Eq. (4.27) for the soft subjet region of phase space.

The factorization theorem in the soft subjet region of phase space was first presented in

Ref. [11], where all functions were calculated to one-loop, and a detailed discussion of the

structure of the required zero bin subtractions was given. This calculation was performed

with a broadening axis cone algorithm, however it was argued in Sec. 4.3.1 that to leading

power, the factorization theorem is identical in the case of an anti-kT algorithm. Because of

this, in this appendix we give only the final results for the one-loop anomalous dimensions,

and the tree level matching for the soft subjet production, as are required for the resummation

considered in this chapter. The interested reader is referred to Ref. [111 for the detailed

calculation, as well as a discussion of the intricate zero bin structure of the factorization

theorem, which is only briefly mentioned in this appendix.

Definitions of Factorized Functions

The functions appearing in the soft subjet factorization theorem of Eq. (4.27) have the

following SCET operator definitions:

* Hard Matching Coefficient for Dijet Production

H(Q 2 , p) = C(Q 2 )12, (A.157)

where C (Q 2 , tj) is the Wilson coefficient obtained from matching the full theory QCD

current 01F4' onto the SCET dijet operator VIf

(qqVF#b0j) = C (Q2 , 'i) (q9i020). (A.158)

As before, we have neglected the contraction with the Leptonic tensor.
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. Soft Subjet Jet Function:

Jn (e =a) (A.159)

tr(OIBA (o)eo(B)6(Qsj - iSj p)62(i s)6 (e(a) - OFJE3(al ) L B (0)|10)

* Jet Function:

J,(e C tr(0| xn(O)o(B)3(Q - I6 --p)6()( FJE3I f i(aHJ

(A.160)

* Boundary Soft Function:

SnS, , (ea); R) = tr(OIT{SfljSf,,}Eo(B)5(e ) - EFJE3(a)IBS)TI{Sn.f SJ}Io)

(A.161)

* Soft Subjet Soft Function:

S (ea), B; R) = tr(OIT{Sn8 ,,SSJE}o(B)6 (el) - EFJEa(a)s)TSrzsSnS}O)

(A. 162)

The definitions of these functions include measurement operators, which when acting on

the final state, return the value of a given observable. The operator E3 (a) measures the

contribution to e(") from final states, and must be appropriately expanded following the

power counting of the sector on which it acts. Expressions for the expansions in the power

counting of the different sectors will be given shortly, after kinematic notation has been set

up. The operators eFJ, and 00 constrain the measured radiation to be in the jet or out of

the jet, respectively, and will be defined shortly.
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Kinematics and Notation

For our general kinematic setup, we will denote by Q the center of mass energy of the e+e-

collisions, so that Q/2 is the energy deposited in a hemisphere. i.e. the four-momenta of the

two hemispheres are

Phemisphere (,i) Phemisphere 2  (A

so

s = Q 2 . (A.164)

We are now interested in the regime where there is a wide angle soft subjet carrying a

small energy fraction, and an energetic subjet, carrying the majority of the energy fraction.

We will label the lightcone directions of the energetic subjet by n, n, and the lightcone

directions of the soft subjet as nj, hij. We will use the variable z,j to label the energy

fraction of the soft subjet, namely

QEsj= z , z < 1. (A.165)

In this region of phase space, to leading power the value of the two point energy correlation

function is set by the two subjets, and is given by

e 2Q/2zog (n - n.)&/2 . (A.166)

The action of the measurement function E 3(a) on a arbitrary state for each of the fac-

torized sectors contributing to the 3-point energy correlation function measurement is given

by

Sj - kihsk -k ki -k -
E3(a)k sXJ XQNs Q (iis -kinsyj -kj Xg A17
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E3 ()I"H J Xh3 )

E3(a)s X S)

= Z NHj - Xi ,
ki,k j E~h X h ii.k

SZNBS k Xbs),
kEXb, Q 3

ZNs- ko njk- 2

ke:X, O O I

where, for simplicity, we have extracted the normalization factors

Nsj = 25a/ 2 (n . n8,) ,

NBS = 22,z 8j(n -n, ),

NH J 2 5 a / 2z8 3 (n- nj),

Ns = 21+ 3a/ 2 z, (n . n)c)a/2

These expressions follow from properly expanding the definition of the energy correlation

function measurements in the power counting of each of the sectors. Note that on the

jet sectors, the 3-point correlation measurement becomes an effective 2-point correlation

measurement, since the 2-point energy correlation function is set by the initial splitting of

the subjet.

The in-jet restriction, 9 FJ, is given by

EFJ(k) = e tan2 _
2 i-k

(A.173)

The jet restriction must also be expanded following the power counting of the given sector.

We will see that this is actually quite subtle for the soft subjet modes, since the angle

between the soft subjet axis and the boundary of the jet has a non-trivial power counting.

In particular, the expansion of EFJ(k) is different for the soft subjet jet and boundary soft

modes, and will demonstrate the necessity of performing the complete factorization of the

soft subjet dynamics into jet and boundary soft modes. Finally, since we are considering the

case where the out-of-jet scale B is much less than the in-jet scale, the operator

e 0 (B)
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must also be included in the definition of the soft subjet functions. This operators vetoes

out-of-jet radiation above the scale B. The explicit expression for eo(B) expanded in the

power counting of each of the factorized sectors can be found in Ref. [11].

Hard Matching Coefficient for Dijet Production

The hard matching coefficient for dijet production, H(Q2 , t), is identical to that for the

collinear subjets factorization theorem by hard-collinear-soft factorization, and is given in

Eq. (A.38).

Hard Matching for Soft Subjet Production

The hard matching coefficient Hi (zSi, 9j) is determined by the finite parts of the logarithm

of the soft matrix element for a single soft state

Hs3 ( Zsj, naj) = tr(0IT{SlS4I}sj)(sjAT{SlSF}10)fin . (A.174)

The virtual corrections of the effective theory cancel the IR divergences of this matrix ele-

ment, giving a finite matching coefficient. This matrix element can be calculated from the

square of the soft gluon current [482, 483J, which is known to two loop order [484, 4851. The

tree level hard matching coefficient for the soft subjet production is given by

ry s (tee)CYF nl ii
H1 tre(Z,,f , nj) = a' C (A.175)

7rz,j n - njg njg - A

The results of Ref. [4831 can be used to determine the soft subjet production matching from

an arbitrary number of hard jets at one loop.

Anomalous Dimensions

In this section we collect the one-loop anomalous dimensions for all the functions calcu-

lated in this appendix. The two hard functions satisfy multiplicative renormalization group
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equations. For the dijet production hard function, we have

ft In H(Q 2,p) -yH(Q, p) = 2Re [7c(Q2 ,ip)] . (A.176)
d p

Explicitly

YH (Q, P) = aSCF (4 2g 6) .(A.177)

27r ( P2

For the soft subjet production hard function, we have

d asCA 2pt2,h - n as
P-- In H."(zs j, p) =-- In _ no . (A. 178)

The jet, boundary soft, and global soft functions satisfy multiplicative renormalization

group equations in Laplace space, where the Laplace conjugate variable to e a) will be denoted

e3

The jet function for the soft subjet satisfies the RGE

S( -4 [2a/2oga)2.Ez2 P Ns1 + -o, (A.179)
dp-i 2 7r(1 - a) L zQ 21r

where the normalization factor Nsj was defined in Eq. (A.171). We have assumed that the

soft subjet is a gluon jet, as it is this case that exhibits the soft singularity of QCD.

The jet function for the hard subjet, which we have assumed to be a quark jet, satisfies

the RGE

pd In J e = -4 asCF 2-a/2g a)eE NHJI + . (A.180)
T in 27r(1 - a) 3 Q 2w

where the normalization factor NHJ was defined in Eq. (A.171).

Since the soft subjet factorization theorem is sensitive to the boundary of the jet, it is

also necessary to include out-of-jet contributions. We assume that nothing is measured on

the recoiling jet. The out-of-jet jet function is then given by the unmeasured jet function of
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Ref. [1671

d 2a5 CF F p 3asCF-- In Jo (RB) = log P + (A.181)
d p 7 Q tan 2 27r

where here RB is the radius of the recoiling jet. For simplicity, throughout this chapter, we

have taken RB R.

The boundary soft function, satisfies the RGE

I- -(1-k)

(1 in Sn ( 3"; R) tasCn log [ 7E21-"NBS n -
dy e r(1 -a) Q 3(n -n 2 2

)-(1-a)-
2 R (A.182)

S ngtan2

where the normalization factor NBS was defined in Eq. (A.171).

For the soft function, it is necessary to perform a refactorization into in-jet and out-of-jet

contributions along the lines of Ref. [167]. This is particularly important in the present case,

since as was discussed in detail in Ref. [11}, the out-of-jet contribution to the soft function

is sensitive to the large logarithm, log ta2 - tan2  1 , but due to zero bin subtractions,

the in-jet contribution to the soft function does not exhibit such a sensitivity.

The in-jet anomalous dimension has both CA and CF contributions. It is given by

(in) CA ( F log[T] - 2l- og
2 YGS -a) 7 I tan 0 2.J

(-CA) 3a , 2a, 1 tan
2

- (CA ( 1  log[T] + log [2  1 ,2 1 )
2 7(1 - a) lo[] r o 2h -nsj tan -2-

- ( A) ( log[T] - 2log [h -na.] (A.183)
2 7r( - a) 7 o

as C Aa tan2 R
=(C A + 2 CF) s)lg[T o 2201r(1-a)r (i .ns.) 2 tan 2

2CFas ta~- log , (A.184)
7r tan -a2
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where in the first equality we have separated the contributions from a gluon between the

three different Wilson lines, and to simplify the expression we have extracted the argument

of the logs

T =e'YENs g3 p2 (A.185)
Qtan1a 2

We choose the canonical scale for the in-jet soft function by minimizing the arguments of

the CA log. Namely, we rewrite the anomalous dimension as

YGS -(1-a) JT( 2(1--anf
(in) (CA + 2CF)as tan R

TGS 7r( - e() njg) tan s

2C~a ,1-a tnR -2(1-a)-2 CFas tan- i / tan-
+ log 2 2 . (A.186)

7r(1 - a) 2tan j ( - n,) tan 9
j

The argument of the second logarithm is formally an 0(1) number in the soft subjet region

of phase space, and is treated as the non-cusp anomalous dimension. The argument of the

first logarithm is used to set the scale.

The out-of-jet anomalous dimension is purely non-cusp, and is given by

'YGS 2-CF log tan tan (A.187)

asCA tan 2 a lCA 1log 2 log
27r tan -2 tan 2  1 2r tan 2 tan2

The natural scale for the out-of-jet soft function is

[out 2n nB (A.188)
tan -g2

where B is the out-of-jet scale. We set B = Q (e(a) as discussed in Sec. 4.3.1.

For consistency of our soft subjet factorization theorem, the sum of the anomalous di-
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mensions listed above should cancel. Indeed, one can explicitly check that the anomalous

dimensions satisfy the consistency condition

ti in H(Q2 , p) + p -n H8 (zj, nj , [t) + p In Jt 1 
(3 + i I Jlj ( 3

+ p dIn Jj (RB) + P d In I"); R) + p In Stqj a I, B; R, RB 0. (A.189)+ ~ dt t ( 3 d

This cancellation is highly non-trivial, involving intricate cancellations between a large num-

ber of scales, providing support for the structure of our factorization theorem at the one-loop

level. Some further details on the structure of the cancellations, particularly on the depen-

dence of the angle between the soft subjet axis and the boundary, are discussed in Ref. [11].

A.4 Soft Subjet Collinear Zero Bin

In this appendix we summarize the one-loop anomalous dimensions, and required tree level

matrix elements for the calculation of the collinear zero bin of the soft subjet factoriza-

tion theorem, which is required to interpolate between the collinear subjets and soft sub-

jets factorization theorem. Although all the ingredients in this appendix can be obtained

straightforwardly from App. A.3 using the standard zero bin procedure 11761, we explicitly

summarize the results here for completeness.

To perform the zero-bin, all anomalous dimensions and matrix elements of the soft subjet

factorization theorem are written in terms of el") and z, and then the limit

(Q)

e2

e2  0 (A.190)
zSj

is taken. We will therefore write the anomalous dimensions and matrix elements in this

section in terms of ela), zj and &). To keep the notation as simple as possible, we will use

only a tilde to denote a collinear zero binned matrix element or anomalous dimension, e.g.
(in) ~(in)

'YGs __ GS-
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Hard Matching for Soft Subjet Production

The collinear binned hard matching coefficient for soft subjet production is given at tree

level by

- s'(treez,(, a) a CF 2 1 .
., a ~e2

(A.191)

Anomalous Dimensions

Since the renormalization group evolution of all functions in the zero bin is identical to in the

soft subjet factorization theorem, here we simply list the results for the zero binned one-loop

anomalous dimensions:

asOF

2,7 ( 4log

2Ca., lo
79.3 = - log

2aSCF lo

2~ -6)

2p

QZ1_1/a e

p

Q tan

-(out) Calog tan 2 R
72S g27r [ 2

- -4 aCF og1 jhj 2w(l - a)

-4 asCA
27r(1 - a)

,(in) CF sYGS - 7(l- a)g

(CA + 2CF)as og
r(1 - a)

]
I

SaCF
+2

tan2 B ]

2 a/2 a) 'YE

g2-a/2& 'YE 2

91-a t n- 3(-a)R[

as

27rP

CF) aSlog tan2

w

NHJ

Stan
2

2
RB]

2]

+ 3aCF
+27r

pZ i ) N sJ] + a9,3 ,
z jQ 27r

) \ -3+3/a]
I I

2-1 +4a pj()E tan 2 (1-a)

Q
R
2 ( 2a )5-3/a]

2-*
zS3

C a S p- )eyE 21+2a tan 2(a- 1) - 1(1/2 (

"(1 - a) log Q / Z +5]
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As for the soft subjet anomalous dimensions, one can check that the zero binned anoma-

lous dimensions satisfy the consistency relation

d d d &

d y k y /ydyt X3

+ [- In Jjy (RB) + [t- In 5n,, 3 "; R + p- In 524,' n 3 7l) B; R, RB =0 , (A.200)dp dp dp

as required for the consistency of the factorization theorem.

A.5 One Loop Calculations of Signal Factorization The-

orem

In this section we give the operator definitions, and one-loop results for the functions ap-

pearing in the factorization theorem of Eq. (4.45) for the signal contribution from Z -+ qq.

These are formulated in the SCET 1 effective theory of Ref. 11051, in an attempt to have a

consistent approach to factorization for both the signal and background distributions. In

the collinear subjets region of phase space the two are identical (including identical power

counting for the modes) up to the absence of global soft modes for the signal distribution.

Alternatively, the factorization theorem for the signal region can be formulated by boosting

the factorization theorems for appropriately chosen e+e- event shapes, as was considered in

Ref. [851. While this approach is less in the spirit of developing effective field theory descrip-

tions for jet substructure that was pursued in this chapter, it has the potential advantage of

being easily able to relate to higher order known results for event shapes.

Definitions of Factorized Functions

The functions appearing in the collinear subjets factorization theorem of Eq. (4.18) have the

following SCET operator definitions:
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. Hard Matching Coefficient:

Hz (Q 2) = ICz (Q2)1 2 , (A.201)

where Cz (Q2) is the matrix element for the process e+e- -+ ZZ, and also includes the

leptonic decay of one of the Z bosons. Since we use the narrow width approximation,

flat polarization distributions for the Z, and normalize our distributions to unity, it

will play no role in our calculation.

" Jet Functions:

J e) ) = (A.202)

(2) 3 tr(0 y (0)6(Q - a, p)(2)( ()6(a) - E3 (C').(O)0)
COF tr 9 ab. -~ 3 Xa,b ()0

" Collinear-Soft Function:

Sc, afb (e(c)) - tr(0T{S..S1.}6 (e3) - E3 (a)) '{S..Slb }0) (A.203)

As in App. A.2 and App. A.3, the operator, E3(a), measures the contribution to e(a) from final

states, and must be appropriately expanded following the power counting of the sector on

which it acts. Since the power counting is identical as for the collinear subjets factorization

theorem, the expansions are given in Eq. (A.24), and Eq. (A.28). In the collinear subjets

region that we consider for the signal, all modes are boosted, and so there is no dependence

on the jet algorithm at leading power.

Hard Matching Coefficient

The hard matching coefficient for the process e+e- -+ ZZ, with one Z decaying leptonically,

Hz(Q2 ), does not carry an SCET anomalous dimension (hence we have dropped the pI

dependence), as it is colorless. Because we work in the narrow width approximation, at a fixed
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Q2, and consider only normalized distributions, it is therefore irrelevant to our discussion.

Matrix Element for Z -+ qq Decay

The anomalous dimension for the Z -+ qq splitting function appearing in the factorization

theorem of Eq. (4.18) is the same as that for the SCET quark bilinear operator, which was

given in Eq. (A.41), but evaluated at the appropriately boosted scale.

For simplicity, in this chapter we do not account for spin correlations, and assume a flat

profile in the polarization of the Z boson. The tree level Z -+ qq matrix element is well

known and first calculated in Ref. [486]. The full matrix element is known to two loops [487].

The anomalous dimension depends only on the color structure, and is therefore the same

as the anomalous dimension for the hard matrix element for e+e- -+ qq, namely

IY- 1+8+ log 2  HI+ 3log (A.204)2Hr 6 
F 2

Here PH is the scale of the splitting. It is essential for the cancellation of anomalous di-

mensions that the scale tH is equal to the invariant mass of the jet. In terms of the energy

correlation functions, this is given by

Q2 [Z(1 _ z)]1-2/a (a) 2/a

mJ 4

Q2 z(1 - z)na (A.205)
2

The necessity for the appearance of the jet mass as the scale in the anomalous dimension is

due to the fact that it is a Lorentz invariant quantity, and as has been discussed in Ref. [85],

the factorization theorem for the case of the boosted boson can be obtained by boosting an

e+e- event shape, where it is of course known that the scale Q 2 of the off-shell Z, or -Y is

the scale appearing in the hard anomalous dimension.

407



Jet Functions

The jet functions appearing in the signal factorization theorem are identical to the quark

(and antiquark) jet functions calculated in App. A.2 for the collinear subjets region of phase

space. This is because the power counting is identical in the two cases and the jet functions

are only sensitive to the color of the jet that they describe. Therefore we do not repeat them

here.

Collinear-Soft Function

The power counting for the signal is identical to the power counting for the collinear subjet

region for the QCD background. However, the collinear-soft function contains only Wilson

lines along the collinear subjet directions. The collinear-soft function for the QCD back-

ground was calculated in pairs of dipoles in App. A.2, and therefore the contribution from

a collinear-soft exchange between the na and nb Wilson lines can simply be extracted from

that calculation. The result for this contribution is given by

SMl (jla)) = - 9
2F(-2 ) e " 1-' 16C1 F[1/2 - E]F[1/2]

c, an 3474laQ 2  ) F[1 - f

+ (2) + l e (7r 2 a2 + 36a21og 2 (2) + 37r2a - 24Clog2 (2) - 27r2)\

(2a - 2)c a - 1 12(a - 1)

(A.206)

where we recall that the normalization factor is given by

Ncs = 23 a/2 +leZb (na - nb)a/ , (A.207)

as defined in Eq. (A.74). Also note that we have factored out the color generators, so that

the collinear-soft function is defined as

S e (a) = Ti -TjS( (e)) , (A.208)
isi
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which is the generic form of the collinear-soft (or soft) function to one-loop.

Expanding in e, and keeping only the divergent piece, as relevant for the anomalous

dimensions, we find

pNCSeE (Z c( na-n /
2
+] ~

2alog(2) + log [ log(2)
5(I)div (Z(CO)) as +2a12-'

c,nan V3 7r (a -1) 2  r (a - 1)c
as 1 a. Ls
= + 2-- " , (A.209)
-r (a 1)62 7r (a - 1)(E)

where

cI Ncse 'E (j(') ) (na - nbo)-1/2+a
L= log . (A.210)

Since there is no global-soft function the cancellation of anomalous dimensions, to be dis-

cussed shortly, requires that only 1/ (1 -a) contributions appear in the collinear soft function,

as is observed.

Cancellation of Anomalous Dimensions

It is also interesting to explicitly check the cancellation of anomalous dimensions for the

signal factorization theorem as formulated in SCET+ to further confirm the cancellation

mechanism which took place for the background distribution. The functions appearing in the

signal factorization theorem obey identical evolution equations to those for the background

distribution, which were explicitly given in App. A.2, so we do not repeat them here.

The independence of the total cross section under renormalization group evolution implies

the following relation between anomalous dimensions

(H (a + _,, ( + 7cs ( -= 0. (A.211)

Here 'YHz is the anomalous dimension of the Z -+ qq matrix element, -yf (' ) and -q (c)

are the anomalous dimensions of the quark and antiquark jet functions and -cs i(a) is the
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anomalous dimension of the collinear soft function.

For the case of Z -+ qq, we have the color conservation relation

Tq+ Tq = 0. (A.212)

The explicit values of the relevant Casimirs are

Tq -Tq = CF, Tq T F, Tq 'T = -CF, (A.213)

however, for most of the cancellation of the anomalous dimensions, it will be convenient to

work in the abstract color notation.

Substituting the explicit expressions for the anomalous dimensions into the consistency

relation of Eq. (A.211), we find

4a.L i a

=7Hz + -Tq - T-
-r(1-YH

2aL9 2a( ) )"
CF + Yq - CF + 7q, (A.214)7r(1 - a) 7r(1 - a)

where L9 (a) and Lq ( ) ,were defined in Eq. (A.132).

As expected, all contributions are collinear in nature, having a 1/(1 - a) dependence,

and using the color conservation relation of Eq. (A.212) along with the explicit expressions

for the Casimirs of Eq. (A.214), we immediately see the cancellation of the 23") dependence.

It is also straightforward to check the cancellation of the remaining dependencies. It is a

nice consistency check on the calculation that the cancellation occurs in exactly the same

way as for the background cancellation, namely between the Tq Tq contribution and the

jet functions. It is important to emphasize that the cancellation only occurs if the scale of

the splitting is given by the invariant mass of the jet, as expected from boosting e-e- event

shapes.
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A.6 Soft Haze Factorization Theorem

For completeness, we list the operator definitions of the functions appearing in the soft

haze factorization theorems. We also give the explicit forms of the measurement operators

expanded in the appropriate kinematics.

The quark jet functions are given as:

A e (a =

tr((w. Xn)b (0)6(Q - ha,-
CF 2

'p (2)( )6 (a) - E2 (a ,b (0)10).

The gluon jet functions are similarly defined. The soft functions appearing in the factoriza-

tion theorems (4.39) and (4.40) are:

= tr(0|T{SnSf}6 e "
CA 2

CA trIT{S.Sn}6(e2
-eRE 2())6(e )

- E 2 a) 6 e ()

- ORE 2 ())

(A.216)

- EREa) T{SnS} 10) .

(A.217)

The action of the energy correlation functions on the collinear and soft haze states are

given as:

E2 (a)C xC) -

E2(a) ISH X )

E3( ()SH X ) -

kpEX,

E2
kEXX

kEA

Q Q
8p k

khn.pf-k)

C,

ko 2n k X ,

Q Q 2n ik 2n- p 2p k Xk).
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(A.215)

+(e(a) - E RE3( {))TJSS} 10)

(A.218)

(A.219)

(A.220)

(13) (a) (a)S.15, e2 e2 e3 R)

S-n A(e2", 3l) R



A.7 Summary of Canonical Scales

As many of our factorization theorems involve a large number of scales, in this section we

summarize for convenience the scales used in the resummation. Unless otherwise indicated,

all scales are taken to be the canonical scales of the logarithms appearing in the factorization

theorems.

When performing the numerical resummation, we perform the renormalization group

evolution in Laplace space, .and compute the cumulative distribution. We then perform

the scale setting at the level of the cumulative distribution and numerically differentiate to

derive the differential D 2 spectrum. While this is formally equivalent to scale setting in

the differential distribution when working to all orders in perturbation theory, differences

between scale setting in the differential and cumulative distribution arise when working to

fixed order in perturbation theory [4881. We have not investigated the size of the effect that

this has on our D2 distributions. We utilized only two loop running of a,, to be consistent

with the Monte Carlos, and avoided the Landau pole by freezing out the running coupling

at a specific pLandau ~ 1 GeV.

Throughout this appendix we will use zq and zg to denote the energy fractions of the

quark and gluon subjets, respectively. For simplicity, we restrict to the case a = /3. Finally,

we estimate the soft out-of-jet radiation scale to be:

B Q(e (A.221)

This is consistent with the jet algorithm constraint given by Eq. (4.26).

Collinear Subjets

We take the canonical scales for the functions appearing in the collinear subjets factorization

theorem as

pH = Q, (A.222)
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[H2

J# =

I4 =q

(in)

Q (er) 1/ Z_

2

-7E/a 
() -2/a

e~Ea 2e

2

e - -(E /) - 2 / a 1 / a
e~/a ~ 2 ,j~ 3 j ZqZ

2

e~-Qe3+1/a 
&)2- 12-se ~Q (e2a>+~ e 3 Zq Zg

2
4-ae--yE (a) e3  tan 2

2
(out) = BS =

(A.223)

(A.224)

(A.225)

(A.226)

(A.227)

(A.228)

where the scales are indexed by the name of the associated function in the factorization

theorem.

Soft Subjets

We take the canonical scales for the functions appearing in the soft subjets factorization

theorem as

4 (e)) 2/a Z-2/a

As"', ?~L.j = 2-eEQ tan2( 1 -a) e(a)) -(1+a)/a

(1 + tan2 R) (e (a)) - 4 tan 2 Rz 2/a
2 83

-4 2 ja)

fty(in) = 2 2 +ae-yEQ tan2(a-l) (a) -5+3/a (a) 4-3/a
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,UH =Q ,

Q (ela)) (1-)/,

4
R

(1 4

(A.229)

(A.230)

( e(a) 2/a
Z-2/a)
z i0

(1-a)/2

(A.231)

1/a I
(a) 'Y Ce

(j3 ) A.Iq Z9

PH. =

(a)/

tan 2 R ea /



(1 - (e)) 2 /a z-2/a) (1-a)/2 (A.232)

(out) _ 2n - n8 B (A.233)
As...f tan -

2
2/-7E-2/ 1/a 1

PJ ye =Ela , *a (A.234)

R BQ tan 2 ,

QeE/a ( -2/a 1/a2 /

(A.235)

(A.236)

PIJ =

/'Ja, =

Soft Subjet Collinear Zero Bin

We take the canonical scales for the functions appearing in the collinear zero bin of the soft

subjets factorization theorem as

= , (A.237)

Q (e)) A (a-l)/a

PItsj = 2 (A.238)

2 -aQe-YE tan 2 (1-a) _g (a)Zl1a
s - ( 3  s, (A.239)

(ea)) 1a/

( -2+OQe-E tan 2 (a-1 ) R -(a)Z4-3/a
(in) 2 3 83(.20

-s,,.= -/ ,(A.240)AS',,jnf - -(a) \5-3/av( e2
(out) _ 2n - njB (A.241)

sj'a, " tan 0-
2

fJj = )/a i (A.242)
jhj 2 (e~a)) 2 /a2

RB
Pj = Q tan 2 (A.243)

2

e--fEOf Q(jw)1/a

2 (e~a) )
2 /a(A24
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Scale Variation

Here we list all the variations that went into the scale uncertainties of the QCD background

calculations. Any common scale between the soft subjet factorization and its collinear bin are

always varied together. Hence we will only discuss variations of the soft subjet and collinear

subjets. It is important to note that psn."t of the soft subjet is not exactly the same as the

pL"t of the collinear factorization. The extra angular factor improves cancellation with the

soft subjet collinear zero bin in the collinear region of the phase space. In the soft subjet

region, the angular factor becomes an 0(1) number. Given the arbitrariness of the out-of-jet

scale setting, we included several different schemes.

" Splitting scales pH2 and PHSj from half to twice canonical.

" PLandau where the running of the coupling is frozen from 0.5 GeV to 1.5 GeV, canonical

is 1 GeV.

* All in-jet soft scales p, p , Iyes, and /is from half to twice canonical. This

included the scales in the collinear factorization and soft subjet factorization being

varied together, and independently.

* All out-of-jet soft scales p(out)i, (U) from half to twice canonical. This included the

scales in the collinear factorization and soft subjet factorization being varied together,

and independently.

" Soft subjet out-of-jet soft scale put) = Qz' from half to twice canonical. Also in

this scheme the splitting scales were varied from half to twice canonical, and ALandau

from 0.5 GeV to 1.5 GeV.

" Soft subjet out-of-jet soft scale p("u = ) P(") from half to twice canonical. Also in

this scheme the splitting scales were varied from half to twice canonical, and PLandau

from 0.5 GeV to 1.5 GeV.
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The final uncertainty bands were taken as the envolope of these variations. Though these

variations do not cover all perturbative functions that can be varied, we believe that they

are representative of NLL uncertainties.

A.8 Renormalization Group Evolution of the Shape Func-

tion

In this appendix we briefly summarize some of the properties of the non-perturbative shape

function used in the analysis of the D2 observable, including hadron mass effects, so as to

ensure that the level of renormalization group evolution of the parameter QD is consistent

with our results at both 1 TeV and 91 GeV, as discussed in Secs. 4.5.5 and 4.6, respectively.

There we found that the value of QD was approximately equal at the two energies, to within

our uncertainties. As in the text, we assume that the dominant non-perturbative corrections

arise from the global soft modes of the collinear subjets factorization theorem, so that we

are working with a soft function with Wilson lines only along the n and A directions. We

follow closely the formalism originally developed in Ref. [156].

In Ref. [156] it was shown that for dijet observables which can be written in terms of the

rapidity y and the transverse velocity r, defined as

r = (A.245)
NPI + mH

where mH is a light hadron mass, have a leading power correction that is universal, for event

shapes with the same r dependence. Furthermore, the leading power corrections can be

written as an integral over an r dependent power correction,

QD dr(r) D (r), (A.246)

0

where g(r) is a function of r which depends only on the definition of the event shape (see
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Ref. [156]), and QD(r) exhibits a multiplicative renormalization group evolution in r, which

is independent of y. In particular, for QD, we have

SdQD (r, A) 'yQ (r, A) QD (r, -) as- A log(1 - r2)QD(r, ) , (A.247)
d p

to one loop accuracy [156]. This renormalization group equation can be solved exactly for

each r, however, the computation of. D using Eq. (A.246) requires knowledge of the exact

r dependence of QD(r, p) at a particular scale. However, it was shown that to order as, only

a single non-perturbative parameter is required to described the evolution, so that one can

write

QD(A) = QD(Io) + as Go)CA log (A)lj(po), (A.248)
7T Po /

where apart from the non-perturbative parameter QD(po) evaluated at a particular scale,

we have also had to introduce the non-perturbative parameter Qln(po), which captures the

logarithmic running (hence the notation).

The additional non-perturbative parameter Q'(po) is not well constrained in the litera-

ture, and therefore as a simple estimate to make sure that the values used for QD at both

LEP energies and at 1 TeV are consistent, we consider the estimate Qln(o) = 2D(LO). Mak-

ing this approximation, we find the difference between the values of QD as relevant for LEP

and our 1 TeV analysis to differ by ,< 0.1, with the value at LEP being lower. This is small

compared to our uncertainties, and compared to the scaling in the shift of the first moment

with Ej and mj. However, it is an important check that the values of QD that we use are

consistent with each other in our different analyses, and could be important in analyses for

which jets are probed over large energy ranges.
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A.9 Comparison of MC Generators for Single Emission

Observables

Throughout this chapter, we have extensively compared different Monte Carlo generators

both at parton and hadron level for the observable D2 , which is set by two emissions off

the initiating quark. We found significant differences between different Monte Carlo gen-

erators, and as compared with our analytic calculation, particularly at parton level. After

hadronization, differences remained but these were quantitative differences, not differences

in the shapes of distributions. For reference, in this appendix we compare the Monte Carlo

generators used in this chapter, at both parton and hadron level for an observable set by

a single emission off of the initiating parton, namely the jet mass. Observables set by a

single emission have been extensively studied in the literature, and are well understood.

There exist automated codes for their resummation to NNLL [93, 489j, and they have been

extensively used to tune Monte Carlo generators. We therefore expect to see much better

agreement than for the D 2 observable, demonstrating that D2 is a more differential probe of

the perturbative shower structure. 1

In Fig. A-1 we compare the e spectra both at parton and hadron level for the PYTHIA

and VINCIA event generators at the Z pole. We choose to the use e instead of the jet

mass, as it is dimensionless. The level of agreement should be contrasted with Fig. 4-29 for

the D2 observable at the Z pole, with and without hadronization. In particular, for the e2

observable, there is excellent agreement in the distributions at parton level, which is not true

for D2. For D2 , the disagreement is largely remedied by hadronization, while for ef , the

level of disagreement before and after hadronization is much more similar. This supports our

claim that the D2 observable provides a more differential probe of the perturbative shower

in particular, and could be used to improve its description.

In Fig. A-2 we compare the e2 spectra both at parton and hadron level for the PYTHIA,

'Differences between Monte Carlo generators for single emission observable can also be accentuated by
departing from jet mass, and considering angularities, or energy correlation functions, or differences between
quark and gluon jets, for which limited data from LEP can be used for tuning 137, 4901.
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Figure A-1: A comparison of the e2 spectrum as measured on quark initiated jets at the Z

pole fron the PYTHIA and PT-ordered VINCIA Monte Carlo generators. Results are shown

both for parton level Monte Carlo in a), and for hadron level Monte Carlo in b).
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Figure A-2: A comparison of the () spectrum as measured on quark initiated jets at a

center of mass energy of 1 TeV from the PYTHIA, p 1 -ordered VINCIA, virtuality ordered

VINCIA, and HERwIG+ - Monte Carlo generators. Results are shown both for parton level

Monte Carlo in a), and for hadron level Monte Carlo in b).
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PT-ordered VINCIA, virtuality ordered VINCIA, and HERWIG++ event generators at a center

of mass energy of 1 TeV and jet radius R = 1, as was used for the majority of numerical

comparisons with analytic calculations throughout the chapter. The level of agreement in

Fig. A-2 should be compared with that for the D 2 spectra throughout Sec. 4.5. In particular,

it is interesting to compare the level of agreement observed for the partonic e 2 spectra as

compared with the partonic D 2 spectra in Fig. 4-14. There is still some difference between the

HERWIG++ spectrum at parton level and those of VINCIA and PYTHIA, however, this is to

be expected, as these Monte Carlos have different hadronization models and the comparison

at parton level should be taken with caution. At hadron level, all Monte Carlos also agree

well for the e(2) spectra.

For completeness, in this appendix we will also include parton level plots of the e2

distributions for the other parameter ranges that were explored in detail in the text. In

Fig. A-3 we show the e2 distributions at a center of mass energy of 500 GeV and 2 TeV, the

two energies considered in the text. Only the PYTHIA and pT-ordered VINCIA generators

are considered. The level of agreement between the different generators for e 2 should be

compared with the level of agreement for the D2 spectra at these two energies, shown in

Fig. 4-18. While for the D2 observable, there was a significant discrepancy between the two

generators at 2 TeV, even in the general shape of the distribution, for e2, the distributions

from the two generators agree quite well both at 500 GeV and 2 TeV. In particular, they

exhibit a similar peak position and shape of the distributions.

In Fig. A-4, we consider the R dependence of the parton level e( distributions as mea-

sured in PYTHIA and pT-ordered VINCIA, as was considered in Fig. 4-17 in the text for

the D 2 observable. Unlike for the D2 distributions, we see good agreement at parton level

over the entire range of R. To conclude our discussion of R dependence at parton level,

we also include in Fig. A-5 a comparison of the parton level D2 spectra as measured in in

PYTHIA and pT-ordered VINCIA at 2 TeV, with R = 0.2 and R = 1.0. As was referenced in

Sec. 4.5.4, while poor agreement between the two generators is seen for R = 1, comparably

good agreement is seen at R = 0.2. This further supports our claim that the discrepancy
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Figure A-.3: A comparison of the cV spectrum1 asi measured on quark initiated jets at a

center of mass energy of 500 GeV in a). and 2 TeV in b). Results are shown for both the

PYTHIA, and pT-ordered VINCIA Monte Carlo generators at parton level.

between the two generators arises from the soft subjet region of phase space, which is poorly

described by the PYTHIA generator, but which can be removed by considering small radius

jets. We view the ability to perform analytic calculations of observables which are sensitive

to the substructure of the jet in this manner as an opportunity to improve the perturbative

description of the QCD shower as implemented in Monte Carlo generators.
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Figure A-4: A comparison of the c2 spectrum as measured on quark initiated jets for

different R values at a center of mass energy of 1 TeV from the PYTHIA, and PT-ordered
VINCIA Monte Carlo generators at parton level. Results are shown R = 0.5, 0.7, 1.0, 1.2 in

a).-d). respectively.
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Figure A-5: A comparison of the D2 spectrum as measured on quark initiated jets at a center

of mass energy of 2 TeV from the PYTHIA, PT-ordered VINCIA Monte Carlo generators at

parton level. A jet radius of R = 0.2 is used in a) and R = 1.0 is used in b).
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Appendix B

Explicit Results for Helicity Amplitudes

B.1 Spinor and Color Identities

B.1.1 Spinor Algebra

The overall phase of the spinors p ) is not determined by the Dirac equation, P jp ) = 0,

and so can be chosen freely. In the Dirac representation,

01 a J
0)

1

0)
(B.1)

and taking n" = (1, 0, 0, 1), we have the standard solutions [331]

1p+) = 1

\2

1
(B.2)

- e-hk,- io

VP, e

V P-=

P += P0 T 3 eXP( i5p) =
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where
p ip 2

(B.3)

0 - 1

y (0
.0O 0

"Y 5 = ' (

VF\

-\1 . o

, P-

V/e /



For negative p0 and p we use the usual branch of the square root, such that for p0 > 0

I(-p) ) = ip ) . (B.4)

The conjugate spinors, (p , are defined as

(p I = sgn(p') p ) . (B.5)

The additional minus sign for negative po is included to use the same branch of the square

root for both types of spinors, i.e., for p0 > 0

(B.6)

In this way all spinor identities are automatically valid for both positive and negative mo-

menta, which makes it easy to use crossing symmetry. The additional signs only appear in

relations which involve explicit complex conjugation. The most relevant is

(p-) q+* = sgn(p0 q0 ) (q+) p- .

The spinor products are denoted by

(pq) = (p-) q+, [pq] = (p+) q-

Similarly, for products involving additional gamma matrices, we write

(pi -ylq] = (p-I -yq-) , [plK'"q) = (p+|'yq+) ,

(plkq] (p-I Iq-) , [plk 1q) = (p+ |J|q+) ,

(p qk l) = (p- 1/ 11+) , [plqkl] = (p+| O 11l--)

etc.
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(B.7)

(B.8)

(B.9)

(B.10)

(B.11)

((-P)::Ll = -K-P)+- = -(-i) (P::Ll = i (PZLI -



Some useful identities, that follow directly from the definition of the spinors, are

(pq) = -(qp) , [ pq] = -[qp] ,

[pi-y p) = (pl ylp] = 2po".

From the completeness relations

p ) (P =1 75 ,
2

one finds
1

(pq)[qp] = 1 tr{(1 - ys)P} =2p -q.

Combining this with Eq. (B.7), it follows that

I(pq == [pq]l = V2p-q.

The completeness relation is also useful to reduce typical expressions like

[pIq Ik) = [pq](qk) ,

to spinor products.

Charge conjugation invariance of the current, the Fierz identity and the Schouten identity

are

[pI'yf 1q) [ky'y 11) = 2[pk](lq),

(pq)(kl) = (pk)(ql) + (pl)(kq).

(B.19)

(B.20)

(B.21)
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(B.12)

(B.13)

(B.14)

(B.15)

(B.16)

(B.17)

(B. 18)

(pl -yllq] = [ql-y" 1p) ,



Finally, momentum conservation j_, pi = 0 implies

n

[ji](ik) = 0. (B.22)

From Eq. (B.2), we see that under parity the spinors transform as

Ipp-4) = euery0 PT) , (B.23)

and therefore

(pPqP) = -eiP+ q)[pq], (B.24)

[pqP] = -e-i(p+q) (pq). (B.25)

When applying the above result to a helicity amplitude, the phases which appear are

determined by the little group scaling (see e.g. Refs. [331, 332, 4911 for a review). The little

group is the subgroup of the Lorentz transformations that fixes a particular momentum.

In terms of the spinor helicity variables, the action of the little group, which preserves the

momentum vector p, is given by

1
p) -+ zIp), [p- -[pI. (B.26)

In the case that the particle with momentum p has helicity h, the corresponding helicity am-

plitude scales as z-2h under the little group scaling. This property of the helicity amplitudes

then predicts the phases that appear in the amplitude under a parity transformation.

The following completeness relation for the polarization vectors is also useful

S c(p, q) (E'(p, q))* = -g + t" pyqt (B.27)
p-q
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In SCET the collinear quark fields produce projected spinors

Ip ) = "pI .)4

The projected spinor trivially satisfies the relation

so4 ip) = 0 ,

so it is proportional to lni). Working in the basis in Eq. (B3.2), we have

,P) = Cos
4 ~2

+e(Op-On) sin (v )

01IP] = 9 eOp-n)

+sin(I) sin ()] In].

Here 0,, 0., and Op, Op, are the polar and azimuthal angle of the n and p vectors, respectively.

In particular, we see that choosing n" = p"/p, which can always be done at leading power

since there is a single particle per collinear sector, we have Op = On, Op = 0,, and the simple

relation

4Pi) 2 n pni) (B.31)

B.1.2 Color Algebra

The generators ta of a general irreducible representation r of SU(N) satisfy

[tatb] = if abc t, ta ta = Cr, t [ta t] = T, 6 ab
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(B.28)

(B.29)

sin ( -) In),

-Cos

(B.30)

(B.32)

Cos
2(1P)

Cos



where fabc are completely antisymmetric, and C, is the quadratic Casimir of the represen-

tation r. The normalization T,. is given by T, = Cd,/d, where d, is the dimension of the

representation and d the dimension of the Lie algebra.

We denote the generators in the fundamental representation by t- a, and the overall

normalization is fixed by choosing a specific value for TF. The adjoint representation is given

by (tA )bc = _ifabc, which implies

facdf bcd = CA 6 ab (B.33)

We also define the symmetric structure constants as

1
dabc = tr[Ta{Tb, Tc}]. (B.34)

TF

For the fundamental and adjoint representations we have dF = N, dA= d N 2 - 1, and so

N2 _ 1
CF= 2N CA= N, (B.35)

where we have chosen the standard normalization

TF = 1 * (B.36)
2

Throughout the text, and for the amplitudes in the appendices, we have kept TF arbitrary.

This can be done using CF TF(N 2 
- 1)/N, CA= 2TFN. The strong coupling constant,

g., can be kept convention independent, by using g, -+ gs//2TF-

Some additional useful color identities are

r rr= (Cr - tr , (B.37)

T"TT'T a = 6"1 + (CF _ bpc TC (B.38)
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where the second relation is equivalent to the completeness relation

Ta a T I -~ 6,S . (B.39)

We also have

Tbifbac T = C Ta, (B.40)
2

TC ifcadjfeTe T ab 1 + TaT . (B.41)
2

B.1.3 QCD Color Decompositions

Here we briefly review a common color decomposition for QCD NLO amplitudes [226, 227,

228, 2291. The color bases used for the processes discussed in the text are specific exam-

ples of the decompositions given below, and were chosen to facilitate the extraction of the

matching coefficients from the amplitudes literature. For a pedagogical introduction to color

decompositions in QCD amplitudes see for example Refs. [331, 3321.

For an n gluon process, a one-loop color decomposition in terms of fundamental generators

T' is given by

( - ga) = g"4Y~- tr[Ta,(,) ... T a(n)] Ag"u1) -, ot(n)) + g2 CAA,;1(0(1), -, U(n))
OaES./Z"

[n/2J +1

+ gn tr[Ta,(,) ... Tao(c-1)]tr[T a(c) - - - T()]An;,-c(O(1), - -, a (n))
c=3 O-ESn/Sc-1,n-c+1

(B.42)

where An;i, At" are primitive amplitudes, which can be efficiently calculated using unitarity

methods, and the An;c are partial amplitudes which can be written as sums of permutations

of the primitive amplitudes. The amplitudes appearing in this decomposition are separately

gauge invariant. In this formula, S,, is the permutation group on n elements, and Si~j is the

subgroup of Sisj which leaves the given trace structure invariant. At tree level, only the
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single trace color structure appears.

In the case that additional noncolored particles are also present, an identical decom-

position exists, since the color structure is unaffected. For example, for a process involv-

ing n gluons and a Higgs particle, the amplitude satisfies the same decomposition as in

Eq. (B.42), but with the partial and primitive amplitudes in Eq. (B.42) simply replaced by

A(0, o-(1),. . ., o-(n)), where # denotes the Higgs particle [3581.

A similar decomposition exists for processes involving qq pairs. For example, the one-loop

decomposition for a process with a qq pair and n - 2 gluons is given by [2461

An(q293 - -gn)

=g 2  E (T o(3) ... T a(n)) A tree (1q, 2q; -(3), - - -, o-(n)) + g2 CAAn;1(lq, 2q; O-(3),r -, -(n))

n-3

+ g" tr[Ta(3) . . . To(c+)] (Ta,(,+2) . .. T o(n)) -An;c (1, 2q; o-(3),. ,O(n))
c-3 oeSn- 2/Zc- 1

+ g," tr[Ta,(3) -. Ta(n-1)] (Ta,),) An;n-2 (1i, 2 q; o-(3), -, o(u))

oESn-2/Zn_3

+ g" tr[Ta,(3) ... T aa6)]6, An;n_ (14, 2 q; o-(3),- , -(n)) . (B.43)

OES.-2/Zn-2

This decomposition is easily extended to the case of additional qq pairs. As with the gluon

case, the same color decomposition also applies if additional uncolored particles are included

in the amplitude.

For more than five particles, the one-loop color decompositions given above do not give

a complete basis of color structures beyond one loop, since color structures with more than

two traces can appear. A complete basis of color structures is required for the SCET basis

to guarantee a consistent RGE. A convenient basis of color structures for one-loop matching

is then given by extending the one-loop decomposition to involve all higher trace structures.
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B.2 Helicity Amplitudes for Higgs + Jets

In this appendix we give explicit results for the hard matching coefficients for H + 0, 1, 2 jets.

We only explicitly consider gluon-fusion processes, where the Higgs couples to two gluons

through a top-quark loop, and additional jets correspond to additional gluons, or quark

antiquark pairs. When matching onto SCET we perform a one-step matching and directly

match full QCD onto SCET, as was done for H +0 jets in Ref. [3001. Most QCD results are

obtained in the limit of infinite top quark mass, by first integrating out the top quark and

matching onto an effective ggH interaction,

_Cl

Lhard = HGa Gw"', (B.44)
12-rv /t

which is then used to compute the QCD amplitudes. Here v = (V/2GF)1/2 = 246GeV. From

the point of view of the one-step matching from QCD onto SCET, using Eq. (B.44) is just

a convenient way to compute the full QCD amplitude in the mt -+ oc limit. In particular,

the a, corrections to C1 in Eq. (B.44) are included in the amplitudes below, and therefore

also in the SCET Wilson coefficients. In this way, if higher-order corrections in 1/mt or the

exact mt dependence for a specific amplitude are known, they can easily be included in the

QCD amplitudes and the corresponding SCET Wilson coefficients. We illustrate this for the

case of H + 0 jets below.

We separate the QCD amplitudes into their IR-divergent and IR-finite parts

A = Adi + Afin ,

B = Bdiv + Bfn , (B.45)

where Afi., Bfin enter the matching coefficients in Sec. 5.5. For simplicity, we drop the

subscript "fin" for those amplitudes that have no divergent parts, i.e. for Adiv = 0 we have
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Afim =A . For the logarithms we use the notation

Li = (- - io) , LZj/H =In I- - iO) - In (- - io) .

B.2.1 H + 0 Jets

We expand the amplitudes in powers of a(p) as

2T~s p) ' Ce ()00-

A = ES A (n) (_37rv 47rI
n=O

(B.46)

The amplitudes with opposite helicity gluons vanish to all orders because of angular momen-

tum conservation,

A(1+, 2F; 3H) = 0, (B.47)

corresponding to the fact that the helicity operators for these helicity configurations were

not included in the basis of Eq. (5.104). The lowest order helicity amplitudes including the

full mt dependence are given by

A( 0)(1+, 2+; 3H) =

A( 0)(1-, 2-; 3H) =

812 [121
2(12)

S12 (12) F O
2 [121 (4m

- -2 F( 0 ) 8 ei'4'++H

- S F(O) 12 e_- H

2 42

where the function F 0 (z) is defined as

3
F(0)(z) =

2z
3 1 arcsin2 (-7) ,

2z z In2{-i( + VIZ- )]

For simplicity, we have extracted the (irrelevant) overall phases

eiD++H - [12]
(12)

ei--H - (12)
[12]
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F(O) (812

(B.48)

0 < z <1

z > 1.
(B.49)

(B.50)



Since the two helicity amplitudes for ggH cannot interfere and are equal to each other by

parity up to an overall phase, their higher-order corrections are the same as for the spin-

summed ggH form factor. The divergent part of the NLO amplitudes is given by

(B.51)

The IR-finite parts entering the matching coefficients in Eq. (5.107) at NLO are [300]

A)(1,2:;3)=A)(1 ,2;3H) CA 2 + 7 +F

38 1289 2 _ 155 _ 3 5385047 4F 45 4725 1134 65488500
307 258132 3055907 659504801

++CF9-39+ t9 z3 + 4  ( 5)'~k 90 18900- 990 1309770000 ""

(B.52)

The full analytic expression for Fl)(1(z) is very long, so we only give the result expanded in z.

Since the additional mt dependence coming from FM (z) is small and the expansion converges

quickly, the expanded result is fully sufficient for on-shell studies of Higgs production. The

IR-finite parts at NNLO are [300]

Afi2)(1', 2'; 3H)

- A(O)(1 ,2:; 3H) {CAL1 + 3CAoL12 +CA C ( + - - F L

+ C - 2(3) + CA13o( -- ) - OoF1) 4m2)]L12 + F(( 2

F (7CA + 1 1CACF - 6CF3o) ln(-4z - iO) + C ( + +2  - 44(3

( 217 7.2 ,2255 57r2 23 3 5
CACFI - 44( 3 ) + CAN30 ---+CATFx 2 2 / 108 12 31
27 241 4

+ CF + CFO ( 12(3 3CFF + 0(Z). (B.53)

Here we only give the leading terms in the mt -+ oc limit. The first few higher-order terms

in z in F(2 )(z) can be obtained from the results of Refs. [352, 3531.
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B.2.2 H + 1 Jet

The amplitudes for H + 1 jet were calculated in Ref. [2521 in the mt -4 oo limit. Refer-

ence [252] uses TF = 1 and gTa/d\ for the qqg coupling. Thus, we can convert to our

conventions by replacing T' -+ \/2Ta, and identifying 1/N = CA - 2 CF and N = CA in the

results of Ref. [2521. We expand the amplitudes in powers of a.,(pt) as

2TFa.(I) () as(p)

37rv \47r
71=O

(B.54)

gggH

The tree-level amplitudes entering the matching coefficient C++ in Eq. (5.115) are

A()(1+, 2+,13+; 4H

A(0)(1+, 2+, 3; 4H)

12

19

4mH

(12) (23)(31)

[12]3

[13][23]

where we have extracted the (irrelevant) overall phases

ei++ H-. 11-/831VS3 e i'++-H = [1]VI,1 ,l,1Vs3

(12) (31) (23) ' (12) (12) [13] [23]

The divergent parts of the one-loop amplitudes are

A((1+, 2+, 3; 4H) + A(O) (1 +,2,3 ,4H{ CA + 1 [CA (L 12

The finite parts of the gggH amplitudes, which enter the matching coefficient C++ at one

loop are

A(')(1 +, 2+,7 3+; 4H )

= A()(1+, 2+, 3+; 4H) f(2s1SI3iS23,m2,I/) + 3(CA - 2TFrif) 812s13 + 812s23 + S13823
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2_ 1 H ei +++H

V 2|s12813s231
82

2S12 2 i88 ++-H

/2-s12S13S231
(B.55)

(B.56)

(B.57)

+ L 13 + L2 3) -



4()(1+, 2+,3-;44H H){) + (12, 813, 823 2 H, + A - 2TFnf) S1 3 82 3

(B.58)

where we have extracted the common function

f(s12, S13, 823, mH, A) = -CA 2(2 + L1 3 + L2 3) + L12/HL13/H + L12/HL23/H + L13/HL231 H

+ 2Li 2 1 - 512 + 2Li2 (1 - S13 + 2Li2 1 - S23 -5- - 3 CF-

(B.59)

The tree-level amplitudes entering the matching coefficient C (+) in Eq. (5.114) are

A((1+; 2, 3 -; 4H 1 112
-2 [23]

A(O)(~-; 2+, 1 (13)2
1 q(23)

where the (irrelevant) overall phases are given by

+(+)H [12] 231
(12) [23]

S12 15+(+)H

V218231
_ 813 ei4-(+)H

2s18231

(13) -231

[13] (23)

(B.60)

(B.61)

The divergent parts of the one-loop amplitudes are

A2t(1*; 2, 3-; 4 H) = A( 0)(11;2,3= 4H 1 A+2(C F A(L2+L-L2 ( -3)-dv qq' q' E 2 A 1 13 2.3), F23j 2J

(B.62)

The finite parts of the gqqH amplitudes, which enter the matching coefficient O (+) at one

loop are

A)(1+; 2+, 3-; 4H) - A(O)(1+; 2, 3-; 4H ((S12, 813 123, M2 CF - CIA) 823f q q q 18 12)
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AM (1; 2+ ,3,;4H) = A(O) (1234H) g(8 12 13 S 2 3 , m2[ + (CF - CA) S23fin( 2q ~q H' S1 3 J

(B.63)

where we have extracted the common function

XS(12, 813, S23,rnH)

= CA [(L 2 + 13 - L2 3) + L12/HL13/H - (L12/H + L13/H)L23/H - 2Li 2 (1 --
2_ 11 __

+ 3 + 4 + CF -23+ U23 - 2L1 2 /HL13/H- 2Li2 - 2 - 2Li2(1 - M12

- 11 + -+ 3o -L23 + .(.4

B.2.3 H + 2 Jets

The full set of tree-level helicity amplitudes for H+2 jets in the mt -+ oo limit were calculated

in Ref. [251], and all amplitudes below are taken from there. We expand the amplitudes A,

B, in the decomposition of Eq. (5.119), Eq. (5.124), and Eq. (5.130), as

B = 2TFas(p 2 

([()) a[g) n . 37rv ( 47r
n=O

2TFa (p) [ 0(0)] Z (n) (a. (p)Y. (.
n=O

For simplicity, we only give explicit results for the tree-level amplitudes in this appendix. To

reduce the length of expressions, we use the kinematic variables Sijk defined by

Sijk = (pi + p3 + pk)2 = Sij + sik + Sjk . (B.66)

The H + 2 jets process is nonplanar, which means that we cannot remove all the relative

phases in the amplitudes. It is therefore most convenient to keep all expressions in spinor

helicity notation. We will explicitly demonstrate an example of the phases which appear in

Eqs. (B.71) and (B.72).
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qq q'q'H and qq qqH

The tree-level amplitudes entering the Wilson coefficients C(+; ) and C(+ ) in Eqs. (5.121)

and (5.122) are

-B()(1,2; 4;1 (24)2 [1312 

= -BC0)(17, 2 ; , (23)2 ,; 5H)= - [1 (B.67)

ggqqH

The tree-level amplitudes entering the Wilson coefficients +-(+), C++(+), and O--(+) in

Eq. (5.126) are

(43 [3

(12)(14)(34) [12][23][34]
[13]2[14] (23)(24)2

[12][24][34] (12)(13)(34)

A(O)(1+, 2-; 3+, 4-; 5H1 =

4(2-, 1+; 3+, 4-; 5H

A(1+, 2+; 3, 4-; 5H) =

A(O)(1~, 2-~; 3+, 4-; 5H) =

[112 + 314)2 [23] 1

S234(24) 823

(211 + 41312( 14) ( 1

8134[13] S14

1)+ [211 +314)2 [13]
S34 s134S 34 (14)

14) -(112+41312(24)

S34 S234s34[23]

[311 + 214)2

(12) (14) (24) [34]
+ (412+ 11312

[12][13][23](34)

(B.68)

In these expressions we have eliminated the Higgs momentum, p5, using momentum conser-

vation, so that all momenta appearing in the above expressions are lightlike. We have also

used an extended spinor-helicity sandwich, defined by [ilj + k~l) = [ildil) + [ilkll) to simplify

notation.

All the B amplitudes vanish at tree level,

(B.69)
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ggggH

The tree-level amplitudes entering the Wilson coefficients C++--, C+++-, and C++++ in

Eq. (5.133) are

A(0 )(1+, 2+1 3+, 4+; 5H) =

A(O) (1+,1 2+, 3+ 4-;- 5H)=

A() (1+, 2+, 3-14-; 5H) =

A(0)(1+, 4-, 2+, 3-;5) =

-2M4

(12)(23)(34)(41)

2 [112 + 314)2 [23]2 [211 + 314)2[13]2 [311 + 214)2[12]2

S234823834 8134814834 8124812S1 4

[13] S 12 [112 + 314) +S23[3|11+ 214) \ 1]s2
+ [41](12) (23) [34] (1(34) 2 4) + [131123)]

2[ [12]4 + (34)4
[12][23][34][41] (12)(23)(34)(41)]

2[ 3[142]4 (34)4 ) . (B.70)
2 [13][14][23] [24]1 (13) (14) (23) (24)].B7)

To illustrate the relative phases that appear in these amplitudes, we can rewrite the

amplitude A(0)(1+, 2+, 3-, 4-; 5H) in terms of the Lorentz invariants sij

812 + 2'~ 3
A(0)(1+, 2+, 3-, 4-; 5H) = 2ei+-H [ 2 34

1Is128238348141 1 s128238348141.
(B.71)

with

=-2t arg iV'8[-812s 34 + s13s24 + s14s23 - i(V#a + 2 v//sIS14)]

-s1234(Si - iV s2) + (813S24 - 814823 + iv/)(Vsy+ i ) J'

a = () = 481314823824 - (812834 - S13824 - 814823) > 0

t = sgn(Epp pip p). (B.72)

The branch cut of the square root is given by the usual prescription, rij = fs +i =

i sij if sij < 0. Our convention for the antisymmetric Levi-Civita tensor is 60123 = -1.

For this process we can choose a frame where all but one of the momenta pi through p4

lie in a plane (with p5 determined by momentum conservation). The phase o is needed to

determine the momentum of the nonplanar momentum and the sign t resolves which side of
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the plane this particle is on, which is not captured by the sij (because they are symmetric

with respect to a reflection about the plane). We note the simplicity of the spinor-helicity

expression as compared with the explicit expression for the phases.

B.3 Helicity Amplitudes for Vector Boson + Jets

In this appendix we give all required partial amplitudes for the vector boson + jets processes

discussed in Sec. 5.6. For each of the amplitudes Aq,v,a, Bq,,,a defined in Sec. 5.6, we split

the amplitude into its IR-divergent and IR-finite parts,

X = Xdiv + Xin , (B.73)

where X stands for any of Aq,v and Bq,,,a. For the logarithms we use the notation

Li = ln( - -10 Ltglkl = Li 4- Lkt= In - -). - In - - _ . (B.74)
A A2' 2

B.3.1 V + 0 Jets

In this section we give the amplitudes Aq,v,a for V + 0 jets. For each partonic channel, we

expand the amplitudes as

X = X())(B.75)
n=O

where X stands for any of Aq,v,a, The tree-level and one-loop helicity amplitudes entering

the matching coefficient in Eq. (5.146) are given by

A 0)(1, 2-; 3,4-) -2i [131(24)
q qS12

Adiv(17, 2-; 3+, 4 -) = A 0)(1+, 2-; 3+, 4-) CF-2 + E (2L12 - 3),

A(,2;3, 423 ) = A 4)(1, 27; 3, 47) CF -L 2 + 3L12-8+ ,

A ) A(' = A(O) - A(') = 0. (B.76)V V a a
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B.3.2 V + 1 Jet

In this section we give the amplitudes Aq,v,a for V + 1 jets. Each amplitude is expanded as

(B.77)X = () "

where X stands for any of Aq,v,a,. The tree-level and one-loop helicity amplitudes for V + 1

jets were calculated in Refs. [232, 233, 362, 235]. We use the results given in Ref. [235], which

uses TF = 1 and g8T a/' for the qqg coupling. We can thus convert to our conventions

by replacing T' -+ VTa, and identifying 1/N = CA - 2 CF and N = CA. The one-loop

amplitudes are given in the FDH scheme in Ref. [2351, which we convert to the HV scheme

using Eqs. (5.100) and (5.101).

The tree-level amplitudes entering the matching coefficient x,+(+;+) in Eq. (5.154) is

given by

A4)(1+; 2, 3-; 4+, 5-) = -29V/ 2  (35)2
(12) (13) (45)

A?) = A(O) = 0.

The divergent part of the one-loop helicity amplitude is given by

Adi(1+; 2+, 3-;4, 57) = A(0 )(1+;, ;34, 514 )

(CA + 2 CF)

(B.78)

+ CF(2L23 -

(B.79)

The finite parts entering the matching coefficients at one loop are

A(' (1+;27,3-;;4+,5-)

=A(O) (1+, 2+, 3-; 4+, 5-)

CA (L2 - L 3 + 3L 13S2 ( 12 1 + CF - A)(-L
2 2

24 -

UL 4 5 - 8 +6
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+ [CA(L12 + L13 - L23)

- 7+ 3

3) --



+ (25)2[21113)(13) Lo 845)
(12) (35)2 S13 \ S13 /

1 (312415) 2

2 (3"5)282r

(25)2(13)2
(12)2(35)2

+ CA -Ls-1 ( 1 1)+ 35sALI- 845' 845! 35s

+ (CA - 2CF) Ls1 (, 23) +
I s4 45 15 )

(13)2[11215)2 L 845) [11213)[4115)(45)(13)

2(35)2S2341\[13[/ (35)2S2

+[141([12][34] + [13][24]) (13) (45)~
+2(35)2 [13] [23] [45] _1 7

(813)
845]

(15)(23) + (13) (25) Ls_1 (13 823)
(12)(35) \ S45 S45

(31211)(5)2 
(13) Lo 45)'1 2) (35)2 823 \(S23/

(823)

S45 1 n112s45m t
A(') (1+; 2+,13-;- 4+f, 5--) = 4-,/2T, [121[(141(35) 1L,

A(') = 0 . (B.80)

The contributions from virtual top quark loops are calculated in an expansion in 1/mt to

order 1/mr in Ref. [235], hence the divergent behavior of A() as mt -+ 0.

length of the expressions, we have used the commonly defined functions

To reduce the

LO()=In r
Lo(r) - r

L1(r) = LO(r) - I
1 - r

Ls 1 (r1 , r2) = Li 2 (1 - ri) + Li2 (1 - r2)+ lnr lnr2 -

(B.81)

The proper branch cut of logarithms follows from the prescriptions si -+ sij + W. The proper

branch cut of the dilogarithm follows from that of the logarithm through the identity

Im [Li2 (1- r)] = - ln(1 - r) Im ln r] . (B.82)

B.3.3 V + 2 Jets

In this section, we give the amplitudes Aq,v,a, Bq,,,a for V+2 jets. Each amplitude is expanded

as

(B.83)
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where X stands for any of Aq,v,a or Bq,v,a. We also define the kinematic variables Sijk as

sijk = (pi + p ) P 2 = Sij + Sik + sjk . (B.84)

The one-loop helicity amplitudes for q'q'qq V and qq qq V were calculated in Ref. [367]. The

one-loop helicity amplitudes for gg qq V were calculated in Ref. [235], which also gives com-

pact expressions for the four-quark amplitudes, which we use here. The contributions from

virtual top quark loops are calculated in an expansion in 1/mt to order 1/mi in Ref. [235].

Reference [235] uses TF = 1 and gTa/2 for the qqg coupling. We can thus convert to

our conventions by replacing T' -+ vf2/T, and identifying 1/N = CA - 2 CF and N = CA.

The one-loop amplitudes are given in the FDH scheme in Ref. [2351, which we convert to the

HV scheme using Eqs. (5.100) and (5.101).

q'q'qqV and qqqqV

The tree-level amplitudes for q'q'qq V and q7 qq V entering the Wilson coefficients in Eqs. (5.173)

and (5.174) are given by

4 0)(1+, 2-; 3, 4-; 5, 6-)- -B 0 )(1t, 2; 3, 4-; 5 , 6j)

2 r[13](46)((12)[15] - (23)[35]) (24)[35]([12](26)

812856 [ 8123 S124

A 0)(1, 2+ ; 3+, 4-; 5 F, 6-)- -B 0)(1, 2t; 3+, 4-; 5+, 6-)

2 r[23] (46) ((12) [25] + (13) [35]) (14) [35]([12](16)

S12S56 [ S123 8124

A(0 ) - A(0) - B(0) - B(O) - 0.

+ [14](46))

- [24](46))

(B.85)

Due to the length of the one-loop q'q'p V amplitudes, we only show how to translate the

decomposition of the amplitude in Ref. [235] to our notation. The one-loop amplitudes are

given in terms of the bare partial amplitudes Ai;j( 3q, 2C, IQ, 4q) of Ref. [235] as

Aq)(1q1 2,V; 3,,4q; 6+,5-) = -i 327r 2 N A6;1(3q, 2C, 1Q, 4q) - + 2CF -CA ()(1 2q,; 3q,4q; 6+, 5-),
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Bq)(1q, 2,V; 3q, 4q; 6+, 57) = -i 32 2 N A6;2(3q, 2 ,Q, 4 q) - + 2CFj-)B O)( 2 q, 4I; 64 , 57) ,

A4')(14q, 2q,; 3q , 4q; 6t+, 5e-) = - B(1,, 2q,; 3q, 44; 6+ , 5-) = -i 327r 2 A6;3(3q, 2Q, IQ, 44)

4() = B() = 0. (B.86)

The overall factor -i 327r2 is due to our different normalization conventions. We have not

included helicity labels, as these relations are true for all helicity combinations. Note that

the partial amplitudes Ai;j do not include labels for the lepton momenta, which are implicitly

taken as 6+, 57. The terms in the first two lines proportional to A"0 and B 0) come from

the UV renormalization and switching from FDH to HV.

gy qq V

The tree-level amplitudes for gg qq V entering the matching coefficients in Eq. (5.182) are

given by

4(O)(1+, 2+; 3+, 4-; 5+, 6-) = -4 (46)2
q q' q' f f) T(2) (13) (24) (56)

O +, 4 [13](23)(46)((23)[35] - (12)[15]) (24)[35][14]([12](26) + [14](46))
s12S56 (13)8123 [24]8124

+ ([12] (26) + [14] (46))((23) [35] - (12)[15])]
(13)[24] 1

AO- + - 4 [[23]2(46)((12)[25] + (13)[35]) + (14)2[35]([12](16) - [24](46))
s12S56 [13]s 1 2 3  (24)8124

+ [23](14)[35] (46)]
[13] (24) _

A(O) = A(0) = B-) = B(O) B(O) = 0. (B.87)
V a q v a

Due to the length of the one-loop gg qq V amplitudes, we again only show how to trans-

late the decomposition of the amplitude in Ref. [2351 to our notation. The one-loop ampli-

tudes are given in terms of the bare partial amplitudes Ajj( 3q, 1, 2, 44), A.j (3q, 4q; 1, 2), and
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Ag (3, 4q; 1, 2) of Ref. 12351 as

A(1 (1, 2; 3q4 4; 6+, 5-)

B1) (1, 2; 3,4 4; 6+, 5-)

A(')(1, 2; 3,, 4q; 6+, 5-)

AB(1, 1 2; 3q 4,7; 6+, 57)

B(')(1, 2; 3q, 4q; 6+, 57)

= -i647r 2 N A6;1(3q, 1, 2, 41) - + CF) A (0) (1, 2; 3 q, 4 ; 6+,57) ,

= -i647r 2 A6;3(3q, 44; 1, 2) ,

-i 647r2 Av; 4(3q, 4q; 1, 2) ,

=+164w2 2 A= A6;4 (3q, 4 q; 1, 2),

= -i 647r2 Ax (3q, 44; 1, 2) ,

= -i 64w~ [AQ(36 , 4,; 1,2)- Aa(3q, 4,;1,2) - A.(3 , 4,; 2,1)].

(B.88)

The overall factor -i 647r2 is due to our different normalization conventions. We have not

included helicity labels, as these relations are true for all helicity combinations. Note that

the partial amplitudes Ai;j do not include labels for the lepton momenta, which are implic-

itly taken as 6+, 5-. The term in the first line proportional to Aq comes from the UV

renormalization and switching from FDH to HV.

B.4 Helicity Amplitudes for pp -+ Jets

B.4.1 pp -+ 2 Jets

In this appendix we give explicit expressions for all partial amplitudes that are required in

Eqs. (5.189), (5.190), (5.194), and (5.203), for the various partonic channels of the pp -+ 2 jets

process. Since this process is planar, we can write all amplitudes for a given set of helicities

with a common overall phase extracted, which is determined by the phases of the external

particles. In this way, we do not need to worry about relative phases between the Wilson

coefficients for different color structures when they mix under renormalization. The cross

section does not depend on this overall phase. This simplifies the numerical implementation

considerably for this process, as it avoids having to implement the complex spinor algebra.
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To extract the overall phase from the amplitudes, the following relations for the relative

phases between the spinor products are useful:

(12) _ (34) _ (14) _ (23) _ (13) _ (24) (B.89)
[34] [12] [23] [14] [24] [13]

These relations follow from Eq. (B.22) with n = 4.

We split the partial amplitudes into their IR-divergent and IR-finite parts,

A = Ai + Afin , B = Bi + Bfin , (B.90)

where the IR-finite parts enter the matching coefficients. We expand the amplitudes and

Wilson coefficients in powers of a,() as

X = [ E~) X (n) ,s 7 (B.91)
n=O

where X stands for any of Adi,,fin, Bdiv,,in, and X(0) and X(1) are the tree-level and one-loop

contributions, respectively. For simplicity, we drop the subscript "fin" for those amplitudes

that have no divergent parts, e.g., for the tree-level amplitudes A( = 0 and A(O) A(.

For the logarithms we use the notation

Lij = In - - 1 , Lij/lk - Lij - LI = ln(- - i) - n(- - iO) . (B.92)

qq q'q' and qq qq

Here we list all partial amplitudes up to one loop entering the Wilson coefficients in Eqs. (5.189)

and (5.190). The one-loop helicity amplitudes for qqq'q' and qp qq were first calculated in

Ref. [2441, and the two-loop helicity amplitudes were computed in Refs. [372, 373]. We find

agreement between the one-loop results of Refs. [372] and [373], from which we take our

results.1 Our one-loop matching coefficients agree with the calculation of Ref. [2961.

'Note that there is a minor disagreement here with the earlier calculation in Ref. [2441, presumably due
to typos. Specifically, in Ref. [2441 the factors (log 2 _9-i + 7r2) and (log Lj + 7r2 ) in Eqs. (5.10) and (5.12)
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The tree-level amplitudes are

A(O)(l, 2-; 3/, 4-) = -B()(1, 27; 3+,, 4 - (24)[13]
q q -Vq q qI 4' 12

A(O )(1+, 27; 3-,14+) = -B(O) (1+, 2-; 3K, 4+) - 23) [14]

_ 13 ,je

S12

S14 (+-),
LI

(B.93)
012 12

where the phases are given by

N(+ (24)
e (13) '

(23)
(14)

(B.94)

We have chosen to express all the one-loop amplitudes in terms of A 0 (1+, 2-; 3/, 4-) and

A( 0 )(1+, 2; 3-, 4+). The divergent parts of the one-loop amplitudes are

A(0)(1, 2-; 3+, 4-) - CF F(2L2 - 4L13/1 4 - 3) CA(L13/14

S4 2
=A(0 )(1,2; 3, 4) 2CFE [CF(2L12 - 2L13 /14 - 3) + CA(Li3/i4

- A( 0)(1+, 2-; 3-, 4 ) CF + [CF(2L12 - 4L 13/ 14 - 3) + CA(L1 3 /1 4 - L 12 /13 )]

2 ECF(2Li2 - 2 L13/14 - 3) + CA(L13/14 - L12/ 13)]

(B.95)

The finite parts entering the Wilson coefficients are

Ai(1, 2 ; 3 , 4 )= A(0)(1 q, 2 q;37, 4) [f(s12, Si3 , S14 , A) + (4CF - CA) g(S12, 13 , 814)]

Bin 2;3, 4) = A(0) (1, 2;; 3), 4g) [4CF L12 L 13/ 14 - f (S12, S13, S14, [1) + (C4 - 2 CF) 9(s12, S13, S14),

A'2 (1+, 2-; 3, 4+) = A(O) (1j, 2-; 3-, 4+) [f(s12, Si3, S1 4 , u) + 2(C4 - 2CF) 9(S 12 , S14, S13 )]

B((1 , 2; 3-, 4+) = A(0)(1, 2-; 3-, 4+) [4CF L 12 L13/ 14 - f (S12, S13 , 814, P) + 2(CF - CA) g(S 12, S14, s13),

f(s12, s1 3 , 814, p) = CF [-2L 2 + 2L 12(3 + 4Li 3 /1 4 ) - 16 + + CA 2L12 (L12/1 3 - L 13/ 14 ) + + 772)

respectively, must be swapped to achieve agreement with the results of Refs. 1372, 373, 296J. Reference 13731
also has a minor typo, having a flipped overall sign for the IR-divergent terms.
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A(' (1 +, 2 -; 3 /, 4))
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-# L12 -)

9(81 2 , S 1 3 , 81 4 ) = 812 1 ( (14 L 2 /L4 + _r2) + L12/14 . (B.96)
s 1 3 _2 S13

gg qq

The one-loop helicity amplitudes for gg qq were first calculated in Ref. [2441, and the two-loop

helicity amplitudes were computed in Refs. [368, 3691. We take our results from Ref. [368],

converted to our conventions. 2

Here we list all partial amplitudes up to one loop entering the Wilson coefficients in

Eq. (5.194). We start with the partial amplitudes where the gluons have opposite helicity,

which are the only ones having a nonzero tree-level contribution. The tree-level amplitudes

are given by

A( 0)(1+, 2- 3, 4-) = -2 (23)(24)3 = 2 |I13 S141 i+
(12)(24)(43)(31) S12

A(O)(2-, 1+- 3, 4 ) = -2 (23)(24)3 2 813 1S13 8141 e
q (21)(14)(43)(32) s12814

B(O) (1+, 2-; 3+, 4-) = 0 . (B.97)

In the second step we extracted a common overall phase from the amplitudes, which is given

by

- (24) [13][14] (B.98)
[24] 1813 14(B98)

The divergent parts of the corresponding one-loop amplitudes are

A(')(1+, 2; 3+, 47) = A(0)(1+, q3 
4 )L-(CA CF ( 2 CF L12 + 2 CAL13 3 CF - 0)

A(')(2-, 1+; 3+, 4-) = A(0)(2-, 1+ 3, 4-) (CA + (2F L 12 + 2CA L 14 - 3CF - 0),
2We find a slight disagreement with the earlier results of Ref. [2441 for their subleading color amplitude

in Eq. (5.24). This amplitude appears to have typos since it does not have the correct IR structure, as
determined by the general formula 14921 or by the SCET result in Eq. (B.148). Comparing with the matching
calculation of Ref. 12961, we find a typo in the 7r 2 term in W4 in Eq. (54), which should have 37r2 U2 /(2ts) -+
-37r 2U/(4t).
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B(1+, 2; 31,4g) = A(O)(1+, 2~; 3+, 4 4TF L12/14 + 813 L12/13 (B.99)
T rg pr T Wlqq 14

The corresponding finite parts entering the Wilson coefficienlt O -( ) at one loop are

A( (1+, 2-; 3+, 4--) = A(O)(1+, 2-; 3, 4-) C L 3 + 2/13 + 1 +
7 2)

+ CF (- L 1 2 + 3L12-8+

+ (CA - CF) S12 2 13 + 2
0 L21

14 }
=A(0 )(2-, 1+; 3, 4-) C-2L 4 + L 2 1 4 - 3 L1 2 / 1 4 4 2

+ CF (-L12 + 3L12-8+ )

+ C - CF 12 [(
(2 S13

12 L12/14 2

813

CA 14

2S13 L
- L12/14

2

- L12/ 14 +.2
813

+ S12 L14L12/13
s14

+ L12/14 + !4 72]

w2]
}

3 S12 (L22/14 + 2)

(B.100)

The partial amplitudes where both gluons have the same helicity vanish at tree level,

A(0)(1+, 2+; 3+, 4-) = B(0)(1+, 2+; 3+, 4-) = 0,

A(0)(1, 2; 3+, 4-) = B(0)(1~, 2-; 3+, 4-) = 0. (B.101)

The corresponding one-loop amplitudes entering the Wilson coefficients C++(+) and C--(+)

are IR finite. They are

A(')(1+, 2+; 3, 4-) = 2 /813 814I eic'++(+) [(CA

A(')(2+, 1+; 3+, 4-) =

B(1)(1+, 2+; 3+, 4-) = 0,

1 1
- CF) - + -(CA

813 3
- 2TF f 1 ]

812
1 1 1i

CF) - + (A -2TF f) J,
814 3 812

(B.102)
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-2 V/s13 8141 e"++(+) [(CA -

. 4 i L 4 i j

A(' (2-, 1+; 3+, 4 -)

B(1)(1+, 2-;- 3+, 4-) = A(O) (1+,7 2-; 3+, 4-) 4TF ~L12L,13/14



and

A(1)(1-, 2-; 3 ,4-) = 2 Is13 s14 e + [(CA - C) A - 2F n
s13 3 812

A(')(2-, 1~; 3+, 4) = -2 1s13 4s es + [(CA - CF1 1 -~ Sq q ~~~814 +3(C - TnfS1

BM (1-, 2-; 3+, 4-) = 0 , (B.103)

with the overall phases

elb++(+) = [12] [13](14) (12) [13] (14) (B.104)
(12) |113s141 [12] 1813s41

9999

The one-loop helicity amplitudes for gggg were first calculated in Ref. [244], and the two-

loop amplitudes were computed in Refs. [374, 375j. The results given here are taken from

Ref. [375], and converted to our conventions. We also find complete agreement with the

expressions given in Ref. [2441.3

The amplitudes inherit the cyclic symmetry of the traces, which means that many of the

amplitudes appearing in Eq. (5.203) are related, for example

A(1+, 3~, 4-,2+) = A(2+, I+, 3-, 4-) . (B.105)

For the convenience of the reader, we will explicitly give all amplitudes needed in Eq. (5.203).

We start with the partial amplitudes with two positive-helicity and two negative-helicity

gluons, which are the only nonvanishing amplitudes at tree level. We have

2+ 3 4) = 4 (34)4 s12,D++ _(12) (23) (34)(41) '14

3We have also compared with the matching calculation of Ref. [2961, which has a minor typo. In particular,
in F(s, t, u) in Eq. (61) the nf terms must be dropped and 3o set to 11CA/3. Also as noted in Ref. 12971,
the last column of Table 5 in Ref. [2961 applies to helicities 7,8, while the second-to-last column applies to
helicities 9-16.
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A( 0) (1+, 3-, 4-, 2+) = (34)4 = 4- e
(13)(34)(42)(21) 813

A (1+, 4-, 2+, 3-) = 4 (34)4 -4 s2 e8D++-- (B.106)
'(14)(42)(23)(31) S13814

with the common overall phase

e [++-- [12 (B.107)
(12) [34](B1)

The corresponding B(0 ) all vanish,

B(0)(1+,2+,3-,4-) = B()(1+,3-,4-,2+) = B()(1+,4-, 2+,3-) = 0. (B.108)

At one loop the BM) amplitudes can be expressed in terms of the nf-independent part of the

AM7,

BM (1+, 2+, 3-, 4-) = 2TF 2[AM )(1+, 2+ 3-, 4) A)(1+ 3-, 4-2) + A()(1+ 4, j3)]
CA Inf=0

(B.109)

The same relation also holds for the other helicity assignments. Using the cyclic symmetries

of the amplitudes, it follows that the last three entries in the Wilson coefficients in Eq. (5.203)

at one loop are all equal to each other and are given by 2 TF/CA times the sum of the first

three entries at nf = 0. The divergent parts of the one-loop amplitudes are

A' (1+, 2+, 3-, 4-) = A(0)(1+, 2+, 3~, 4-) - CA + (CA L 12 + CA L 1 4 - 13o)1
4 2

A( (1+, 3-, 4-, 2+) = A(O) (1+, 3-, 4-, 2+) - CA + -(CA L12+C 1 -#

A (1, 4-, 2+, 3-) = A(0)(1+, 4-, 2+, 3~) - CA + (CA L13 + CA L14 - 10) ,

B (1+, 2+ 3-, 4-) = A(M)(1+, 2+1 3 -, 4-) 8TF L1 2 / 1 3 + S1L1 2 /14 )]
( 44 [ \ S13 1/ 1

B i(1+,7 3~,14~,12+) = A(O) (1+, 2+, 3-,14-) C 83L13/14 + S131/12 ,
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(B.110)Bhe (1+, 4-, 2+, 3 ) = AM(1+, 2+, 3, 4-) cofiLe/13 + t Lop /12 .

The finite parts entering the Wilson coefficient C,++-- at one loop are

= A(0)(1+, 2+, 3-, 4-) [CA (-2L12L1 4

= A(O)(1+, 3~, 4-, 2+) [CA (-2L12L13

= A(0)(1+, 4-, 2+, 3-) (C -2L 14 L1

(C- 2TFf 13814 [ (S13 S
(1 2 [ 12 S

-3 + + +0 (L14 -

- 4+ -7 -2 o ( 13 -

3 +
4 2 - 4)

L 13 / 1 4 + (2

+ -L 14 + -L 1 3
S12 812

2 13/14812
+ 2)]

- 3TFnf 813814 (L 3 14
S12

+ T2)

B (1+, 2+, 3~, 4-) = B( (1+, 3-, 4-, 2+) = Bn (1+, 4-, 2+, 3-)

= -4TFA( (1+ 2+ 3-, 4-)
814 2L13 L 12/14 + 2L14 L 12/ 13 + + S4 (813

813- 812 S12 812

813814) (L/2 + 7r2 (B.111)

Due to Eq. (B.105), the first two amplitudes in Eq. (B.106), as well as the first two in

Eq. (B.111), can be obtained from each other by interchanging 1+ ++ 2+ which corresponds

to 813 ++ S4 without an effect on the overall phase.

The amplitudes with only one or no gluon with negative helicity vanish at tree level,

A(O) (1+, 2+, 3+14*) = A(0)(1+, 3+, 4*, 2+) = A(0)(1+, 4*, 2+, 3+) = 0,

B(O)(1+, 2+, 3+, 4*) - B(0)(1+, 3+, 4*, 2+) = B( 0)(1+, 4*,2+,3+) - 0. (B.112)

The corresponding one-loop amplitudes are infrared finite. Those entering C+++- are given

by

A(1)(1+, 2+, 3+, 4) 4 -(CA - 2TF nf ) (S14 + 834)(1+ 2+,3+, -) 4[411(12) (23) [34133
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A() (1+ 2+, 3-, 4-)

A(' (1+, 3-, 4-, 2+)

A(' (1+, 4-, 2+, 3-)

S14) L13/1
812

5
130 -

(3

+12 -



=41 +++-I(CA- 2TFf( 13 813

3 S12 S14)

A(') (1+, 3+, 4- 2+) = 4 [23]2 (CA - 2TF nf) (13 + S12)
[42](21)(13)[34] 3

=4ei*+++- -(CA-2TF f S 1 43 Q12 813

A(')(I+ 47, 2+13+) =4 [21]2 -(CA - 2TF nf) (S13 + 814)
[42] (23) (31) [141 3

=4ei'+++- (CA-2TFf (12 +12

3 S14 S13

B) (1+, 2+,13+, 4-) = B()(1+, 3+, 4-, 2+) = B )(1+, 4-, 2+, 3+) =16TF e

(B.113)

and those for C++++ are

A(')(1+, 2+,-3+, 4+) A()(1+, 3+, 4+, 2+) = A()(1+, 4+, 2+, 3+) 4 e4++++ (CA - 2TF rf),3

B(1) (+, 2+, 3+, 4+)= B()(1+, 3+,4+, 2+) = BO)(1+, 4+,2+, 3+) = 16TF ei'++++, (B.114)

where for convenience we have extracted the overall phases

[12] [13] (14)
(12) (13) [14] '

[12] [34]
(12) (34)

B.4.2 pp -+ 3 Jets

In this appendix we give explicit expressions for all partial amplitudes that are required in

Eqs. (5.209), (5.210), (5.217), and (5.226), for the various partonic channels for the pp -+ 3

jets process. The one-loop amplitudes for these processes were calculated in Refs. 1245, 246,

243], respectively. These chapters use TF = 1 and gTa/V2 for the qqg coupling. Thus, we

can convert to our conventions by replacing T4 a V2Ta, and identifying 1/N = CA - 2CF

and N = CA. Below we restrict ourselves to giving explicit expressions for the tree-level

amplitudes, since the one-loop expressions are fairly lengthy.
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For each partonic channel, we expand the amplitude as

X(n s ) (B.116)

where X stands for any of Adiv,fin , Bdiv,,in.

gqq q'q' and g qq qq

The tree-level amplitudes entering the Wilson coefficients in Eqs. (5.209) and (5.210) are

given by

= I (25) (35)2
(12)(15)(23)(45)

- (25) (34)2

= (12)(15)(23)(45)
(23)(35)2

( 12) (13) (23) (45)

S (23) (34)2

_-V2 (35)2 (34)
(13) (14) (23) (45)

V_ (34)3
(13) (14) (23)(45)

_V/ (35)2 (45)= (14)(15)(23)(45)

=/2- (34)2(45)
(14)(15)(23)(45).

(B.117)

Of these helicity amplitudes only 4 are independent. The one-loop amplitudes were computed

in Ref. [245].

ggg qq

The three independent tree-level partial amplitudes which enter the Wilson coefficients in

Eq. (5.217) are given by

2V (34)(35)2
(12)(14) (23) (45) '

(34) (35)3
(13) (15) (23) (24) (45)

-2 V' (35)3
(12) (13) (25) (45)
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A4(0) (1+; 2+, 3--;4 5-,)

.A() (I+;- 2+, 3-; 4-,, 5,)

_B(0)(1+;- 2+, 3-; 4+,, 5-,)
( q + +

0)q) -+ +'01 - , ~ 4 q O ' (12)(13)(23)(45) '

X = [gs (A) I 7

A(0) (1+; 4+,, 5-,; 2+, 3-)

A(O) (1+; 4-, 5+2; 2+, 3;)

B(0) (1+; 4+, 5-,; 2+, 3 -)

B(0) (1+ -4-, 5+. '>+ 13 -)' qI '' 'q

.A(O) (2+, 3-, 1+; 4+, 57) =

.A(O)(3~, 1+, 2+;4+,15--)=



B(0) - C(O) = 0.

At tree level, the partial amplitudes for the other color structures vanish, B(O) = C( 0) = 0.

The one-loop amplitudes were computed in Ref. [2461.

99999

The two independent partial amplitudes that enter the Wilson coefficients in Eq. (5.226) are

given by the Parke-Taylor formula [493]

A()(1+ 2+ 3+, 4- 5-) = 4v/ 2  (45)4
(12)(23)(34)(45)(51)

A()(1+, 2+, 4-13+, 5-) 42 (45)4
(12) (15) (24) (34) (35)

B(0) - 0.

All other amplitudes can be obtained by cyclic permutations. The double-trace color struc-

ture does not appear at tree level, so B(-) = 0. The one-loop amplitudes were calculated in

Ref. [2431. For completeness, I also add here a reference to my two neutrino papers [494, 495].

B.5 RGE Ingredients

In this appendix, we collect explicit results required for the running of the hard matching co-

efficients required to NNLL order. We expand the /3 function and cusp anomalous dimension

in powers of a, as

(as) = -2aE On("

n=O 47

00n1

cusp (a.) -- C4) +

n=O
(B.120)

Up to three-loop order in the MS scheme, the coefficients of the 3 function are [496, 4971

(B.119)

11 4
00= -CA - -TEf,3 3

=34 - 20 CA4CFTFnf61 3A 0 CAF3 1
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02 = 2857 0
54

( 2 205F
CF 18 CF CA

1415 C) 2TF n,
~54Cl2T f

792
CF + CA) 4TF nf

(B.121)

and for the cusp anomalous dimension they are [498, 499}

S4,268
00=4, 01= i9

5367r 2
27

110
+ (32( 3 - 3 CF

447r 4

45
88(3 C2 (807r2 

836
+(27 27

64 
2TF nf - 27 -n

- 427 2) CA - s TFnf,
3 C9

- 1 126)CA2TFnf

(B.122)

Note that here Fcusp does not include an overall color factor; it differs from the usual qq case

by a factor of CF.

For the noncusp anomalous dimension of the Wilson coefficient, which is color diagonal

to two loops, we write

9(a,) = [nqgy(as) + nq- Yg(as)]1 + O(a3), (B.123)

as in Eq. (5.238). The quark and gluon noncusp anomalous dimensions,

a)2 (. a8 C , 1 (B.124)

have the following coefficients

_Y70 = -3CF

-26(3) CA +
(3
k2

-21r2+24C3 CF+ ( -3o,

+ 2(3 c +"
19
-9 (B.125)

The evolution kernels required for the resummation were defined in Eq. (5.237) by the
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1
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(B.126)

Up to two loops, we can simplify the noncusp evolution kernel as

K,(po, p) = (nqKq (yo, p) + ngK,(yo, p)) 1.

Explicit results to NNLL order are given by

(B.127)

Kr (po, p) = 7ao)

- 32)

(1
1 - 2

1

r
n (I 0 1 (1

Fo _00!

+ In r) + ('3Iri
031'0

-3?

- r + In r) + 1In2 r
213o

(1 - r + rlnr) -

/3 22 r)22

r2 _
+-t (o) 20

= YC 0K, (po, p) 2,3o
2#9

-YC 0
203o

lnr+ 47w 1 - 0

[In r + a(po)
47

[n r + as(pIo)

_q

/90

(r - 1) + (2
167r(2 r

/3 (r -

-0)( -

1)],

1)],

with r = aS(p)/as(po). The running coupling in the above equations is given by the three-

loop expression

1 p) X +_) + in X
-s(p as (po) 4wo

+ 16w2 21 1 - 1)] (B.129)

with X = 1 + as(po)3o0ln(p/po)/(27r).
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Kr (po, p) =

'r([to, )=

K, (Po, P)=

r r(

K,9(po, /p) =

- + L In



B.6 Color Sum Matrices

For each specific process considered in the text we decomposed the Wilson coefficients in a

color basis as

(B.130)= E Ck . T =,+--(---,
k

where T a,** is a row vector of color structures which form a complete basis of the allowed

color structures for the particular process. Since convenient color bases are generically not

orthogonal, the scalar product between Wilson coefficients is nontrivial. The Ot is given by

Ct = [C al""an]*Tal...an = *T T,

fT= E (Ta1..n)t an

ai,..,an

is the matrix of color sums.

In this appendix we give explicit expressions for T for all the processes in this chapter,

both for general SU(N), as well as a numerical result for the specific case of N = 3. For

simplicity, in this section we restrict ourselves to the normalization convention TF = 1/2,

and CA = N, and write the results for general SU(N) in terms of only CA and CF.

For qq and gg in the basis in Eq. (5.105), we have

Tqq = CA = 3, Tgg = 2CACF= 8.

For g qq and ggg in the basis Eq. (5.110), we have

(B.133)

Tgqq = CACF = 4,

Tgg = 2CF
99 

C

0 8 90

,A-4) 3(0 5)
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For qq qq and qq q'q' in the basis Eq. (5.186), we have

C A 
Tqqqq = Tqqqiqi =

CA CA5

For gg qq in the basis Eq. (5.192), we have

CACF
Tggqq - 2

2

3

8

I-1

3

2 CF

2CF CA

-1 3

8 3 ,

3 9

2 CF -CA 1

2 0 F 1

1 CA

(B.136)

and for gggg in the basis Eq. (5.197), we have

CACF
T9999 = 4

9
a=C- 2CACF

b=CA-5CCF

4
C = CF

e = CFCA = 4,

abb cd c

bab cc d

b a c c

ccdeff

dccfef

cdcffe

1 23

1

d (2 CF - CA)
2

1
f-. 2

1

(B.138)
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For g q4 qq and g qq q'4' in the basis Eq. (5.206) we have

CA 0 1 1

Soo94= CF0 CA 1 1
Tgqqqq CACF OA

1 1 CA 0

1 1 0 CAI

301 1

0 31 1
= 4 . (B.139)

1130

1 10 3/

For ggg qq in the basis Eq. (5.215) we have

a b b cdde f f ij

babdcdfefij

bbaddeffeij

cddab beffji

d cd b a b f e fj i

T gg qq= d d c b b a f f e i , (B.140)9 4

e ffeffghhOO
fe f f e f h g hh00
feffefhghO0

ffeffehhg00

i i jj j000ij

jji i i 0 0 Oji

where

64 1
a = 4CAC = b = CA - 2 CF -,

3 3
10 8

c = (C + 1)(CA - 2CF) -1 d -2CF - ,
33
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e=-1, f = 2 CACF 8 , g = 2CACF 24,

h =CA = 3, i=C - 2 = 7, j = -2. (B.141)

For ggggg in the basis Eq. (5.221) we have

CF X 1 X2(
T =ggggg = 32 , (B.142)

X2 T X3)

where

a -b-c-b c -b-c b -c-b-c 0

-b a b -c b c -b-c b -c 0 c

-c b a -b-c-b-c-b-c 0 c -b

-b-c-b a b -c b -c 0 c b c

c b -c b a -b-c 0 c -b c b

-b c -b-c-ba 0 c b c -b c
X1 =

-c-b-c b -c 0 a -b c -b -c -b

b -c-b-c 0 c -b a b c b -c

-c b -c 0 c b c b a -b c -b

-b -c 0 c -b c -b c -b a b c

-c 0 c b c -b-c b c b a -b

0 c -b c b c -b -c -b c -b a
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-d d -e e e -e-d-d-d e

-d-d d e -e-e e e d -d

-e-e d d e -e-e d d d

d -e-e-d-d-e e d -d-e

-d-e e -e-d-d-e e -d-d

e -e-e-e e d d -d d -d
X2=

d -d-d-d d -e-e e -e e

-e d -d d -e-e d -d-e-e

-e-d-d e e -d d -e e -d

d d e e -d d d e e e

e e -e d -d-d d d -e e

-e e d -d -d d -e -e -e -d

f 0 -g-g 0 g g g 0 g

0 f 0 g -g g 0 -g-g g

-g 0 f 0 -g g -g g g 0

-g g 0 f 0 -g g 0 g g

0 -g -g 0 f 0 -g -g g g
X3 =(B.143)

g g g -g 0 f 0 -g g 0

g 0 -g g -g 0 f 0 g -g

g -g g 0 -g-g 0 f 0 g

0 -g g g g g g 0 f 0

g g 0 g g 0 -g g 0 f

and

a=CA4-4CA+10=55, b=2C2-4= 14,

c=2, d=2CCF= 24, e =CA= 3 ,
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f = 2CACF = 72, g=C= 9. (B.144)

B.7 IR Divergences

In this appendix, we explicitly check that the IR divergences of QCD are reproduced by

SCET. This ensures that they drop out in the one-loop matching, and that the resulting

Wilson coefficients are IR finite. They also provide a very useful cross check when converting

from the different conventions used in the literature to ours.

The one-loop matching equation relating the SCET operators and their Wilson coeffi-

cients to the QCD amplitude is

(yt)(o)C(l) + (t) '(0) - _ . (B.145)

First we determine the residues of the propagators entering the LSZ reduction formula.

Regulating both UV and IR divergences in dimensional regularization, all bare loop integrals

in SCET are scaleless and vanish, i.e. the UV and IR divergences cancel. In particular, for

the self-energy diagrams, we have

E = EUy + EIR = 0 . (B.146)

The UV divergences Euv plus possible additional UV finite terms E, (as dictated by the

renormalization scheme) determine the wave function renormalization Z . The remainder

EIR - Ex enters the residue R

_ 1 d(Euv + Ex)

dp 0_0

R-1 = 1 I - .x (B.147)

At one loop in pure dimensional regularization, we then have R = Z- 1 , and similarly for

gluons RA = Z- 1. In the on-shell scheme Ex = EIR, so with pure dimensional regularization
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Z = RE = ZA= RA = 1.

Since all loop diagrams contributing to (Qt)0) vanish, the only nonzero contributions

come from the counterterm in Eq. (5.229) and the one-loop residues. At one loop we find

(Ot)0)&(o - (Gt)(O) [(Z A/2 Z 2 c - 1) + (Rg/2 R"/2  _ 1)] (0) = (0t)()(zc -)

- (2t)(O) - (ngCA + nqCF) + ng0 -- nlCF 2 (0)

(B.148)

where we used the explicit expression for ZC derived in Sec. 5.8.2. One can easily check

that this exactly reproduces the IR-divergent parts of the QCD amplitudes. For example,

for gg qq, we have

(Ad, (1+, 2-; 3+, 4-)

-(2CA+2CF) -~ ~3CF+2 gg qq 2)(Pl) 1,P2; P3, P4) A ,(2, 1+; 3+ 4

B((+, 2-; 3, 4-)

(B. 149)

Hence, the JR divergences in (t)()(0) and AM) cancel each other and do not enter in 0(),

as must be the case.
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