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THE GENERALIZED LEGENDRE TRANSFORM AND ITS

APPLICATIONS TO INVERSE SPECTRAL PROBLEMS

VICTOR GUILLEMIN AND ZUOQIN WANG

Abstract. Let M be a Riemannian manifold, τ : G × M → M an
isometric action on M of an n-torus G and V : M → R a bounded G-
invariant smooth function. By G-invariance the Schrödinger operator,

P = −~2∆M + V , restricts to a self-adjoint operator on L2(M)α/~,

α being a weight of G and 1/~ a large positive integer. Let [cα,∞)
be the asymptotic support of the spectrum of this operator. We will
show that cα extend to a function, W : g∗ → R and that, modulo
assumptions on τ and V one can recover V from W , i.e. prove that V is
spectrally determined. The main ingredient in the proof of this result is
the existence of a “generalized Legendre transform” mapping the graph
of dW onto the graph of dV .

1. Introduction

Let G be an n dimensional torus and g the Lie algebra of G. Given a

weight α ∈ g∗, we will denote by χα
~

: G→ S1 the character of G associated

with the weight α
~ , 1

~ being a large integer.

Now let M be a Riemannian manifold, V : M → R a C∞ function and

(1.1) P = ~2∆M + V

the semi-classical Schrödinger operator associated with V , where ∆M is the

Laplace-Beltrami operator acting on L2(M). In order to ensure that the

spectrum of P is discrete we will assume that M is compact, or, if not, that

V is proper and tends to +∞ as x tends to infinity in M .

Now let τ : G×M →M be an isometric action of G on M and assume that

the function V alluded above is an element of C∞(M)G. We will denote by

L2(M)α
~

the space of L2 functions on M which transform under the action

of G by the character χα/~, i.e.

(1.2) L2(M)α
~

=
{
f ∈ L2(M) | γ∗gf = χα

~
(g)f

}
,

and we will denote by µα,~ the spectral measure of the operator, P , restricted

to L2(M)α
~
, i.e. for ρ ∈ C∞0 (R),

(1.3) µα,~(ρ) =
∑

ρ(λi(α, ~)),
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2 VICTOR GUILLEMIN AND ZUOQIN WANG

where

λi(α, ~), i = 1, 2, 3, · · ·
are the eigenvalues of P restricted to L2(M)α

~
. The asymptotic behavior of

such equivariant eigenvalues has been studied by various authors, see e.g.

[BH], [Do] and [GU]. Recently in the article [DGS] E. Dryden, V. Guillemin

and R. Sena-Dias obtained an asymptotic formula for the measure (1.3) in

terms of the symplectic reduction (T ∗M)α of T ∗M . More precisely, if τ̃ is

the lifted G-action on T ∗M , then τ̃ is a Hamiltonian action and we will

denote its moment map by φ : T ∗M → g∗. One can show (c.f. [GS1]) that

if α is a regular value of φ, then G acts in a locally free fashion on φ−1(α).

For simplicity let’s assume that this action is free, so that the quotient

(1.4) (T ∗M)α = φ−1(α)/G

is a smooth manifold which inherits from T ∗M a quotient symplectic struc-

ture.

Now let p : T ∗M → R be the semi-classical symbol of the operator (1.1),

i.e. at ξ ∈ T ∗mM let

p(m, ξ) = (ξ, ξ)∗m + V (m),

where (·, ·)∗m is the inner product on T ∗mM induced by the Riemannian metric

on M . Since this symbol is G-invariant, its restriction to φ−1(α) is the pull-

back to φ−1(α) of a C∞ function

(1.5) pα : (T ∗M)α → R

and the asymptotic formula for µα,~ that we alluded to above asserts that

as ~→ 0,

(1.6) µα,~ = (2π~)n−d
(

(pα)∗να +O(~)
)
,

where να is the symplectic volume form on (T ∗M)α and d the dimension of

M .

As was observed by Abraham-Marsden in [AM], §4.3, the reduced space

(1.4) and the map (1.5) have the following alternative description: Let M0

be the open submanifold of X on which G acts freely, let X = M0/G and

let π : M0 → X be the fibration of M0 over X. Then as a manifold

(1.7) (T ∗M)α ' T ∗X

and under this identification, pα : T ∗X → R is the symbol of the Schrödinger

operator

(1.8) ~2∆X + Vα,

where ∆X is the Laplace operator associated with the quotient Riemann

metric on X and Vα is the potential function on X defined by

(1.9) (π∗Vα)(m) = V (m) + 〈α, α〉∗m.
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(To make sense of the second summand note that one gets from the free

action of G on M0 an identification of g with the vertical tangent space of

M0 at m, and hence from the Riemannian inner product, (·, ·)m on TmM0

an inner product, 〈·, ·〉m on g and a dual inner product, 〈·, ·〉∗m on g∗. )

Remarks 1.1. (1) The canonical symplectic form on T ∗X does not, in gen-

eral, coincide with the reduced symplectic form on (T ∗M)α. However one

can show that the symplectic volume forms do, and hence the measure

(pα)∗να in the asymptotic formula (1.6) is just the push-forward by the

functions, pα, of the symplectic volume form on T ∗X.

(2) In most cases of interest, the manifold M0 is not compact. However, one

can show that the function pα : T ∗X → R is proper and hence that (pα)∗να
is, in all cases, well defined.

Let [cα,+∞) be the support of the measure (pα)∗να. Then by (1.9), the

quantity

(1.10) cα = min
x∈X

Vα(x)

is a spectral invariant of the operator (1.1). We remark that although at

first glance this invariant is only defined for integer weights, i.e. weights

α ∈ g∗ that sits in the weight lattice, it is actually defined for all rational

weights α ∈ g∗ since α/~ is in the weight lattice for some small ~, and thus

by continuation defined for all α ∈ g∗. Our goal in this paper will be to show

that in a number of interesting cases this invariant determines the potential

V . One simple example of a result of this type was proved in [DGS] where

it was shown that in the case of the Schrödinger operator

(1.11) ~2∆R2n + V (y21 + y22, · · · , y22n−1 + y22n)

and the group

(1.12) G = SO(2)× · · · × SO(2), (n factors)

the equivariant spectrum of (1.11) determines the function V = V (r1, · · · , rn)

providing we impose the following growth conditions on V :

(a) V is proper onRn+,(1.13a)

(b)
∂V

∂ri
> 0 for all i,(1.13b)

(c)

[
∂2V

∂ri∂rj

]
≥ 0.(1.13c)

More explicitly, in this example we have, for x2i = y22i−1 + y22i,

(1.14) Vα(x) := V (x21, · · · , x2n) +
∑ α2

i

x2i
.
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Therefore if we let

si = α2
i , cα = G(s1, · · · , sn), ti =

1

x2i

and

F (t1, · · · , tn) = −V (
1

t1
, · · · , 1

tn
),

then the formula (1.10) can be rewritten as

G(s) = min
t∈Rn+

[t · s− F (t)].

The minimum is achieved at the unique critical point s = ∂F
∂t . Moreover,

under the hypotheses above on V , ∂F
∂t is a bijection

∂F

∂t
: Rn+ → Rn+.

Therefore by the identity

t · s− F (t) = G(s) for s =
∂F

∂t

and the inversion formula for the Legendre transform

(1.15) s =
∂F

∂t
⇐⇒ t =

∂G

∂s

we get

(1.16) F (t) = s
∂G

∂s
−G(s) for t =

∂G

∂s
.

Therefore, since cα = G(α2
1, · · · , α2

n), G is spectrally determined and hence

so are the functions F and V .

We will show in this paper that this “Legendre transform” argument can

be considerably generalized. More precisely, let

W (x, α) = 〈α, α〉∗π−1(x)

be the function appearing in (1.9) and let

V (x, α) = V (π−1(x)) +W (x, α).

Suppose W (x, α) is the generating function of a canonical transformation

(1.17a) γ : T ∗X → T ∗Rn

and in addition for all α ∈ Rn

(1.17b) V (x, α)

has a unique non-degenerate minimum G(α).

We will then show that the potential V (x) can be reconstructed from the

function G, and hence that V can be reconstructed from the equivariant
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spectral invariants cα. This result will be proved in section 3 and in the fol-

lowing sections we will discuss applications of it. More explicitly, in section

3.1 we will use this result to get an improved version of the inverse result

that we described above for the Schrödinger operator (1.11) (namely we will

show that the hypothesis (1.13b) is unnecessary), and we will also show that

the proof of this result, with small modifications, gives one an inverse result

for the Schrödinger operator on the n-fold product CP1 × · · · × CP1. Then

in section 4 we will focus on a problem of which this example is a special

case: the inverse spectral problem for the Schrödinger operator on an arbi-

trary toric variety, M , and state some sufficient conditions on potentials, V ,

and subregions, Y , of X that will guarantee spectral determinability of the

restriction of V to Y . (These conditions are in general rather hard to verify

in practice, but we will discuss their verifiability for two interesting classes

of toric varieties: complex projective spaces and Hirzebruch surfaces)

In section 5 we will turn our attention to some inverse spectral problems

having to do with the “local spectral invertibility” and “local spectral rigid-

ity” of a Schrödinger potential, V , in the neighborhood of a non-degenerate

minimum of Vα. (The proof of these results is based on the fact that if the

critical points, p, of Vα are non-degenerate and the corresponding critical

values are distinct, then these critical values are also equivariant spectral

invariants of the Schrödinger operator. Hence one can make use of the Le-

gendre techniques of section 3 to obtain inverse results for perturbations of

V in small neighborhood of these points.)

Finally in the last section of this paper we will show how one can de-

duce from the inverse spectral results described above for the semi-classical

Schrödinger operator similar results for the classical Laplace operator on a

line bundle using the method of “reduction in stages” described in [DGS]

section 3. (We would also like, by the way, to thank two of the co-authors of

this paper, Emily Dryden and Rosa Sena-Dias, for a number of very helpful

suggestions bearing on the results we’ve just described.)

2. Toric manifolds and their canonical reduced Riemannian

metrics

Let M be a compact toric manifold, i.e. a 2n dimensional symplectic

manifold which admits an effective Hamiltonian action of G = Tn. Let

φ : M → g∗ = Rn be its moment map. Then it is well known that the image

P of φ is a Delzant polytope, i.e. a convex polytope in Rn such that

• (simplicity) there are n edges meeting at each vertex;

• (rationality) the edges meeting at a vertex p are of the form

p+ tui (t ≥ 0)
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with ui ∈ Zn, 1 ≤ i ≤ n;

• (smoothness) the vectors u1, · · · , un can be chosen as a Z-basis of

Zn.

A classical result of Delzant ([De]) asserts that there is a one-to-one corre-

spondence between compact connected 2n dimensional toric manifolds and

Delzant polytopes in Rn, and in fact, we now know that most geometric and

topological information about M is encoded in the combinatoric of P, see,

e.g. the books [Au] and [G3].

According to Delzant’s construction, M admits an intrinsic G-invariant

complex structure which is compatible with its symplectic form, and hence

gives M an intrinsic Kähler, and thus Riemannian metric. We will denote

by P the interior of P. It is well known that the dense open subset

M0 = φ−1(P)

of M is a complex torus with respect to the intrinsic complex structure, and

the G-action is free precisely on M0.

Before we apply the result in the previous section to this setting, we first

observe that the “base manifold” X = M0/G is exactly the open polytope

P. In particular, the symplectic quotient (T ∗M)α is identified with T ∗P.

Now let V ∈ C∞(M)G be a G-invariant smooth function on M . Then

the restriction of V to M0 gives rise to a smooth function, still denoted by

V , on P. Similarly for any weight α, 〈α, α〉∗ descends to a function on P.

So the result alluded in the previous section becomes

Theorem 2.1. The equivariant spectrum of the Schrödinger operator P =

~2∆M + V determines the function

(2.1) G(α) = min
x∈P

(
V (x) + 〈α, α〉∗(x)

)
.

It remains to describe the function 〈α, α〉∗(x) explicitly. By definition, P
is defined by a set of inequalities of the form

(2.2) li(x) =

n∑
j=1

ljixj + l0i ≥ 0, 1 ≤ i ≤ d,

where ~li = 〈l1i , · · · , lni 〉T is a primitive element of the lattice Zn, and d is

the number of facets of P. Note that x ∈ P if and only if li(x) > 0 for all

i. It was proven by one of the authors ([G2]) that the induced Riemannian

metric on P is precisely given by the formula

(2.3)
1

2

d∑
i=1

(dli)
2

li(x)
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from which he derived an explicit formula for the canonical Kähler metric

on M and from it the formula

(2.4) W (x, α) := 〈α, α〉∗(x) =
1

2

d∑
i=1

(dli(α))2

li(x)
.

3. The inversion formula for the Legendre transform revisited

Let U1 and U2 be connected open subsets of Rn,

γ : T ∗U1 → T ∗U2

a canonical transformation and Λ1 a Lagrangian submanifold of T ∗U1. Then

Λ2 = γ(Λ1) is a Lagrangian submanifold of T ∗U2 and

Γ = {(x, y,−ξ, η) | (y, η) = γ(x, ξ)}

a Lagrangian submanifold of T ∗(U1 × U2).
Suppose that these Lagrangian manifolds are horizontal, i.e. suppose that

there exist functions F ∈ C∞(U1), G ∈ C∞(U2) and W ∈ C∞(U1×U2) such

that

(a) (x, ξ) ∈ Λ1 ⇐⇒ ξ =
∂F

∂x
,(3.1a)

(b) (y, η) ∈ Λ2 ⇐⇒ η =
∂G

∂y
,(3.1b)

(c) (x, y, ξ, η) ∈ Γ⇐⇒ ξ =
∂W

∂x
, η =

∂W

∂y
.(3.1c)

Then for (x, ξ) ∈ Λ1, (y, η) = γ(x, ξ) if and only if

(3.2)
∂F

∂x
(x) = −∂W

∂x
(x, y) and

∂G

∂y
(y) =

∂W

∂y
(x, y).

Let’s now make the additional assumption that for all y, the function

x 7→ F (x) +W (x, y)

has a unique critical point and that this point is a global minimum.

Theorem 3.1. Under this assumption,

(3.3) G(y) = min
x

(F (x) +W (x, y)) + C,

C being an additive constant (which we can set equal to zero by replacing G

by G− C. )

Proof. Λ1 and Λ2 are defined by the equations

ξ =
∂F

∂x
and η =

∂G

∂y
,
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and the graph of γ by the equations

ξ = −∂W
∂x

and η =
∂W

∂y
.

Thus if σ : U2 → U1 is the map

y ∈ U2 −→
(
y,
∂G

∂y
(y)

)
γ−1

−→
(
x,
∂F

∂x
(x)

)
→ x,

the restriction of the the one-form d(F +W −G) to the graph of σ vanishes.

Hence on this graph, F +W −G = C, and for x = σ(y),

∂

∂x
(F (x) +W (x, y)) = 0.

In other words, x is the unique global minimum of the function x 7→ F (x) +

W (x, y), and at this minimum,

G(y) = F (x) +W (x, y).

�

Remark 3.2. The classical inversion theorem for Legendre transforms is eas-

ily derived from this result: Recall that a function F ∈ C∞(Rn) is strictly

convex if satisfies [
∂2F

∂xi∂xj

]
> 0

for all x. Suppose for simplicity that F is stable, i.e. F has a unique critical

point which is a global minimum. (This assumption is equivalent to the fact

that F is proper as a map of Rn into R.) For an F with these properties

the Legendre transform

(3.4)
∂F

∂x
: Rn → Rn

is a diffeomorphism of Rn onto a convex open subset U of Rn. For simplicity

let’s assume that this convex set is Rn itself. This is the case, for example, if

F has quadratic growth at infinity. Then the inverse of the diffeomorphism

(3.4) is the Legendre transform

(3.5)
∂G

∂y
: Rn → Rn,

where for y = ∂F
∂x (x),

(3.6) G(y) = −x · y + F (x).

In other words, G(y) is the function (3.3) with W (x, y) = −x · y, and the

canonical transformation

γ : T ∗Rn → T ∗Rn
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is the linear symplectomorphism

(3.7) γ(x, ξ) = (−ξ, x).

For more details about the classical Legendre transformation, see [C].

To apply theorem 3.1 to explicit examples (like the example we just de-

scribed) it is important to know that the set, Γ, in (3.1c), is the graph of

a canonical transformation. We will discuss some necessary and sufficient

conditions for this to be the case, beginning with the following simple result:

Theorem 3.3. Γ is the graph of a canonical transformation if and only if,

for every y ∈ U2, the map

(3.8) x ∈ U1 7→
∂W

∂y
(x, y) ∈ T ∗y U2

is a diffeomorphism onto an open subset of T ∗y U2.

Proof. For fixed y the map

(3.9) x ∈ U1 → (− ∂

∂x
W (x, y),

∂

∂y
W (x, y))

maps U onto the preimage of T ∗y U2 in Γ. Hence if the map (3.8) is a diffeo-

morphism of U1 onto an open subset of T ∗y U2, Γ is the graph of the canonical

transformation, γ, mapping the horizontal Lagrangian submanifold

(3.10) Λy = {(x,− ∂

∂x
W (x, y)) | x ∈ U1}

of T ∗U1 bijectively onto an open subset of T ∗y U2. Moreover, the converse

is also true: If Γ is the graph of a canonical transformation then it has to

map Λy diffeomorphically onto an open subset of T ∗y U2 and hence (3.8) is a

diffeomorphism of U1 onto the same open subset of T ∗y U2. �

From this observation one gets immediately the following necessary con-

dition for Γ to be the graph of a canonical transformation:

Proposition 3.4. If Γ is the graph of a canonical transformation γ, the

matrix

(3.11)

[
∂2W

∂xi∂yj

]
1≤i,j≤n

is non-singular for all (x, y) ∈ U1 × U2.

Proof. This is just the condition that for all y, the map (3.8) is locally a

diffeomorphism at x ∈ U1. �

We will next describe a sufficient condition for the map (3.8) to be a

diffeomorphism onto an open subset of T ∗y U2. (This condition may seem, at

first glance, to be very restrictive, but it will turn out to be satisfied in most

of the examples we’ll be considering below.)
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Theorem 3.5. Suppose that U1 is convex, that (3.11) is non-degenerate for

all (x, y) in U1×U2 and that W (x, y) is a homogeneous quadratic polynomial

in x. Then (3.8) is a diffeomorphism of U1 onto an open subset of T ∗y U2.

Proof. For each fixed y ∈ U2, let f : Rn → Rn be the map f(x) = ∂W
∂y (x, y).

Then f is a quadratic map. As a consequence, f satisfies the following

remarkable mean-value formula

(3.12) f(v + w)− f(v) = df(v +
w

2
)w.

To see this, one can write

f(v + tw) = f(v) + tf1(v, w) + t2f2(v, w).

It follows that

f(v + w)− f(v) =
d

dt

∣∣∣∣
t= 1

2

f(v + tw) = df(v +
w

2
)w.

Since the map ∂W
∂y is quadratic in x, and its x differential is non-degenerate,

we conclude that it is globally injective, and thus a diffeomorphism onto its

image. �

We will next turn to the “horizontality” issue. Suppose Λ1 is the horizon-

tal Lagrangian submanifold, (3.1a), of T ∗U1. What about Λ2 = γ(Λ1)? We

will prove that the following is a sufficient condition for this to be horizontal

as well.

Theorem 3.6. Suppose that for all y ∈ Λ2 the function

(3.13) x→W (x, y) + F (x)

has a unique critical point x0, and that this critical point is a nondegenerate

minimum. Then Λ2 is a horizontal Lagrangian submanifold of T ∗U2 of the

form (3.1c), and the “G” in (3.1b) is the function (3.3).

Proof. Modulo the assumptions above the unique critical point, x0, of the

function (3.13) is a C∞ function f(y) of y. Thus if G(y) = W (f(y), y) +

F (f(y)),

(3.14)
∂G

∂y
=
∂W

∂y
(f(y), y) + (

∂W

∂x
(x0, y) +

∂F

∂x
(x0))

∂f(y)

∂y

and since x0 is a critical point of (3.13) the second summand is zero. Thus

G is given by (3.1b). �

To describe how the results above can be applied to inverse spectral prob-

lems we will discuss below a couple simple such applications, and then in

section 4 we’ll make some more general and systematic applications of these

results. The first simple application will be a slightly improved version of
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the inverse spectral results we proved in §1 for the operator (1.11). Namely

we’ll show that the assumption (1.13b) can be dropped.

Theorem 3.7. Let V (r1, · · · , rn) be a Tn invariant potential function on

R2n satisfying (1.13a) and (1.13c), then V is determined by the semi-classical

equivariant spectrum of the Schrödinger operator −~2∆ + V .

Proof. We apply the results above to the function

W (y, α) =
1

2

∑
i

α2
i

yi
.

It is easy to see that for any α,

∂W

∂α
: (y1, · · · , yn)→ (

α1

y1
, · · · , αn

yn
)

is a diffeomorphism and for any s,

∂W

∂y
: (α1, · · · , αn)→ −1

2
(
α2
1

y21
, · · · , α

2
n

y2n
)

is a diffeomorphism. Moreover, for any fixed α, W is a strictly convex func-

tion of s. As a consequence, conditions (a) and (c) guarantee the existence

and uniqueness of a minimum of the function V (y) +W (y, α). The conclu-

sion follows. �

Our second application will be to the operator (1.1) on the toric variety

M = CP1 × · · · × CP1. Recall that the moment polytope for M under the

standard torus action is

P = (−c1, c1)× · · · × (−cn, cn).

Theorem 3.8. Let V be a smooth potential on M that induces a function

V = V (y1, · · · , yn) on P, satisfying the convexity condition

(3.15)

[
∂2V

∂yi∂yj

]
≥ 0.

In addition, suppose that V satisfies the evenness condition

(3.16) V (y1, · · · , yn) = V (±y1, · · · ,±yn).

on P, and the monotonicity condition

(3.17)
∂V

∂yi
< 0, 1 ≤ i ≤ n

on the set 0 < yi < ci, then V is spectrally determined by the equivariant

spectrum of the Schrödinger operator (1.1).

Alternately, suppose that for each i, V satisfies

(3.18)
∂V

∂yi
< 0, on the hyperplane yi = 0.
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Then the restriction of V to the subregion

R = {y | yi > 0, i = 1, · · · , n}

is spectrally determined.

Proof of the first assertion. The proof is almost the same as the proof de-

scribed in §1, i.e. one can rewrite the function

(3.19) G(α2
1, · · · , α2

n) = min
y

(
V (y) +

∑
α2
i

(
1

ci − yi
+

1

ci + yi

))
in the form

G(s) = min
r

(r · s− F (r)))

via the change of variable

yi → ri =
1

ci − yi
+

1

ci + yi
,

and apply the ordinary Legender transform inversion formula. The convex-

idty and monotonicity conditions on V are used to garantee the convexity

of F .

Proof of the second assertion. In this case one argues as in the proof of

theorem 3.7, i.e. one take the function W to be∑
α2
i

(
1

ci − yi
+

1

ci + yi

)
and show that the maps ∂W

∂y and ∂W
∂α are diffeomorphisms (for y in the

region R). The convexicty condition (3.15) ensures that V (y) +W (y, α) has

a unique minimum, and the condition (3.8) guarantee that the minimum is

in the region R. �

4. Inverse spectral results on toric manifolds

In general the Delzant polytope of a symplectic toric manifold M is given

by a set of linear inequalities

li(x) =

n∑
k=1

ljixj + l0i > 0, i = 1, · · · , d.

In this case the function W is given by

W (x, α) =
1

2

d∑
i=1

(∑
k l
k
i αk

)2∑
k l
k
i xk + l0i

.

It is easy to calculate

∂W

∂αj
=

d∑
i=1

∑
k l
k
i αk∑

k l
k
i xk + l0i

lji
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and

∂2W

∂αj∂xl
=

d∑
i=1

∑
k l
k
i αk(∑

k l
k
i xk + l0i

)2 lji lli.
So if we denote

L =
[
lij
]
d×n

and let A be the d× d diagonal matrix diag(A1, · · · , Ad), where

Ai =
−2
∑

m l
m
i αm(∑n

m=1 l
m
i xm + l0i

)2 =
−2dli(α)

(li(x))2
,

then we arrive at

Lemma 4.1. [
∂2W

∂αj∂xk

]
n×n

= LTAL.

Now suppose R ⊂ P is a convex region and S ⊂ Rn a connected (conical)

region, so that the matrix

(4.1)

[
∂2W

∂αj∂xk

]
is non-degenerate for all x ∈ R and all α ∈ S.

Let ∂1R be the subset of ∂R where W < ∞. At each point x ∈ ∂1R we

denote by νx the outer normal vector to R. In what follows we will assume

(4.2) For each x ∈ ∂1R,∇x(V +W ) · νx > 0.

Finally let V be a G-invariant potential on M and thus by invariance a

potential function on P. We will assume

(4.3) V is convex on P.

Theorem 4.2. Under conditions (4.1), (4.2) and (4.3), one can e-spectrally

determine the potential V on R.

Proof. First one can check that W is convex in x. So if V is strictly convex,

then V + W is strictly convex. It follows that V + W admits a unique

minimum in P. At the same time, according to (4.2), the minimum of

V +W must sit in R. Now apply the inversion formula for the generalized

Legendre transform to V and W. �

4.1. Inverse spectral results on CPn. For M = CPn, its moment poly-

tope is n-simplex

P : x1 > 0, · · · , xn > 0, 1−
n∑
i=1

xi > 0.
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According to (2.4) we have

(4.4) W (α, x) =
1

2

(∑ α2
i

xi
+

(
∑
αi)

2

1−
∑
xi

)
.

Let R ⊂ P be the portion of P that is defined by

(4.5) R : x1 > 0, · · · , xn > 0,
1

2
<
∑

xi < 1.

Lemma 4.3. The matrix

(4.6)

[
∂2W

∂xi∂αj

]
1≤i,j≤n

is non-degenerate for all x ∈ R and all α ∈ Rn+.

Proof. By direct computation

∂W

∂αj
=
αj
xj

+

∑
αi

1−
∑
xi

and
∂2W

∂xi∂αj
= −αj

x2j
δij +

∑
αi

(1−
∑
xi)2

.

A simple induction yields

det


a1 + 1 1 · · · 1

1 a2 + 1 · · · 1
...

...
. . .

...
1 1 · · · an + 1

 = a1 · · · an(1 +
∑ 1

ai
).

And it follows that

det

[
∂2W

∂xi∂αj

]
=

(−1)nα1 · · ·αn
∑
αi

x21 · · ·x2n(1−
∑
xi)2

[
(1−

∑
xi)

2∑
αi

−
∑ x2i

αi

]
.

It remains to prove

(4.7)
(1−

∑
xi)

2∑
αi

<
∑ x2i

αi

for all x ∈ R and all α ∈ Rn+, but this follows from the definition of R
together with the well-known Cauchy inequality:(∑ x2i

αi

)(∑
αi

)
≥
(∑

xi

)2
>
(

1−
∑

xi

)2
.

�

Remark 4.4. One can easily see from the proof above that for any point

x on the hyperplane
∑
xi = 1

2 and any point α = tx, the matrix (4.6) is

degenerate at (x, α). Moreover, with a little bit more work one can show

that for any x satisfying
∑
xi <

1
2 , there exists an α so that the matrix (4.6)



THE GENERALIZED LEGENDRE TRANSFORM AND ITS APPLICATIONS 15

is degenerate at (x, α). So the region R is the maximal possible region that

satisfies the lemma above.

Now we turn to the inverse spectral problem. We will assume that the

potential V on CPn is Tn invariant and hence can be viewed as a function

on P. Moreover, we will assume

(4.8) V is strictly convex in P.

and

(4.9) On the set x1 + · · ·+ xn =
1

2
,
∂V

∂xi
< 0 for all i.

Note that for any fixed α ∈ Rn+, the function W is strictly convex as a

function of x, and tends to infinity as x tends to the boundary of P. On the

other hand side, as a potential on CPn the function V is smooth up to the

boundary of P, and thus all its derivatives are bounded. So the condition

(4.8) ensures that the function V (x) + W (α, x) admits a unique minimum

on P.

Lemma 4.5. Let V be a potential function defined on P satisfying (4.8)

and (4.9). Then for any α ∈ Rn+, the function V (x) +W (α, x) has a unique

minimum in R.

Proof. We need to show that the minimum of V (x) + W (α, x) occurs in

R. Or equivalently, we only need to show that the global minimum of

V (x) +W (α, x) on R is not taken on the hyperplane
∑
xi = 1

2 . In fact, on

this hyperplane we have

∂W

∂xi
= −α

2
i

x2i
+

(
∑
αi)

2

(1−
∑
xi)2

= −α
2
i

x2i
+

(
∑
αi)

2

(
∑
xi)2

.

For each fixed α ∈ Rm+ and for each x on this hyperplane, we just choose an

index i0 so that
αi0
xi0

= max{αi
xi
| 1 ≤ i ≤ m},

then we must have
∂

∂xi0
(V (x) +W (α, x)) < 0.

This implies that for any x on the hyperplane
∑
xi = 1/2, V (x) +W (α, x)

takes a smaller value at a point x+ε(0, · · · , 1, · · · , 0)T ∈ R, where 1 appears

at the ith0 position. �

Now we can state the main theorem.

Theorem 4.6. Let V be a potential function on P that satisfies conditions

(4.8) and (4.9). Then the equivariant spectrum of ~2∆ + V determines V

in R.
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Proof. According to theorem 2.1, the quantity

G(α) = min
x

(
V (x) +W (α, x)

)
is spectrally determined for all α ∈ Rn+. In particular, the Lagrangian

submanifold

Λ2 = {(α, ∂G
∂α

) | α ∈ Rn+}

is spectrally determined. Let

γ : T ∗R → T ∗Rn+

be the canonical transform associated to the graph of W , then

Λ1 = γ−1(Λ2)

is spectrally determined. But we also have

Λ1 = {(x, ∂V
∂x

) | x ∈ R}.

It follows that the restriction of V to R is spectrally determined, up to a

constant. �

4.2. Inverse spectral results on Hirzebruch surfaces. By using similar

techniques to those in the previous section, one can prove an analog of

theorem 4.6 for Hirzebruch surfaces. Let’s briefly describe it in this section.

Recall that a Hirzebruch surface Hn is a four dimensional symplectic toric

manifold whose moment polytope is given by

(4.10) P : x1 > 0, x2 > 0, 1− x2 > 0, n+ 1− x1 − nx2 > 0,

where n is a non-negative integer. It follows that

(4.11) W (α, x) =
1

2

[
α2
1

x1
+
α2
2

x2
+

α2
2

1− x2
+

(α1 + nα2)
2

n+ 1− x1 − nx2

]
.

We start by studying the critical points of W .

Lemma 4.7. For α fixed, the critical points of W lie on the curve

x1 =
n+ 1

2
− n

2

(
x2 +

√
nx2(1− x2)√

1− 2x2

)
.

Proof. Obviously W has no critical point in the region x2 ≥ 1
2 . For x2 <

1
2

let

(4.12) x∗2 =

√
nx2(1− x2)√

1− 2x2
,
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Then the critical point equation becomes

0 = 2
∂W

∂x1
= −α

2
1

x21
+

(α1 + nα2)
2

(n+ 1− x1 − nx2)2
,

0 = 2
∂W

∂x2
= − nα2

2

(x∗2)
2

+
n(α1 + nα2)

2

(n+ 1− x1 − nx2)2
.

So for a point to be a critical point of W for some α, it must satisfy

α2
1

x21
=

α2
2

(x∗2)
2

=
(α1 + nα2)

2

(x1 + nx∗2)
2
,

and as a consequence,

x1 + nx∗2 = n+ 1− x1 − nx2.

�

Now let R be the region defined by the equations x1 > 0, 0 < x2 <
1
2 ,

n+ 1− x1 − nx2 > 0 and 2x1 > n+ 1− n(x1 + x∗2), i.e. the region depicted

in the figure below

R

(1, 1)

(n+ 1, 0)

x1

x2

As in the case of CPm, one can prove

Lemma 4.8. Let W (α, x) be given by (4.11). Then

(1) For x ∈ R and α ∈ R2
+, the matrix

[
∂2W
∂xi∂αj

]
is non-degenerate.

(2) For fixed x ∈ R, the map ∂W
∂x is a diffeomorphism from R2

+ onto its

image.

Proof. Note that in region R we have

x1 + nx∗2 > n+ 1− x1 − nx2.
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So

det

[
∂2W

∂xi∂αj

]
= det

−α1

x21
+ α1+nα2

(n+1−x1−nx2)2
n(α1+nα2)

(n+1−x1−nx2)2
n(α1+nα2)

(n+1−x1−nx2)2
−nα2
(x∗2)

2 + n2(α1+nα2)
(n+1−x1−nx2)2


=

nα1α2

x21(x
∗
2)

2
−
(
α1

x21
+

α2

n(x∗2)
2

)
n2(α1 + nα2)

(n+ 1− x1 − nx2)2

<
nα1α2

x21(x
∗
2)

2
−
(
α1

x21
+

α2

n(x∗2)
2

)
n2(α1 + nα2)

(x1 + nx∗2)
2

=
n2α1(nα2)(α1 + nα2)

x21(nx
∗
2)

2(x1 + nx∗2)
2

[
(x1 + nx∗2)

2

α1 + nα2
− (nx∗2)

2

nα2
− x21
α1

]
< 0,

where again the last inequality follows from the Cauchy-Schwartz inequality.

The proof of (2) is similar to the proof of theorem 3.5. �

Finally let V be a potential so that

(4.13) V is strictly convex in P.

and

(4.14)

On the line x2 =
1

2
,

∂V

∂x2
> 0;

On the curve x1 =
n+ 1

2
− n

2
(x2 + x∗2),

∂V

∂xi
< 0 for all i.

Lemma 4.9. Suppose V is a function satisfying (4.13) and (4.14), then for

any α ∈ R2
+, the function V (x) +W (α, x) admits a unique minimum on R.

Proof. We only need to analyze the function V (x) +W (α, x) along the line

x2 = 1
2 and along the curve x1 = n+1

2 −
n
2 (x2 + x∗2).

In the first case, we notice that along x2 = 1
2 ,

∂W

∂x2
=

n(α1 + nα2)
2

(n+ 1− x1 − nx2)2
> 0,

so the condition ∂V
∂x2

> 0 implies that the function V (x) + W (α, x) takes a

smaller value in R.

In the second case, one can argue exactly as in the proof of lemma 4.5 to

conclude that either ∂W
∂x1

< 0 or ∂W
∂x2

< 0. �

Given these lemmas, the following theorem is now obvious:

Theorem 4.10. If V is a T2-invariant potential on the Hirzebruch surface

Hn whose restriction on R satisfies (4.13) and (4.14), then the equivariant

spectrum of the operator ~2∆ + V determines V in the region R.
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Remark 4.11. With slightly more work, one can prove a similar theorem on

toric varieties whose moment polytope P is bounded by coordinate hyper-

planes

xi > 0 (1 ≤ i ≤ i0)
and pairs of parallel coordinate hyperplanes

xi > 0, ci − xi > 0 (i0 + 1 ≤ i ≤ n)

together with one exceptional “skew hyperplane”

b0 − (b1x1 + · · ·+ bnxn) > 0,

where the bi’s are nonnegative integers.

5. Local inverse and spectral rigidity results

We’ll begin this section with a quick review of the material in §1: Let

M be a 2n-dimensional Riemannian manifold, G an n dimensional torus,

τ : G×M → M an isometric action of G on M , V : M → R a G-invariant

C∞ function and ~2∆M + V the Schrödinger operator (1.1). As in section

1 we will denote by M0 the open subset of M on which G acts freely and

by X the quotient M0/G From the symbol of the operator (1.1) one gets a

reduced symbol

(5.1) pα(x, ξ) = |ξ|2x + Vα(x),

on T ∗X, where Vα(x) = W (x, α) + V (x) is the function (1.9).

As we pointed out in §1, all of the results of this paper are basically

corollaries of the formula (1.6) which asserts that the push-forward (pα)∗ν

of the symplectic volume form on T ∗X is a spectral invariant of the operator

(1.1), and, in particular, that the points on the real line where this measure

fails to be smooth are spectral invariants. However, the only use of this

we’ve made so far is to conclude that if (pα)∗ν is supported on the interval

[cα,∞) then cα is a spectral invariant. Hence its not unreasonable to hope

that the other points on the interval [cα,∞) where (pα)∗ν is singular might

have inverse spectral applications, and our goal in this section will be to

explore this possibility.

The singularities of (pα)∗ν are critical values of the symbol pα, and by

(5.1) these critical values have to occur at points where ξ = 0, and hence

coincide with critical values of Vα(x). However, its not clear that all critical

values of Vα(x) are spectral invariants since one critical value can correspond

to several critical points and the contribution to (pα)∗ν coming from these

points can cancel out. Let’s suppose however that for α = α0 there is a

unique critical point, p0, with critical value c0 = Vα0(p0) and that this point

is a non-degenerate local minimum. We will prove
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Theorem 5.1. If the function W (x, α) satisfies the non-degeneracy condi-

tion (3.11) at (x0, ξ0), then V is e-spectrally determined on a neighborhood

of x0.

Proof. Let ξ0 = −∂W
∂x (x0, ξ0) and η0 = ∂W

∂α (x0, α0). Then if W satisfies the

non-degeneracy condition (3.11) at (x0, α0), W is the generating function of

a canonical transformation, γ, mapping a neighborhood of (x0, ξ0) in T ∗X

onto a neighborhood of (α0, η0) in T ∗Rn. Moreover if V (x, α) has a non-

degenerate minimum at (x0, α0), then there exists a neighborhood U0 of x0
in X and a neighborhood Q of α0 in Rn such that for all α ∈ Q, Vα(x)

has a unique critical point of Vα0(x) on X at which Vα0 takes the critical

value c0. The same is true of the critical point xα of Vα(x). Hence if we

let G(α) = Vα(xα) the function G : Q → R is e-spectrally determined and

hence, by theorem 3.5, the function V |U0 is e-spectrally determined. �

If there are several critical points at which Vα0(x) takes the critical value

c0, we can no longer conclude that V is e-spectrally determined on a neigh-

borhood of x0 but we can prover the following local “spectrally rigidity”

result:

Theorem 5.2. Given a G-invariant C∞ function, V1 : M → R, there exists

a neighborhood U0 of x0 and an ε0 > 0 such that for all 0 < ε < ε0, the

equivariant spectrum of the operator ~2∆ + V + εV1 determines V1|U0.

The proof of this theorem is practically identical with the proof of theorem

5.1 and will be omitted

To apply these results to concrete examples we need to know that the

condition (3.11) is satisfied, and as we saw in section 4 this is not trivial to

verify even in simple examples. We will show however that for an arbitrary

toric variety this condition is satisfied if we make a fairly restrictive assump-

tion about the location of the point, x0. Recall that for a toric variety

the manifold X = M0/G can be identified with the interior of the moment

polytope P, i.e. one has an identification x ∈ X 7→ s ∈ P.

Theorem 5.3. The condition (3.11) is satisfied at (s0, α0) if s0 lies suffi-

ciently close to a vertex of ∆ and sufficiently far away from all the other

vertices and if, in addition,

(5.2) 〈ni, α0〉 6= 0, i = 1, · · · , d,

where the ni’s are the normal vectors to the facets of P meeting at this

vertex.

Proof. We can without loss of generality assume that the vertex above is

the origin and that the facets meeting at this vertex are the hyperplanes,
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si = 0. Then by (2.4),

W (s, α) =
1

2

∑ α2
i

s2i
+ · · ·

and
∂W

∂αi∂sj
= −2δij

αi
s2i

+ · · · ,

where the “· · · ” are negligible small compared with the first term. �

Thus since the vertices of P are the images in M/G of the fixed points

of G one obtain from theorem 5.1 and 5.2 interesting local inverse spectral

and spectral rigidity results for the Schrödinger operator (1.1) on small

neighborhood of these fixed points.

6. Reduction in stages

Let X be a compact n-dimensional manifold and M → X a circle bundle

over X. Then the space of functions on M which transform under the action,

τ : M × S1 →M , of S1 on M according to the law

(6.1) τ∗θ f = eiθf

can be viewed as sections of a line bundle, L → X, and the spaces of

functions which transform according to the law

(6.2) τ∗θ f = eiNθf

as sections of its Nth tensor power, LN . Moreover, if M is equipped with an

S1-invariant Riemannian metric and ∆ : C∞(M)→ C∞(M) is its associated

Laplace operator, then ∆ preserves the space of functions (6.2) and hence

induces on LN a Laplace operator

(6.3) ∆N : C∞(LN )→ C∞(LN ),

and if one sets ~ = 1
N and let ~ tends to zero, then the self adjoint operator,

~2∆N , and the one parameter group of unitary operators that it generates

become the quantization of the Hamiltonian system on T ∗X obtained by

symplectic reduction from geodesic flow on T ∗M . In particular the generator

of this system is the Hamiltonian

(6.4) H(x, ξ) = 〈ξ, ξ〉∗x + V (x),

where 〈·, ·〉m is the Riemannian inner product on TmM , 〈·, ·〉x, x = π(m),

the “reduced” Riemannian inner product on TxX and V (x) = 〈 ∂∂θ ,
∂
∂θ 〉m.

Moreover, if U is an open subset of X over which M admits a trivialization

(6.5) M |U = U × S1,

the operator ~2∆N , N = 1
~ , becomes a semi-classical Schrödinger operator

of the form (1.1) with leading symbol (6.4).
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Suppose now that the manifold M admits additional symmetries, i.e. an

n-torus, G, of isometries. Then by “reduction in stages” the spectral invari-

ants of this Schrödinger operator that one gets by reduction with respect to

semi-classical weights, α~ , of G are also invariants of ∆N . In other words the

inverse spectral techniques described in §1-§5 apply not just to semi-classical

Schrödinger operators, but also, by reduction in stages, to Laplace operators

on line bundles.

An application of this observation is the following: Suppose one is given

a Riemannian manifold, X, a circle bundle

(6.6) π : M → X

and a connection on this bundle, i.e. an S1 equivariant splitting

(6.7) TM = Tvert + π∗TX.

Then one gets a Riemannian metric on M by requiring this splitting to be

an orthogonal splitting and by requiring the metric on the second summand

to be the pull back of the metric on TX. (Thus the only ambiguity in the

definition of this metric is the inner product on the first factor, i.e. the

function V in the paragraph above.) Moreover, having equipped M with

such a metric one gets a Laplace operator onM and, by restriction, a Laplace

operator on each of the line bundles (6.3), and a natural question to ask (

a question that can, in particular, be answered using the techniques of this

paper) is whether V is a spectral invariant of the operators (6.3). In other

words, given a metric on M that is compatible with the connection (6.7), is

it spectrally determined?
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[BH] J. Brüning and E. Heintze, Representations of compact Lie groups and elliptic op-

erators, Invent. math. 50 (1979), 169-203.
[C] A. Cannas da Silva, Lectures on Symplectic Geometry, Lecture Notes in Math. 1764,

Springer-Verlag, Berlin, 2001.
[De] T. Delzant, Hamiltoniens périodiques et images convexes de l’applications moment,

Bull. Soc. Math. France 116 (1988), 315-339.

[Do] H. Donnelly, G-spaces, the asymptotic splitting of L2(M) into irreducibles, Math.
Ann. 237 (1978), 23-40.

[DGS] E. Dryden, V. Guillemin and R. Sena-Dias, Semi-classical weights and equivariant
spectral theory, arXiv: 1401.8285.

[G1] V. Guillemin, Quasi-classical aspects of reductions, Proceedings of the Eighth Inter-
national Congress on Mathematical Physics (World Scientific Publishing, Singapore),
106-119.



THE GENERALIZED LEGENDRE TRANSFORM AND ITS APPLICATIONS 23

[G2] V. Guillemin, Kaehler structures on toric varieties, Journ. Diff. Geom. 40 (1994),
285-309.

[G3] V. Guillemin, Moment Maps and Combinatorial Invariants of Hamiltonian Tn-spaces,
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