MIT
Libraries | D>pace@MIT

MIT Open Access Articles

Dimensional decoupling at continuous
quantum critical Mott transitions

The MIT Faculty has made this article openly available. Please share
how this access benefits you. Your story matters.

Citation: Zou, Liujun, and T. Senthil. “Dimensional Decoupling at Continuous Quantum Critical
Mott Transitions.” Physical Review B 94.11 (2016): n. pag. © 2016 American Physical Society

As Published: http://dx.doi.org/10.1103/PhysRevB.94.115113
Publisher: American Physical Society
Persistent URL: http://hdl.handle.net/1721.1/104876

Version: Final published version: final published article, as it appeared in a journal, conference
proceedings, or other formally published context

Terms of Use: Article is made available in accordance with the publisher’s policy and may be
subject to US copyright law. Please refer to the publisher's site for terms of use.

I I I .
I I Massachusetts Institute of Technology


https://libraries.mit.edu/forms/dspace-oa-articles.html
http://hdl.handle.net/1721.1/104876

PHYSICAL REVIEW B 94, 115113 (2016)

Dimensional decoupling at continuous quantum critical Mott transitions

Liujun Zou' and T. Senthil?
' Department of Physics, Harvard University, Cambridge, Massachusetts 02138, USA
2Department of Physics, Massachusetts Institute of Technology, Cambridge, Massachusetts 02139, USA
(Received 3 May 2016; revised manuscript received 26 July 2016; published 7 September 2016)

For continuous Mott metal-insulator transitions in layered two-dimensional systems, we demonstrate the
phenomenon of dimensional decoupling: the system behaves as a three-dimensional metal in the Fermi-liquid
side but as a stack of decoupled two-dimensional layers in the Mott insulator. We show that the dimensional
decoupling happens at the Mott quantum critical point itself. We derive the temperature dependence of the
interlayer electric conductivity in various crossover regimes near such a continuous Mott transition, and discuss

experimental implications.
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I. INTRODUCTION

Despite its great success in describing many metals, Fermi
liquid theory fails to characterize many strongly correlated
metals. Examples of “non-Fermi-liquid” metals found experi-
mentally include heavy-fermion compounds, the cuprates, and
some organic salts [1-7].

The central conceptual building block in Fermi-liquid
theory is the existence of long-lived electronic quasiparticles
near a sharply defined Fermi surface in momentum space. The
electron spectral function .A(lz,a)) near the Fermi surface takes
the form

Ak, 0) = Z8[w — e(®)], (1)

where Z, the quasiparticle residue, measures the overlap
between the wave function of a quasiparticle and that of
the original electron, and €(k) is the (gapless) dispersion of
quasiparticles. Metals in which this building block breaks
down will show non-Fermi-liquid properties in a number of
experimental probes.

Our concern in this paper is on non-Fermi-liquid metals
in layered quasi-two-dimensional systems near Mott metal-
insulator (and other closely related) phase transitions. Specif-
ically, we will focus on metals at or near continuous (i.e.,
quantum critical) Mott transitions in such systems. Previous
work has demonstrated, for a single isolated two-dimensional
(2D) layer, the possibility of a second-order quantum phase
transition from a Fermi-liquid metal to a quantum spin
liquid Mott insulator with a Fermi surface of charge neutral
spin-% fermions [8]. These studies were motivated by the
phenomenology of the quasi-2D triangular lattice organic
materials and the cuprate metals [3,4], and they have obtained
support from numerical studies [9]. Here, we study the effect
of weak interlayer coupling on the fate of such continuous
Mott transitions in the physical three-dimensional material.

In the specific context of the cuprate metals it has long
been appreciated that the combination of their layered quasi-
two-dimensional structure and their possible non-Fermi-liquid
properties could lead to peculiar interlayer transport. Specif-
ically, interlayer transport was argued to be related to the
single-particle spectrum in such layered materials, and hence
probe very different physics from intralayer transport [10].
Interlayer transport is thus a very useful spectroscopic probe
of a correlated quasi-two-dimensional metal, particularly in
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situations where other direct probes like photoemission or
tunneling is not feasible [11].

We show that, in the spin-liquid Mott-insulating phase,
different layers decouple from each other so that the system
behaves as a stack of two-dimensional layers. We call this
“dimensional decoupling.” In contrast, in the Fermi liquid,
different layers recouple to form a coherent three-dimensional
Fermi surface (see Fig. 1). The transition is thus between a
three-dimensional Fermi-liquid and a dimensionally decou-
pled stack of two-dimensional insulators. We show that this
phase transition is continuous, and further that the dimensional
decoupling happens already at the quantum critical point. In
other words, universal critical properties are correctly obtained
from a purely two-dimensional theory although the metallic
phase on one side is (at low energies) three dimensional. We
discuss the implications for physical properties as the transition
is approached from the metallic side. In particular, we show
that the interlayer conductivity as a function of decreasing
temperature in the nearly critical metal has a “coherence”
peak at a crossover scale determined by the distance from the
quantum critical point, and determine the detailed universal
temperature dependence in various regimes.

Very recent experiments have studied interlayer transport
in the doped triangular lattice x-ET organic metals [7], and
our results should be a useful guide to their interpretation.
Reference [7] found the intralayer transport appears to be non-
Fermi-liquid like at ambient pressure and becomes Fermi-
liquid like under high enough pressure. As the temperature
is decreased in the non-Fermi-liquid regime, the interlayer
resistivity first increases when the temperature is high. But, it
starts to decrease when the temperature is low enough, so it
has a peak as temperature changes. This “interlayer coherence”
peak becomes broadened and is shifted to higher temperatures
as the pressure becomes higher. Further, this peak seems to
occur in a regime where the intralayer transport is non-Fermi-
liquid like. It is thus timely to study issues related to interlayer
coupling near continuous Mott transitions.

In the cuprate context, previous theoretical work on doped
Mott insulators identified, within a slave-boson framework,
an “incoherent Fermi liquid” (IFL) regime that has some
phenomenological appeal as a description of the strange metal
normal state [12]. Our results describe the interlayer transport
of this incoherent Fermi liquid. Our results also carry over
straightforwardly to Kondo breakdown transitions (of the kind
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FIG. 1. Dimensional decoupling across the phase transition. On
the side with g > g. we have a 3D Fermi liquid, and at the quantum
critical point and on the other side we have a state that behaves as a
stack of many decoupled layers at low energies.

studied in Refs. [13]) in Kondo lattice models in layered
systems.

We emphasize that dimensional decoupling is not guaran-
teed to describe all two-dimensional non-Fermi liquids. To
illustrate this, we consider a class of non-Fermi liquids that
develop at metallic quantum critical points associated with
onset of broken symmetry. A good and topical example is the
onset of Ising nematic ordering from a symmetry-preserving
metal. In Appendix A we show, within the existing theory of
this transition, that at the quantum critical point there is no di-
mensional decoupling. We provide arguments that this is likely
the case at all Landauesque quantum critical points driven by
broken-symmetry order-parameter fluctuations (coupled to the
metallic electrons).

In contrast, continuous Mott transitions or the Kondo
breakdown transitions are driven by electronic structure
fluctuations which cannot be captured through Landau order
parameters. On approaching this kind of quantum critical
point from the metallic Fermi-liquid side, the quasiparticle
residue Z is expected to vanish continuously. Right at the
critical point the quasiparticle is thus destroyed everywhere.
Despite this, Ref. [14] argued that the quantum critical point
is characterized by a sharply defined Fermi surface (dubbed a
“critical Fermi surface”). Concrete examples which illustrate
the general arguments of Ref. [14] are in Refs. [8,13,15] based
on slave-particle gauge theories.

Clearly, such phase transitions driven by electronic struc-
ture fluctuations require a different conceptual framework
from more conventional order-parameter-driven ones. The
corresponding quantum critical phenomenology will also
be very different. Our results add to the growing list of
distinctions between these two classes of metallic quantum
critical phenomena.

To address the possibility of dimensional decoupling in
these systems, it is necessary to examine the effects of all
possible interlayer interactions. The simplest among these is
electron tunneling between different layers. Other potentially
important couplings are those between slowly fluctuating
bosonic order parameters obtained as bilinears made out of
the underlying electrons. The phenomenon of dimensional
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decoupling requires that, in the renormalization group (RG)
sense, none of the possible interlayer interactions are relevant
at the decoupled fixed point with no interlayer coupling. For
the order-parameter-driven phase transitions, the coupling be-
tween order-parameter fluctuations in different layers becomes
relevant and destabilizes the decoupled fixed point. However,
this does not happen at the continuous Mott transition.

In passing, we note that our starting point is that the coupling
between different layers is weak at the lattice level, so it is
legitimate to first consider the system as a stack of decoupled
layers and then study the effects of the interlayer couplings.
In contrast, other works, such as Ref. [16], study the situation
where the interlayer interactions are as strong as intralayer
interactions, and in this case considering a 3D system from the
beginning is more appropriate.

The rest of this paper is organized as follows. We begin
with a brief review of some general (semi)quantitative aspects
of a critical Fermi surface and continuous Mott transitions
in Sec. II. Before diving into the more complicated case of
continuous Mott transitions, in Sec. III we will warm up
by illustrating the phenomenon of dimensional decoupling
in a simpler context: a quantum phase transition between a
Fermi liquid and an orthogonal metal. We will first consider
a single 2D layer and review the nature of the orthogonal
metal state and the phase transition in 2D, then we consider
a stack of many such 2D layers and examine the effects of
interlayer interactions. Following the same strategy, we will
go into the case of continuous Mott transitions and demonstrate
dimensional decoupling thereof in Sec. IV. After this, in Sec. V
we will calculate the interlayer electric conductivity induced
by electron tunneling between different layers in the quantum
critical (QC) regimes of the various cases of interests. Because
of the rich crossover structure predicted by the theory of
continuous Mott transitions, in order to identify some of its
experimental signatures, in Sec. VI we study the interlayer
electric conductivity as the system crosses over from its QC
regimes to the Fermi-liquid regime. Finally, we conclude with
some discussions on experiments in Sec. VII.

II. PRELIMINARIES

In this section, we collect together some previous results
on critical Fermi surfaces and continuous Mott transitions that
will be used extensively in the rest of this paper.

A. Critical Fermi surface

A continuous Mott transition from a Fermi-liquid metal
requires a sudden death of the the metallic Fermi surface. The
transition to the Mott insulator occurs without the vanishing
of the free carrier density, and hence the Fermi surface cannot
simply shrink to zero. Thus, continuous Mott transitions
necessarily involve the death of an entire Fermi surface of some
fixed size. Reference [14] argued that at the corresponding
quantum critical point there will be a sharp critical Fermi
surface but without well-defined Landau quasiparticles. To
discuss interlayer coupling effects in different systems in
a unified manner, we will need some very general scaling
properties of the electron spectral function at such a critical
Fermi surface which we now summarize.
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Suppose one can access such a quantum critical point by
tuning a parameter g. It is natural that at temperature 7', the
electron spectral function around the critical Fermi surface
near such a critical point has the scaling form

Co w clkH

where « and z are two universal exponents, and F is a
universal function. k| is the deviation of momentum K from
the Fermi surface. Constants ¢y and ¢; are nonuniversal. £ is
the correlation length of the system at the same g but at zero
temperature, and it is a measure of the deviation of g from
the quantum critical point g. since £~' ~ |g — g.|”, with a
universal zero-temperature correlation length exponent v. This
scaling form of the spectral function applies to each patch of
the Fermi surface, and, in general, «, z, v, ¢y, and ¢; can all
depend on the position of the patch on the Fermi surface where
(2)is applied. We will take the convention that the Fermi liquid
is on the g > g, side throughout this paper.

According to (2), the number of fermions with a certain
momentum K is

AK w;8.T) ~

0
n(k) = / dow Ac(k,w) ~ |ky|*. 3)

—00

Because the fermion number is upper bounded, we must have
> a. )

Again, we notice that (2) and (4) apply to each patch of the
Fermi surface, and in general the exponents can depend on the
position of patch. The same scaling considerations apply to all
systems with a critical Fermi surface.

B. Theory of a continuous 2D Mott transition

We consider two types of continuous Mott transitions:
chemical potential tuned and bandwidth tuned, for which
in a single 2D layer there are well-developed theories.
Theoretically, it is expected that these Mott transitions can
be realized by the Hubbard-type Hamiltonian on a triangular
lattice

H=—t¢ Z(C’TGCJ'U +H.c)+U annw — MZni(,,

ij.o i
(5

where c¢;, annihilates an electron with spin o at site i, and
Nig = cl'-r(,c,-g is the number operator of the fermion. There is
numerical evidence for a regime described by a Mott insulator
with a spinon Fermi surface [17-20]. Experimentally, the
organic compound «-(ET),Cu,(CN)3, which is believed to be
well described by a one-band Hubbard model on a triangular
lattice, also exhibits signatures of these transitions [4—6].

The transition is conveniently accessed by formally writing
the electron operator c;, as

Cic = fiabiv (6)

where the fermionic spinon f carries spin-%, and the boson
carries unit physical charge. The physical electron operator
is invariant under a local U(1) gauge transformation f;, —
fice'® and b; — b;e~**, which leads to an emergent U(1)
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gauge field at low energies. Consider a situation where spinons
form a Fermi surface. If the boson b condenses, the gauge
field is Higgsed out and we get a Fermi liquid of the original
electron. If b is gapped, we get a spin liquid with a spinon
Fermi surface coupled to a U(1) gauge field. The longitudinal
component of the gauge field is screened by the spinon
Fermi surface, but the transverse components remain strongly
interacting with the spinons. The Mott transition from the
Fermi liquid is driven by losing the condensate of b.

For both the chemical potential and bandwidth tuned transi-
tions, Ref. [8] showed that the quantum critical fluctuations of
b (atT = 0) are dynamically decoupled from the spinon-gauge
system. However, the dynamics of the latter is affected by
the criticality of b. This leads to a tractable theory of these
continuous Mott transitions and a number of universal physical
properties have been computed. An interesting feature shared
by both transitions is that the crossover from the quantum
critical metal to the Landau Fermi liquid on the metallic side
occurs in two stages. The charge sector crosses over at an
energy scale parametrically larger than the spin sector. At
intermediate energies, a non-Fermi-liquid metallic regime is
reached which is distinct from the quantum critical non-Fermi
liquid.

We will study the effects of interlayer coupling on these
transitions, and determine the nature of interlayer transport
both in the quantum critical non-Fermi liquid and in the
intermediate energy non-Fermi liquid that exists before the
emergence of the fully coherent Landau Fermi liquid.

Notice in principle this U(1) gauge field should be taken
to be compact, but as pointed out in Ref. [21], the effect of
instantons of this compact U(1) gauge field will be suppressed
by the spinon Fermi surface, so it is adequate to just consider
a noncompact U(1) gauge field. It is also sufficient for our
purposes to treat this noncompact U(1) gauge field under a
random phase approximation (RPA), which can be formally
justified by a controlled expansion in its leading order [22].

III. WARMUP: DIMENSIONAL DECOUPLING IN A
QUANTUM PHASE TRANSITION BETWEEN A FERMI
LIQUID AND AN ORTHOGONAL METAL

To examine effects of interlayer coupling at continuous
Mott transitions, we need to confront the full theory of the
the critical b fluctuations and the spinon-gauge system. In this
section, we warm up to this task by considering a different
problem which has some of the same ingredients. Rather
than studying the transition from a Fermi liquid to a Mott
insulator, we study the transition to a different phase dubbed
the orthogonal metal. We demonstrate the phenomenon of
dimensional decoupling at this quantum phase transition.

An orthogonal metal is a state where the electron is
fractionalized into a fermion f;, that carries both the charge
and spin of the electron and a discrete degree of freedom
s; that is gapped [15]. This fractionalization is accompanied
by a deconfined discrete gauge field to which both fi,
and s; are coupled. The f;, forms a Fermi surface, and
the system has metallic charge/spin transport. However, the
gapless fi, have zero overlap with the physical electrons (they
are orthogonal). Thus, despite the metallic charge transport
single-particle-probe-like tunneling or photoemission will see

115113-3



LIUJUN ZOU AND T. SENTHIL

insulating behavior. The orthogonal metal is the simplest
non-Fermi liquid in spatial dimension d > 2, and its universal
properties are easily computed. Some lattice models that can
realize this state are provided in Ref. [15].

Formally we write the electron operator c;, as

Cig = fio’si- (7)

Assuming the fermions f are in their Fermi liquid phase, if s
condenses, the resulting state is a Fermi liquid of the original
electrons. However, if s is gapped, we get an orthogonal metal,
whose nature will be determined by the nature of the discrete
variable s.

In passing, we remark that all systems discussed in this
paper have a Fermi surface, either of the physical electrons
or of some emergent fractionalized fermions. It is well known
that a Fermi surface may potentially suffer from an instability
towards Cooper pairing, but because this instability occurs
only at very low temperatures, we will assume our systems are
in a regime free of pairing instability throughout this paper. We
also notice that in some systems with a Fermi surface coupled
to a gauge field, the pairing instability is suppressed [23].

Now, consider a single 2D layer first. One can drive a
transition from a Fermi liquid of electrons, a condensate of
s, to an orthogonal metal by destroying the condensate. As
discussed in Ref. [15], in 2D the transition to a Z, orthogonal
metal in a lattice needs fine tuning of the parameters in
the Hamiltonian, and the simplest example where a generic
second-order phase transition can occur in a 2D lattice is
between an electronic Fermi liquid and a Z4 orthogonal metal.
The critical theory for such a transition is described by the
following Lagrangian:

1
L = b*8.b + ——|Vb]* +t]bP + = |b[*
2mb 4

¥ %[b“ + (b9, ®)

where the b transforms as b — ib under the Z, transformation.
Notice this is not a symmetry-breaking phase transition
because b itself is not gauge invariant. Instead, this is a
transition associated with electron fractionalization.

At the critical point, the quasiparticle residue of the electron
vanishes and the excitations are incoherent. The spectral
function of the Z4 spins at the critical point is A(g,2) ~

(2 — %). Since the spinons are in their Fermi-liquid

phase, they have spectral function .Af(lz,w) ~ 8(w — vrky).
Convolving them we get the electron spectral function at the
quantum critical point:

AC(%,w)=// dQAG, DAk — .o — Q)
GJo

1

k2 2 k2
~<a)——> Q(a)——”). )
2my, 2my,

This has the form of (2), and we see that this orthogonal
metal transition has a critical Fermi surface with « = —1 and
z = 2. As we can also see, (4) is indeed satisfied. The large
and negative value of o« means in the quantum critical regime
(QC) above the quantum critical point, the system is highly
non-Fermi-liquid like. If g # g, starting from the QC regime,
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FIG. 2. The schematic phase diagram and crossover structure of
an orthogonal metal transition. When g > g, we have a Fermi liquid
(FL), while we have an orthogonal metal (OM) when g < g.. At
finite temperature, there is a quantum critical regime (QC) where the
system is non-Fermi-liquid like.

as the temperature is decreased, the system crosses over to a
Fermi-liquid metal or an orthogonal metal, depending on the
relative magnitude of g compared to g, (see Fig. 2).

Now, consider a stack of such 2D systems, with each layer
going through a phase transition between a Fermi liquid and
a Z4 orthogonal metal. When the interlayer interactions are
absent, in terms of RG, the critical point is described by a fixed
point where each layer corresponds to an individual fixed point
and all these fixed points are decoupled. We will call such
a fixed point a “decoupled fixed point.” Let us examine the
effect of all possible interlayer interactions on this decoupled
fixed point. Note that the decoupled fixed point has separate
conservation of physical electric charge in different layers
corresponding to independent global U(1) symmetry rotations
in each layer. In writing (7), we have introduced a Z, gauge
redundancy on each layer, so the interlayer interactions should
be invariant under a local Z4 gauge transformation within each
layer. The most obvious physical coupling is simply electron
tunneling between different layers: this breaks the infinite
number of U(1) symmetries associated with conservation of
electric charge separately in each layer to a single common
global U(1). We will first, however, focus on interlayer
couplings that preserve this infinite U(1) symmetry.

The most important such interactions consistent with gauge
invariance and global symmetries are the coupling between
energy densities of different layers, which is of the form

SL, = Z/dr d°x g1aplbal’bg® (10)

and the coupling between the energy density of one layer and
the collective excitation around the spinon Fermi surface of
the other layer, which is of the form

s02= 3 [ dr s gubi Py fro (D)
af,o
Here, we use « and § to index the layers.
Perturbing the decoupled fixed point with §£;, we get its
RG equations

dglaﬂ 2
= C8lu (12)
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with a constant C > 0 (see Appendix B). From this RG
equation, we see § £ is (marginally) irrelevant.

On the other hand, to consider the effect of §£, on the
decoupled fixed point, it is convenient to integrate out the
degrees of freedom from the spinons, and the most relevant
interaction generated from this procedure has the following
Landau damping form:

> Ghap / N(G,0) - 1bs*(§0) - 1bg]*(G.w)  (13)
o ®.q

with
- |l
H(g,w) ~ — (14)
lq]
for small frequencies and momenta. Because the decoupled
fixed point has dynamical exponent z = 2, the dependence
of IT on the frequency and momentum ‘I%I‘ ~ g makes this
interaction irrelevant.

As for other interactions, one should in principle consider
the couplings between charge densities, spin densities, charge
currents, and spin currents, and the most relevant ones of
these couplings in this case are of the form of four-fermion
interactions of the spinon f. It is well known that in
the presence of a Fermi surface, most of the four-fermion
interactions are strongly irrelevant, except for the forward
scattering and the BCS scattering. The former is marginal
and will not modify the physical properties of the system
qualitatively, and they can be described by a set of Landau
parameters, while the latter is marginally irrelevant and can
induce pairing instability at very low temperatures [24-26].
In our case, most of these interlayer four-fermion interactions
are also strongly irrelevant due to the kinematic constraint of
the Fermi surface, and the analog of forward scattering will
renormalize the in-plane Landau parameters, but they will not
give rise to any qualitative change of the physics. The analog
of BCS scattering can in principle induce interlayer pairing at
very low temperatures, but as declared before, we will ignore
it.

We now return to the important effect of interlayer electron
tunneling. To discuss this, we will use a scaling argument that
is somewhat different from the one above. Consider a general
action for the interlayer electron hopping. At low energies, it
is appropriate to work with electronic modes near the critical
Fermi surface. The hopping term can then be written as

8Stunneling = _fdw dk”de Zlyg(e)

yé
x [c] (ky.0,0)cs(ky.0,0) + Hel.  (15)

Now, for any critical Fermi surface consider a scaling trans-
formation that renormalizes toward the Fermi surface. We let
ky — k; = kjs,andw — o' = ws*. The two-point correlation
function of c(k;,0,w) satisfies

(c(ky1,0,01)c! (ky2,0,@2))
= 8(kj1 — kj2)d(w1 — w2)G(ky1,0,01).

If the electron spectral function for a 2D layer has the

scaling form (2), then the the electron operator transforms as
/ atztl

c(ky,0,0) — c/(kH,G,a)’) =57 2 c(k,0,w). It follows that
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the scaling of the hopping parameter is t'(0) = #(0)s*. If
a < 0, we expect that the interlayer electron hopping is
irrelevant.

As discussed above, the electron spectral function for a 2D
layer at the critical point for the Fermi liquid to orthogonal
metal transition satisfies the scaling form of Eq. (2) with « =
—1 and z = 2, and thus the interelectron hopping indeed scales
to zero at low energy.

We point out a caveat in this scaling analysis. In the example
of orthogonal metal transition discussed in this section (and
the chemical potential tuned Mott transition discussed later),
the boson sector has dynamical exponent z, = 2 while the
fermion sector has dynamical exponent zy =1, and the
electron Green’s function has dynamical exponent z. = 2. So,
when we do a scaling analysis, how should we scale space
and time? Notice the above dynamical exponents indicate the
important dynamical regions are @ ~ k> and @ ~ k, and the
former governs the important electron dynamics. Moreover,
the former is a slower regime compared to the latter. Therefore,
to consider the lowest-energy physics which is also pertinent
to the electrons, we choose z = 2 in the above scaling analysis.

Therefore, none of the interlayer interactions are relevant
at the decoupled fixed point, and different layers do decouple
at the quantum critical point. If we go into the orthogonal
metal side, since b is gapped there, the above interactions that
involve b will be more irrelevant and the other interactions
stay as irrelevant as they are at the critical point. So as long
as the system leaves the Fermi-liquid phase, it behaves as a
stack of many decoupled layers, as shown in Fig. 1. This is our
simplest example of dimensional decoupling.

Before moving on, we emphasize the important role
of the emergent gauge invariance in obtaining dimensional
decoupling. Gauge invariance strongly constrains the possible
form of the interlayer interactions, and in the absence of this
constraint, there will be relevant interactions in general (see
Appendix A).

IV. DIMENSIONAL DECOUPLING IN CONTINUOUS
MOTT TRANSITIONS

Warmed up with the example of the orthogonal metal
transition, now we are ready to deal with the more complicated
problem of continuous Mott transitions.

A. Chemical potential tuned continuous Mott transition

If the system is not at half-filling and the transition is
accessed by changing the electron doping or, equivalently,
by tuning the chemical potential, the low-energy effective
Lagrangian of this transition is

L=L, +£f +Egauge (16)
with
_ V —id)?
Lb = b|:8r —i(lo — U — ﬁ}b‘i' V(|b|2),
2mb
_ . V 4 id)>
£f=f|:3r+lao—%_ﬂf:|fv an

1
['gauge = @(GMM avak)z-
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L

FIG. 3. Phase diagram and crossover structure of a chemical
potential tuned Mott transition. The critical point corresponds to
pw=0and T = 0. The u < 0 side corresponds to a spin-liquid Mott
insulator (MI), and the p > 0 side corresponds to a Fermi-liquid
metal (FL). The quantum critical regime is highly non-Fermi-liquid
like (QC nFL). In crossing over to the Fermi liquid, the system has
to first go through an intermediate incoherent Fermi-liquid regime
(IFL).

The potential V(|b|?) can be taken to be of the conventional
form r|b|?> + g|b|*. Notice we did not include a direct inter-
action between bosons and spinons since this can be shown
to be irrelevant [8]. This model has been extensively studied.
Closely related models appear in theories of the cuprates [27]
and of the Kondo breakdown phenomenon in Kondo lattice
systems [13].

There are several interesting features associated with this
transition [8]. First of all, it is shown that at the quantum
critical point, the bosons are dynamically decoupled from
the spinon-gauge-field sector. Therefore, the transition is in
the universality class of a dilute (nonrelativistic) Bose gas.
Using this, one can calculate the electron spectral function
at the critical point and show there is indeed a critical Fermi
surface, and A(K ,w) in this case has the same form as (9).
Since the details of this calculation were not given in Ref. [8],
we present it in Appendix C. As shown in Fig. 3, there is a
QC regime above the zero-temperature quantum critical point,
where the system is strikingly non-Fermi-liquid like, just as
the QC regime of the Z, orthogonal metal transition.

Moreover, when the system crosses over out from the QC
regime to the Fermi liquid, the system has to first go through
an intermediate regime. In particular, we can choose the boson
phase stiffness p; as the characteristic energy scale on the
Fermi-liquid side. The system is in its quantum critical (QC)
regime if T > p,. If we decrease the temperature from QC so
that T <« ps, the bosons appear to condense. However, the
spinon-gauge-field sector has not yet felt the Higgs effect
and it behaves as if it is still in its own quantum critical
regime. The system in this regime is also a non-Fermi liquid,
and it is dubbed “incoherent Fermi liquid” (IFL) [12]. When

3

the temperature is further decreased so that T <« p?, the
Higgs effect is manifested and the spinon-gauge-field sector
also crosses over out of its quantum critical regime, and the
system appears as a Fermi liquid. These results can be shown,
for example, by calculating the electron spectral function in
various regimes.

PHYSICAL REVIEW B 94, 115113 (2016)

On the Fermi-liquid side, the propagator of the transverse
components of the gauge field in Coulomb gauge under RPA
is

1
ko'(gt + xaq® + ps

D.(3,iQ) = (18)

where ky is of the order of a typical Fermi momentum of the
spinon Fermi surface, and x;¢? is the diamagnetic term. Upon
approaching the quantum critical point from the Fermi-liquid
side, the superfluid density vanishes as p; ~ £§7% ~ (g — g.)*"
up to a logarithmic correction that we will ignore [28], with
z=2andv = % in the universality class of a dilute Bose gas.
After the system passes the critical point and enters the spin-
liquid Mott-insulator phase, the RPA gauge field propagator
in Coulomb gauge becomes

1
kot + (xa + %)

where A is of the order of the boson gap.

Now, let us examine the effects of interlayer interactions.
Similar to the warmup example in Sec. III, the interlayer
interactions should also obey the gauge invariance within each
layer. In the present case, the gauge field structure is U(1).
Apart from electron tunneling between layers, the other most
important interlayer interactions here include the coupling
between energy densities of different layers of the form (10)
and the coupling between the energy density of one layer and
the collective excitation of the spinon Fermi surface of the other
layer of the form (11). Since the chemical potential tuned Mott
transition is in the universality class of a dilute Bose gas, the
interaction (10) is already seen to be irrelevant due to similar
reasons as discussed in Sec. III. Also, although the spinons
are in their own non-Fermi-liquid state at the critical point,
the factor I1(g,w) obtained by integrating the spinons out still
has the form given by (14) [29]. Again, because the dynamical
exponent z = 2, this interaction is also irrelevant.

However, due to the presence of a gapless U(1) gauge field,
there is a coupling of the form

D.(q,if) =

; 19)

§Ls = Z/dt d*x g34p(V X dg) - (V x dg).  (20)
af

In momentum space, this coupling has the form §L; =
> [ dwd*q g305q°d(q,iw) - a(—G, — iw). At the critical
point, p; = 0, and comparing (18) and the momentum-space
representation of § L3, we see this coupling is marginal. As for
any physics that only involves quantities within the same layer,
the effect of this coupling is merely to modify the effective
diamagnetic susceptibility. In particular, under the assumption
that the interlayer interactions are weak, this coupling is not
able to change the sign of x, so it will not modify the physics
qualitatively. Its most important effect on physics involving
different layers may be that it can potentially enhance the
interlayer pairing (see Appendix D). Since in this paper we
consistently assume we are in a regime away from any pairing
instability, we will also ignore it here and (20) will not modify
the physics.

One should in principle also consider the couplings between
electric currents, spin currents, and spin densities between
different layers. The most relevant coupling between electric
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currents contains two more derivatives compared to (10), so
it is even more irrelevant than the latter. The most relevant
couplings between spin currents and spin densities are all of
the form of four-fermion interaction, which is not relevant for
similar reasons as in the case of the orthogonal metal transition.

Of course potentially the most important interlayer coupling
is through electron tunneling between the different layers. We
can discuss it within the framework introduced to analyze the
same issue for the orthogonal metal transition. As the exponent
a < 0 here as well the interlayer hopping will scale to zero at
low energies.

So, we see that at the quantum critical point of a chemical
potential tuned continuous Mott transition, no interlayer
interaction is relevant with respect to the decoupled fixed
point. Going into the spin-liquid Mott-insulator side, because
the bosons are gapped, the interlayer interactions that involve
charges become more irrelevant while other interactions stay
as irrelevant as they are at the critical point, so different layers
are still decoupled. Therefore, we conclude that at the quantum
critical point and in the Mott-insulator phase of a chemical
potential tuned Mott transition, the system behaves as a stack
of many decoupled 2D layers and hence exhibits dimensional
decoupling. Again, we notice the emergent gauge invariance
plays an important role in obtaining this phenomenon.

B. Bandwidth controlled continuous Mott transition

If the electron filling is fixed to be at half, we can access the
bandwidth controlled Mott transition by tuning the ratio of the
electron bandwidth to the interaction strength, which can be
done, for example, by tuning the pressure. The effective field
theory of this phase transition is similar to (16), except that
now the bosons are relativistic and described by the following
Lagrangian:

Ly, = 1@, —ia,)b|* + V(|b|*) (@2

because of the emergent particle-hole symmetry of the boson.
This difference has been realized since the study of the
transition between a bosonic Mott insulator and a superfluid
[30].

As in the case of the chemical potential tuned Mott
transition, the boson sector is again dynamically decoupled
from the spinon-gauge-field sector, and the transition is
therefore of the universality class of the 3D XY model. Using
this, it is shown that at the quantum critical point the system is
non-Fermi-liquid like and electron spectral function is

- ' wln %
Ak, w) ~ ln_Af ; (22)

Upk”

where 7 is the anomalous dimension of 3D XY model and the
universal function f is

n
flx) = (1 - }C) 0(x — 1). (23)

Fitting this spectral function into the form (2), we findo = —n

and z = 17, with the understanding that expression such as w:
should be interpreted as w In % Again, we see (4) is satisfied.

In addition, the crossover out of QC regime to the Fermi-
liquid regime again involves an intermediate regime. Choosing
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FIG. 4. Phase diagram and crossover structure of the bandwidth
controlled Mott transition. The g < g, side corresponds to a spin-
liquid Mott insulator (MI), and the g > g. side corresponds to a
Fermi-liquid (FL) metal. The quantum critical (QC) regime is highly
non-Fermi-liquid like. In crossing over to the Fermi liquid, the system
has to go through an intermediate marginal Fermi-liquid regime
(MFL). In crossing over to the Mott insulator, the system has to
go through a marginal spinon-liquid (MSL) regime, but this regime
will not be discussed in this paper.

the boson phase stiffness p, as the characteristic energy scale
of the Fermi liquid, when the temperature is such that 7 >
ps, the system is in its QC regime and displays non-Fermi-
liquid behaviors. When the temperature is decreased so that
T < ps, the bosons behave as if they already condensed (i.e.,
Higgsed), but the spinon-gauge-field sector does not feel the
Higgs effect until the temperature is further lowered to the
order of p2. In this intermediate regime, the system behaves
as a marginal Fermi-liquid (MFL) state that was originally
proposed by Varma et al. to describe the optimally doped
cuprates [31]. Only when the temperature is further lowered
so that T < p? does the spinon-gauge system notice the the
boson condensation and the system behaves as a Fermi liquid
(see Fig. 4). The difference in the powers of p; below which
scale a Fermi liquid results in the chemical potential tuned
and bandwidth tuned Mott transitions reflects that the two
transitions are in different universality classes.

In this case on the Fermi-liquid side the RPA gauge field
propagator in Coulomb gauge is

- 1
Dy(q,i2) = —, (24)
ko% + 09 Qz+§2P(—” Serqz)

where the universal function P(x) satisfies lim,_,¢ P(x) ~ )%

. 2. .
andlim,_, o P(x) = 1,and oy ~ % is auniversal conductance.

On the Mott-insulator side, it becomes

o 1
Dy(q,i2) = . (25

= N
k()ll%l‘l‘d() 92+q2Q(—A+q)

where A is on the order of the boson gap and the
universal function Q(x) satisfies lim, o Q(x) ~x and
limy o0 Q(x) = 1.

Suppose we have a stack of such 2D layers, let us now
examine the effects of interlayer interactions on the decoupled
fixed point. These interlayer interactions must be invariant
under the local U(1) gauge transformation within each layer.
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We will follow closely the strategy used in previous sections.
Interlayer electron tunneling is potentially the most important
coupling. Because in this case @ = —n < 0, according to the
similar arguments in the previous sections it is irrelevant. The
other important interlayer interactions are again the coupling
between energy densities on different layers and the coupling
between the energy density in one layer and the collective
excitations of the spinon Fermi surface in another layer, which
still has the form of (10) and (11), respectively. However,
because this transition is in another universality class, the
previous argument should be modified. In particular, because

the energy density |b|?> has scaling dimension 3 — %, the
scaling dimension of giqg is % — 3. It is known that v > %
for the 3D XY model, so gi.s has negative scaling dimension
and (10) is irrelevant. On the other hand, integrating out the
degrees of freedom from the spinons in (11), the most relevant
interaction we get is again of the form (13). Since we have
dynamical exponent z = 1 in this case, the scaling dimension
of coupling constant of this resulting interaction is the same
as that of the coupling between energy densities, which is
negative as discussed above. Therefore, this interaction is also
irrelevant.

Notice in this case the coupling of the form (20) is simply
irrelevant at the critical point because there the gauge field
propagator (24) is

1

ko% + 00/ 2% + éz.

For the gauge field, the most important fluctuations are the
modes with Q ~ ¢g? < g, so we can further approximate (26)
as

Dy(q,i) = (26)

1

Dy(q,iQ) = —5——.
ko% + oolq|

27

The coupling of the form (20) contains two spatial derivatives,
so it is irrelevant. However, because of the structure of (25),
as in the case of the chemical potential tuned Mott transition,
(20) is marginal deep in the Mott-insulator side. But, similar
arguments as there indicate this coupling does not modify the
physics.

For similar reasons as in the case of chemical potential
tuned Mott transition, the couplings between charge currents,
spin currents, and spin densities in different layers are also not
relevant. As for interlayer electron tunneling, the critical Fermi
surface in this problem has « = —n < 0. Thus, the interlayer
hopping will renormalize to zero at the critical point at low
energies. In the Mott-insulator phase, because the boson is
gapped, the interlayer interactions involving charge become
more irrelevant while other interactions stay as irrelevant
as they are at the critical point, so different layers are still
decoupled.

Therefore, we conclude that none of the interlayer interac-
tions at the quantum critical point of the bandwidth controlled
Mott transition and in the Mott-insulator phase are relevant,
and the system exhibits dimensional decoupling. It is again the
emergent gauge invariance that constrains the possible forms
of the interlayer interactions and gives rise to this phenomenon.
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V. INTERLAYER CONDUCTIVITY

In this section, we derive the interlayer electric conductivity
o in perturbation theory in the electron tunneling. As is well
known, this leads to a formula for the interlayer conductivity
in terms of the electron spectral function in each layer. We
then we apply the formula to the QC regimes of the various
phase transitions discussed above, and show in all three cases
o — 0as T — 0. This is of course consistent with that the
interlayer tunneling is irrelevant at the decoupled fixed point.

Suppose the total Hamiltonian of the layered three-
dimensional system is

H = Z H, + Htunnelingv (28)

a

where H, is the Hamiltonian for the ath layer that may take
the form of (5), and the tunneling Hamiltonian Hiynneting takes
the specific form

Htunneling =—t Z(cj’a_;,_]ci,a + H.c.), (29)

a,i

where a labels the layer and i labels the position of the site on
a given layer.

As shown in Appendix E, the interlayer dc electric conduc-
tivity to the second order of interlayer tunneling amplitude ¢
is

o = —nN(ted)’ Z / dw(A(lz,w))Z%, (30)
k

where N is the number of layers, d is the interlayer spacing,
A(k,w) is the electron spectral function on each layer, and
fx)= ﬁ is the Fermi-Dirac function.

For systems with a critical Fermi surface, in the quantum
critical regime where the zero-temperature correlation length
& is so large that it drops out from the universal function, we

can write the scaling form of the spectral function (2) as

A@ﬂ»=-ﬂgn(9ﬁﬂﬂ> G1)
lol= \T T=

with another universal function F, simply related to the

original universal function F in (2) via F.(x,y) = F(x,y,00).
Applying (31) to (30), we get

2
o~ / 2o 0O g (32)
1)

where 6 denotes the angular position of a patch on the
Fermi surface, and the integral is over all these patches.
Therefore, as long as o < % for each patch, the interlayer
electric conductivity vanishes as the temperature goes to zero.
Notice the condition for the interlayer electron hopping to be
irrelevant, i.e., o < 0, is stronger than this condition, which is
of course expected. Both conditions are satisfied for all three
cases discussed above, and this confirms our previous assertion
thato — Oas T — 0.

Recall that we have a general inequality (4) for a system
with a critical Fermi surface, from which we obtain

1—2a 1

> 2> -2 (33)
Z Z
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This implies for such systems, in this perturbative regime, the
scaling behavior of the interlayer electric conductivity with
respect to temperature cannot be more singular than that of a
Fermi liquid
1
o< T2 34)
Now, we apply (32) to the examples discussed in the
previous sections. For all examples, the exponents « and z
do not depend on its angular position 6 (even though the
nonuniversal constants ¢y and ¢; can depend on 6 in general),
and (32) simplifies to'
o ~T%". (35)
For the QC regimes of the chemical potential tuned Mott
transition (and the related problem of the orthogonal metal
transition), we have « = —1 and z = 2. Therefore,

o~T:. (36)

For the QC regime of the bandwidth controlled Mott transition,
we have @ = —n and z = 17, s0 up to logarithms we have

o~ T2 37)

Before continuing, we comment on the in-plane electric
conductivity in these QC regimes. For orthogonal metals,
as discussed before, because the fermion f carries charge
and it is in its Fermi-liquid state, the in-plane electric
conductivity is Fermi-liquid like. In the QC regime of the
chemical potential tuned Mott transition, the behavior of the
in-plane conductivity is non-Fermi-liquid like. In particular,
this conductivity behaves as In (%) at the lowest temperatures
according to the conventional slave-particle theories [13]. As
for the QC regime in the bandwidth controlled Mott transition,
if g > g., the in-plane resistivity has a universal crossover
from a finite value to the impurity-induced residual resistivity
of the Fermi liquid [8,32].

VI. CROSSOVERS OUT OF CRITICALITIES

As reviewed in Sec. IV, a very interesting feature of the
continuous Mott transitions is that the crossovers out from the
QC regimes to the Fermi-liquid regime involve an intermediate
regime: there is an IFL regime for chemical potential tuned
Mott transition and an MFL regime for bandwidth controlled
Mott transition. It is clearly interesting to study the interlayer
electric transport properties in these regimes.

As long as at the lattice level the interlayer interactions
are much weaker than the intralayer interactions, it may still
be legitimate to apply (30) to calculate the interlayer electric
conductivity. However, unlike that in the quantum critical
regime where the zero-temperature correlation length & drops
out from the universal function and we can get the scaling
behavior of the conductivity simply by using the scaling form
of the electron spectral function .A(l?,cu), here we no longer
have a simple scaling form for it and we need to calculate it
explicitly.

'One can similarly get the zero-temperature ac conductivity to be
1—-2
g(w)~w = *
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FIG. 5. Spinon self-energy. The wavy line represents a gauge
boson with momentum and frequency (g,i€2), and the dashed line
represents a spinon with momentum and frequency [k — g,i(w — Q)].

This is done by recalling that the physical electron operator
is written as

Cic = fiabi' (38)

In both IFL and MFL regimes, despite the Mermin-Wagner
theorem (stating that there is no true long-range order at any
finite temperature in 2D), as long as T < py, the correlation
length and correlation time are still extremely large, and
the bosons behave as if they already condense. Therefore,
to calculate the electron spectral function, we only need to
calculate the spinon spectral function and multiply it by the
condensate magnitude [(b)|> ~ (g — g-)*#, where B is the
order-parameter exponent of the transition.

The spinon spectral function is determined by the imaginary
part of the spinon Green’s function

. 1 .
Ayk.w) = = —ImG(k.iw> ~ o +in). (39)

Writing the (real frequency) spinon Green’s function in terms
of spinon self-energy X r(k,w), we get

1

Grlk,w) = _ _ (40)
! io— (k) — 3(k.w)
with the bare spinon dispersion
€ (k) = viky + kK2, (41)

where vy is a (finite) bare Fermi velocity, and « is determined
by the Fermi surface curvature. So, the spinon spectral function
is given by

. 1 = (k.w)
Af(k’w)z__ 7 1L 2 " 2’
T (0 —ep(k) — Tpk,w))” + (Zfk,0)
(42)
where E}(lz,a)) and Z_/f/(lz,w) are the real and imaginary parts
of Ef(lz,w), respectively.

A. IFL in a chemical potential tuned Mott transition

According to (42), to calculate the spinon spectral function,
we need to calculate the spinon self-energy. In the IFL regime,
the imaginary frequency self-energy of the spinons near a
certain patch on the spinon Fermi surface is given by (see
Fig. 5)

Zrkio) = v%TZﬁ D.(q.iG} Ik — Gi(w — ],
Q, v1

(43)
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where the gauge field propagator D.(g,i$2,) takes the form of
(18), and the bare spinon propagator g;‘.’) (lz,ia)) is given by

1
iw—ep(k)
The summation is over the bosonic Matsubara frequencies
Q=2anT,n=0,%+1,£2,....

Due to the structure of the bare spinon propagator, the
important region of integral involves ¢, ~ g% < ¢, so0 we
can ignore the g dependence in the gauge field propagator
D.(g,i2). After this, the integral over g; can be done and
we find the spinon self-energy does not have a singular
dependence on k. This implies, because of the form of the
spinon spectral function (42) and the form of the interlayer
electric conductivity (30), having E}(%,w) is sufficient to
obtain o.

We calculate E’f/-(l;,a)) and find its leading singular part is
(see Appendix F) -

GV (k.iw) = (44)

7 —lol}, 0| >T.

Plugging this result into (42) and (30), we find the leading
dependence of o on the temperature in IFL regime to be

o ~ (BT 3. (46)

This result means in the IFL regime, if the temperature
is fixed, when we get closer and closer to the QC regime, the
interlayer electric conductivity decreases as (g — g.)*. On the
other hand, if we fix g, which experimentally corresponds to
fixing the doping, as the temperature is lowered, the interlayer
electric conductivity increases as T-3, so the out-of-plane
transport appears to be conducting. As discussed in Ref. [12],
the in-plane conductivity of the IFL regime is non-Fermi-liquid
like, which behaves as T3, Combining these and previous
results for the QC regime, this implies on the g > g. side,
in the QC regime, the in-plane conductivity is non-Fermi-
liquid like, while the out-of-plane electric transport appears
to be insulating. When the temperature is decreased and the
system enters the IFL regime, the in-plane conductivity is still
non-Fermi-liquid like, but the out-of-plane electric transport
already seems to be conducting but non-Fermi-liquid like. If
the temperature is further decreased, both the in-plane and
out-of-plane electric transports behave like a Fermi liquid (see
Fig. 6). This phenomenon can be viewed as an experimental
signature of the crossover structure displayed in Fig. 3.

B. MFL in a bandwidth controlled Mott transition

Similar to the chemical potential tuned Mott transition, we
again just need the imaginary part of the spinon self-energy
to calculate o. The difference between these two cases is that
now the gauge field propagator is given by (24). Plugging (24)
into (43), we find the leading singular part of Z;ﬁ(l?,w):

—Thn L, lw| < T
ps ~

(K w) ~ :
7 k@) ~(lol +ATI ), o] 2T

(47)

with A ~ O(1) a nonuniversal constant. To the best of our
knowledge, the result for |w| < T is not in the previous
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FIG. 6. Schematic crossover behaviors of the resistivity with
respect to temperature for chemical potential tuned Mott transition
(left) and for bandwidth controlled Mott transition (right). The solid
line represents the out-of-plane conductivity and the dashed line
represents the in-plane conductivity.

literature. Combining this result, (42) and (30), we get the
leading dependence of o on the temperature in MFL regime

to be
—1
o~ t2|(b)|4[Tln (%)} ) (48)

If we ignore the logarithmic correction in the above result,
just as the case of the IFL regime in the chemical potential
tuned Mott transition, when the system gets closer to the QC
regime from the MFL regime in the bandwidth controlled
Mott transition with temperature fixed, the interlayer electric
conductivity becomes smaller and smaller as if it vanishes
as (g — go)*. And if we decrease the temperature with g
fixed, which experimentally corresponds to fixing the pressure,
the interlayer electric conductivity increases as 77!, so the
out-of-plane transport appears to be conducting. As shown
in Appendix F, the in-plane electric conductivity in the MFL
regime behaves as 72, which is Fermi-liquid like. Combining
these results and the discussion on the QC regime, we see
on the g > g, side, in the QC regime the in-plane resistivity
has a universal jump, while the out-of-plane electric transport
seems insulating. When the temperature is lowered and the
system enters the MFL regime, the in-plane conductivity
already behaves as that of a Fermi liquid, while the out-of-
plane conductivity is conducting but non-Fermi-liquid like.
If the temperature is further lowered so that the system is
in the Fermi-liquid regime, the temperature dependence of
the in-plane conductivity does not change qualitatively, and
the out-of-plane conductivity eventually becomes Fermi-liquid
like (see Fig. 6). This phenomenon serves as an experimental
signature of the crossover structure displayed in Fig. 4.

We end this section by commenting on the validity of
the perturbative calculation of o. We first discuss the case
of the IFL regime. Notice (30) is derived perturbatively up to
the second order of the interlayer tunneling amplitude ¢, and
(46) shows 0 — ocoas T — 0, so one may wonder whether the
higher-order terms in ¢ should be included. However, in the IFL.

3
regime, we are working in a temperature regime T >> p¢ and
we will not go into an arbitrarily low temperature. As argued
in Appendix G, in this regime the higher-order contributions
are expected to be indeed small compared to this leading-order
contribution, so the perturbative result (46) is valid.

Now, we turn to the MFL regime. Again, in the MFL
regime T > p> and we will not go to an arbitrarily low
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temperature. As argued in Appendix G, in most parameter
regimes of experimental interests, the perturbative calculation
is expected to be valid as long as the interlayer electron
tunneling amplitude ¢ is small. If the system is extremely
close to the quantum critical point, there may be a narrow
window where the perturbative calculation breaks down, and
the temperature dependence of o is expected to be more
singular than (48), but it should not be more singular than
the Fermi-liquid form 7'~2. Since this window is very narrow,
it may not be too significant experimentally.

VII. DISCUSSION

In this paper, we have demonstrated the phenomenon
of dimensional decoupling at continuous Mott transitions
between a Fermi-liquid metal and a Mott insulator in a
multilayered quasi-2D system. At low energies, in the Mott-
insulating phase as well as right at the quantum critical
point, the system behaves as a stack of many decoupled
2D layers, while it behaves as a 3D Fermi liquid in the
metallic side. Experimentally, for example, this implies
the interlayer electric transport will become insulating in the
quantum critical regimes of these transitions. We emphasize
the important role that electron fractionalization plays in
obtaining dimensional decoupling, and we also point out,
under reasonable assumptions, this phenomenon cannot occur
in a non-Fermi liquid obtained near a conventional quantum
critical point that is associated with a spontaneous breaking of
internal symmetries.

By calculating the temperature dependence of the interlayer
electric conductivity o induced by electron tunneling between
different layers, we have systematically explored the crossover
behavior of the interlayer transport in Sec. VI. We find for
these continuous Mott transitions the interlayer conductivity
vanishes as the temperature goes to zero in the QC regimes,
which is consistent with that the interlayer electron tunneling
is irrelevant at low energies. Intuitively, this is because an
electron will be split into a boson and a fermion across the
transitions. To have an electron tunnel from one layer to
the other, both the boson and the fermion have to tunnel
collectively. However, since the boson is to become gapped
across the transitions, this process is suppressed. One of the
interesting features of these continuous Mott transitions is the
existence of an intermediate regime when the system crosses
over from the QC regime to the Fermi liquid, and we also
derived the scaling behavior of ¢ in these regimes and showed
o increases as temperature decreases. In particular, in the IFL
regime of the chemical potential tuned Mott transition we find
o ~ T~3,and in the MFL regime of the bandwidth controlled

Mott transition we find o ~ (T In %)_1 . This metallic behavior
of interlayer transport is because of the partial recombination
of the boson and the fermion. When the temperature is low
enough so that the system enters the Fermi-liquid regime, the
boson and the fermion will fully combine and become the
original electron, so the system behaves as a coherent 3D
metal where both the intralayer and interlayer conductivities
behave as T~2. Therefore, there will be a coherence peak in
the temperature dependence of the interlayer resistivity (see
Fig. 6). The position of the peak is around where the system
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crosses out from the QC regimes into the intermediate regimes,
so the deeper the system is in the Fermi-liquid side, the higher
the temperature of this peak. These predictions serve as useful
guidance to compare this theory to experiments.

Recently out-of-plane transport of a layered quasi-2D
doped organic compound has been studied experimentally [7].
This material is suggested to be a candidate of a doped spin
liquid, in the sense that charge and spin will be separated in the
absence of doping. As reviewed in Sec. I, this material shows
non-Fermi-liquid-like transport behavior at ambient pressure,
and becomes Fermi-liquid like under high enough pressure. So,
pressure can be viewed to drive this crossover from non-Fermi
liquid to Fermi liquid, and the higher the pressure is, the deeper
the system is in the Fermi-liquid side. It is found that there is
indeed a regime where the in-plane transport is non-Fermi-
liquid like, and the out-of-plane transport behaves insulating
at high temperatures but becomes metallic at low temperatures.
The coherence peak of the interlayer resistivity seems to
occur at a temperature that is small compared to the relevant
lattice energy scales, and it shifts to higher temperatures as
the pressure is increased. All these features agree with the
predictions of our theory on the metallic side qualitatively.
Reference [7] also suggested, similar to the considerations in
this paper, that the metallic behavior of out-of-plane transport
when the in-plane transport is non-Fermi-liquid like is due to
the recombination of charge and spin.

Finally, we note, as discussed in Sec. V, for a layered
quasi-2D non-Fermi liquid, as long as the electron spectral
function is singular enough (o > %), the out-of-plane transport
may be metallic. This scenario can occur in non-Fermi liquids
obtained near a conventional quantum critical point where the
transition is driven by fluctuating local order parameter, and
a possible example is discussed in Appendix A. However,
in this scenario there is not expected to be a peak in the
temperature dependence of the interlayer resistivity as long as
the system is in the scaling regime of the transition. Therefore,
the observation made in Ref. [7] is unlikely to fall into this
scenario.
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APPENDIX A: AN EXAMPLE THAT DOES NOT DISPLAY
DIMENSIONAL DECOUPLING: NON-FERMI LIQUID
NEAR AN ISING-NEMATIC CRITICAL POINT

In this appendix, we provide an example of non-Fermi
liquid that does not display dimensional decoupling: the
non-Fermi liquid near an Ising-nematic critical point.

Consider an electronic system that has an instability towards
the formation of an Ising ferromagnet, which breaks the
Z, symmetry of spin flips. Such a phase transition can
viewed as a realization of the “Ising-nematic” transition
[33]. Theoretically, the universal physics of the Ising-Nematic
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transition in 241 dimensions is believed to be described by
focusing on a pair of patches on the Fermi surface that are
parallel to each other. The low-energy effective Lagrangian is

LNy = E WT —8 —1 _8 ——82 — AP |V
N = Mot dx 9y’ ’

+(3,0)* + r¢?,

where 1, with s = & are the fermion operators on the two
parallel patches, and ¢ is the Ising-nematic order parameter
that flips sign under the Z, transformation [22,33].

It is found in the QC regime of this transition, the system is
very non-Fermi-liquid like, and the electron spectral function
near this critical point also has the form of (2). As calculated in
the framework of a controlled expansion, in this case o &~ 0.7
and z = 3 [22].

Now, consider we have a stack of many layers of such
systems and examine the effects of interlayer interactions on
the decoupled fixed point. First consider the interlayer electric
conductivity o induced by interlayer electron tunneling.
Because @ =~ 0.7, the arguments in the main text indicate it is
relevant. Furthermore, according to (32), the electrons are not
incoherent enough and o actually diverges as the temperature
goes to zero.

We can also consider the coupling between the order pa-
rameters between different layers. This coupling is symmetric
under a global Z, transformation for all layers and is thus an
allowed perturbation, and it does not involve interlayer electron
tunneling. It has the following form:

(A1)

Zgaﬂfdr dx dy ¢o(x,y,T)pp(x,y,7).  (A2)
af

Following the RG analysis in Ref. [33], the scaling dimensions
of various quantities of interests are [y] = —1, [x] = -2,
[t] = =2, and [¢] =2, from which we can deduce that
[gag] = 2. This means this coupling is strongly relevant. These
results mean that the decoupled fixed point is unstable to
interlayer interactions in this example, so it does not display
the phenomenon of dimensional decoupling.

In fact, under reasonable assumptions, it can be argued that
for any non-Fermi liquid obtained near a conventional quantum
critical point associated with a phase transition that involves
internal symmetry breaking, the coupling between the order
parameters on different layers is relevant. To see this, consider
a single 2D layer and denote the order parameter associated
with this transition by O. It is reasonable to assume that at the
critical point the susceptibility of the order parameter diverges,
which implies the scaling form

. . i
(OF,i)Ok,iw)) ~ ﬁh< ) (A3)

1)
Kz
has § > 0, where h is a universal function. In terms of §, the
scaling dimension of the order parameter is [O] = %, where
D is the total scaling dimension of the space-time.

Now, consider a stack of many such 2D layers, the interlayer
coupling of order parameters [ dtdxdy O;O; has scaling
dimension —§ < 0, so it is relevant and prevents dimensional
decoupling. Notice to get this result we have assumed the
susceptibility of the order parameter diverges at the critical
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point, but we cannot prove this must hold for all symmetry-
breaking transition in a metallic environment, neither can we
find any counterexample.

Before ending this appendix, we note this statement does
not imply the theoretic works that treat these systems as a
single 2D layer are all incorrect. In fact, as long as the interlayer
interactions are much weaker than the intralayer interactions
at the lattice level, this treatment is valid unless one goes to
extremely low energies.

APPENDIX B: RG EQUATION OF PERTURBATION §.£,

In this appendix, we derive the RG equation of the
perturbation §£; [Eq. (12)]. At tree level, this perturbation
is marginal in two spatial dimensions. Up to one-loop order,
there are three distinct Feynman diagrams that contribute to
the RG equation of §£, as shown in Fig. 7. To obtain the
RG equation, we will carry out a Wilsonian procedure by
integrating out the fast modes with momenta between the old
and new cutoff scales, A and Ae~, respectively, where elisa
scaling factor. We do not put any cutoff for the frequency. The
first two diagrams vanish after the frequency integral is carried
out, which, physically speaking, is because for nonrelativistic
bosons there need to be at least two particles to have any
interaction at all and the ground state at the unperturbed critical
point is a vacuum with no particle. The third diagram does not
vanish, and different g,;’s do not mix from this diagram. For
the purpose of obtaining the RG equation, we can set the
external momenta and frequencies to be zero, then the third
diagram gives

2 A 00
81ap 2 1 1 . 2
B (2m)3 v/z‘\e*’ d k/—oo da)ia) — - B _Cglaﬁl

with C = 5. Therefore, the one-loop RG equation of g, is

dgiap 2
= —Cglp- (B2)

In fact, this RG equation is valid up to arbitrary order of
perturbation, which is again related to the fact that in this
model there need to be at least two particles so that there is
interaction at all and the ground state at the critical point is the
vacuum with no particle [28,30].

P

FIG. 7. Feynman diagrams that contribute to the RG equation of
8L, to the one-loop order.
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APPENDIX C: ELECTRON SPECTRAL FUNCTION AT
CRITICALITY OF THE CHEMICAL POTENTIAL
TUNED MOTT TRANSITION

In this appendix, we calculate the electron spectral function
at the critical point of the chemical potential tuned Mott
transition.

Because the electron vertex is not singularly enhanced [8],
we can get the electron spectral function by convolving the
boson spectral function

-2
.AAE&»”V5<w-—:Z—) (C1)

Zmb

and the spinon spectral function

2
w3

Ak, ) ~ (C2)

. 2 ’

(rsinZws — el‘(f) + A2 cos? Lo

where spinon dispersion is taken to be in the form of (41).
The electron spectral function is then

A@@:/%Q/&@@—m&@—am.mw
0 q

From the expressions of spectral functions of boson and
spinon, we see in the low-energy and low-momentum regimes
the important region of integral is w ~ Q ~ qﬁ ~q?~ kﬁ.
Then, in the spinon spectral function, kj — ¢ is much larger
than all other terms, and we can approximate it by a delta
function

Ak —G,Q) ~ 8k — q)). (C4)

Now, plugging (C1) and (C4) into (C3), we can do the integral
and get

- 2
Ak, 0) ~|w|%f< mk;’”) (C3)
I
with
1\?
fx) = (1 — —) O(x —1). (C6)
X
Fitting into the scaling form (2), we have « = —1 and z = 2.

Notice the electron spectral function (C5) has the same form
as (9), the electron spectral function at the critical point of a
Z4 orthogonal metal transition.

APPENDIX D: EFFECTS ON THE INTERLAYER
PAIRING OF (20)

In this appendix, we discuss the effects on the interlayer
pairing of the coupling (20). First consider a circular Fermi
surface in a single layer, then the dominant pairing occurs
between opposite patches on the Fermi surface. Because
these opposite patches carry opposite electric currents, the
Amperean force between them is repulsive, which suppresses
pairing [22,23]. Now, suppose we have many layers coupled
by (20), the dominant interlayer pairing is among patches on
different layers that have parallel norms. If gs.g is positive
(negative), the magnetic fields on the oth layer and on the Bth
layer will favor to have opposite (same) signs. When they have
opposite (same) signs, the Amperean force between patches on
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the two layers with parallel norms will be attractive (repulsive).
Therefore, (20) will enhance interlayer pairing if g3, > 0 and
will suppress it if g3,5 < 0.2

In the rest of this appendix, we will apply an RG analysis
to justify the above physical picture. It is convenient to write
(20) in the frequency-momentum space

SLy=_ / 230pq” - Go(qiw)ag(—G, —iw) (DI)
af q.@

and introduce the momentum modes along the z direction for
the gauge fields:

- 1 - ;
a, (q,iv) = — ay(q,iw)e "4 (D2)
0= 5 2
Then, at the critical point of the chemical potential tuned Mott
transition or in the spinon Fermi surface phase, the gauge field
propagator can be diagonalized in the g, basis as

1
koiot + a*[xa + €]

with the dispersion along
Zaﬂ g3aﬂeiq1(za_zﬂ)‘

The coupling between the gauge field and the spinons on
the ath layer should also be properly written in the g, basis as

_ 1 R . _
Ay fo fo = (ﬁ Zaq:(qu)elq:z‘y)fafw (D4)
qz

As we can see, each g, mode of the gauge field and the spinons
on each layer are all coupled, but there is a factor /%% in
the coupling constant. Due to the oscillating nature of this
factor, different layers may appear to have opposite “charges”
for a given g, mode, which can potentially induce attractive
interlayer four-fermion interaction and enhance the interlayer
pairing instability. We note that similar phenomenon has been
studied in the context of bilayer composite Fermi liquids [34].

An RG approach that is suitable to study the effect of
pairing in the presence of a gauge field in 2D has been recently
developed in Ref. [23]. Itis pointed out that the renormalization
of the BCS channel scattering amplitude V comes from two
aspects. The first is the conventional contribution arising from
renormalizing the thickness of the momentum shell around
the Fermi surface being considered to zero, which contributes
to the beta function of V by an amount —V?2. The second is
from the interactions among different patches of the Fermi
surface generated by integrating the high-momentum modes
of the gauge field as the sizes of the patches are renormalized
to zero, and this contributes a positive constant to the beta
function.

This RG procedure can be straightforwardly generalized
into our multilayered system. Denote the interlayer BCS
scattering amplitude of the fermions on the ath and the Bth
layers by Vg, the aforementioned first type of contribution

D,.(G,iw) =

(D3)

the z direction &(g,) =

2Similar line of thinking implies that for multiple layers of
composite Fermi liquids interacting with repulsive interlayer density-
density interactions, the system is unstable against interlayer pairing.
This is consistent with the result in Ref. [34].
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remains to be —Vazﬁ, but for the second type of contribution
we need to add all g, modes with each of them multiplied by the
oscillating exponential factor ¢/9:(<==%)_ Borrowing the result
from Ref. [23], the beta function of V in the weak interlayer
coupling regime can be calculated to be
dVyp &3ap 2

7= € . Vo> (D5)
where € is a positive constant.

From this equation we see if g3,p < 0, it suppresses the
interlayer pairing instability, while it enhances this instability
if g30p > 0. This confirms the physical picture at the beginning
of this appendix. But, since g3qg is assumed to be very small,
the potential pairing instability will only occur at extremely
low temperatures and hence we ignore it.

APPENDIX E: DERIVATION OF THE FORMULA FOR
INTERLAYER ELECTRIC CONDUCTIVITY

In this appendix, we sketch the derivation of the for-
mula for interlayer electric conductivity (30). Starting from
the Hamiltonian (28), we replace ¢ by te’4? where A is
the external field. The partition function of the system in the
presence of the external field is

Z[A] = /[Dc]e— S SatfdT Y, l(e"“‘dc‘zoﬁrlL’,‘,m-‘rﬂ.c.)7 (E1)

where S, is the Euclidean action of the ath layer and the second
term in the exponent is the action corresponding to interlayer
electron tunneling.

Suppose this external field induces current j, going to the
frequency-momentum space, the conductivity in the linear
response regime is

. 2
o)= LI _ 1 & <Z[A]>. (E2)
i Alw) iwSA(w)? Z[0]

A]) in terms of A, the quadratic term is

Expanding In (%

B t(ed)? _ (ted)?

/ AT AT Y (el yoicia +He)

X /dr/dr/A(r)A(r/) Z ((cj_a_H(r)ci,a(r) —H.c)
iai'a’

X (€} o1 (T)Cir o (T') — Hue)). (E3)

Assuming different layers are decoupled and expanding to

the leading order of #, the above expression in frequency-
momentum space becomes

N(ted)? o
A
5 kgz |AGw)| -

x G(k,iwn) Gk iwr) — Gk,i(w) + »2)))

with the electron Green’s function on each layer

Glk,iw) = / d2x dv(T{c;(T)co(O)) e F7+iot  (E5)
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By (E2),
(@) = K(iw, - w+in) (E6)
Lw
with
KGan) N(red)?
wy,) =
B
x Y Gk ion)GK iwy) — Gk.i(w, + o).
ko,
(E7)

Plugging spectral decomposition

Ak, Q)

iw—Q

into (E6) and taking its real part, we get the interlayer electric
conductivity at frequency w:

G(k,iw) = / o (E8)
o(w) = —wN(ted? / dQ Ak, Q) Ak, » + Q)
k

L J@t D) — f(Q)

w

(E9)

Taking the limitw — 0, we get (30) as the dc interlayer electric
conductivity.

APPENDIX F: CALCULATIONS OF THE IMAGINARY
PARTS OF THE SPINON SELF-ENERGIES IN THE IFL
AND MFL REGIMES, AND OF THE IN-PLANE
CONDUCTIVITY IN THE MFL REGIME

In this appendix, we first provide more details of the
calculations of the imaginary parts of the spinon self-energies
in the IFL and MFL regimes, namely, (45) and (47), respec-
tively. Then, we also sketch the calculation of the in-plane
conductivity in the MFL regime.

Both self-energies are calculated from an integral of the
form

2 (k,iw) = viT Z/ D@G.iGPk - G.i(w — Q).
Q Y4

(F1)

Whether the result is for chemical potential tuned Mott

transition or bandwidth controlled Mott transition depends on

whether the gauge field propagator is of the form (18) or (24).

We first use spectral decomposition to write the above
integral as

5, (o) = — 2L d
plhio) = —=L=% " | [ d2.d%
Q Y4

ImD(G, APk — §.2)
X .
(182 — Q)[i(w — ) — Q]

Now, we can carry out the Mastubara frequency summation
and get

(F2)

2
2k i) = / d21d0n(@) + 1 — £(S)]

(F3)

§ / ImD(G. )ALk — §.0)
t} iw — Ql — QZ '
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Performing the analytic continuation to real frequency iw —
o + in and taking the imaginary part, we get

Shk.w) = —uifdsz[n(sz) +1— flo—Q)]
x / ImD(G . DAYk — .o — Q). (F4)
q

Now, we need to carry out the integral over g. To do that, we
need to specify the gauge field propagator.

1. Calculation of the imaginary part of the spinon
self-energy in the IFL regime

In the IFL regime in the chemical potential tuned Mott
transition, the gauge field propagator is given by (18). As
noted before, the important region of integral involves g ~
qJZ_ ~Q~o KL qﬁ, so we can ignore the g, dependence of
the gauge field propagator. Now, the integral over g, can be
carried out and we get

Shk,w) = —

VF / 4o cosh (£2)
4m? sinh [B(22 — 2)] + sinh (£2)

x | dqy 3 7 (F5)
(ko)™ + (xaql + ps)
The integral over ¢, is
ko
/ dq, Ml 2
Q 2
<k0Z> + (xaqi + ps)
B %m(;‘g‘), 12l < Q. y
122 jeze o)
xd (koQ)3
(©) %
where the characteristic frequency scale Q. = “2= with a

ol o,
constant a'© that is on the order of unity. Plugging this result
in (F5), performing the integral over €2, and using that in the
IFL regime T > Q., we get (45).

2. Calculation of the imaginary part of the spinon
self-energy in the MFL regime

In the MFL regime of the bandwidth controlled Mott
transition, the gauge field propagator is given by (24). Again,
the important region of integral involves g ~ g7 ~ Q ~ o <
qﬁ, so we can ignore the g, dependence of the gauge field
propagator. After carrying out the integral over g and g, we

get
R k cosh (’S—w)
) = _&/dsz 2
16 == g2, | Y Gn B2 = 2)] + sinh ()

o]
)
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. . (b) 2 .
where the characteristic frequency scale €, = % with
another constant a® on the order of unity. Finally, performing
the integral over €2 and using that in the MFL regime T >> €2,,

we get (47).

3. Calculation of the in-plane conductivity in the MFL regime

In order to calculate the in-plane conductivity, we need
to calculate the transport scattering rate of spinons, which is
the imaginary part of the spinon self-energy multiplied by an
additional factor g7 /kZ. So from (F4), we see the transport
scattering rate of spinons is

2
Yo = L / AQANQ) + f()]
kO

x / g ImDG . DAV — G.w — Q). (F8)
q

As before, because the important region of integral involves
q) ~ 18 ~ o < qjf, we will ignore the g dependence of the
gauge field propagator (24). Then, the integral can be done and
we find the dominant contribution is

vie ~ T°. (F9)
This implies the in-plane conductivity behaves as
T72. (F10)
APPENDIX G: VALIDITY OF THE PERTURBATIVE
CALCULATIONS OF THE INTERLAYER
ELECTRIC CONDUCTIVITY

In this appendix, we discuss the validity of the perturbative
calculation of the interlayer electric conductivity, which only
keeps the leading-order terms in ¢, the interlayer electron
tunneling amplitude. Notice in general one needs to consider
all types of interlayer interactions discussed in the main text,
but here, for simplicity, we only consider interlayer electron
tunneling specified by the model (28).

According to (E3), schematically, each higher-order term
in the perturbative expansion picks up one more #7|(b)|*G7
factor compared to the previous term. This implies, due to the
structure of (42), the nth term in the perturbative expansion of
o has the structure

t2n|<b>|4n
2}{2"71 :

So, the ratio of the (n + 1)th term to the nth term can be
schematically written as

(G

1(b)|*
72
Ty

(G2)

For the IFL regime of the chemical potential tuned Mott
transition, we expect (G2) is of the order of #2|(b)|*/ T35 ~
3

12(g — g)*/T5. Because T > pZ ~ (g — g)>” in the IFL

regime, we have 1*(g — gc)“ﬂ/T% &L 12(g — g)*F=) In the
universality class of 2D dilute Bose gas f =v = %, so this
ratio is much smaller than unity as long as the system is

close to the quantum critical point and ¢ is small, which

115113-15



LIUJUN ZOU AND T. SENTHIL

means the higher-order terms in the perturbative expansion are
much smaller than the leading-order contribution. Moreover,
as shown in Ref. [12], the in-plane electric conductivity scales
as T’%, so the interlayer electric conductivity in (46) is much
smaller than the in-plane one as long as the temperature is low
enough. Therefore, it is expected that the perturbative series in
the IFL regime of the chemical potential tuned Mott transition
will converge.

The issue is a little more subtle in the MFL regime of
the bandwidth controlled Mott transition, which lies in the
temperature regime (g — gc)l% LT K (g— gc)'%, where
v&z«lih)ave used p; ~ (g — g.)” and the scaling relation 8 =
v n

=" in the universality class of 3D XY model. Equation (G2)

in this case is expected to be of the order of #2|(h)|* /(T In %)2.
Ignoring the logarithmic correction, the condition under which
the perturbative calculation is validis that T > ¢|(b)|> ~ t(g —
2.)*P. So long as the interlayer electron tunneling amplitude

t is very small, we can still have (g — gc)% > t(g — g.)*,
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then the higher-order terms in the perturbative series are
small compared to the leading-order one. Moreover, according
to Appendix F3, the in-plane conductivity in this regime
scales as 72, which is much larger than the leading-order
contribution to the interlayer conductivity in the low-energy
regime. Therefore, the perturbative calculation is expected to
be valid in the regime where g — g. 2> 1T A 17,

On the other hand, if the parameters of the system are
in a narrow window where g — g. is extremely small so

that g — g, < 17055 and the temperature is so low that
T < t(g — g.)**, the higher-order terms in the perturbative
series can be larger than the leading-order term, so the
perturbative calculation breaks down. In this case, we expect
the temperature dependence will be more singular than 7!
but no more singular than 72, which is the Fermi-liquid form.
But, as long as the interlayer electron tunneling amplitude ¢
is small, this only occurs in an extremely narrow window
of the parameter space, so it may be more difficult to detect
experimentally.
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