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Abstract The jet energy scale and its systematic uncerfrom light quarks, heavy quarks or gluons are also discussed
tainty are determined for jets measured with the ATLASand the corresponding uncertainties are determined.
detector at the LHC in proton-proton collision data at a

centre-of-mass energy of s = 7 TeV corresponding to

an integrated luminosity of 38 pB. Jets are reconstructed Contents

with the antik; algorithm with distance parametd®s= 0.4

or R = 0.6. Jet energy and angle corrections are deterl Introduction. . . ... ... ... ......... 2
mined from Monte Carlo simulations to calibrate jets with2 The ATLAS detector . . . . . ... ... ... .. 4
transverse momentar 20 GeV and pseudorapidities 3 Introduction to jet energy calibration methods . . 5
| | < 4.5. The jet energy systematic uncertainty is estimated Monte Carlo simulation . . . . ... ... .... 7
using the single isolated hadron response meaduarsiiu 4.1 Eventgenerators ... ............ 7
and in test-beams, exploiting the transverse momentum bal- 4.2 Simulation of the ATLAS detector . . . . . 7
ance between central and forward jets in events with di- 4.3 Nominal Monte Carlo simulation samples . 8
jet topologies and studying systematic variations in Monte 4.4 Simulated pile-up samples . . . ... ... 8
Carlo simulations. The jet energy uncertainty is less tha® Data sample and event selection . . . ... ... 8
2.5 % in the central calorimeter regioh (< 0.8) for jets 5.1 Data taking period and LHC conditions . . 8
with 60 pt < 800 GeV, and is maximally 14 % for 5.2 Eventselection................ 8
pTt < 30 GeV in the most forward region® | | < 4.5. 5.3 Dataqualityassessment . . ... ...... 9
The jet energy is validated for jet transverse momenta uf Jetreconstruction. . . . . ............. 9
to 1 TeV to the level of a few percent using severasitu 6.1 Reconstructed calorimeterjets . . ... .. 9
techniques by comparing a well-known reference such asthe 6.2 Reconstructed track jets . . . . .. ... .. 10
recoiling photorpt, the sum of the transverse momenta of 6.3 Monte Carlo truth jets and Bavour

tracks associated to the jet, or a system of [opjets recoil- association . . ... 10
ing against a higlpr jet. More sophisticated jet calibration 7 Jetquality . .. ................... 10

schemes are presented based on calorimeter cell energy den- /-1 Criteria to remove non-collision background 10
sity weighting or hadronic properties of jets, aiming for an  7-2 Evaluation of the jet quality selection

improved jet energy resolution and a reduced Ravour depen- efbciency . .. ... 11
dence of the jet response. The systematic uncertainty of the 7-3 Summary of the jet quality selection . . . . 11
jet energy determined from a combinationiofsitu tech- 8 Jetenergy calibration in the EM+JES scheme . . 13
niques is consistent with the one derived from single hadron 8-1 Pile-up correction ... ........... .. 13
response measurements over a wide kinematic range. The 8-2 Jetorigincorrection . .. .......... 14
nominal corrections and uncertainties are derived for iso- 8-3 Jetenergycorrection. ... ......... 14
lated jets in an inclusive sample of high- jets. Special 8.4 Jet pseudorapidity correction . . .. .. .. 16
cases such as event topologies with close-by jets, or sele@- Jet energy scale uncertainties for the EM+JES
tions of samples with an enhanced content of jets originating  Scheme . ........ I 17
9.1 Jetresponse debnition . . . ... ...... 18
- 9.2 Uncertainty in the calibration method ... 18
e-mail:atlas.publications@cern.ch 9.3 Uncertainty on the jet calorimeter response 18
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s = 7 TeV corresponding to an integrated luminosity ~ Several techniques have been developed to directly deter-
of 38 pb>l. The uncertainty in the jet energy measure-mine the uncertainty on the jet energy measureriresitu.
ment is the dominant experimental uncertainty for numerou3he JES uncertainty can be obtained by comparing the jet
physics results, for example the cross-section measuremegriergy to a well calibrated reference object. A standard tech-
of inclusive jets, dijets or multijetslEp], as well as of vector  nique to probe the absolute jet energy scale, used also in ear-
bosons accompanied by je6 F], and new physics searches lier hadron collider experiments, is to measure phebal-
with jets in the Pnal state8pL3]. The energy measurement ance between the jet and a well-measured object: a photon
of jets produced in proton-proton and electron-proton colli-or aZ boson. However, the currently limited data statistics
sions was also discussed by previous experimdiPy]. imposes a limit on th@T range that can be tested with this

Jets are observed as groups of topologically related eriechnique. The JES uncertainty on higher jet transverse mo-
ergy deposits in the ATLAS calorimeters. The agtiet al-  menta up to the TeV-scale can be assessed using the multijet
gorithm [25] is adopted as the standard way to reconstrucbalance technique where a recoil system of well-calibrated
jets. jets at lowemp is balanced against a single jet at higher

Using a Monte Carlo (MC) simulation the observed jetsA complementary technique uses the total momentum of the
are calibrated such that, on average, the jet energy corr&racks associated to the jets as reference objects. While the
sponds to that of the associated stable particles in the AFesolution of the jet energy measurement using tracks in jets
LAS detector. The calibration of the jet energy scale (JES}s rather poor, the mean jet energy can be determined to the
should ensure the correct measurement of the average eurecision of a few percent.
ergy across the whole detector and needs to be independentThe standard jet calibration and the corresponding uncer-
of proton-proton collision events produced in addition to thetainty on the energy measurement are determined for iso-
event of interest. lated jets in an inclusive jet data sample. Additional uncer-

In this document, the jet calibration strategies adopted btainties are evaluated for the dependence of the calorimeter
the ATLAS experiment are outlined and studies to evaluresponse to details of jet fragmentation like differences be-
ate the uncertainties in the jet energy measurement are praveen jets induced by quarks or gluons. Also special event
sented. A brst estimate of the JES uncertainty, described topologies with close-by jets are investigated.

Ref. [1], was based on information available before the brst The outline of the paper is as follows. First the ATLAS
LHC collisions. It also exploited transverse momentum bal-detector (Sect?) is described. An overview of the jet cal-
ance in events with only two jets at high transverse momenttration procedures and the various calibration schemes is
(pT). A reduced uncertainty with respect to Ref] {s pre-  given in Sect3. The Monte Carlo simulation framework is
sented that is based on the increased knowledge of the detroduced in Sec#. The data samples, data quality assess-
tector performance obtained during the analysis of the bPrshent and event selection are described in Secthen, the
year of ATLAS data taking. reconstruction (Sec8), and the selection (Sedt) of jets are

ATLAS has developed several jet calibration scher@és [ discussed. The jet calibration method is outlined in S@ct.
with different levels of complexity and different sensitiv- which includes a prescription to correct for the extra energy
ity to systematic effects, which are complementary in theidue to multiple proton-proton interactions (pile-up).
contribution to the jet energy measurement. Each calibration Section9 describes the sources of systematic uncertain-
scheme starts from the measured calorimeter energy at tties for the jet energy measurement and their estimation us-
electromagnetic (EM) energy scale, which correctly meaing Monte Carlo simulations and collision data. Sectiéh
sures the energy deposited by electromagnetic showers. tiescribes severah situ techniques used to validate these
the simplest case, called EM+JES calibration scheme, th&ystematic uncertainties. Sectibh presents a technique to
jet energy is measured on EM scale and the jet calibratiommprove the resolution of the energy measurements and to
is derived as a simple correction relating the calorimeter@educe the Ravour response differences by exploiting the
response to the true jet energy. More sophisticated schemezpology of the jets. The systematic uncertainties associated
exploit the topology of the calorimeter energy depositionswith this technique are described in Set2. The jet cali-
to correct for calorimeter non-compensation (nuclear enbration schemes based on calorimeter cell energy weighting
ergy losses, etc.) and other jet reconstruction effects. Fan jets are introduced in Sed3, and the associated JES un-
the EM+JES calibration scheme the JES uncertainty can beertainties are estimated from thresitu techniques as de-
determined from the single hadron response measuremerssribed in Sectl4. Sectionl5 summarises the systematic
in small data sets collectad situ or in test-beams. With a uncertainties for all studied jet calibration schemes.
large data set available the JES uncertainty can also be de- The jet reconstruction efbciency and its uncertainty is
termined using the ratio of the jet transverse momentum tdiscussed in Sectl6. The response uncertainty of non-
the momentum of a well measured reference object and bigolated jets is investigated in Sedt7, while Sects.18
a comparison of the data to the Monte Carlo simulation. and19discuss response difference for jets originating from
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light quarks or gluons and presents a method to determinéXo = 24) radiation lengths. The innermost layer (strips)
on average, the jet Ravour content in a given data sampleonsists of cells with eight times bner granularity in the
In Sect.20 JES uncertainties for jets where a heavy quark iglirection and with 3-times coarser granularity in thedli-
identibed are investigated. Finally, possible effects from lackection.
of full calorimeter containment of jets with high transverse For| | < 1.8, a presampleRS), consisting of an active
momentum are studied in Se@l. The overall conclusion LAr layer is installed directly in front of the EM calorime-
is given in Sect22. ters, and provides a measurement of the energy lost before
The present paper discusses the precision of the medine calorimeter.
jet energy measurement. The jet energy resoluyhdnd A copper-liquid argon hadronic endcap calorimelEQG
calorimeter response uncertainty from single hadron rel.5 | | < 3.2) is located behind th&MEC A copper/
sponse measuremengg[ are discussed elsewhere. tungsten-liquid argon forward calorimetefGal ) covers
the region closest to the beam at 3| |< 4.9. TheHEC
has four layers and theCAL has three layers. From inner-
2 The ATLAS detector most to outermost these atéE®, HECL, HEQ, HEG and
FCal 0, FCal 1, FCal 2. Altogether, thd_Ar calorimeters
The ATLAS detector is a multi-purpose detector designed t@orrespond to a total of 182,468 readout cells, i.e2 9% of
observe particles produced in proton-proton and heavy iothe full ATLAS calorimeter readout.
collisions. A detailed description can be found in Ref][ The hadronicTile calorimeter [ | < 1.7) surrounding
The detector consists of an inner detector, sampling ele¢heLAr cryostats completes the ATLAS calorimetry. It con-
tromagnetic and hadronic calorimeters and muon chambersists of plastic scintillator tiles and steel absorbers cover-
Figurel shows a sketch of the detector outline together withing | | < 0.8 for the barrel and @ | | < 1.7 for the ex-
an event with two jets at high transverse momenta. tended barrel. Radially, the hadroriide calorimeter is
The inner detectorD ) is a tracking system immersed in segmented into three layers, approximatel, B9 and 18
a magnetic beld of 2 T provided by a solenoid and covers #teraction lengths thick at= 0;the  x  segmenta-
pseudorapidity| | 2.5.ThelD barrelregio] | 2con- tionis 01x 0.1 (0.2x 0.1 inthe last radial layer). The last
sists of three layers of pixel detectoRiXel ) close to the layeris used to catch the tails of the longitudinal shower de-
beam-pipe, four layers of double-sided silicon micro-stripvelopment. The three radial layers of thite calorimeter
detectors $CT) providing eight hits per track at intermedi- Will be referred to (from innermost to outermost) e 0,
ate radii, and a transition radiation track&R(T) composed  Tile 1,Tile 22
of straw tubes in the outer part providing 35 hits per track. The ATLAS calorimeter covers a total thickness of
At| | > 1thelD endcap regions each provide thiizel 11 interaction lengths at= 0.
discs and nin&SCT discs perpendicular to the beam direc-  Between the barrel and the extended barrels there is a
tion. gap of about 60 cm, which is needed for tti2 and the
The liquid argon LAr ) calorimeter is composed of sam- LAr services. Gap scintillators3ap) covering the region
pling detectors with full azimuthal symmetry, housed in onel-0 | | < 1.2 are installed on the inner radial surface of
barrel and two endcap cryostats. A highly granular electhe extended barrel modules in the region betweefiilke
tromagnetic (EM) calorimeter with accordion-shaped elecbarrel and the extended barrel. Crack scintillat@sirft )
trodes and lead absorbers in liquid argon covers the pseuddte located on the front of theAr endcap and cover the
rapidity range| | < 3.2. It contains a barrel parEMB  region12 | [<16.
| | < 1.475) and an endcap paBMEC1.375 | |< 3.2) The muon spectrometer surrounds the ATLAS calorime-
each with three layers in depth (from innermost to outermosie!- A system of three large air-core toroids, a barrel and two
EMA, EME, EMB andEMEQ, EMEQ, EMEG). The mid-  €ndcaps, generates a magnetic beld in the pseudorapidity
dle layer has a 025x 0.025 granularity in x  space. 'ange of| | < 2.7. The muon spectrometer measures muon
In total, the EM calorimeter has a thickness X = 22 tracks with three layers of precision tracking chambers and
is instrumented with separate trigger chambers.
— ) o _ The trigger system for the ATLAS detector consists of a
The ATLAS coordinate system is a right-handed system withxthe hardware-based Level 1.1) and a software-based higher

axis pointing to the centre of the LHC ring and theaxis pointing . . . -
upwards. The polar angleis measured with respect to the LHC beam- level trigger HLT) [30]. Jets are Prstidentiped at L1 using a

line. The azimuthal angle is measured with respect to tieaxis.  Sliding window algorithm from coarse granularity calorime-
The pseudorapidity is an approximation for rapidity in the high  ter towers. This is rePned using jets reconstructed from
energy limit, and it is related to the polar angleas =S Intans.

The rapidity is debPned gs= 0.5x In[(E + p)/(E S pz)], whereE _—

denotes the energy amg is the component of the momentum along 2In the barrel, thdile layers will be calledrileBar 0, TileBar 1,

the beam direction. Transverse momentum and energy are debPned&kBar 2 and in the extended barrélleExt 0, TileExt 1 and
pt=px sin andET = E X sin , respectively. TileExt 2.
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Fig. 1 Display of the central part of the ATLAS detector in thez ner detectoindicate the reconstructed particle trajectories. The energy
view showing the highest mass central dijet event collected during theleposition in the calorimeter cells are displayedigbt rectangles

2010 data taking period. The two leading jets hpl,‘?éz 1.3 TeV with The area of the rectangles is proportional to the energy deposits. The
y=5068 andpiet = 1.2 TeV with y = 0.64, respectively. The two histogramsattached to theAr and theTile calorimeter illustrate the

T .
leading jets have an invariant mass of approximately B2V. The  amount of deposited energy

missing transverse energy in the event is 46 GeV. liffes in the in-

calorimeter cells in thedLT. The lowest threshold inclu- energy of the corresponding truth jet entering the ATLAS
sive jet trigger is fully efbcient for jets withbt 60 GeV.  detector.

Events with lowep- jets are triggered by the minimum bias ~ The jet calibration corrects for the following detector ef-
trigger scintillators BTS mounted at each end of the de- fects that affect the jet energy measurement:

tector in front of theLAr endcap calorimeter cryostats at 1  ~gjorimeter non-compensation partial measurement

|z| =+ 3.56 m. of the energy deposited by hadrons.
2. Dead material: energy losses in inactive regions of the
detector.
3 Introduction to jet energy calibration methods 3. Leakage energy of particles reaching outside the calo-
rimeters.

Hadronic jets used for ATLAS physics analyses are recond. Out of calorimeter jet cone: energy deposits of parti-
structed by a jet algorithm starting from the energy de- cles inside the truth jet entering the detector that are not
positions of electromagnetic and hadronic showers in the included in the reconstructed jet.

calorimeters. An example of a jet recorded by the ATLASS. Noise thresholds and particle reconstruction efp-
detector and displayed in the plane transverse to the beam ciency. signal losses in the calorimeter clustering and
line is shown in Fig2. jet reconstruction.

The jet Lorentz four-momentum is reconstructed from  jets reconstructed in the calorimeter system are formed
the corrected energy and angles with respect to the primafyom calorimeter energy depositions reconstructed at the
event vertex. For systematic studies and calibration purelectromagnetic energy scalEM) or from energy deposi-
posestrack jetsare built from charged particles using their tions that are corrected for the lower detector response to
momenta measured in the inner detector. Reference jets itadrons. The EM scale correctly reconstructs the energy
Monte Carlo simulationstiuth jetg are formed from simu-  deposited by particles in an electromagnetic shower in the
lated stable particles using the same jet algorithm (withoutalorimeter. This energy scale is established using test-beam
detector simulation). The jet energy calibration relates theneasurements for electrons in the barB4EB5], the end-
jet energy measured with the ATLAS calorimeter to the truecap B6, 37] and theFCAL [38, 39| calorimeters. The ab-
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achieved with small data sets and is therefore suitable for
early physics analyses.

Other calibration schemes use additional cluster-by-
cluster and/or jet-by-jet information to reduce some of the
sources of Buctuations in the jet energy response, thereby
improving the jet energy resolutio, 27]. For these cal-
ibration schemes the same jet calibration procedure is ap-
plied as for the EM+JES calibration scheme, but the energy
corrections are numerically smaller.

The global calorimeter cell weighting (GCW) calibra-
tion exploits the observation that electromagnetic showers in
the calorimeter leave more compact energy depositions than
hadronic showers with the same energy. Energy corrections
are derived for each calorimeter cell within a jet, with the
constraint that the jet energy resolution is minimised. These
cell corrections account for all energy losses of a jet in the
ATLAS detector. Since these corrections are only applica-

Fig. 2 Zoom of thex-y view of the ATLAS detector showing one of ble to jets and not to energy depositions in general, they are
the highpr jets of the event shown in Fig. The energy depositionsin called (‘)g|0ba|() corrections.

the calorimeter cells are displayedlaght rectangles The area of the The local cluster weighting (LCW) calibration method
rectangles is proportional to the energy deposits. ddm& histograms

attached to thé Ar (Tile ) calorimeter illustrates the amount of de- Prst clusters tqgether topologically Con_neCted Calorimeter_
posited energy. The lines in tH® display the reconstructed tracks cells and classibes these clusters as either electromagnetic

originating from the interaction vertex or hadronic. Based on this classibcation energy correc-
tions are derived from single pion Monte Carlo simulations.

solute calorimeter response to energy deposited via electr®edicated corrections are derived for the effects of non-
magnetic processes was validated in the hadronic calorimetompensation, signal losses due to noise threshold effects,
ers using muons, both from test-bean3§,[40] and pro- and energy lost in non-instrumented regions. They are ap-
ducedin situ by cosmic rays41]. The energy scale of the plied to calorimeter clusters and are debned without refer-
electromagnetic calorimeters is corrected using the invarience to a jet debnition. They are therefore called OlocalO
ant mass oZ bosons produced in proton-proton collisions corrections. Jets are then built from these calibrated clusters
(Z e*e’ events) B2]. The correction for the lower re- using a jet algorithm.
sponse to hadrons is solely based on the topology of the en- The bnal jet energy calibration (see Efj))(can be ap-
ergy depositions observed in the calorimeter. plied to EM scale jets, with the resulting calibrated jets

In the simplest case, called EM+JES calibration schemegeferred to as EM+JES, or to GCW and LCW calibrated
the jet energy is measured on EM scale and the jet calibrgets, with the resulting jets referred to as GCW+JES and
tion is derived as a simple correction relating the calorimetef CW+JES jets. The jet energy scale (JES) is different for
response to the true jet energy, as follows: each calibration scheme.

A further jet calibration scheme, called global sequen-
tial (GS) calibration, starts from jets calibrated with the

with Elfsas= EE S O(Npy). (1) EM+JES calibration and exploits the topology of the en-

_ ergy deposits in the calorimeter to characterise Ructuations

The variableE S}, is the calorimeter energy measured at thein the jet particle content of the hadronic shower devel-

electromagnetic Sca|Echt|ib is the calibrated jet energy and opment. Correcting for such Ructuations can improve the
F caiib is the calibration function that depends on the meai€t energy resolutionZ7]. The corrections are applied such
sured jet energy and is evaluated in small jet pseudorapidigiat the mean jet energy in the inclusive case is left un-
regions. The variabl®(Npy) denotes the correction for ad- changed. The correction uses several jet properties and each
ditional energy from multiple proton-proton interactions de-correction is applied sequentially. In particular, the longitu-
pending on the number of primary verticééc{,). dinal and transverse structure of the hadronic shower in the
The simplest calibration scheme applies the JES corregalorimeter is exploited.

tions to jets reconstructed at the electromagnetic scale. This The simple EM+JES jet calibration scheme does not pro-
calibration scheme allows a simple evaluation of the sysvide the best performance, but allows in the central detec-
tematic uncertainty from single hadron response measuréer region the most direct evaluation of the systematic un-
ments and systematic Monte Carlo variations. This can beertainties from the calorimeter response to single isolated

jet _ —jet iet
E{:alib‘ E#‘neaJFcalib Ejmeas,
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hadron measuredd situand in test-beams and from system- ~ ATLAS data (AUET1 tune) $7]. The MRST LO* PDF
atic variations of the Monte Carlo simulation. For the GS  set 48] is used.
calibration scheme the systematic uncertainty is obtained by. HERwIG++ [58] is based on the event generatoE ki
studying the response after applying the GS calibration with wIG, but redesigned in the C++ programming language.
respect to the EM+JES calibration. For the GCW+JES and The generator contains a few modelling improvements.
LCW+JES calibration schemes the JES uncertainty is deter- It also uses angular-ordered parton showers, but with
mined fromin situtechniques. an updated evolution variable and a better phase space
For all calibration schemes the JES uncertainty in the for- treatment. Hadronisation is performed using the cluster
ward detector regions is derived from the uncertainty in the model. The underlying event and soft inclusive interac-
central region using the transverse momentum balance in tions are described using a hard and soft multiple par-
events where only two jets are produced. tonic interactions modeBR]. The MRST LO* PDF set
In the following, the calibrated calorimeter jet transverse [4§] is used.
momentum will be denoted zpift, and the jet pseudorapid- 5. ALPGEN is a tree level matrix-element generator for
ity as . hard multi-parton processes (2 n) in hadronic colli-
sions BQ]. It is interfaced to HERWIG to produce par-
ton showers in the leading-logarithmic approximation.

4 Monte Carlo simulation Parton showers are matched to the matrix element with
the MLM matching schemesfl]. For the hadronisation,
4.1 Event generators HERWIG is used and soft multiple parton interactions are

modelled using MY [56] (with the ATLAS MCO09 tune

The energy and direction of particles produced in proton- [62]). The PDF set used is CTEQ6L&J).
proton collisions are simulated using various event genera-

tors. An overview of Monte Carlo event generators for LHC4 2 simulation of the ATLAS detector
physics can be found in Ref4J]. The samples using dif-

ferent event generators and theoretical models used are dgne GeanT4 software toolkit §4] within the ATLAS sim-

scribed below: ulation framework $5] propagates the generated particles

1. PYTHIA with the MC10 or AMBT1 tune: The event throughthe ATLAS detector and simulates their interactions
generator PTHIA [44] simulates non-diffractive proton- with the detector material. The energy deposited by particles
proton collisions usinga 2 2 matrix element at leading in the active detector material is converted into detector sig-
order in the strong coupling to model the hard Subpronals with the same format as the ATLAS detector read-out.
cess, and usgsr-ordered parton showers to model addi- The simulated detector signals are in turn reconstructed with
tional radiation in the leading-logarithmic approximation the same reconstruction software as used for the data.

[45]. Multiple parton interactions46], as well as frag- In GEANT4 the model for the interaction of hadrons with
mentation and hadronisation based on the Lund strin§he detector material can be speciPed for various particle
model §47] are also simulated. The proton parton distri- types and for various energy ranges. For the simulation of
bution function (PDF) set used is the modibed leadinghadronic interactions in the detector, theeA T4 set of
order PDF set MRST LO*48]. The parameters used processes calleQGSP_BERTs chosen§6]. In this set of

for tuning multiple parton interactions include chargedprocesses, the Quark Gluon String mod&fey 1] is used
particle spectra measured by ATLAS in minimum biasfor the fragmentation of the nucleus, and the Bertini cas-
collisions §9], and are denoted as the ATLAS MC10 cade model72br5| for the description of the interactions of
tune B0. hadrons in the nuclear medium.

2. The RERUGIA2010 tune is an independent tune of The GEANT4 simulation and in particular the hadronic
PYTHIA with increased Pnal state radiation to better reinteraction model for pions and protons, has been validated
produce the jet shapes and hadronic event shapes usindth test-beam measurements for the bar38| f6B79] and
LEP and TEVATRON data p1]. In addition, parameters endcap 86, 37, 80] calorimeters. Agreement within a few
sensitive to the production of particles with strangenesgercent is found between simulation and data of the average
and related to jet fragmentation have been adjusted.  calorimeter response to pions with momenta between 2 GeV

3. HERwIG+JMMY uses a leading order 2 2 matrix el- and 350 GeV.
ement supplemented with angular-ordered parton show- Further tests have been carried ousitu comparing the
ers in the leading-logarithm approximatids?Eb4]. The  single hadron response, measured using isolated tracks and
cluster model is used for the hadronisati6|[ Multiple  identiPed single particles. Agreement within a few percent is
parton interactions are modelled usingivly [56]. The  found for the inclusive measurement and for identibed pions
model parameters of ERwIG/JIMMY have beentunedto and protons from the decay products of kaon and lambda
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particles produced in proton-proton collisions at 7 T@4][ - N
With this method particle momenta of pions and protons in c

the range from a few hundred MeV to 6 GeV can be reached.
Good agreement between Monte Carlo simulation and data

is found.
4.3 Nominal Monte Carlo simulation samples

The baseline (nominal) Monte Carlo sample used to de-
rive the jet energy scale and to estimate the sources of its
systematic uncertainty is a sample containing highjets
produced via strong interactions. It is generated with the
PYTHIA event generator with the MC10 tune (see Séd,
passed through the full ATLAS detector simulation and is
reconstructed as the data.

The ATLAS detector geometry used in the simulationFig. 3 The peak number of interactions per bunch crossing (OBXO) as
of the nominal sample reBects the geometry of the detedneasured online by the ATLAS luminosity detectdsg][
tor as best known at the time of these studies. Studies of
the material of the inner detector in front of the calorime-changes in the number of pile-up interactions per bunch
ters have been performed using secondary hadronic interagrossing. The spacing between the bunches was no less than
tions [81]. Additional information is obtained from studying 150 ns.

photon conversions8p] and the energy Bow in minimum  Figure3 shows the evolution of the maximum of the dis-

bias eventsg3)]. tribution of the number of interactions (peak) derived from
. _ the online luminosity measurement and assuming an inelas-
4.4 Simulated pile-up samples tic proton-proton scattering cross section of¥thb [84].

The very brst data were essentially devoid of multiple

For the study of multiple proton-proton interactions, two proton-proton interactions until the optics of the accelerator
samples have been used, one for in-time and one for oupeam (specibcally ) were changed in order to decrease
of-time pile-up. The prst simulates additional proton-protorthe transverse size of the beam and increase the lumirfosity.
interactions per bunch crossing, while the second one alsphis change alone raised the fraction of events with at least
contains pile-up arising from bunches before or after thewo observed interactions from less than 2 % to between 8 %
bunch where the event of interest was triggered (for morend 10 % (MayBJune 2010).
details see Seck and Sect8.1). The bunch conbPguration A further increase in the number of interactions occurred
of LHC (organised in bunch trains) is also simulated. Theyhen the number of protons per bunch (ppb) was increased
additional number of primary vertices in the in-time (bunch-from approximately 50910 to 1.15- 10 ppb. Since the
train) pile-up sample is.T (1.9) on average. number of proton-proton collisions per bunch crossing is

proportional to the square of the bunch intensity, the frac-

tion of events with pile-up increased to more than 50 % for

5 Data sample and event selection runs between June and September 2010.
Finally, further increasing the beam intensity slowly
5.1 Data taking period and LHC conditions raised the average number of interactions per bunch cross-

ing to more than three by the end of the proton-proton run
Proton-proton collisions at a centre-of-mass energy ®f in November 2010.
7 TeV, recorded from March to October 2010 are analysed.
Only data with a fully functioning calorimeter and inner de- 5.2 Event selection
tector are used. The data set corresponds to an integrated
luminosity of 38 pF1. Due to different data quality require- Different triggers are used to select the data samples, in or-
ments the integrated luminosity can differ for the variousder to be maximally efbcient over the entire eg-range
selections used in tha situtechnique analyses.
Several distinct periods of machine conbguration and_

The parameter is the value of the -function (the envelope of all

detector operation were present during the 2010 data te_"ﬁ'ajectories of the beam particles) at the collision point and smaller

ing. As the LHC commissioning progressed, changes iRalues of imply a smaller physical size of the beams and thus a
the beam optics and proton bunch parameters resulted iigher instantaneous luminosity.
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of interest. The dijet sample is selected using the hardwaré&-he four-momentum recombination scheme is used. For jet
based calorimeter jet trigger8Q, 85], which are fully efb-  Pnding rapidityy is used, while jet corrections and perfor-
cient for jets witthT'.3t > 60 GeV. For Iowerp?t a trigger mance studies use often pseudorapidityhe jetpt recon-
based on the minimum bias trigger scintillators is used.  struction threshold i;s?t > 7 GeV.

The multijet sample uses either the inclusive jet trigger In the following, only antik; jets with distance parameter
or a trigger that requires at least two, three or more jets witlR = 0.6 are discussed in detail. The results for jets itk
pT > 10 GeV at the EM scale. These triggers are fully efp-0.4 are similar, if not stated otherwise.
cient for jets withp!*' > 80 GeV.

Each event is required to have a primary hard scatte

ltr:g VertiX'NAt‘raElE'ma_rﬁ vertex is required to havea?kt IeaStThe input tocalorimeter jetscan be topological calorimeter
ve trackgN 539 with a transverse momentum pfct> clusters {opo-clustery[37, 88] or calorimeter towers. Only

150 MeV. The primary vertex associated to the event of iny, ., cjsters or towers with a positive energy are considered
terest (hard scattering vertex) is the one with the highest asy input to jet bnding

sociated transverse track momentum squareq;)tT'aCk)z,

used in the vertex Pt where the sum runs over all tracks usegi1.1 Topological calorimeter clusters

in the vertex bt. This renders the contribution from fake ver-

tices due to beam backgrounds to be negligible. Topological clusters are groups of calorimeter cells that are
The -jet sample is selected using a photon trigefj[ designed to follow the shower development taking advan-

that is fully efbcient for photons passing offRine selectionstage of the Pne segmentation of the ATLAS calorimeters.

The higher threshold for the photqs is 40 GeV and this The topo-cluster formation algorithm starts froreeedcell,

trigger was not pre-scaled; the lower threshold is 20 GeWwhose signal-to-noiseS{N ) ratio (estimated as the abso-

r@.l Reconstructed calorimeter jets

and this trigger was pre-scaled at high luminosity. lute value of the energy deposited in the calorimeter cell
over the RMS of the energy distribution measured in ran-
5.3 Data quality assessment domly triggered events without proton-proton collisions) is

above a threshold @&/N = 4. Cells neighbouring the seed

The ATLAS data quality (DQ) selection is based upon in_(pr the cluster being forme_d) that ha_lve a_signal—_to—noise ra-
spection of a standard set of distributions that leads to a dat# of at leastS/N = 2 are included iteratively. Finally, all

quality assessment for each subdetector, usually segmente@lorimeter cells neighbouring the formed topo-cluster are
into barrel, forward and endcap regions, as well as for th@dded. The topo-cluster algorithm efpciently suppresses the

trigger and for each type of reconstructed physics object@lorimeter noise. _ , -

(jets, electrons, muons, etc.). Each subsystem sets its own 1€ topo-cluster algorithm also includes a splitting step
DQ Rags, which are recorded in a conditions database. Eadporderto 0p_t|m|se the sep_aratlon of showers from different
analysis applies DQ selection criteria, and debnes a set glose-by p_artlc_les: Allcellsin atopo-clustera_re searched for
luminosity blocks (each corresponds to approximately tw ocal maxima in terms of energy content with a threshold

minutes of data taking). The good luminosity blocks usecEf 500 MeV. This means that the selected calorimeter cell

are those not Ragged for having issues affecting a releva s to be. more energetic than any of its nelghpours: The
ocal maxima are then used as seeds for a new iteration of

subdetector. topological clustering, which splits the original cluster into
Events with minimum bias and calorimeter triggers were bolog 9 b 9

) : : . ._Imore topo-clusters.
required to belong to specibc runs and run periods in whic .
. . . A topo-cluster is debned to have an energy equal to the
the detector, trigger and reconstructed physics objects have . .
i . energy sum of all the included calorimeter cells, zero mass
passed a data quality assessment and are deemed suitable for N .
. . and a reconstructed direction calculated from the weighted
physics analysis.

Th . ¢ fint t for this stud th averages of the pseudorapidities and azimuthal angles of the
€ primary systems of interest for this study are &, nstituent cells. The weight used is the absolute cell en-
electromagnetic and hadronic calorimeters, and the inn

king d P di f th ) ¢ « eJrgy and the positions of the cells are relative to the nominal
tracking detector for studies of the properties of tracks asar| a5 coordinate system.

sociated with jets.
6.1.2 Calorimeter towers

6 Jet reconstruction Calorimeter towersare static, x = 0.1x 0.1, grid
elements built directly from calorimeter cefls.

In data and Monte Carlo simulation jets are reconstructed

using the antk; algorithm P5] with distance parameters agor he few calorimeter cells that are larger thanthex = 0.1x
R = 0.4 or R = 0.6 using the BSTJET software B6, 87]. 0.1 (like in the lasfTile calorimeter layer and theECinner wheel)
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ATLAS uses two types of calorimeter towers: with and7 Jet quality
without noise suppression. Calorimeter towers based on all
calorimeter cells are callenbn-noise-suppressed calorime- Jets at high transverse momenta produced in proton-proton
ter towersin the following. Noise-suppressed towers makecollisions must be distinguished from background jets not
use of the topo-clusters algorithm, i.e. only calorimeter cell®riginating from hard scattering events. The main back-
that are included in topo-clusters are used. Therefore, in grounds are the following:
bxed geometrical area the same calorimeter cells are usEd
for noise-suppressed towers and topo-clusters. '
Both types of calorimeter towers have an energy equal t
the energy sum of all included calorimeter cells. The forme
Lorentz four-momentum has zero mass.

Beam-gas events, where one proton of the beam collided
with the residual gas within the beam pipe.

. Beam-halo events, for example caused by interactions in
the tertiary collimators in the beam-line far away from
the ATLAS detector.

3. Cosmic ray muons overlapping in-time with collision
events.

. . L 4. Large calorimeter noise.
Jets built from charged particle tracks originating from the

primary hard scattering verteirgck jet9 are used to debne ~ The criteria to efpciently reject jets arising from back-
jets that are insensitive to the effects of pile-up and providground are only applied to data. They are discussed in the
a stable reference to study close-by jet effects. following sections.
Tracks withpa°k> 0.5 GeV and| | < 2.5 are selected.
They are required to have at least one (six) hit(s) in the/.1 Criteria to remove non-collision background
Pixel (SCT) detector. The transversdp] and longitudinal
(zo) impact parameters of the tracks measured with respedt1.1 Noise in the calorimeters
to the primary vertex are also required to|dg| < 1.5 mm

6.2 Reconstructed track jets

and|zpsin | < 1.5 mm, respectively. Two types of calorimeter noise are addressed:

The track jets must have at least two constituent trackg - gporadic noise burstsin the hadronic endcap calorime-
and a total transverse momentunpdf°**'> 3 GeV. Since ter (HEQ, where a single noisy calorimeter cell con-
the tracking system has a coverage up {o= 2.5, the per- tributes almost all of the jet energy. Jets reconstructed
formance studies of calorimeter jets is carried out in the from these problematic cells are characterised by a large
range| |< 1.9forR= 0.6 and| |< 2.1forR= 0.4. energy fraction in théelECcalorimeter { 4z as well as a

large fraction of the energy in calorimeter cells with poor
6.3 Monte Carlo truth jets and Ravour association signal shape qualify(f Hequaiiy). Due to the capacitive

coupling between channels, the neighbouring calorime-
In the Monte Carlo simulatiotruth jets are dePned from  ter cells with little genuine energy will have an apparent
stable particles dePned to have proper lifetimes longer than negative energyHneg.-

10 ps excluding muons and neutrinos. 2. Rare coherent noisein the electromagnetic calorime-
For certain studies, jets in the Monte Carlo simulation ter. Similarly, fake jets arising from this source are
are additionally identibed as jets initiated by light or heavy  characterised by a large electromagnetic energy fraction

quarks or by gluons based on the generator event record. The (f gy;),2 and a large fraction of energy in EM calorimeter

highest energy parton that points to the truth ftermines cells with poor signal shape qualitf/qaiity)-

the Ravour of the jet. Using this method, only a small frac-

tion of the jets € 1 % at lowpr and less at higipr) could  7.1.2 Cosmic rays or non-collision background

not be assigned a partonic Rav8uFhis debnition is suf-

bcient to study the Ravour dependence of the jet responsgosmic rays or non-collision backgrounds can induce events

Any theoretical ambiguities of jet Bavour assignment do notvhere the jet candidates are not in-time with the beam col-

need to be addressed in the context of a performance studjision. A cut on the jet timetfe) is applied to reject these
backgrounds. The jet time is reconstructed from the energy

or have a special geometry (like in tREAL), projective tower grid deposition in the calorimeter by weighting the reconstructed

geometrical weights are debned that specify the fraction of calorimeter

cell energy to be attributed to a particular calorimeter tower. "The signal shape quality is obtained by comparing the measured pulse

With R < 0.6 for jets withR = 0.6 and R < 0.4 for jets with  from the calorimeter cell to the expected pulse shape. See38fof

R=0.4,whereR = () 2+ () 2 more details.
6This happens when there is no parton at a distance smallerBhan 8The EM fraction is dePned as the ratio of the energy deposited in the
to the jet axis. EM calorimeter to the total energy.
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Table 1 Selection criteria used to reject fake jets and non-collision background

Loose Medium
HECspikes {Hec> 0.5 and|f Hequality] > 0.5) or |[Enegd > 60 GeV Loose of hec> 1S |f HEQuality]
CoherentEM  fgpm > 0.95 andf quaity> 0.8 and| | < 2.8 Loose off gy > 0.9 andf guaiity> 0.8 and| | < 2.8
noise
Non-collision  |tjet] > 25 ns or { gm < 0.05 andf ;n < 0.05 and| | < 2) Loose orftiet| > 10 ns or {em < 0.05 andf ¢ < 0.1 and| | < 2)

background or(fem< 005and | 2)or(max> 099and |< 2) or (fem > 0.95 andf cn < 0.05 and| | < 2)

time of calorimeter cells forming the jet with the square of1. Good jets belong to events where the two leading jets

the cell energy. The calorimeter time is dePned with respect have p’ft > 20 GeV, and are back-to-back (jsj >

to the event time recorded by the trigger. 2.6 radian) in the plane transverse to the beam, and
A cut on thef gy is applied to make sure that the jet has  with a small missing transverse momentum signibcance

some energy deposited in the calorimeter layer closest to the E;“iSS/  Er< 1.

interaction region as expected for a jet originating from the2. Fake jets belong to events with a high transverse momen-

nominal interaction point. tum signipcanc&€™sy ~ Et > 3 and with a recon-
Since a real jet is expected to have tracks, ftag cut structed jet back-to-back to the missing transverse mo-

is applied together with a cut on the minimal jet charged mentum direction ( Emisss; > 2.6 radian).

fraction ( ¢n), dePned as the ratio of the scalar sum of the ) ) ) o
pr of the tracks associated to the jet divided by thepjet Th_e good jets samplc_a is used tq study the jet selectloh mgf-
for jets within the tracking acceptance. Pciency and the bad jet sample is used to study the rejection

A cut on the maximum energy fraction in any single POWET. ) . . . )
calorimeter layer f(may) is applied to further reject non- As the jet quality selection criteria are only applied to
collision background data an efpciency correction for data is determined. This ef-

pciency is measured using a tag-and-probe method in events
with two jets at high transverse momentum. The reference
jet (p%ef) is required to pass the tightened version of the
jet quality selections, and to be back-to-back gmiss; >

7.1.3 Jet quality selections

Two quality selections are provided: LI
o . _ . 2.6 radian) and well-balanced with the probe e} ¢"):
1. A loose selections designed with an efbciency above

99 %, that can be used in most of the ATLAS physics p_r;robeg p%ef Ip $vg< 0.4

analyses.

2. A medium selectionis designed for analyses that select with p2'9=" P4 pref /o, )
jets at high transverse momentum, such as for jet cross-
section measurementtj| The jet quality selection criteria were then applied to the

probe jets, measuring the fraction of jets passing as a func-

A tight quality selection has been developed for the meag,, andpjTet.
surement of the jet quality selection efbciency described The resulting efbciencies for jets wii= 0.6 for loose

in Sgct.?.z but ?s not usgd i.n physigs analyses, sjnce they g medium selections applied to the probe jets are shown
medium jet quality selection is sufbcient for removing fakej, rig 4. The tight selection of the reference jet was varied

jets. The quality selection criteria used to identify and rejecty, gy,dy the systematic uncertainty. The loose selection cri-

fake jets are listed in Table teria are close to 100 % efbcient. In the forward region the
_ _ _ _ _ medium selection criteria are also close to fully efbcient.
7.2 Evaluation of the jet quality selection efbciency In the central region they have an efbciency of 99 % for

p"T‘Et > 50 GeV. For lowepT jets of about 25 GeV an inefp-
The criteria for the jet quality selection are optimised bycjency of up to 394 % is observed.
studying samples with good and fake jets classibed by their

amount of missing transverse momentum signibc&nce: 7.3 Summary of the jet quality selection

%The missing transverse momentuBss) signibcance is debned as Quality selections used to reject fake jets with the ATLAS
EMSY " Er,where Er is the scalar sum of the transverse ener-detector have been developed. Simple variables allow the
gies of all energy deposits in the calorimeter. removal of fake jets due to sporadic noise in the calorimeter
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Fig. 4 Jet quality selection efbciency for _
measured with a tag-and-probe technique as a functiqn#ebfn bins
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or non-collision background at the analysis level, with anas a function of the jet pseudorapidity. The amount of in-
efbciency greater than 99 % over a wide kinematic range. time pile-up is parametrised bBypy. The spacing between
consecutive bunchespynch IS considered, because it can
impact the amount by which collisions in previous bunch
8 Jet energy calibration in the EM+JES scheme crossings affect the jet energy measurem@nt.
The jet offset correction is proportional to the number of
The simple EM+JES calibration scheme applies correctionsonstituent towers in a jet as a measure of the jet area. For
as a function of the jet energy and pseudorapidity to jetgets built directly from dynamically-sized topological clus-
reconstructed at the electromagnetic scale. ters, for which no clear geometric debnition is available, a
The additional energy due to multiple proton-proton col-model is used that describes the average area of a jet in terms
lisions within the same bunch crossing (pile-up) is correcteaf the equivalent number of constituent towers.
before the hadronic energy scale is restored, such that the
derivation of the jet energy scale calibration is factoriseds.1.2 Constituent tower multiplicity of jets
and does not depend on the number of additional interac-

tions measured. o . The multiplicity of calorimeter towers in jets depends on the
The EM+JES calibration scheme consists of three subsgnternal jet composition and on the presence of pile-up. The
quent steps as outlined below and detailed in the followingyyerage tower multiplicity can be measuieditu.

subsections: Figure5 depicts the distribution of the constituent tower

1. Pile-up correction: The average additional energy due to multiplicity for jets based on towers withf' > 7 GeV as
additional proton-proton interactions is subtracted froma function of the jet pseudorapidity. The average number of
the energy measured in the calorimeters using correctiogonstituent towers is also indicated. This distribution is gov-
constants obtained froim situ measurements. erned by the change in physical size of calorimeter towers

2. Vertex correction: The direction of the jet is corrected for a constant interval in pseudorapidity, as well as by dif-
such that the jet originates from the primary vertex offerences in the noise spectrum for the various calorimeters
the interaction instead of the geometrical centre of theénd sampling regions.
detector.

3. Jet energy and direction correction The jetenergy and 8.1.3 Pile-up offset for towers and jets
direction as reconstructed in the calorimeters are cor-
rected using constants derived from the comparison ofhe calorimeter tower offset at the EM scale is derived by
the kinematic observables of reconstructed jets and thosaeasuring the average tower transverse energy for all towers
from truth jets in Monte Carlo simulation. in events withNpy = 1,2,...,N and comparing directly to

events withNpy = N/ = 1:
8.1 Pile-up correction
Otower ;N pv) = EPY(,N pv) S EP" N[, (4)
8.1.1 Caorrection strategy
where the angled brackets denote a statistical average over
The measured energy of reconstructed jets can be affecté| events. The average is computed for events at each pri-
by contributions that do not originate from the hard scattermary vertex multiplicity. For this measurement non-noise-
ing event of interest, but are instead produced by additionguppressed calorimeter towers are used (see Becd
proton-proton collisions. An offset correction for pile-up is in order to remain sensitive to low energy depositions
derived from minimum bias data as a function of the numbethat may not rise above noise threshold except inside of
of reconstructed primary verticedpy, the jet pseudorapid- @ jet. The calorimeter tower offset is shown in Fég for

ity, , and the bunch spacing. 1 Npy 5.

This offset correction applied to the jet transverse energy The tower offset can be extrapolated to an EM scale jet

(ET) at the EM scale as the brst step of jet calibration ca®ffset using:

be written generically as: ot
Ojetitower s N pv) = Otowed ;N pv) - A%, )
E_(I:_orrected: E_ngncorrectedé O( N pv, bunch)= (3)

where O(,N py, punch) corrects for the jet offset due to 10The dependence omunch is explicitly allowed for due to the pos-
sibility of pile-up contributions from previous proton-proton bunch

pile-up. . _ . crossings for closely spaced bunches. This will be an important con-
Due to the varying underlying particle spectrum and thesideration for the 201192012 LHC run as the number of bunches is

variation in the calorimeter geometry the jet offset is derivedncreased and the spacing between consecutive bunches is reduced.
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magnetic energy scale. Studying the variation of the offset

200\\J:‘\\\\‘\\\\‘\\\\‘\\\\\\\\\\\\\\\\‘\\\\‘\\-\\
H - track jet

-

_ 180 ; é correction as a function qf5 can establish the system-
i) N ] atic uncertainty of the pile-up correction.

S 1601 1 =10 The criterion to match a track jet to a calorimeter jet with
= C ] _ .

E 140} ] R=06is

2

2120 R( jet, track jed < 0.4, (6)

<

() —

2 100 whereR = () 2+ () 2 The offsetis calculated by
§ 80 measuring the average calorimeterl;Té?t as a function of

Npy and the transverse momentum of the matched track jet,
track jet,
T :
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o

_ jet track jet & jet f, . track jet
Orackjet= EX Npylpr % & EF NEp7°® . (7)

n
o

The referencl[S! = 1 is used.

Both tower and topo-cluster jets at the EM-scale are used.
The most probable value of the calorimeterfgt is deter-
mined from a bt using a Landau distribution convolved with

o) N N
5 4 3 2 -1 0 1 2 3

Fig. 5 Distribution of the number constituent calorimeter towers as

. ack jet .
a function of the jet pseudorapidity for angi-jets withR = 0.6 and a Gaussian for each range M{ o A consistent offset
pF'> 7 GeV. Theblack dotsindicate the average number of tower of nearlyO = 0.5 GeV per vertex is found fof | <k ,1£9-
constituents No systematic trend of the offset as a functiorp&f*/*'is

observed.

_ Figure7 presents the jet-based offset correction as a func-
whereAl®t is the jet area that, for jets built from calorimeter tion of Npy derived with respect mjgi; = 1 for tower and
towers, can be estimated from the constituent tower multopo-cluster based jets using the EM and the EM+JES scale.
tiplicity, Alet = N{S@ers For jets built from topo-clusters, The magnitude of the offset is higher after EM+JES calibra-
the mean equivalent constituent tower multiplici/s = tion (see Figs7c and7d), and the increase corresponds to

N{;fvers) is used'! The small dependencies of the con-the average jet energy correction (see S&8).
stituent multiplicity oan{-et and Npy are neglected in the

correction, but incorporated as systematic uncertainties (s&2 Jet origin correction

Sect.9.7).

The jet offset for jets wittR = 0.6 is shown in Fig6b. Calorimeter jets are reconstructed using the geometrical

centre of the ATLAS detector as reference to calculate the
8.1.4 Track jet based validation and offset correction direction of jets and their constituents (see S6EtThe jet
four-momentum is corrected for each event such that the
Track jets constructed from charged particles originatinglirection of each topo-cluster points back to the primary
from the primary hard-scattering vertex matched to thehard-scattering vertex. The kinematic observables of each
calorimeter jets provide a stable reference that can be usédpo-cluster are recalculated using the vector from the pri-
to measure the variation of the calorimﬁ%?t as afunction mary hard-scattering vertex to the topo-cluster centroid as
of Npy. It is therefore possible to validate the tower-basedts direction. The raw jet four-momentum is thereafter rede-
offset correction and also to directly estimate the pile-up enPned as the vector sum of the topo-cluster four-momenta.
ergy contribution to jets. The origin-corrected pseudorapidity is callegtigin. This
As this method is only applicable to jets within the in- correction improves the angular resolution and results in a
ner detector acceptance, it serves primarily as a cross-chegRnall improvement< 1 %) in the jetpr response. The jet
for the tower-based method discussed above. It can also §&ergy is unaffected.
used, however, to derive a dedicated offset correction that
can be applied to jets at energy scales other than the electr®3 Jet energy correction

11The equivalent constituent tower multiplicity for jets based on topo-The Pnal Stgp of the EM+JES jet calibration restores the re-
clusters is calculated from the location of the calorimeter cells of thecOnstructed jet energy to the energy of the Monte Carlo truth
constituent topo-clusters in the jet. jet. Since pile-up effects have already been corrected for, the
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Fig. 6 Tower offset &) and jet offset lf) at the EM scale as a func- R = 0.6. Only statistical uncertainties are shown. They are typically
tion of the tower or jet pseudorapidity in bins of the number of recon-smaller than the marker size
structed primary vertices. The jet offset is shown for &nfjets with

Monte Carlo samples used to derive the calibration do nothe averaged jet responsjéjg,ﬁ,I is dePned as the peak po-

include multiple proton-proton interactions. sition of a Gaussian bt to theSy/E 1°\ distribution. In
The calibration is derived using all isolated calorimeter.

i o ; ) the same(E{thh, det-bin, in addition, the average jet en-
jets that have a matching isolated truth jet wittih = 0.3. jet ot

. . J g
Here, an isolated jet is debned as a jet having no other j&rgy ,(EEM ) is dgrlved frqm the m'ean of thEgy, d!s
jet tribution. For a given gerbin K, the jet response calibra-

with p7~ > 7 GeV within R = 2.5R, whereR is the dis- | . ety - ) -
tance parameter of the jet algorithm. A jet is debned to b&°" f””Ct'Orj‘efca“hk(EEM) s obta;gted using a bt of the

et .
isolated, if it is isolated with respect to the same jet type, i.ef Efv i+ REw j) values for eaclE,-binj .

either a calorimeter or a truth jet. The btting function is parameterised as:
The Pnal jet energy scale calibration is brst parametrised
as a function of uncalibrated jet energy andHere the de- i Nmax ot i
e - . Ejet — a InEjet i (9)
tector pseudorapidity is used rather than the ongm—correcte'c:i calibk =gm EM

(used by default in physics analyses), since it more di- 1=0

rectly corresponds to a region of the calorimeter. Energy i%vhereai are free parameters, ahhaxis chosen between 1
used rather thap, since the calorimeter responds to en--nd 6 depending on the goodness of the bt
ergy, and asaconsequence, the response curves V\_/hen Shqu'he Pnal jet energy scale correction that relates the mea-
as a function of energy for variousregions can be directly ured calorimeter jet energy to the true energy is then de-
compared. The method to derive this calibration is detaile(i_7 calos : -
ned as AIF caiib(E &Yy in the following:

below.

The EM-scale jet energy response jet
jet EEM

Eemues™ — et — (10)
(8) ) FcalibE )| cec

jet _ jet jet
REM - EEM/E truth

for each pair of calorimeter and truth jets is measured in jet . : Lo
, , jet ) _whereF caib(Egp)| 4 IS the jet response calibration func-
bins of the truth jet energ¥; , and the calorimeter jet

- 1 jet ) tion for the relevant gerbin k.
detector pseudorapidityget.~~ For each(Eqy, ded-bin, The average jet energy scale correctibiF caiipk (E M)

is shown as a function of calibrated jet transverse momen-

12Here, pseudorapidity refers to the original reconstructed jet beforéum for three jet -intervals in Fig 8. In this and the follow-
the origin correction. ing Pgures the correction is only shown over the accessible
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Fig. 7 Jet offset as a function of the number of primary vertices forscale €), and topo-cluster jets at the EM+JES scale Only statistical
several ranges q5*** values in bins of track jepr. The track jet ~ uncertainties from the bt results are shown. Thes are bts using a
offset is derived for calorimeter tower jets at the EM scalg {opo- linear function

cluster jets at the EM scal®), calorimeter tower jets at the EM+JES

kinematic range, i.e. values for jets above the kinematic limiB.4 Jet pseudorapidity correction
are not shown.

The calorimeter jet respons®fy, is shown for various  After the jet origin and energy corrections the origin-correc-
energy- and gerbins in Fig.9. The values of the jet energy ted jet is further corrected for a bias due to poorly in-
correction factors range from aboutl2at low jet energies strumented regions of the calorimeter. In these regions topo-
in the central region to less thamIfor high energy jets in  clusters are reconstructed with a lower energy with respect
the most forward region. to better instrumented regions (see FY. This causes the
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Fig. 8 Average jet energy scale correction as a function of the calFig. 10 Difference between the jet pseudorapidity calculated using an
ibrated jet transverse momentum for three representativiéervals  origin correction and the true jet pseudorapidity in bins of the calorime-
obtained from the nominal Monte Carlo simulation sample. This cor-er jet energy calibrated with the EM+JES scheme as a function of the
rection corresponds  cajip in the text. It is only shown over the ac- detector pseudorapidity ded

cessible kinematic range

9 Jet energy scale uncertainties
for the EM+JES scheme

L I L =
T T T T T T T T T

()]

E 1}ATLAS sgﬂel\l-lgﬂgn Endcap-Forward { H H H . e .

s E Barel Transition Endoap  Transiton . Forward ] The JES systematic uncertainty is derived combining infor-

o 09p E mation from the single hadron response measumesitu

$ 0 si E and single pion test-beam measurements, uncertainties on

g S E LY SRCLLE P 1 the amount of material of the ATLAS detector, the descrip-

% 0.7F - tion of the electronic noise, and the Monte Carlo modelling

= boopoo o o ] used in the event generation. Dedicated Monte Carlo sim-

= 08 E ol Yoo E ulation test samples are generated with different conditions
o.si 040°%" E with respect to the nominal Monte Carlo sample described

B : Ezgg gzx ° E=400GeV 3 in Sect.4.3 These variations are expected to provide an es-

0.4%‘/\‘nt‘i-‘k‘[ ‘R‘:“O]Gf EN‘I+JES o ? timate of the systematic effects contributing to the JES un-

0 05 1 15 2 25 3 35 4 45 certainty. o .
. | The pseudorapidity bins used for the estimate of the JES
det

uncertainty divide the ATLAS detector in the eightegions

Fig. 9 Average simulated jet responsejg,t\,l) at the electromagnetic Specibed in Tabl& and Fig.9.

scale in bins of EM+JES calibrated jet energy and as a function of the  The JES systematic uncertainty for all jets with pseudora-

detector pseudorapidityget. Also shown are the -intervals used to pidity | | > 0.8 is determined using the JES uncertainty for

evaluate the JES uncertainty (see Té})leThe inverse of the response tral b I . 8 <08 b l ith
shown in each bin is equal to the average jet energy scale COI’I’eCti(#ﬂe Cen_ L ) arrel region ( | I § ) a_s abase Ihe, wi )

(F calib) a contribution from the relative calibration of the jets with
respect to the central barrel region. This choice is motivated
by the good knowledge of the detector geometry in the cen-

. o . . tral region, and by the use of pion response measurements in

jet direction to be biased towards the better mstrumenteELe ATgLAS comb)i/ned test—beF;m whie:h used a full slice of

calorimeter regpns. ) ) ) the ATLAS barrel detector, for the estimate of the calorime-
The -correction is derlvr?d as the average dn‘ference[er response uncertainties. The regicd Q| < 0.8 is the
- - L trut H H K . i
= wuth S origin IN (E™, d_et)'b'”s’_ and is peligame- largest fully instrumentefl | region considered where com-
terised as a function of the calibrated jet eneBfi,es  bined test-beam results, used to estimate the calorimeter un-
and the uncorrectedier. The correction is very small (< certainty, are available for the entire pseudorapidity range.

0.01) for most regions of the calorimeter but larger in the = Thijs section describes the sources of systematic uncer-

transition regions. The size of the bias is illustrated as aainties and their effect on the response of EM+JES cali-

function of the detector pseudorapiditysed and EM+JES  brated jets. In Sec®.1, the selection of jets used to derive
calibrated jet energy in Fid.0. Monte Carlo based components of the JES systematic uncer-
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Table 2 Detector regions used for the JES uncertainty estimate 9.2 Uncertainty in the calibration method

region ATLAS detector regions
After the jets in the nominal jet Monte Carlo simulation

| <03 Central Barrel sample are calibrated (see S}, the jet energy angt

03] |<08 response still show slight deviations from unity at lpw.

08| |<12 Barrel-Endcap Transiton  This so-called Onon-closureO refers to a failed consistency
12| |<21 test when the calibration is applied to the same sample from
21| |<28 Endcap which it is derived. This can be seen in Fiy, showing

28| |<32 Endcap-Forward Transition the jet response fgor and energy as a function pﬂ?t for

32| |<36 the nominal Monte Carlo sample in the barrel (a) and end-
36 | |<45 Forward cap (b) and the most forward (c) regions for dntjets with

R=0.6.

Any deviation from unity in the jet energy prr response
tainty is discussed. The contributions to the JES systemati@ter the application of the JES to the nominal Monte Carlo
due to the following effects are then described: sample implies that the kinematic observables of the cali-
brated calorimeter jet are not restored to that of the corre-
. sponding truth jet. Besides approximations made when de-
g' gzltgzgfg:nrli‘;ﬂg:s(es(eze%a' r_iving the calibration (bt qual_ity, parametrisatiqn of calibra-

' . e . tion curve), the non-closure is due to the application of the
4. Physics model and parameters employed in the IVlomgame correction factor for energy and transverse momen-
tum. Closure can therefore only be achieved if the recon-
structed jet mass is close to the true jet mass. If this is not
the case, such as for Igut jets, restoring only the jet energy

Section9.8 discusses how the bnal uncertainties are caland pseudorapidity will lead to a bias in the calibration.
culated. Additional uncertainties such as those for close-byhe non-closure is also affected by jet resolution and by de-
jets are mentioned in Se@.9 and discussed in more detail tails how the Monte Carlo samples are produced in order to

1. JES calibration method (Seét2).

Carlo event generator (Seét5).
. Relative calibration for jets with | > 0.8 (Sect.9.6).
. Additional proton-proton collisions (pile-up) (Seét7).

o Ol

in Sect.17. cover the large kinematic range in jet transverse momentum.
The systematic uncertainty due to the non-closure of the
9.1 Jet response debnition nominal JES calibration is taken as the larger deviation of
the response in either energymy from unity. In the barrel
The average energy of; response, debned as region (03 | | < 0.8) this contribution amounts to about

_ _ ot ot 2% at Iowp?t and less than 1 % chujTEt> 30 GeV. In the
Rt = gy or R D? = p?lp tTr”th, (11) endcap and forward regions, the closure is less than 1 % for
) ) . ) p?t > 20 GeV, and the energy response is within 1 % for jets
is obtained as the peak position from a Gaussian Pt t0 thgi, transverse momentum above 30 GeV. The deviation of
distribution of the ratio of reconstructed energy, respectively,o jet response from unity after calibration is taken as a
pt, for reconstructed and truth jets by matching isolated,, ce of systematic uncertainty.
calorimeter jets to Monte Carlo truth jets as described in

; X X . ; For physics analysis the non-closure uncertainty only
Sect.8.3, but without the isolation cut for truth jets. This

needs to be considered when an absolute jet energy or trans-
is done separately for the nominal and each of the alterngssrse momentum is needed. For analyses where only the de-
tive Monte Carlo samples. Only MC truth jets wigf"" > scription of the data by the Monte Carlo simulation is im-
15 GeV, and calorimeter jets wighy' > 7 GeV after cal-  portant, this uncertainty does not need to be considered.
ibration, are considered. The calibrated resporis! is
studied in bins of the truth jet transverse momenpfﬁﬁth. 9.3 Uncertainty on the jet calorimeter response

The uncertainties are estimated in bing&™", and the
same bins are used to assign an uncertainty to reconstructfle response and corresponding uncertainties for single par-
jets based on its calibrated jet. It was veriPed that most ticles interacting in the ATLAS calorimeters can be used
reconstructed jets stay in tiper bin of the associated truth to derive the jet energy scale uncertainty in the central
jet bin. calorimeter region as detailed in Re2g].

In the ATLAS simulation infrastructure the true calorime-

13The isolation cut for truth jets on the average jet response has Ber energy deposits in each calorimeter cell can be traced to

negligible impact on the average jet response given that truth jets afé1€ particles generated in the collision. The uncertainty in
matched to isolated reconstructed jets. the calorimeter response to jets can then be obtained from
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the response uncertainty in the individual particles consti-

1.1 ———————m —_—

2 C Anti-k, R=0.6, EM+JES, 0.3 < | | < 0.8 ' ] tuting the jet. Then situ measurement of the single particle
g 108 o PYTHIAMCI10 (nominal), E response E response detailed in Re2§] signibcantly reduces the un-
g 1,06 PYTHIA MC10 (nominal), p__ response - certainty due to the limited knowledge of the exact detector
g 1 04k E geometry, in particular that due to the presence of additional
g TF ] dead material, and the modelling of the exact way particles
1.2 E interact in the detector.
1; B The following single particle response measurements are
098f- E used:
0.961- E 1. The single hadron energy measured in a cone around an

F ATLAS simulation ] isolated track with respect to the track momentir()

00 “162 PP “163 10° in the momentum range from® pk< 20 GeV.
P [GeV] 2. The pion response measurements performed in the 2004
combined test-beam, where a full slice of the ATLAS de-
@0.3<|n| <08 tector was exposed to pion beams with momenta between
20 GeV and 350 GeV7g].
% = Anti-k, R=0.6, LEM+JES, 21<n|<28 1 Uncertainties for charged hadrons are estimated from these
& 1.08~ e PYTHIAMC10 (nominal), E response 1 measurements as detailed in R&8][ Additional uncertain-
:];J) 1.06; PYTHIA MC10 (nominal), p._response ties are related to:
§ 1.04 3 1. The calorimeter acceptance for lgy particles that do
< 1.02F - not reach the calorimeter or are not reconstructed in a
1i U E topo-cluster due to the noise thresholds.

;++++ ° ] 2. Calorimeter response to particles wih> 400 GeV
0.981~ E for which the uncertainty is conservatively estimated as
0.96[ - 10 %, to account for possible calorimeter non-linearities
0.4 TEAS simulation, ] and longitudinal leakage.

30 4050 102 2x10? 10° 3. The baseline absolute electromagnetic scale for the
p‘f’ [GeV] hadronic and electromagnetic calorimeters for particles
(0 2.1< |0 <28 in the kingmatic range not measutiaditu. . .
4. The calorimeter response to neutral hadrons is estimated
by comparing various models in EANT4. An uncer-
3 1'15 ' Anﬁ_kt'mo‘s'! Eame Jeé, 56 svln |‘< as ] tainty of 10 % for particles with an enerdy < 3 GeV
a% 1-08; e PYTHIAMGIO (nominal), E response ] and 5 % for higher energies is obtained.
;;,) 1.061- PYTHIAMC10 (nominal), p . response At high transverse momentum, the dominant contribution
& 1.04 - to the calorimeter response uncertainties is due to particles
2 102F E with momenta covered by the test-beam. In the pseudora-
s ] pidity range 0| | < 0.8 the shift of the relative jet energy
T . - E scale expected from the single hadron response measure-
0.98- - ments in the test-beam is up tol %, and the uncertainty
0.96F E on the shift is from 1 % to 3 %. The total envelope (the shift

E ATLAS simulation ] added linearly to the uncertainty) of about 1.5D4 %, depend-

0.94 30 40 50 60 70 ‘162 >ic2  ing on the jet transverse momentum, is taken as the relative

P [GeV] JES calorimeter uncertainty. The calorimeter uncertainty is
T

shown in Sect9.8
(©3.6<[n|<45
Fig. 11 Average simulated jept responsedpen squargsafter the 9.4 Uncertainties due to the detector simulation
EM+JES calibration and jet energy resporfsd €ircles) as a function
of p¥* for the nominal Monte Carlo sample for jets in the centsd ( 9.4.1 Calorimeter cell noise thresholds
endcap lf) and most forwardd) calorimeter regions. Systematic un-
certainties are not shown. Statistical uncertainties are smaller than t

_ "&s described in Sec6.1.], topo-clusters are constructed
marker size

based on the signal-to-noise ratio of calorimeter cells, where
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thenoiseis debned as the RMS of the measured cell energ9.4.2 Additional detector material

distribution in a data taking period without proton-proton

collisions. Discrepancies between the simulated noise arithe jet energy scale is affected by possible deviations in

the real noise in data can lead to differences in the clustehe material description as the jet energy scale calibration

shapes and to the presence of fake topo-clusters. For dates been derived to restore the energy lost assuming a ge-

the noise can change over tirtfewhile the noise RMS used ometry as simulated in the nominal Monte Carlo sample.

in the simulation is bxed at the time of the production ofSimulated detector geometries that include systematic vari-

the simulated data sets. These effects can lead to biasesdtions of the amount of material have been designed using

the jet reconstruction and calibration, if the electronic noiséest-beam measuremeng2], in addition to 900 GeV and

injected in the Monte Carlo simulation does not reRect tha¥ TeV data 82, 83, 89, 90]. The possible additional material

data. Additionally in the MC simulation the noise is gener-amount is estimated from thege situ measurements and

ated from the RMS measured in data assuming a Gaussidea priori knowledge of the detector construction. Specibc

distribution. Monte Carlo simulation samples have been produced using
The effect of the calorimeter cell noise mis-modelling onthese distorted geometries.

the jet response is estimated by reconstructing topo-clust- In the case of uncertainties derived with situ tech-

ers, and thereafter jets, in Monte Carlo using the noise RM8idues, such as those coming from the single hadron re-

measured from data. The actual energy and noise simulatS#0Nseé measurements detailed in S84, most of the ef-

in the Monte Carlo are left unchanged, but the values of th&CtS on the jet response due to additional dead material do

thresholds used to include a given calorimeter cell in a topo?©t @PPly, because situmeasurements do not rely on sim-
ation where the material could be misrepresented. How-

cluster are shifted according to the cell noise RMS measurel& h i iteria of th K selection for the i
in data at one particular time. ever, the quality criteria of the track selection for the sin-

The response for jets reconstructed with the modilaegIe hadron response m.easuremer.n, effectwely only allow
articles that have not interacted in tRé&el and SCT

noise thresholds are compared with the response for jefs . : :
. X fvers of the inner detector to be included in the measure-
reconstructed in exactly the same sample using the defaument

Monte Carlo noise thresholds. . Therefore the effect of possible additional dead material
To further understand the effect of the noise thresholds . .
in these inner detector layers on the calorimeter response to

on the jet response, the noise thresholds were shifted. An,[S needs to be taken into account for particles in the mo-

. ) ) e
increase of each calorimeter cell threshold by 7 % in thénentumrange of thia situsingle hadron response measure-

Monte Carlo simulation is found to give a similar shiftin . This is achieved using a specibc Monte Carlo sam-
Fhe Jet respor?se as using the noise RMSO from data. Ra'fﬂe where the amount of material is systematically varied
ing and lowering the cell thresholds by 7 % shows that theby adding 5 % of material to the existing inner detector ser-

effect on the jet response from varying the cell noise thresh; oo B2). The jet response in the two cases is shown in
olds is symmetric. This allows the use of the calorimeter cel|:ig_ 12

noise thresholds derived from data as a representative sam- gjectrons photons, and hadrons with momeptz

ple to determine the jet energy scale uncertainty and coveksy GeV are not included in the single hadron response mea-
the cases when the data have either more or less noise thgiyements and therefore there is no estimate basevsiio
the simulation. techniques for the effect of any additional material in front
The maximal observed change in jet response is used i the calorimeters. This uncertainty is estimated using a
estimate the uncertainty on the jet energy measurement dg@dicated Monte Carlo simulation sample where the over-
to the calorimeter cell noise modelling. It is found to be be-all detector material is systematically varied within the cur-
low 2 % for the whole pseudorapidity range, and negligiblerent uncertainties4?] on the detector geometry. The overall
for jets with transverse momenta above 45 GeV. The unehanges in the detector geometry include:

certainties assigned to jets with transverse momenta below . . . . .
1. The increase in the inner detector material mentioned

45 GeV are:
above.
1. 1% and 2 % for 20 pjTEI < 30 GeV for antik; jets with 2. An extra Ol radiation lengthX) in the cryostat in front
R = 0.4 andR = 0.6 jets, respectively, of the barrel of the electromagnetic calorimetgr| &
2. 1%for30 p)'< 45 GeV for bothR values. 15).

3. An extra 005 X between the presampler and the brst
layer of the electromagnetic calorimeter.

14Time-dependent noise changes for single cells in data are accountdd An extra 01 X in the cryostat after the barrel of the
for using regular measurements. electromagnetic calorimeter.
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Fig. 12 Average simulated jet response in energygnd inpt (b) as
a function ofp'{Jt in the central region (@ | |< 0.8) in the case of
additional dead material in the inner detecfatlfriangles) and in both
the inner detector and the calorimetevpén squares The amount of

additional dead material is specibed in the text. The response withi

the nominal Monte Carlo sample is shown for comparigaotdircles).
Only statistical uncertainties are shown

9.5 Uncertainties due to the event modelling
in Monte Carlo generators

The contributions to the JES uncertainty from the modelling
of the fragmentation, the underlying event and other choices
in the event modelling of the Monte Carlo event generator
are obtained from samples based obPAEN+HERWIGH
JMmMY and the RTHIA PERUGIA2010 tune discussed in
Sect.4.

By comparing the baseliney®HiA Monte Carlo sam-
ple to the FTHIA PERUGIA2010 tune, the effects of soft
physics modelling are tested. The®RUG1A2010 tune pro-
vides, in particular, a better description of the internal jet
structure recently measured with ATLAS]] The ALPGEN
Monte Carlo uses different theoretical models for all steps
of the event generation and therefore gives a reasonable es-
timate of the systematic variations. However, the possible
compensation of modelling effects that shift the jet response
in opposite directions cannot be excluded.

Figure13shows the calibrated jet kinematic response for
the two Monte Carlo generators and tunes used to estimate
the effect of the Monte Carlo theoretical model on the jet en-
ergy scale uncertainty. The kinematic response for the nom-
inal sample is shown for comparison. The ratio of the nom-
inal response to that for each of the two samples is used to
estimate the systematic uncertainty to the jet energy scale,
and the procedure is further detailed in S&c8.

9.6 In situintercalibration using events
with dijet topologies

The response of the ATLAS calorimeters to jets depends on
the jet direction, due to the different calorimeter technology
and to the varying amounts of dead material in front of the
ﬁalorimeters. A calibration is therefore needed to ensure a
uniform calorimeter response to jets. This can be achieved
by applying correction factors derived from Monte Carlo
simulations. Such corrections need to be validateditu
given the non-compensating nature of the calorimeters in
conjunction with the complex calorimeter geometry and ma-

5. Extra material in the barrel-endcap transition region in[erial distribution
the electromagnetic calorimeter.8¥ < | | < 1.52). An

increase of B times the nominal simulated material is js studied by comparing the transverse momenta of a well-
adopted.

The uncertainty contribution due to the overall additional

The relative jet calorimeter response and its uncertainty

calibrated central jet and a jet in the forward region in events
with only two jets at high transverse momenta (dijets). Such
techniques have been applied in previous hadron collider ex-

detector material is estimated by comparing the EMHE%eriments 14, 15).
jet response in the nominal Monte Carlo simulation sample
with the jet response in a Monte Carlo simulation sampley 6.1 |ntercalibration method using

with a distorted geometry (see Fit2). This uncertainty is

a bxed central reference region

then scaled by the average energy fraction of electrons, pho-
tons and high transverse momentum hadrons within a jet akhe traditional approach for-intercalibration with dijet
a function ofpr.

events is to use a bxed central region of the calorimeters
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Fig. 13 Average simulated response in energy énd inpt (b) as

a function oprTet in the central region (@ | | < 0.8) for ALP-
GEN+HERWIG+JIMMY (open squargsand PrTHIA with the PERU-
GIA2010 tune full triangles). The response of the nominal Monte
Carlo simulation sample is shown for comparisfull(circles). Only
statistical uncertainties are shown

as the reference region. The relative calorimeter response :{:\é

jets in other calorimeter regions is then quantibed bypthe

balance between the reference jet and the probe jet, exploit-

ing the fact that these jets are expected to have guudlie
to transverse momentum conservation. phebalance can
be characterised by the asymmetrydebned as

probe & f
_Pr SpT
- avg d

P

A (12)

with p29= (pP"°®4 prefy/ 2 The reference region is cho-

sen as the central region of the barie|:< 0.8. If both jets

The asymmetry is then used to measure dmtercalibra-
tion factorc for the probe jet, or its response relative to the
reference jet [t, using the relation

probe
PT

ref
PT

2+ A
= = = 1/c.
28A ¢

(13)

The asymmetry distribution is calculated in bins of jet
detandps’%: The bins are labeleidfor each probe jet get
andk for eachp$'®-bin. Intercalibration factors are calcu-
lated for each bin according to EQ.3):

_ 28 Aik

C- - 71
ik 2+ A

(14)
where the Ajx is the mean value of the asymmetry distri-
bution in each bin. The uncertainty oA is taken to be
the RMS/ N of each distribution, wher8l is the number
of events per bin.

9.6.2 Intercalibration using the matrix method

A disadvantage with the method outlined above is that all
events are required to have a jet in the central reference re-
gion. This results in a signibcant loss of event statistics, es-
pecially in the forward region, where the dijet cross section
drops steeply as the rapidity interval between the jets in-
creases. In order to use the full event statistics, the default
method can be extended by replacing the OprobeO and Oref-
erenceO jets by OleftO and OrightO jets debrfédas" o,
Equations {2) and (L3) then become:

& . right
pllt_aft IS p_rrlg

A= g and
p
T (15)
i pITeft _ Crlght_ 2+ A
Ir= "Tight — deft — 23 A’
Pr

here the ternrR denotes the ratio of the responses, and
ft and ¢t are the -intercalibration factors for the left
and right jets, respectively.

In this approach there is a response ratio distribution,
Rijk , whose average valuRjx is evaluated for each®f-
bini, "9"-binj andpS'®-bink. The relative correction fac-
torck for a given jet -bin and for a bxeg$'%-bin k, is
obtained by minimising a matrix of linear equations:

S(Cik, - .-, CNk)
N jS1
j 1 } 2
= ——=— Cik Rjk S Gk

R + X(cik), (16)
j=1i=1 I

fall into the reference region, each jet is used, in turn, as the

reference jet. As a consequence, the average asymmetryvdereN denotes the number ofbins,

the reference region will be zero by construction.

@ Springer
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tistical uncertainty ofRjjx - and the functiorX(cix) is used
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to quadratically suppress deviations from unity of the av9.6.4 Comparison of intercalibration methods

erage corrections The -bins are assumed to be ordered o _ _ _
such that ; < i+1. Note that if the jet response does not The relative jet response obtained with the matrix method

vary with , then the relative response will be unity for eachiS compared to the relative jet response obtained using the
( lefts right)-bin combination (see EqL8)). A perfect mini- method with a Pxed reference region. Figareshows the

left: . ’ . : : avg|.
mizationS = 0 is achieved when all correction factors equali€t response relative to central Ja%tgslc(). for two py*-bins,

unity. 30 p=9< 40 GeV and 60 p$'9< 80 GeV. These re-

The minimisation of Eq.16) is done separately for each Sults are obtained for a reference regioh ¢ | < 0.6 and
p3"9-bin k, and the resulting calibration factarg (for each therefore not directly comparable to the results discussed be-

jet -bini) are scaled such that the average calibration factdPW where 01 | | < 0.8 is used. The matrix method has

in the reference regioh | < 0.8 equals unity. a higher statistical precision relative to the bxed reference
method for lowp, since in this region the dijet cross section

9.6.3 Selection of dijet events is particularly large for large pseudorapidity separations.

The response observed using the bxed reference region
Events are retained if there were at least two jets above th@ethod is compatible with those obtained using the matrix
jet reconstruction threshold ‘Ter > 7 GeV. The event is method® These results are representative of all the phase
rejected if either of the two leading jets did not satisfy thespace regions studied in this analysis and the matrix method
standard jet selection criteria (see S@gt. is therefore used to give the Pnal uncertainty onithsitu
Events are required to satisfy a speciPc logic using a-intercalibration due to its higher statistical precision.

central or a forward jet trigger, which select events based ) ) ) _
on jet activity in either the central (| < 3.2) or the for- 9.6.5 Comparison of data with Monte Carlo simulation

StFigure15 shows the relative response obtained with the ma-
where the jet is in either of the two jet trigger regions: rix method as a function of the jet pseudorapidity for data

and Monte Carlo simulations in fou2'? regions. The re-
central-central, central-forward and forward-forward con- . T 9 . .
sults are normalized such that average relative response in

Pgurations. The requirements are chosen such that the trlp-| < 0.8 equals unity, both for data and Monte Carlo simu-
ger efbciency, for a specibc regionpﬁ'g, was greater than lation ©eq ’

0, I i -
99 % and approximately {3at as a function of the pseudora The response in data is reasonably well reproduced by the

idity of the probe jet. -
pIcY P ] Monte Carlo simulations fo[nJTet > 60 GeV, with the Monte

To cover the regiop3'9< 45 GeV, events triggered b . : . .
glomr 99 y Carlo simulation and data agreeing typically better than 2 %

the minimum bias trigger scintillators were used. To en-, . .
hance events which have only two jets at hjgh the fol- in the central region|(| < 2.8) and 5010 % (depending on

lowing selection criteria are applied: p39 in the forward region|(| > 2.8). At lower values of
’ pT, the data do not agree as well with the Monte Carlo sim-

p39> 20 GeV, ( juj2)> 2.6rad (17)  ulations and the Monte Carlo simulations themselves show
a large spread around the data. For 2p5"9< 30 GeV,
the Monte Carlo simulation deviates from the data by about

where j denotes théth highestpt jet in the event and 10 % for| | > 2.8, with the different Monte Carlo simu-
( j1,j2) is the azimuthal angle between the two Ieading'at'ons predicting both higher and lower relative responses
jets. than that observed in the data.

The lowestp$'-bins are likely to suffer from biases. At The main differences, due to residual Iqy-jet effects
very low p$vg, it is expected that this technique may not (see Sect9.6.3, occur between PraiA with the MC10 or
measure accurately the relative response to jets, because Ii§ FERUGIAtune on one side andRGENHERWIG++o0n
assumption of dijet balance at hadron level may start to failthe other. The differences therefore apparently refSect a dif-

First, there are residual lopt jet effects since the selec- ference in physics modelling between the event generators.

tion criterion on the third jet, which is used to suppress the avl;igure 16 shows the relative response as a function of
. The distributions are shown for jets in the regiof 1

unbalancing effects of soft QCD radiation, is not as efpcienP T

due to the jet reconstruction threshold of 7 GeV. Second, the | < 21 and also for those in the region63 | | < 4.5.
jet reconstruction efbciency is worse for lqw-jets. Again, the regponsg is reasonably well desgrlbed by the
Monte Carlo simulation for all calorimeter regions at high

pTt and the more central region at Iqwy.

pr(js) < max 0.15p7"%, 7 GeV, (18)

15X (cik) = KNSL Mgy § 1)2 is dePned withK being a con-
stant andNpins being the number of-bins (number of indices). This _—
term prevents the minimisation from choosing the trivial solution: all 1°As discussed in Se®.6.3 even for an ideal detector the asymmetry,

cik equal to zero. The value of the constadhtdoes not impact the and hence the relative response, is not expected to be exactly Rat due

solution as long as it is sufbciently largé ( 10°). to the effects of soft QCD radiation and other soft particle activities.
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1.2 e e e ey most likely due to the different parton shower modelling.
I ATLAS Data 2010 Anti-k, R=0.6, EM+JES o . :
o 3 avg 1 This is also conbrmed by the observation that differences of
@ 1 4f30=p; " <40GeV - ; ; j b truth e
s 't ] the calorimeter response to jets evaluateqbé p 1 be
§ F N 1 tween FrTHIA and HERwIG are rather small. The observed
é 1 e e ] differences are therefore due to the modelling of the addi-
5 B - —— _,4 tional parton radiation and not due to the modelling of the
209 71 jetfragmentation.
[ ] The uncertainty on the relative response is taken to be
0.8 , . . ., . 7 Mayixmetpd 1  the RMS deviation of the Monte Carlo predictions from the
° 1-2*‘\HH\HH\HH\H*wHH\HH\HH\H“\I“ data. At highpt, where the spread of Monte Carlo simula-
S 1.1 - oo : o . . ;
o e T L i tion predictions is small, the uncertainty mainly re3ects the
| e SRS £ , ) : )
0.9 t - true difference between the response in data and simulation.
o@locle bl e b At low pt and largg |, the uncertainty mainly reRBects the
4 3 2 -1 0 1 2 3 4 : . :
Nyt physics modelling uncertainty, although the detector-based
avg differences between data and simulation are also accounted
(a) 30 < pr° <40 GeV - . .
T for. Other uncertainty sources, such as trigger selection or
12 the QCD radiation suppression using the third jet, are either
2T e e e < ) . i )
| ATLAS Data 2010 Anti-k, R=0.6, EMH+JES negligible, or included in the total uncertainty assigned from

L1

the spread of Monte Carlo predictions around the data.
Figure 17 shows the uncertainty in the jet response, rel-

ative to jets in the central regioh| < 0.8, as a function

of the jetpt and| |. The JES uncertainty, determined in

the central detector region using the single particle response

and systematic variations of the Monte Carlo simulations, is

transferred to the forward regions using the results from the

1 1;<aOSij9<soGev

Relative response

HHXHHX|HH1

o
©
T

08 . ... .37 Mayixmethod 7 dijet balance. These uncertainties are included in the bnal
.(% 1121\\\\\\\\\ uncertainty as follows:
o v v 1. The total JES uncertainty in the central regioB 0
0.9 | | < 0.8is kept as a baseline.
0.8% Lt - é - é - ‘-‘1‘ - ‘c‘>‘ - ‘1 - é - :L, - ‘J,‘ ‘ 2. The uncertainty from the relative intercalibration is taken
e as the RMS deviation of the MC predictions from the
(b) 60 < pT* < 80 GeV data and is added in quadrature to the baseline uncer-
tainty.

Fig. 14 Relative response of arki- jets with R = 0.6 calibrated
with the EM+JES scheme,/d, as a function of the pseudorapid- 1h€ measurementsa\f/ire performed for transverse momenta
ity measured using the matrix and pxed central reference regiomn the range 20 py 9< 110 GeV. The uncertainty for

-intercalibration methods. Results are presented for two bins Oj‘ets with pt > 100 GeV is taken as the uncertainty of
p2% 30 p29< 40 GeV measured in minimum bias dat, (and ; L 17 o

T g Y ) Ses TETh the last availablgt-bin.* The uncertainties are evaluated
60 p7 °< 80 GeV measured in data collected using jet triggbjs ( telv for iet tructed with dist ¢
The lower part of the Pgureshows the ratio of the two methods. The separately for jets recons ru_c ed wi Istance par(.:lme ers
central reference region isD | | < 0.6. Only statistical uncertain- R = 0.4 andR = 0.6, and are in general found to be slightly
ties are shown larger forR = 0.4 (not shown).

Figure18 shows a summary of the-intercalibration re-

sults and the associated intercalibration uncertainty calcu-
lated as detailed above, as a function of|jgtfor two rep-

: : L __resentative?'>-bins.
The Monte Carlo simulation predictions for the relative jet

response diverge at low values pf" (see Fig.15). The 9.7 Uncertainties due to multiple proton-proton collisions
data themselves lie between the different predictions. The

uncertainty on the relative jet response must re3ect this disFhe offset to the jet transverse energy due to pile-up interac-
agreement because there isapriori reason to believe one tions can be measured at the EM scale from the average en-
theoretical prediction over another. The differences in the jet

pr balance are already visible when comparing the two SIM17his is justiped by the decrease of the intercalibration uncertainty

ulations using partons only (switching of the hadronisationith pr, but cannot completely exclude the presence of calorimeter
process and using no detector simulation) and are thereforen-linearities for jet energies above those used for the intercalibration.

9.6.6 Total uncertainties in the forward region
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Fig. 15 Relative jet response,/d, of antik; jets with R = 0.6
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of each bgurshows the ratio of Monte Carlo simulation to data. The

as a function of the jet pseudorapidity measured using the maresults are normalized such that average relative resporisp<n0.8

trix

ergy in calorimeter towers in minimum bias events. The unditional vertex at the EM+JES scale. Since the jet pile-up
certainty in the pile-up corrections can be obtained by varyeffset was about 500 MeV before correction, even with this
ing certain analysis choices and by studying the jet responsmnservative estimate the application of the offset correc-
with respect to the transverse momentum of track jets as tion represents an improvement of a factor of bve obtained

-intercalibration method in bins of the average of the two
leading jets §) 20 p39< 30 GeV, b) 30 p3”< 45 GeV,
(©) 60 p59< 80 GeV and 80 p$'?< 110 GeV. Thelower part

function of the number of primary vertices.

9.7.1 Jet offset correction uncertainty from track jets

equals unity, both for data and Monte Carlo simulation. Only statistical
uncertainties are shown

over the systematic bias associated with pile-up effects on

the calorimeter jept without pile-up correction.
The full offset correction shows reasonable closure, i.e.

little dependence oMpy after pile-up offset correction,

The systematic uncertainty in the jet offset correction cawhen using the actual constituent tower multiplicity directly

be evaluated using track jets. Figufeshows the variation (tower-based) and a slight under-correction using the av-
of the offset among the various rangepdf*“’®. From the

offset spread an uncertamty on the correction can be derived.

It is approximately (OEM

track je

track jet

) < 100 MeV per additional
vertex at the EM scale andOEMHES) < 200 MeV per ad-

erage constituent multiplicity in the jet (jet-basé8)Fig-

185ee Sect8.1.3for debnition of tower-based and jet-based pile-up
offset corrections.
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Fig. 16 Relative jet response,/d, of antik; jets withR = 0.6 as  p; > 45 GeV, the data are collected using the calorimeter trigger
a function ofp-&F"g found using the matrix -intercalibration method stream. Thdower part of each bgurshows the ratio of Monte Carlo
for(@ 1.2 | |<2landp)3.6 | |<45. Forp?9< 45Gev, simulationto data. Only statistical uncertainties are shown

the data are collected using the minimum bias trigger stream. For
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Fig. 17 Fractional response uncertainty for aktijets withR = 0.6 in situ technique as a function qjjTet for various| |-regions of the
calibrated with the EM+JES scheme as obtained from the dijet balancealorimeter §) and as a function df | in variousp?t bins )

ure 19a shows the tower-based correction applied to toweR. There is a systematic underestimation of the average
jets at the EM scale as a function of the reconstructed vertex tower multiplicity in jets due to the effect of pile-up or

multiplicity. The tower-based correction exhibits a closure due to differences in the jet transverse energy distribu-
consistent with zero slope E,J'Tet as a function oNpy. Fig- tion in the derivation and the validation of the pile-up

ures19% and19c show the jet-based correction applied to correction.

both tower jets and topo-cluster jets, respectively. The use . o
of the jet-based offset correction slightly under-corrects for9 7.2 Jet offset correction uncertainties
the effect of pile-up for jets constructed frobmth towers
andtopo-clusters.

The implication of this observation is two-fold:

The contributions to the jet offset correction uncertainty are
estimated from studies that account for:

1. The effect of variations of the trigger selection on the
1. There is no signibcant difference in the sensitivity of measured non-noise-suppressed tower energy distribu-
topo-cluster jets to pile-up as compared to tower jets. tion that is input to the offset correction.
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Fig. 18 Average jet response for arlti-jets withR = 0.6 calibrated 45 GeV @) and 80D110 Ge\b]. The resulting systematic uncertainty
with the EM+JES scheme measured relative to a central reference jebmponent is shown as shaded bandaround the data points. The
within | | < 0.8 using the matrix method in data and various Monte errors barson the data points only show the statistical uncertainties

Carlo generator samples as a function dffor p$vg in the ranges 30D

2. The variation witkpﬁBt andNpy of the tower multiplicity — age offset of 38 GeV/vertex (see TabW) the uncertainty
in jets based on topo-cluster$. (Otower-based = 100 MeV per verteX? The resulting to-

3. The variation of the offset correction derived from tracktal uncertainty is a factor of Pve smaller than the bias at-
jets as a function of the number of primary vertices fortributable to pile-up ( 500 MeV per vertex) even with this
various values of track jedr. conservative systematic uncertainty estimation.

4. The residual dependence of the corrected calorimeter jet The offset correction for jets based on topo-clusters re-
energy for calorimeter jets matched to track jets as @eives an additional uncertainty due to the average tower
function of the number of primary vertices. multiplicity approximation. This contribution is estimated to

The JES uncertainty is estimated by adding all uncertainntroduce a 20 % uncertainty in the constituent tower multi-
ties in quadrature, including the one from the non-closure oPlicity by comparing jets in events witNpy = 1D3 and for

. A . track jet .. . . . .
the correction. The track jet method can be used only ughe Pve highespy"**-bins. This estimation translates di-
to| | = 1.9, since a full coverage of the jet area by therectly into a 20 % uncertainty on the jet-based offset. The

tracking acceptance is needed. Beydnfi= 1.9, the di- resulting systematic uncertainty on jets corrected by the off-
jet balance method detailed in SeBt6 is used. This ap- Set correction is estimated to beOetPasey 160 MeV
proach compares the relative jet response in events wither vertex; a factor of three smaller than the bias due to
only one reconstructed vertex with the response measurgile-up.

in events with several reconstructed vertices. The dijet bal- Figure20shows the relative uncertainty due to pile-up in
ance method yields uncertainties similar to those intrinsic tehe case of two measured primary vertices. In this case, the

the method also in the caselof < 1.9. uncertainty due to pile-up for central jets with = 20 GeV
Table3 gives the contribution of each source of system-and pseudorapidity | 0.8 is about 1 %, while it amounts

atic uncertainty in percent to the average offset correctiofy ahout 2 % for jets with pseudorapidityl2 | | < 2.8

which is given in Tablet. and to less than.8 % for all jets with| | 4.5. In the case

For jets based on towers the total systematic uncertaintys three primary verticedNpy = 3, the pile-up uncertainty
is signibcantly larger than the validation of the correctiong approximately twice that dilpy = 2, and with four pri-
using track jets indicate (2 % in Tab®. The larger of the a1y vertices the uncertainty for central, endcap and for-

two individual uncertainties (21 % and 16 % in TalB)eis ward jets is less than 3 %, 6 % and 8 %, respectively. The
therefore adopted. This yields for the correction of the averig|ative uncertainty due to pile-up for events with up to bve

19This is determined from the variation in tower multiplicity for
Npy = 1 in jets matched to track jets with 25pt < 30 GeV as com-  2Using twice the RMS of the variation in the closure test yields a
pared toNpy = 4 in track jets with 35 pt < 40 GeV. similar value.
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Fig. 19 Jet residual offset measured at the EM scale after pile-ugowers) p) and topo-cluster jets corrected with the jet-based offset
correction using the most probable vaIEéS‘ obtained from a bt to  correction (using the average number of equivalent constituent tow-
a Landau+Gauss distribution for various bins in track jet transvers€rs) €). The axis ranges are identical to Figfor ease of comparison.
momentum 3% as a function of the primary vertex multiplic- 1€ Jét offset is given for ant; jets at the EM scale witk = 0.6.

ity: tower jets corrected with tower-based offset correction (using thé2n!Y the statistical uncertainties of the bt results are shownlifies
actual number constituent towersy),(tower jets corrected with the aré Pts using a linear function

jet-based offset correction (using the average number of constituent

additional collisions becomes less than 1 % for all jets with9.7.3 Out-of-time pile-up
p?t > 200 GeV. The pile-up uncertainty needs to be added
separately to the estimate of the total jet energy scale unceThe effect of additional proton-proton collisions from pre-

tainty detailed in Sec®.8 vious bunch crossings within trains of consecutive bunches
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Table 3 Summary of systematic uncertainties associated with theshown in Table4. The tower-based correction uses the actual number
offset correction for both the tower-based offset applied jet-by-jet toof towers for each jet, while the jet-based offset uses an average tower
tower jets and the jet-level offset applied to topo-cluster jets. The unmultiplicity (see Sect8.1.1)

certainty is expressed as a percentage of the average offset correction,

Systematic Tower-based offset Jet-based offset Comments

Trigger selection 16 % 16 % MBTSvs. Jet triggers

Tower multiplicity variation o) 20 % N ers Vs, pIe* et andNpy
piacki®yariation 21% 22% Variation of 100 MeV/vertex
Total (quadrature sum) 26 % 34 % Assumes uncorrelated errors
Closure of tack jet validation 2% 35% Determined from average

Table 4 Variation of the calorimetelE%fet with pile-up for several bins  the tower-based offset correction. Tower-based corrections are applied
in track jetpt. Slopes are given in GeV/vertex at the electromagneticto tower jets and jet-based corrections are applied to topo-cluster jets.
scale for each primary vertex from additional proton-proton collisionsThe reported uncertainties are purely statistical

in the event, and represent the slope of the jet offset before and after

Track jetpT Tower jets [GeV/vertex] Topo-cluster jets [GeV/vertex]
Before After Before After

20D25 GeV ®B5+ 0.02 006+ 0.02 050+ 0.02 019+ 0.02
25D30 GeV @17+ 0.02 000+ 0.02 047+ 0.02 016+ 0.02
3035 GeV @19+ 0.03 001+ 0.03 047+ 0.03 017+ 0.03
35D40 GeV @12+ 0.03 $0.08+ 0.03 041+ 0.03 012+ 0.03
40D45 GeV B1+ 0.05 001+ 0.05 048+ 0.05 018+ 0.05
45D50 GeV @12+ 0.06 $0.07+ 0.06 041+ 0.06 012+ 0.06
Average 048+ 0.02 $0.01+ 0.02 046+ 0.02 016+ 0.02

2 008 SRR ~]  9.7.4 Pile-up corrections applied
= r Anti-k, R=0.6, EM+JES, NPV = 2 ] .
8 C ] to jet shape measurements
3 0.025—, e 0.3<|n<0.8 =
c r .
2 0 ozi 2.1< [ <2.8 E The measurement of internal jet properties like the energy
T T L 36<n| <45 ] Row inside jets can be made considerably more difpcult in
% 0015 = the presence of additional proton-proton collisions. The ap-
% - 3 plicability of the tower-based offset presented in S8ct.1
2 o001 o ATLAS 3 to correct the mean jet energy can also be tested on the in-
r e ] ternal jet shape measurements.
0.005| ~° I — The offset correction is applied to the measurement of the
. — 3 differential jet shape foR = 0.6 tower jets, as described in
s Lo ‘12 ‘tﬁm Py -\3 A . Ref [3]
30 40 102 2x10 10°  2x10 . . . )
0 [GeV] The jet shape variable used(r), is debned as:
s
| fi le-up for akt h ar) = !
Fig. 20 Relative JES uncertainty from pile-up for afti-jets wit = & Z >
R = 0.6 in the case of two measured primary verticdsy = 2, for [(r + 1l 2) S (r Sl 2) ]
central (03 | |< 0.8, full circles), endcap (4 | |< 2.8, open pr(r S+ L)
square} and forward (36 | | < 4.5, full triangles) jets as a function . ! 2 , (19)
of jet p*! pT1(0,0.7)
wherer = (d) 2+ (d) 2 is the distance of the jet con-

stituents to the jet four-momentum vector and the angled
brackets denote an average over all jptgb, c) is the sum
(out-of-time pile-up) has been studied separately. The effeqif the pt of all towers with an opening angle R <c
is found to be negligible in the 2010 data. with respect to the jet axis, and = 0.1.
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This debnition differs from the canonical jet shape vari- % 10k ——One-Vertex Events ]
able (r) [3]in two important ways. First, by normalising ; *mgﬁgg; Ezgz;z corected ]
to area, the variable measures an energy density. Therefore, 'F ... 1.2<]y|<2.1, 60< pf‘<8o GeV 3

a(r) will approach an asymptotic value far from the jet 10'F mnan 1
axis. The level of the asymptote is related to the energy den- ] 0_2; ATLAS “*“—*—_‘__*__ a
sity in the calorimeter and is measurably higher in events ¢ Data 2?19 _ | —*—‘_‘__‘_‘—‘_‘—
with pile-up. Second, all towers are included in the dePni-"i_ ] 1
tion. This allows an examination of energy outside of the jetz" B
cone, in some sense measuring Oenergy RBowO around theJet 1T s e ey
axis. - 08 1

Figure21depicts 2(r) with and without a correction of \ZO/ Y R W R v S— e ] T2
the tower constituent energy for the mean energy inducecE r
by pile-up interactions as representative examples. In events )
with two (three) reconstructed vertices, differences in this (a) Comparison of Npy= 1 and Npy=2
particular jet shape variable of up to 35 % (70 %) just out-

;ide th.e jet(> 0.6) and 20 % (40 %) near the nominal % job— — One-Vertex Events ]
jet radius € = 0.6) are observed. The bulk of the shape Three-Vertex Events 3
(0.1 r< 06) is restored to that observed in events with J— '*'Igg;l’;ﬁ?’ég;’iﬂfiég°gee\‘jted 3
only a single interaction, in both the coneq 0.1) and the 107F s T E
periphery ¢ > 0.6) of the jet. 102F ATLAS e ]

The results demonstrate that the tower-based offset cor- o[ Data 2010 e ]
rection can be applied on a Pne scale granularity and is valid 15b ‘ ]
both inside andhearijets. =

: 1frngrnaeazzezz s e LT rrrr LR
9.8 Summary of jet energy scale systematic uncertainties c'?i 05k E
< 0 o2 04 T oe o8 1 12

The total jet energy scale uncertainty is derived by consider—%
ing all the individual contributions described in the previous ©
sections. In the central regioh { < 0.8), the estimate pro-
ceeds as follows:

1. For eacrpjTet and bin, the uncertainty due to the cali-
bration procedure is calculated as described in Se2t.
for both jet energy angt response. For each bin, the

r
(b) Comparison of Npy= 1 and Npy=3

Fig. 21 Measured sunpt in annuli around the jet axis, divided by
the totalpt around the jet withinR = 0.7 of the jet axis and nor-
malised by the area of each annulus as a function of the distance of
the jet constituent to the jet axis. The shapes of jets in the rapidity
ange 12 | y| < 2.1 are compared, before and after the offset correc-

maximum deY'aﬂon from unity between the energy ar‘({ions, in events with one and two reconstructed vertigdsand one
pT response is taken as the Pnal non-closure uncertaintynd three reconstructed verticds.(The corrected distribution is also

function of jet andpt from the propagation of single
particle uncertainties to the jets, as detailed in S2&.

. Sources of uncertainties estimated using Monte Carlo
samples with a systematic variation are accounted as fol-
lows:

(a) the response in the test samBlgy and the response
in the nominal sampl& ,om is considered as a start-
ing point for the estimate of the JES uncertainty. The
deviation of this ratio from unity is debned as:

1§ Rvar(p!?t,

R nom(p!?t,

jet
JES DJT )

(20)
4,
This deviation is calculated from both the energy and

pT response, leading to JEES(pjTet, ) for the devia-

tion in the energy response, and t(‘jggp’ft, ) for
the deviation in the transverse momentum response.

@ Springer

. The calorimeter response uncertainty is estimated ass@own (ull triangles). Note that the single vertex datul{ circles)
are partially hidden behind the corrected multi-vertex data. Anjgts

with R = 0.6 reconstructed from calorimeter towers are used and cali-
brated with the EM+JES scheme

(b) The larger jgsin each bin derived from the jet en-
ergy or transverse momentum response is considered
as the contribution to the Pnal JES systematic uncer-
tainty due to the specibc systematic effect:

jet
T

(21)

E jet

jet — pT
JESPT.| | =max FesPT, . JesP

The estimate of the uncertainty contributions due to addi-
tional material in the inner detector and overall additional
dead material are estimated as described in the previous
step. These uncertainties are then scaled by the average
fraction of particles forming the jet that hage< 20 GeV
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(for the inner detector distorted geometry) and by the av-z 0-12p—————1 T T T T
. . . . . c - Anti-k, R=0.6, EM+JES, 0.3< |n | < 0.8, Data 2010 + Monte Carlo incl jets
erage fraction of particles outside the kinematic range ofg B ,

. > . S 0.1 ALPGEN+HERWIG+JIMMY Noise thresholds —
the single hadron responsesitu measurements (for the ¢ T X JES calibration non-closure PYTHIA PERUGIA2010 ]
overall distorted geometry). S (.08[— Snole partice (calormeten) = Addional dead material

ﬁ VoI ota uncertainty i
For each(p’®, ) -bin, the uncertainty contributions from  § oock ]
the calorimeter, the jet calibration non-closure, and systems ¢ ATLAS .
atic Monte Carlo simulation variations are added in quadra<}) 0,045 ]
ture. . w
For pseudorapidities beyohd > 0.8, the -intercalibra- § 0024 ¢ —pe 00 -
3] rd o 4@ § 9
tion contribution is estimated for each pseudorapidity bin in € A ST T
the endcap region as detailed in Sex6.6 The pseudo- ol =
o L S . 30 40 102 2x10? 10°  2x10°
rapidity intercalibration contribution is added in quadrature 0 [GeV]
to the total JES uncertainty determined inth8 4 | < T
0.8 region to estimate the JES uncertainty for jets Wifh> (2)0.3<[n|<0.8
0.8, with the exception of the non-closure term that is taken
from the specibc -region. For IowpJet this choice leads x 0.12 ; T ; ]
c i-k, R=( -+ 1< <2. + incl j
to partially double counting the contribution from the dead g [ Atk R=06, EMHES, 2.1 In| <28, Data 2010+ Monte Garlo incljets
Gg 0.1 ALPGEN+HERWIG+JIMMY Noise thresholds —
material uncertainty, but it leads to a conservative estimat - JES calbration non-closure  +  PYTHIA PERUGIA2010]
in a region where it is difbcult to estimate the accuracy off 0.085 ° Single partcle (calorimeter) = ¢dd:tij>£gu dead material
the material description. g r ©  Intercaliration W Total JES uncertainty ~J
The contribution to the uncertainty due to additional £ g5 -
proton-proton interactions described in Sex is added g‘ C . ATLAS ]
separately, depending on the number of primary vertices ind 0.04— -
the event. In the remainder of the section only the uncer-g C ° "5
tainty for a single proton-proton interaction is shown in de-% 0-02_—; i - ) 2 2 2" Z Z % % % %
- = X
tall'. ) ) w oL X X QAz ; R IR
Figure22 shows the bnal fractional jet energy scale sys- 30 40 102 2x10? 10°
tematic uncertainty and its individual contributions as a pijt [GeV]
function ofp‘Tet for three selected regions. The fractional ®2.1< 0| <28
JES uncertainty in the central region amountsto 2 % to 4 % T '
for p'' < 60 GeV, and it is between 2 % and52s for 60 025
. . i ‘Bn . C T
pj{-et < 800 GeV. For jets Wlﬂ'p!;-et > 800 GeV, the uncer- = [ Antik,R=0.6, EM+JES, 3.6< 1| <45, Data20‘10+MomeCar\o incl jets
tainty ranges from 3 % to 4 %. The uncertainty amounts % 0 2? ALPGEN+HERWIG+JIMMY Noise thresholds .
. iet o &[T X JES calibrati -cl e PYTHIA PERUGIA2010 —_|
to up to 7 % and 3 %, respectively, fpf < 60 GeV and § F o Single paricle (calorimeter) = Adcitional dead material|
p?t > 60 GeV in the endcap region, where the central un-§ ), - © [Intercaliration [ Total JES uncertainty . -
certainty is taken as a baseline and the uncertainty due té C ]
. . . . . [ - .
the intercalibration is added. In the forward region, a 13 % 7 018 ATLAS ]
uncertainty is assigned f@'® = 20 GeV. The increase in @ r ]
the uncertainty is dominated by the modelling of the soft s T 005: o ]
physics in the forward region that is accounted for in the % FE o E
intercalibration contribution. This uncertainty contribution £ C g é ® ‘5 3 ¥ ? %:
. . . 0 1 1 1 1 1 1 1
is estimated conservatively. ' . 30 40 50 6070 102 210
Table5 presents a summary of the maximum uncertain- Pt [GeV]
7

ties in the different regions for antik; jets withR = 0.6
and with pJEt of 20 GeV, 200 GeV and.h TeV as exam-
ples.

The same study has been repeated for lanjets with

certainty is comparable to that obtained for datjets with
R = 0.6. The JES uncertainty for anitj-jets withR = 0.4

tion of p%‘?t

(©)3.6<|n| <45

Fig. 22 Fractional jet energy scale systematic uncertainty as a func-
for jets in the pseudorapidity region3) |
distance paramet®& = 0.4, and the estimate of the JES un- calorimeter barreld), 2.1 |
and in the forward pseudorapidity regior63|
tal uncertainty is shown as ttselid light shaded areaThe individual

| < 0.8 in the
| < 2.8 in the calorimeter endcab),
| < 4.5 (c). The to-

sources are also shown together with uncertainties from the btting pro-

is between 4 % (8 %, 14 %) at low'™ and 2.5 %D3 %  cedure if applicable
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Table 5 Summary of the maximum EM+JES jet energy scale system-

atic uncertainties for differern)jTet and regions from Monte Carlo
simulation based study for arij-jets withR = 0.6

The JES systematic uncertainty is derived for isolated
jets?! The response of jets as a function of the distance
to the closest reconstructed jet needs to be studied and cor-

region Maximum fractional JES Uncertainty rected for separately if the measurement relies on the abso-
p¥'= 20 GeV 200 GeV BTev lutejetenergy scale. The contribution to the JES uncertainty
from close-by jets also needs to be estimated separately,
0] [<03 46% 23% 31% since the jet response depends on the angular distance to
03] |<o08 45% 22% 3.3% the closest jet. This additional uncertainty can be estimated
08| |<12 44% 23% 3.3% from the Monte Carlo simulation to data comparison of the
12| |<21 54% 2.4% 3.4% pr-ratio between calorimeter jets and matched track jets in
21| |<28 6.5 % 2.5% inclusive jet events as a function of the isolation radius. This
28| |<32 7.9% 3.0% is discussed in more detail in Set.
32| |<36 81% 3.0%
36 | |<45 109 % 2.9%

10 Jet energy scale uncertainties validation
with in situ techniques for the EM+JES scheme

Table 6 Summary of the maximum EM+JES jet energy scale system—pe jet energy calibration can be testeditu using a well-

atic uncertainties for differerqm‘{-et and regions from Monte Carlo ., iibrated obiect as reference and comparing data to the

simulation based study for arij-jets withR = 0.4 . ! , . p 9 .
nominal FrTHIA Monte Carlo simulation. The followinin

region Maximum fractional JES Uncertainty situtechniques have been used by ATLAS:
Het_
pr = 20 GeV 200 GeVv BTeV. 1. Comparison to the momentum carried by tracks asso-

ciated to a jet: The mean transverse momentum sum of

0] |<03 41% 2.3% 3.1% e L ) .
03| [<08 43% 2 4% 33% tracks that are within a cone with siReprovides an inde-
0'8 i< 1'2 4'40/ 2'5 o 3'4 o pendent test of the calorimeter energy scale over the en-
X . 4% 0% 4% . jet iy .
12 |<21 530 6% 359 tire measureng range WIthIn the tracking acceptance.
21 | |<28 2 4% 270k The comparison is done in the jetange 0| | < 2.1.
2o 1< a0 9’00/0 3'30/0 2. Direct pt balance between a photon and a jetEvents
81 I<3 ' 0° : 0° with a photon and one jet at high transverse momentum
32| [<36 93% 3.5% are used to compare the transverse momentum of the jet
36 | |<45 134 % 4.9%

to that of the photon. To account for effects like soft QCD
radiation and energy migrating out of the jet area the data
are compared to the Monte Carlo simulation. The com-

(2.5 %D3.5 %, 5 %) for jets withr > 60 GeV in the central parison is done in the jetrange| | < 1.2 and for photon

(endcap, forward) region, and is summarised in T&ble transverse momenta 25py < 250 GeV.
3. Photon pt balance to hadronic recoil: The pho-

ton transverse momentum is balanced against the full
hadronic recoil using the projection of the missing trans-
verse momentum onto the photon direction. This method,
The jet energy scale is derived using the simulated sample called missing transverse momentum fraction (MPF)
of inclusive jets described in Sedt3, with a particular mix- technique, does not explicitly involve a jet algorithm. The
ture of quark and gluon initiated jets and with a particular se- comparison is done in the same kinematic region as the
lection of isolated jets. The differences in fragmentation be- direct photon balance method.

tween quark and gluon initiated jets and the effect of close4: Balance between a higtp jet and low-pt jet sys-

by jets give rise to a topology and Ravour dependence of the t€M: If jets at low transverse momentum are well-
energy scale. Since the event topology and Ravour compo- callbrated,_jets at h|gh transverse momentum can be bal-
sition (quark and gluon fractions) may be different in pnal Nced against a recoil system of low transverse momen-
states other than the considered inclusive jet sample, the de- tum jets. This method can probe the jet energy scale up
pendence of the jet energy response on jet RBavour and topel-————

ogy has to be accounted for in physics analyses. The RavoliThis choice is motivated by the minor differences observed in the

dependence is discussed in more detail in SEgand an  2Veragde kinematic jet response of isolated and non-isolated jets in the
P nominal inclusive jet Monte Carlo sample and by the need to factorise

additional uncertainty speciPc to jets with heavy quark compe topology dependence of the close-by jet energy scale uncertainty
ponents is discussed in Se2. for Pnal states other than the inclusive jets considered.

9.9 Discussion of special cases
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to the TeV-regime. The range used for the comparison systematic uncertainties result from the knowledge of the
is| | < 2.8. tracking efbciency, variations in the predicted valueaf
for various generator tunes and loss of tracking efbciency in

All meth r lied t ta and Mont; rlo simula; : .
o ethods are applied to data and Monte Carlo simu athe dense core of higpr jets.
. jet i -
The in situ techniques usually rely on assumptions that To test thepy™ dependence of the jet energy measure

are only approximately fulblled. An example is the assumpMe"t the double ratio of charged-to-total momentum ob-

tion that the jet to be calibrated and the reference object al%erved in data to that obtained in Monte Carlo simulation is

balanced in transverse momentum. This balance can be aﬁt-Ud'ed:

tered by the presence of additional high-particles. For [ rik 1 pata

the determination of the JES uncertainties the modelling o'f:artrk [ rek Jve

physics effects has to be disentangled from detector effects.

This can be studied by systematically varying the event se-

lection criteria. The ability of the Monte Carlo simulation 19 1.1 Jet and track selection
to describe extreme variations of the selection criteria de-

termines the systematic uncertainty in thesitu methods, T ensure that the majority of tracks associated with the
since physics effects can be suppressed or ampliPed by thgges found in the calorimeter are within the inner detector
variations. _ . Pducial volume, jets are required to havé < 2.12? and
So.far thein situ tgchnlques are used to validate the sys;—p¥5t > 20 GeV. To reduce the inRuence of nearby jets on
tematic uncertainty in the jet energy measurement. Howevejne measurement, if two jets are separated by a distance

they can also be used to obtain jet energy corrections. This i « 2R then the softer of these two jets is rejected from
an interesting possibility when the statistical and systematif,e analysis.

uncertainties in the samples studied become smaller than the 1 5cks withpiack> 1 GeV are selected using the crite-
standard JES uncertainty from the single hadron responsgg getailed in Seci.2. Theplfack> 1 GeV requirement is
The results of thén situtechniques are discussed in the fol- jntended to select mainly tracks from fragmentation rather

(23)

lowing sections. than those arising from soft interactions.
Tracks are associated with jets using a geometric algo-
10.1 Comparison of transverse momentum balance rithm. If the distanceR ackjet between the track and the
of jets from calorimeter and tracking jetis less than the distance parameter used in the jet recon-

struction R = 0.4 orR = 0.6), the track is associated to the

The transverse momentum of each jet can be compared wifBt, Track parameters are evaluated at the distance of closest
the total transverse momentum of tracks associated with th?pproach to the primary hard-scattering vertex andnate
jet by means of a geometrical selection. The charged-taextrapolated to the calorimeter. This simple association al-
total-momentum ratio debned as gorithm facilitates comparison with charged particles from

pT"aCkI truth jets whose parameters correspond to those measured at
Mk = —gr— (22)  the origin.
P

. L .10.1.2 Comparison of data and Monte Carlo simulation
can be used to test the jet calibration. If all produced parti- P

cles were pions, the symmetry of QCD under isospin trans1"he jet response validation using the total momentum mea-

forma}tlon. would require that this ratio bé?pnce the. €N sured in tracks depends on a comparison of the mean value
ergy is high enough so that the total particle multiplicity of rykx observed in the data to that predicted in the Monte

is large and the initial isospin of the proton-proton SYStMcario simulation. It is therefore important to demonstrate

can be ignored. Productlon of other particles ,SUCh as kaor?f“hat the baseline Monte Carlo generator and simulation pro-
mesons, and baryons gives different fractions, but the|{’/ide a reasonable description of the data

contributions can be calculated using a properly tuned event ATLAS has measured the charged particle fragmentation

generator. . . . jet _ <
Since the tracking system provides a measurement thatflgnCtIon for jets with 25 pr- < 500 GeV and | < 1.2

independent of the calorimeter, the ratjg can be used to

determine the calorimeter jet energy scale. Thedistribu-  22Sect9.7discusses Otrack jetsO obtained by running thégetial-

tion is broad but a meaningful calibration does not requirgl®"ithm using tracks as input. Those studies are restrictpd 0 1.9

very many events, since the statistical uncertainty on thto avo_ld bl_as m_the position _of th_e centre of the jet due_ to track_lng
G ; . ) ) fhefbciencies. Since the jets in this section are found using calorime-

mean scales ag 1 N. This calibration can be used for jets ter information, no such bias is present and it is therefore possible to

conbned within the tracking detector coverage. Dominangxtend the pseudorapidity coveragg th< 2.1.
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and has compared the measurement with the predictions &f The parametrisation of the fragmentation function and

several Monte Carlo generators and generator tus [ of the underlying event (which mainly affect the frac-
The jet fragmentation function and the transverse jet pro- tion of the momentum carried by particles below the

ble are compared to various Monte Carlo event generators pt = 1 GeV cut used for this analysis).

and tunes. The jet fragmentation function is measured using. The model of colour reconnection (which can change the

charged particles with momentum fractipmvith respect to distribution of particles with low momenta).

the jet momentunt (z, p?t) = 1IN jetdNcn/dz. 3. The probability of producing strange quarks and baryons
The growth of the mean charged particle multiplicity with ~ (which are iso-doublets rather than iso-triplets like the

p* is well modelled by the Monte Carlo simulation. The ~ pion) and of producing iso-scalars such as the

measured jet fragmentation function agrees _We” with theI'he size of these uncertainties has been estimated by study-
PYTHIA MC10 and the BRUGIA2010 tunes within the mea- ing a wide range of PTHIA tunes23 A list of the PYTHIA
surement uncertainties. The jet fragmentation function is det'unes studied is given in Tabe '

scrlbedtby_the TTHIA _tutnets. TtT]eﬂ:ER:”tGJrJr Monte Carlo These studies have been done at the generator level and
generatoris not consistent wi € data. have been cross-checked using simulated samples when the

For observables related to jet properties in the dlre‘Célppropriate tunes were available with full simulation.

t||(_)|n transve:js:ihto the_ et ;)Tas th;a MontehCarIo gener;tors The data have also been compared to default tunes of
(HERWIG and the various PTHIA tunes) show reasonable HERWIG++ and HERWIG+JMMY . PYTHIA tune 117, and

agreement with data, but none of the generators agre?ﬁe default HERWIGH+ and HERWIGHIIMMY tunes are not

within the experimental uncertainties over the full kinematic : . o .
. consistent with the measuré(z) distributions. Since these
range. For instance, therPHIA MC10 tune shows an ex- . . .
cess of about 10 % in the transverse charged particle distr(I:;_enerators do not describe the fragmentation functions mea-
sured by ATLAS P1] they are excluded from considera-

butions close to the jet axis. . e . .
These measurement®1] indicate that the PTHIA tion when determining the systematic uncertainty on the JES
measurement.

MC10 and ERUGIA2010 tunes span the range of fragmen- et . . .
) . . . . At low p7, the variations between tunes arise mainly

tation functions that are consistent with the data. The studie ) ) . .
om differences in the hardness of the jet fragmentation,

presented here use the MC10 tune to obtain the central val" . : .
i . .. Which affects the fraction of charged particles falling be-
ues of the Monte Carlo predictions. Systematic uncertalntlels track
ow the 1 GeV cut orp7*“. In general, RTHIA tunes that

are assessed from the difference between the MC10 and P, lude the Ocol ina® del of col
RUGIA2010 BYTHIA tunes. include the Ocolour annealingO model of colour reconnec-

The ryy distributions used to validate the JES are showr;[ion exhibit harder fragmentation than similar tunes without
r . . et .
for data and simulation for two typical bins of jetr in colour annealing. At hlglije , differences among tunes are

Figs.23a and23b. Agreement between data and simulationPrimarily associated with the strangeness and baryon con-
is good, although the data distribution is somewhat widefeNt Of the truth jets. Versions of?HiA tuned to LEP data

than the Monte Carlo simulation. Figur2c and23d show (mpludmg Bayour—dependent fragmentagon measurements)
rec for data and simulation and the average double rati¢!Sing the tuning softwareRoFESSOR92] in general show

Rr.., respectively, as a function md'et Figure23d demon- a charged fraction about 1 % higher than the other tunes
trk ? 1 T -

strates that the measured JES calibration agrees with thagnsidered here. Using a conservative approach, the value

predicted by the Monte Carlo simulation to better than 2 %of systematic uncertainty has been symmetrised around the

for pjTet > 25 GeV. Measurements using the minimum biasPYTHlA MC10 baseline tune using the absolute value of the

B ) et . . largest deviation of the tunes considered from the baseline.
and jet triggers are consistent for thcpiﬁ bins where both

triggers are accessible. Inner detector material descriptionThe dominant system-

atic uncertainty on the reconstruction efpciency for isolated
tracks is derived from the uncertainty on the description of
. - . . inner detector material in the simulation. The systematic un-
The systematic uncertainties associated with the m(_athod us- rtainty on the efbciency is independenpif for tracks

ing the total track momentum to test the JES are discusset track _ .
below. with p7%“> 500 MeV but is -dependent, ranging from
2% for| " < 1.3t07 % for 23 | %K < 25193
Convolving these uncertainties with the appropriaf@c«

pdistributions results in systematic uncertaintiesrgi that

10.1.3 Systematic uncertainties

Generator model dependenc&Vhile basic isospin argu-
ments constrain the mean fraction of the jet momentum o
served in charged tracks, the predictionifgr does depend
on details of the physics model used in the Monte Carlo gergadditional information about the YrHiA tunes can be found in
erator. Systematic uncertainties arise from: Ref. [51].
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Fig. 23 The distribution of the charged-to-total momentum ratjp

for 40 pjft < 60 GeV @) and for 600 pjTBt < 800 GeV p), the

average charged-to-total momentum ratigy for data and Monte
Carlo simulation as a function tpret (c) and the ratio ofryx for data
and Monte Carlo simulatiorR;,, ) as a function op'TEt for the pseu-

dorapidity rangd | < 1.2 (d) for antik; jets withR = 0.6 calibrated
using the EM+JES scheme. The data measured with the jet (minimum
bias) trigger are shown @$osed(oper) circles Only statistical uncer-
tainties are shown

range from 2 % for jet pseudorapiditieg < 1.2 to 35 %  Tracking efpciency in the jet coreThere are several effects

for pseudorapidities.¥ | |< 2.1. that change the tracking efbciency and resolution inside a jet
Uncertainties in the material distributions also affect thecompared to those for isolated tracks:

probability that photon conversions produce charged parti-

cles that can be included in thgx measurement. The track

selection used here requires at least®ixel hitand most 1. When two tracks are close together, their hits may over-

of the material in théD is at a larger radius than tiRixel lap. While the pattern recognition software allows tracks

detector, resulting in a small systematic uncertainties asso- to share hits, the resolution is degraded since the calcu-

ciated with rate of conversions. lated position of the hit is affected by the presence of the
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Table 7 PYTHIA generator tunes used to study the systematic uncertainty on the predictigp. fbunes specibed by number (e.g. 100) refer to
the value of theeyTUNE parameter$1]. A dash in the table indicates that the particular tune hasyrNE value

Tune Name PYTUNE Value Comments
MC10 b ATLAS defaultigt ordered showering)
MCO09 b ATLAS default for Summer 201+ ordered showering)
RFTA 100 Rick Field Tune AQ? ordered showering
107 Tune A with Ocolour annealingO colour reconnection
110 Tune A with LEP tune from Professor
117 Tune 110 with Ocolour annealingO colour reconnection
129 Tune 0iQ? ordered showering and UE with Professor
320 FERUGIAO (pT ordered showering)
PERUGIA2010 327 RRUGIAO with updated fragmentation and more parton radiation

other track. The probability of not assigning hits to tracks3.7 % for 800 pJEt < 1000 GeV), itis still smaller than the
increases. present statistical uncertainty of the jet response measure-
2. When the hit density becomes high in the core of the jetments using the track-based method at these valug§'of
failures in the pattern recognition may result in the cre-
ation of tracks by Combining hits that in fact came from Inner detector a"gnment For h|gh pT tracks, the momen-
several particles. Such tracks are caligke tracks tum resolution achieved in th® is worse than that of the
3. When two highpt tracks are close together in space,sjmulation. This degradation in resolution is attributed to an
they will share hits over many layers. In this case, ongmperfect alignment of th¢D . The systematic uncertainty
of the two tracks may be lost. This effect, referred to asynr, is obtained by degrading the tracking resolution in the
loss of efpciencypecomes more important as uh$ in-  simulation. The size of this additional resolution smearing is
creases. determined by studying the width of the measured mass dis-

tribution for Z-decaysz  p* us This procedure results

The reliability of the simulation to predict the size of these et

effects depends on whether the software properly model§ @ systematic uncertainty of less thar2 @ for all py
merging ofID hits. Detailed comparisons of the data andand .
Monte Carlo simulation indicate that the simulation accu-
rately reproduces the degradation of response in the jet cofealorimeter jetpr resolution The systematic uncertainty
and models the degradation in resolution well. Furthermoredue to jet transverse momentum resolution uncertainties
the fraction of tracks witlz > 1 constrain the size of possi- [27] is determined by smearing the jet four-momentum
ble tails. The non-Gaussian tails in the track resolution aréwithout changing or ) in Monte Carlo simulation. The
small and the data are described by the Monte Carlo simulaelative uncertainty on thqa’ft resolution is 5 % for 0O
tion. | | < 0.8and 10 % for B | |< 2.1. The effect of this

Any residual difference in resolution between data andsariation is largest for low values quTEt and high values
simulation is absorbed in the quoted uncertainty dudto of : for p16t< 40 GeV and B< | | < 2.1 the uncertainty
alignment. on thrk is 2 %.

Fake tracks and loss of efbciency are studied in the simu-
lation using a hit-based matching algorithm using truth jetsCombined systematic uncertaintyfrhe above uncertainties
These studies indicate that the rate for reCOﬂStrUCtlng fakgre assumed to be uncorrelated and are combined in quadra_
tracks remains at.Q % for the full p* range considered ture. The resulting total uncertainties are shown in .
here, but that there is loss of tracking efpciency near thgs 3 function Ople for several regions of.
core of highpT jets. This effect has a negligible effect on
ruk for jets with p!*' < 500 GeV, but increases with’®  10.1.4 Summary of JES uncertainty from tracks
such that on average7.5 % of the charged track momen-
tum is lost for jets in the range 800 p’ﬁt < 1000 GeV. Final results for antk; jets withR = 0.6 and EM+JES cor-
A relative uncertainty of 50 % is assigned to the value ofrections are shown in Fig25 for bve bins in with the
the inefbciency that is caused by merged hits. While thiglerived systematic uncertainties. To facilitate comparisons
effect gives the largest systematic uncertainty on the JE§ high p!*', where the statistical uncertainties are large,
for p!' 600 GeV (19 % for 600 p’'< 800 GeV and the combined data from the three bins wjth < 1.2 are
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Fig. 24 Relative systematic uncertainty on the JES obtained by comealibrated with the EM+JES scheme as afunctiop%f)ﬁ‘. The total and
paring the total momentum of tracks associated to jets to the calorimehe individual systematic uncertainties, as evaluated from the inclusive
ter measurements for differentregions for antik; jets withR = 0.6 jet Monte Carlo simulation, are shown
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Fig. 25 Double ratio of the mean track to calorimeter response ratio ir'pjTet for various bins. Systematic (total) uncertainties are shown as a
data and Monte Carlo simulatid®y,, = [ ruk]patd [Frk]mc for antik; light (dark) band
jets withR = 0.6 calibrated with the EM+JES scheme as a function of
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also displayed. Averaging all data WitHr6t > 25 GeV and transverse plane, of the photon and the hadronic recoil to
| | < 1.2 yields a value ofyk that agrees with the simula- derive the detector response to jets. This technique has been
tion to better than 1 %. This small discrepancy is well withinused in the past for the DO experimeh§]. _

the quoted systematic uncertainty, which is highly correlated The missing transverse momentum vec®{'(*) is de-
between bins ierTEt. No signiPcant variation oRy,, with Pned as the opposite of the vector sum of the transverse pro-
et s observed. Fol | > 1.2, the statistical uncertainties jections of calorimeter energy deposits. The missing trans-

PT . o
jet jet verse momentum is calculated from the energy deposits in
are large fopy > 500 GeV. Fopy < 500 GeV, the level the calorimeter cells that are included in topo-clusters. The

of agreement between data and simulation is similar to thactalorimeter cell energy is computed using the same calibra-

obtained at low . . . tion as the one used in the jet calibration scheme to be tested.
In summary,rtrk,-the ratio of traCk to calorimeter _tr.ans- The missing transverse momentum is corrected for the pho-

verse momentum, is used tp vahdatg the JES forlarjets . ton four-momentum. The reconstructed jet four-momentum

with R = 0.4 andR = 0.6 calibrated with the EM+JES cali- Jis not directly used in the missing transverse momentum cal-

bration scheme. Systematic uncertainties associated with Jgﬁlation

modelling and track reconstruction are assessed and the Me-The MPE technique is based on the assumption that the

thod is shown to provide a JES uncertainty evaluation 'nde()nly missing transverse momentum in et event arises

!{oend?nt of thi“ r_nf[)_delllng Ef ;the (;atl;)rlfmeter ris([))%nseaSysﬁom calorimeter non-compensation, signal losses due to
ematic uncertainties are below 3 % for P | -© an noise suppression and energy losses in the non-active re-

riseto 4 %for 17 | |<21for40 pf'< 800 GeV. gions of the detector by the hadronic jet. The transverse mo-

The results agree within systematic uncertainties with thosgy,entum balance can be written as:

predicted using the ATLAS calorimeter simulation and pro- ,

vide an independent estimate of the overall jet energy scaler + pJTGt =0, (24)

and its uncertainty. )

wherep; and p’ft is the photon and jet transverse momen-

10.2 Photon-jet transverse momentum balance tum vector. The particles produced by the hard scatter and
their interaction in the calorimeter can be expressed in terms

In  -jet events, a jet recoils against a photon at high transef the observables:

verse momentum. The photon energy, being accurately mea-

. . . . jetjet _ & =miss
sured in the electromagnetic calorimeter, is used as a refdR P+ Rp7 =S ET™ (25)

ence. Such a topology can be used to validate the j(_at Enerdherer s the calorimeter response to photons. Since the
measurement. Any discrepancy between data and S'mUIat'%%lorimeter is well calibrated for photor®, = 1. The vari-

may be taken as an uncertainty on the jet energy Callbratloré‘bIeRjet denotes the calorimeter response to jets. By using

Two methods of balancing the photon and the recoiling[he above two equations and projecting E]Tréiss in the di-
jet transverse momentum with different sensitivities and sys

) o ) rection of the photon the response can be written as:
tematic uncertainties are used: the dirpgtbalance tech-

nique and the missing transverse momentum projection frac- p, - EMiss
. . =1+ T —T (26)
tion technique. MPF b2

10.2.1 Direct transverse jet momentum balance techniquewhereR vpr is the calorimeter response to all the particle
recoiling against the photon.

The directpt balance technique exploits the approximate Note that the MPF technique measures the calorimeter

transverse momentum balance in events with only one phqesponse relying only on the photon {,E}?fissquantities and

ton and one jet with higipr. The ratio of the jepr to the  does not test the jet calibration directly. Therefore the MPF

photonpt (p‘Tet/p 1) is used to estimate the jet response.response is independent of the jet algorithm.

Since the photompy is well-measured and well-described

by the simulation, the quality of the jetr calibration can 10.2.3 Photon-jet Monte Carlo simulation sample

be assessed by comparing data and Monte Carlo simulation

. . et : . The -jet sample is simulated with the event generator
using 'the ratigp /p . This technique was used at the CDF PYTHIA using the ATLAS MC10 tuned0].
experiment 14)].

The systematic uncertainty from jets which are identibed
as photons (fakes) are studied with an inclusiva P A jet

10.2.2 Missing transverse momentum projection fraction > )
sample using the MC09 tuné7].%* To efbciently produce

technique

The missing transverse momentum projection fractiort4since a large event statistics is needed for this sample, only a sample
(MPF) technique exploits the momentum balance, in thevith an older tune was available.
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this sample a generator level event blter is applied to se3

L e : : 30tk ATLAS i
lect events with jets that are more likely to satisfy photon= ™~ F 5= 7 TeV E
identibcation criteria. A cone based jet algorithm is applied:csf C o Data2010 Jm:sg o' ]
to the four-momenta of all stable generated particles Within% 10° — [ PYTHIAMC10

a 018x 0.18 region in x . The size of this jet is cho-
sen to better model the narrow energy deposition pattern ., — 1
of photons. A generated event is only fully simulated if it
contains at least one particle jet wiph > 17 GeV passing

the generator-level blter described above. Events in the di- 10
jet sample with prompt photons, e.g. that are produced by

radiation are removed. 1 ‘ ‘ o
30 40 50 60 70 80 90100 150 200
p; [GeV]

10.2.4 Selection of the photon-jet data sample

. . Fig. 26 Distribution of the photon transverse momentum for events
The leading photon in each event must haye> 25 GeV  passing the photon selection criteria described in S€ce.4 A cor-
and lie in the pseudorapidity range | < 1.37. Inthisrange rectionis made in the Prpt; bin for the pre-scale applied to the trigger

the photon is fully contained within the electromagnetic bardn this p; range. The Monte Carlo simulation is normalised to the ob-

rel calorimeter. Furthermore. events in which the leadin erved number of events observed in data and corrected for the trigger
. ) . " re-scale. Uncertainties are statistical only

photon is in a calorimeter region where an accurate ener Yy

measurement is not possible are rejected. In each event onTIy o , S
the leading photon is considered. able 8 Criteria used to select events with a photon and a jet with high

. . . . transverse momentum
The leading photon candidate must also satisfy strict pho-

ton identibcation criteria94], meaning that the pattern of Variable Threshold
energy deposition in the calorimeter is consistent with thé

expected photon showering behaviour. The photon candl-! <12

date must be isolated from other activity in the calorimeteiPt >25GeV

(E; '5°"" with an isolation cone of sizR = 0.4. If the | Lo <137

leading photon does not meet all of these criteria, the evertr <3 C?EV

is rejected. et > S02rad
Only events are retained that bred an online trigger rep’ /o ¢ <10%

quiring a photon candidate with; > 20 GeV orp; >
40 GeV. At the trigger level the photon identibcation re-
quirements are less strict than those of the off-line selectiort0-2.5 Systematic uncertainties of the photon-jet
Thepr distribution of photons in events selected with the in situ validation technique
above criteria is shown in Fi@6. The small discrepancies
between thep; spectrum in data and Monte Carlo simula- Uncertainties due to background from jets identiped as
tion do not affect the comparison of the jet response in datghotons (fakes), soft QCD radiation, in-time pile-up, non-
and Monte Carlo simulation. functional calorimeter read-out regions and the photon en-
The leading jet must be in the bducial regioh< 1.2.  ergy scale are studied.
Jets that have a distance withiR > 0.2 to the selected
photons are rejected. Background in the photon-jet sampl&he systematic un-
Soft QCD radiation can affect ther balance between the certainty from jets which are identibed as photons (fakes)
jet and photon. The following two selection cuts are appliedare studied with the inclusive jet Monte Carlo simulation
to suppress this effect. To select events in which the phasample described in Sedt0.2.3 Dijet events in which one
ton and the leading jet are back-to-back,jet. > S 0.2  of the jets is misidentibed as a photon contribute to the data
radians is required. The presence of sub-leading jets is supample but not to Monte Carlo simulation signal sample.
pressed by requiring that the transverse momentum of thiehe rate of dijet events faking photons is sensitive to the
sub-leading jep’Tet2 is less than 10 % of thpt of the lead-  detailed modelling of the jet fragmentation and the detector
ing photon?® A summary of the event selection criteria cansimulation, and is therefore subject to large uncertainties.
be found in Tables. The systematic uncertainty from this background is deter-
mined in two steps. First the detector response of thet
25This cut is not applied, if it would be below the jet reconstruction  Sample R _jet) and the bltered dijet samplR {jjet) is deter-
threshold ofpjTet = 7 GeV. Ifin this case a sub-leading jet W'wl‘;ft mined in the Monte Carlo simulation as seen in Rig.Also
7 GeV is present, the event is rejected. shown is the response difference relative to the response of
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Fig. 27 Average jet response measured at the EM scale as a functiostructed as a photon, as derived in the Monte Carlo simulation. The
of p; as determined by the dirept balance technique for aritj-jets lower part of the bgureshows the absolute response difference be-
with R = 0.6 within | | < 1.2 (a) and by the MPF techniqué) for tween the dijet and -jet events with respect to the response gkt

-jet events and inclusive jet events where one jet has been recomvents. Only statistical uncertainties are shown

the -jet sample |R gijet SR jetl/ R jet). A response dif- Eq. (27), e.g. for the lowespT bin 40 % of the events are ex-
ference of 3D5 % is estimated. It is larger for the direct balpected to be dijet background giving a response that is 5 %
ance technique than for the MPF technique. higher than the response ofjet events.

The contribution from background in the signal region
is estimated with the sideband technique described in th8oft QCD radiation suppression cutsThe stability of the
prompt photon analysi®f]. Using the photon isolation and jet response ratio of the data to the Monte Carlo simulation
the photon identibcation criteria to dePne signal and contras explored by varying the radiation suppression cuts. Fig-
samples, the signal purity is measured. The pWRiig about  ure 28a shows the thresholds for t|p1%‘?t2/p rand et
0.6 atpt = 25 GeV and rises to aboutd’ at highept.2®  cuts for 13 sets of cuts. Figugsb illustrates the change in

The systematic uncertainty on the response due to backie ratio of the data to the Monte Carlo simulation of the
ground in the -jet sample is given by: MPF response for each of these 13 sets of cuts, for one typi-
calp+ bin. The result demonstrates that the ratio of the data
response to the Monte Carlo response is not sensitive to the
exact values of the radiation cuts, within the 1 % level. The
systematic uncertainty is taken as the difference in the data
to Monte Carlo ratio between the nominal cuts debning the
signal sample, and the loosest cuts irpalibins, labelled as
OPoint 130 in Fig8a.

The MPF-determined response changes slightly between
the data and the Monte Carlo simulation, the systematic un-
certainty is 07 % atp; = 50 GeV and falls to @& % at

1 = 135 GeV. The quoted values are determined from lin-

_ Rdijet S R et (15P)
R -jet .

(27)
The systematic uncertainty is calculated in binget For
pt = 45 GeV the systematic uncertainty is below 1 % for
the direct balance technique and below & for the MPF
technique.

The effect of background contamination in théet sam-
ple has been further validated by relaxing the photon identi
Pcation criteria. Both data and Monte Carlo simulation sho

a 3 % variation in response for the dirqet balance tech- o pbis 1o the points analogous to those shown inZdy,
mque,. mostly a_t lowpt. This is .con3|sten'-[ with the syg- The stability of the ratio of the data to the Monte Carlo
tematic uncertainty computed with the purity method usinGs; ulation for the response measured with the dipadbal-
ance technique is shown in Fig9. The response measured
in either data or in Monte Carlo simulation varies by up to
10 % due to differing radiation suppression cuts. However,

26Thjs is similar to the purity measured in Re®4] and small differ-
ences are due to the different data samples.
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Fig. 28 The values of radiation-suppressing cut thresholds (pointssponse between data and Monte Carlo simulatindebned a® =
used to probe the soft QCD radiation systematic uncertainty, afR vprlpatd [R mprlmc from the point given on th&-axis to point 1,
a function of je. and pJ'T‘etz/pT overlaid with the number of Wwhen relaxing the soft QCD radiation suppression as indicatead)in (
events observed in data)( The nominal selection is the bottom- Only statistical uncertainties are shown

rightmost point labelled OPoint 10. Relative change in the MPF re-

Y
T

= - ATLAS | Anti-k R=0.6, EM+JES {1 data-taking period. Thus, there is a non-negligible fraction
“ar L Vs =7TeV —e— Data Point 1 1 of events containing in-time pile-up (see Set). The ad-
1 PYTHIA Point 1 L. .. . .
1.1F [Ldi=38pb --+- Data Point 13 71 ditional collisions produce extra particles which can overlap
| Data 2010 PYTHIAPot13 1 with the hard interaction of interest in the ATLAS detector.
3 T-:-T_a_A ] The increased energy is aboub@eV per additional recon-
1.0 e e e 7 structed primary vertex (see Se8tl.4).
s A S The MPF technique is expected to be insensitive to in-
i - % - i1 time pile-up events. Because in-time pile-up is random and
09 ' g symmetric in , the mean of the quantify; x E7"**should
F ] be robust against in-time pile-up. The missing transverse
P B fraction (MTF) is debned as:
O 1,10 T T T T T T T T T T T T T
E 1.05 [ gy (P X Emiss)Z |Emissl .
_‘g 100 3 ._:_‘ .___é___‘____u oo MTF = T 12— = T S|n( EmissS p ), (28)
S o095 3 lprl lPrl T T
0.90 | | | I I | I .
100 200 where(p; x E{"9), is thez-component of the vector result-
Pl [GeV] ing from the cross product. The MTF measures the activity

in the plane perpendicular to the photpfi. The mean of
Fig. 29 Average jet response as determined by the dpecbalance  the MTF is zero, if there is no bias due to in-time pile-up.

technique with the nominal selection (Point 1) and with a set of relaxed : T :
radiation suppression cuts (Point 13), for datjets withR = 0.6 cal- Figure 30 shows the MTF distribution for data with and

ibrated with the EM+JES scheme witHin| < 1.2 as a function of the ~ Without in-time pile-up. For both these distributions the
photon transverse momentum for data and Monte Carlo simulationmeans are compatible with zero.

Only statistical uncertainties are shown From the study of the MTF distribution and other checks,
such as the dependence of the MPH\g#, it can be justi-

the data to Monte Carlo ratio with and without the radiationPed that in-time pile-up can be neglected and no systematic

suppression cuts is stable withirl %. uncertainty is attributed to the MPF method. In the case of
the directpt balance technique the impact of in-time pile-

In-time pile-up The average number of proton-proton col- up is explored by comparing ther balance between events

lisions in each bunch crossing grew signibcantly during thavith exactly one identibed primary vertex and events with
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Fig. 31 Average jet response for arkj-jets withR = 0.6 at the EM
Fig. 30 The missing transverse momentum fraction (MTF) distribu- scale within| | < 1.2 as determined by the dirget balance technique
tion for data with exactly one reconstructed primary vef&x;, and  in events with any number of reconstructed primary vertices and in
with more than one reconstructed primary vertex. Only statistical unevents with exactly one reconstructed vertex as a function of the photon
certainties are shown transverse momentum for both data and Monte Carlo simulation. The
lower part of the Pgurshows the data to Monte Carlo simulation ratio.

. . . Only statistical uncertainties are shown
any number of vertices. As seen in FRLL the ratio of the

response in data to the response in Monte Carlo simulation
for events with exactly one vertex and for events with more The directpt balance technigue and the MPF technique
than one vertex is consistent with a variation of 0.8 %. Thig°nd a systematic uncertainty which is approximately oppo-
is taken as a systematic uncertainty. site in sign. This sign difference is caused by the upwards
No effect due to the offset correction for in-time pile- shift in photon energy leading to an equivalent downwards
up is seen (see Se@.1), and no systematic uncertainty is shiftin ET"S5, and vice versa.
attributed to the offset correction for in-time pile-up. The response measured with both the MPF and the direct
pt balance techniques has been studied for converted and
Impact of missing calorimeter read-out region§or a  non-converted photons. The results of both samples agree
small subset of the calorimeter channels the calorimetewithin the statistical uncertainties. No additional systematic
readout is not functioning properly. The energy of theseuncertainty has been considered for this effect, which is al-
calorimeter cells is evaluated using the trigger tower infeady accounted for in the photon energy scale and the pho-
formation, which has larger granularity and less accuratéon background systematic uncertainty.
resolution. While photons reconstructed in or near such a
region are not considered in the analysis, there is no suchotal systematic uncertaintyTable9 shows a summary of
rejection applied to jets. A sub-sample of events with no jethe systematic uncertainties studied for the dipacbalance
containing such a cell has been used to evaluate a possildad MPF techniques. The total systematic uncertainties for
systematic uncertainty between data and simulation. Withieach method are similar, although each method is sensitive
the statistical uncertainty, no bias is observed for the MPFRo different effects. Total systematic uncertainties are found
-jet technique or the diregtt balance technique, therefore on the data to Monte Carlo simulation jet response ratio of
no systematic uncertainty is assigned. smaller than 1 % for the MPF method and of smaller than
1.6 % for direct balance method.
Photon energy scale Both the directpt balance and the
MPF techniques are sensitive to the photon energy scal@0.2.6 Results from the photon-jet balance
The absolute electron energy scale has been meastsital
using the invariant mass constraintan  e*e> for elec-  The directpt balance and MPF techniques are used to vali-
trons. The uncertainty on the photon energy scale results idate the jet responsa situ by comparing data and Monte
a systematic uncertainty smaller than 1 %, dependir@lﬁn Carlo simulation. The response in data and Monte Carlo
and . simulation for the EM scale energy is shown in F8R2.
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Fig. 32 Average jet response as determined by the dipecbalance  the photon transverse momentum. Only jets withip< 1.2 are used.
for antik; jets withR = 0.6 (a) and the MPF techniquéd) using the ~ Thelower part of the Pgurehows the data to Monte Carlo simulation
EM scale for both data and Monte Carlo simulation as a function offatio. Only statistical uncertainties are shown

Table 9 Individual systematic uncertainties in the jet energy scale=~+ ‘ T [ T T

T
o [ ]
from both the direcpr balance and the MPF techniques at two val- 5=, | ATLAS anti-k, R=0.6, EM+JES ]
ues ofpy = | e =7TeV —e— Data 2010 1
1.1k | Ldr =38 pb aa .
pr range [GeV] Direcpt balance [%)] MPF [%] b PYTHIA MC10 ]
45P60 110160  45P60  110P160 P 1
1 O b -—a—;_a—:_i_:_é_‘ . 1
Background +1.0 04 +0.6 0.1 F —_— 1
Soft QCD radiation  +0.8 +0.9 +0.7  +04 i —t ]
In-time pile-up +0.8 +0.8 =0 +0 0.9 P B
Photon scale 503 503 505 802 o ]
Total systematics ~ §12 13 30 Sos O 1qoHE e e
Q , 1 !
The jet response in data and Monte Carlo simulation agreeé% ;gg — e —
within uncertainties in the range, > 45 GeV. Intherange O 0.90 1 ! !
25 p; < 45GeV there is a shiftin the data to Monte Carlo ST T 0 00
ratio of 5 % for the direcpt balance technique and 3 % for o! [GeV]
M

the MPF technique.
Figure 33 shows t_he Jet_ response meas_ured in both datg;y 33 Average jet response as determined by the dipecbalance

and Monte Carlo simulation using the dirget balance technique for antk jets with R = 0.6 calibrated with the EM+JES

technique with the antk jet algorithm withR = 0.6 for ~ scheme withir} | < 1.2 as a function of the photon transverse momen-

the EM+JES calibration scheme. The data to Monte Carl@™m for both data and Monte Carlo simulation. Tibever part of the
. . . - ' gureshows the data to Monte Carlo simulation ratio. Only statistical
simulation agreement is withiai 5 %.

ot uncertainties are shown
Figure 34 shows the ratio ob’T /p ;+ between data and

Monte Carlo simulation together with the total uncertainty

on the determination of the data to Monte Carlo simulatiorwith the EM+JES scheme, since the EM+JES calibration
ratio, for antik; jets withR = 0.6 on EM scale (Fig34a) depends only on thet and of the jet and it is applied to
and calibrated with the EM+JES scheme (F3gb). The data and Monte Carlo simulation. Similarly, Fi8 shows
results are the same for jets on EM scale and calibratethe response ratio of data to Monte Carlo simulation, as
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Fig. 34 Average jet response ratio of data to Monte Carlo simulationtum. Statistical and systematic uncertaintigght band are included
using the direcpT balance technique for each input energy scale, EMwith the total uncertainty shown as tark band Jets within| | < 1.2
(a) and EM+JESIf), as a function of the photon transverse momen-are used

g [ ;VIPF’ EM( ] ,’t |[ .ﬂ: L ] MPF and direct balance techniques up to about 180 GeV.
ritnm
o r Uncenain?y et algorfims ] For pt > 180 GeV the data are 5 % lower than the MC.
5 + . R However, this is not statistically signibcant as discussed in
[=) 11 ——®——_ Statistical .
o L Systematic ] Sect.10.5.2 In the range 25 p; < 45 GeV there is an ob-
r Total 1  served shift of 5 % for the diregtt balance technique and
+ . 3 % for the MPF technique.
1.05 - ] The size of these shifts is consistent with the system-
i ++ 1 atic uncertainty on the EM+JES jet energy calibration (see
L + + B Sept.9). At high Pr the doml_nant unc_ertamty is statistical
L + | while the systematic uncertainty dominates at [
L | Ldr=38pb” + 1 10.2.7 Summary of the photon-jet balance
0.95 - 5 =7 TeV Data 2010 ]
r b The validation of the EM+JES calibration scheme for jets
- ATLAS . . o .
oL 4 with the antik; jet algorithm reconstructed from topo-clust-
0'90 100 200 ers usingn situ methods is presented. Agreement between

pl. [GeV]

the response in data and Monte Carlo simulation is found to
be within statistical uncertainties for 45p; < 210 GeV.

Fig. 35 Average jet response ratio of data to Monte Carlo simulationggtpy techniques observe a shift in the data to Monte Carlo
using the MPF method at the EM scale as a function of the photon . lati tio for 25 < 45 GeV. The total t ti
transverse momentum. Statistical and systematic uncertaifitigs ( simulation ratio for Pr ev. Ihelotal systemalic

band) are included. The total uncertainty is shown asdaek band ~ Uncertainties of the -jetin situtechnique is estimated to be
Jets within| | < 1.2 are used less than 6 % for 45 p; < 240 GeV.

10.3 Multijet transverse momentum balance
determined using the MPF technique together with the to-

tal uncertainty on the determination of the data to MonteThe pt reach in the -jet transverse momentum balance
Carlo simulation ratio for the -jet in situ technique as out- technique is limited by the available event statistics. The
lined in Sect10.2.5 Forp; > 45 GeV, the response in data multijet balance technique where a recoil system consisting
and Monte Carlo simulation agrees to within 3 % for bothof several lowpT jets balances against a high-jet can be
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used to assess the jet calibration of jet transverse momenta Moreover, thqn-FFeCO” is a good estimator of the true lead-
up to the TeV region. The same method can also be used tog jetpr, and it is therefore interesting to study MJB as a
obtain correction factors for possible non-linearities at veryfunction ofpRec°l. |n the ideal case MJB should be equal to

high pjTeﬂ Here, the method is only used to assess the JEGne; however, various effects such as the presence of close-

uncertainty. by jets, soft gluon emission, pile-up or the selection criteria
themselves may introduce a bias.
10.3.1 The multijet balance technique The comparison between the balance measured in the

simulation {MJB]mc) and the data[(MJB]pats) can be in-
terpreted as a source of systematic uncertainty and therefore

The method exploits th@t balance in events where the :
the ratio

highestpy jet (leading jet) is produced back-to-back in

tq a multijet system. The leading jet is required to have_ sigy — [ MJIB]patd [MIB]mc (30)

nipcantly larger transverse momentum than other jets in the

event. In this way the leading jetis ata higpé? scale com- can be used to assess the highJES uncertainty.

pared to other reconstructed jets, called non-leading jets. The jets belonging to the recoil system must be conbned

The ensemble of the non-leading jets passing the selectidn a lower jet energy scale with respect to the leading jet in

cuts is referred to as the recoil system. order to ensure that the multijet balance is testing the ab-
The event topology used in this analysis is sketched iisolute highpt scale and not only the intercalibration be-

Fig. 36. The vectorial sum of the transverse momenta ofween jets. There are various analysis methods to constrain

all non-leading jets debnes the transverse momentum dfie leading jet to a highgrr scale with respect to the jets in

the recoil systempRec°), which is expected to approxi- the recoil system. In this analysis it is done by setting an up-

mately balance the transverse momentum of the leading j@er limit on the ratio between the transverse momentum of

(05229 Thus a correlation between the momentum scaléhe second highestr jet (P79 and thepec©'. This cut is

of the leading jet and the scale of the non-leading jets can béery efPcient in selecting multijet events while minimising

established. If the absolute JES is well-known for all nonthe bias on the transverse momentum of the leading jet.

leading jets, the JES of the leading jet can be veribed by

studying the multijet balance (MJB) that is debned as thé0-3.2 Selection of multijet events

ratio:
Two jet trigger selections have been used to cover a pide

range with large enough statistics. The pbrst trigger selection
requires at least one jet withr > 15 GeV at the EM scale in
the level-1 calorimeter trigger. The data collected with this
trigger are used to cover the regionpfec°!< 260 GeV.
The second trigger selection, which requires at least one jet
with pt > 95 GeV for the level-1 trigger, is used to popu-
late the region ops' 260 GeV. The two triggers are fully

efbcient for jets wittpRec°l> 80 GeV andp' > 250 GeV,
respectively. To avoid a trigger bias, the multijet balance is
studied in events containing a recoil system with transverse
momentum larger than 80 GeV.

At least three jets in the event wiir < 25 GeV and
lyl < 2.8 are required. In order to select events with one
jet being produced against a well-debPned recoil system, a
selection is applied using two angular variablesafd as
depicted in Fig36):

Leadin
gz T 1 (29)

Recoil
|p_|_ec0||

1. =] S |, where s the azimuthal opening angle
between the highegir jet and the recoil system.

2. is the azimuthal opening angle of the non-leading jet
that is closest to the leading jet in measured with re-
spect to the leading jet.

Events are selected by requiring:
Fig. 36 Sketch of the event topology used for the multijet balance

technique in thexBy-plane 1. =| S |<0.3radian.
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2. > 1radian, i.e. no jets withih | = 1 radian around estimator of the true leading jetr as shown in Fig38 for
the leading jet. various Monte Carlo simulations. The ratio of reconstructed
pRecell 1o the true leading jepr as a function of the true

The cuts applied to and retain the bulk of the events. I . . : .
A further selection is applied to ensure that the Ieadingl[ﬁ‘;‘lﬂ'rlgo/Je'[pT is, on average, consistent with unity to better
0.

Jrztclsila ; as?;%]e;r?igf;vol;irssrr)schfgr:hiriistrfgzgor?;%:?e The multijet balance obtained from the selected events
y y yreq 9 y ¥0r the antik; jet algorithm withR = 0.6 is shown in Fig39

ratio A of p2e2to the transverse momentum of the recoil . )
PT . L for data and Monte Carlo simulation. The transverse mo-
system satisbes the following inequality: )
mentum of the recoil system ranges from 80 GeV up to

p%etZ 1.0 TeV for the antik; jets withR = 0.6.
" pRecol < 06. (31) The multijet balance at loypRe®! values shows a bias
R

towards values lower than one. This is due to effects which
This cut enables the efbcient suppression of events withroaden the leading jet and_théeco", and is a direct con-
topologies very close to those of dijet events. This can bsequence of binning ip$e°°". This effect is observed al-
seen from the distributions of the ratio of th;éet2 to the ready for truth jets and is, after reconstruction, correctly re-
leading jetpTt shown in Fig.37 before and after the cut is produced by the Monte Carlo simulation.
applied. Events are weighted according to the pre-scale val- The data to Monte Carlo simulation ratio obtained from
ues applied at the trigger level. the multijet balance distributions are shown in the lower part

This selection therefore ensures that the leading jet is &f Fig. 39. The average value of the data to Monte Carlo

a higher scale with respect to the jets forming the recoil sys-
tem. At the same time this cut does not bias either the leadrable 10 Selection criteria to debne the event sample for the multijet
ing jetpt or the recoil systerpt. This has been conbrmed Palance analysis
using Monte Carlo simulation by checking that the averagg,ipie

o . - e Cut value
response of the leading jet and recoil systenis not signif-
icantly shifted from one after the asymmetry cut is appliedJetpr >20 GeV
A summary of the selection criteria used in the analysis iSet rapidity ly| < 2.8
given in TablelO. Number of good jets 3
y pRecol >80 GeV
10.3.3 Measurement of the multijet balance .
< 0.3radian
" ] . " > 1radian
The multijet balance is studied as a function of the transverse _
; Recoil PRI pietfp Recoil <0.6
momentum of the recoil systerp;°®", which is a good T 7T :
10° x10°
1] k""x""x""x""x""x""x'"'x""x""x"" L B L L B L AL B L B L B B |
§1 ool ATLAS F ATLAS anti-k, R=0.6
m L \s=7TeV E \Ns=7TeV EM+JES .
- [Ldt =38pb" F [Ldt=38pb" E
- e Data2010 E e Data2010
5001~ PYTHIAMC10 I anti-k, R=06 ~| 200 PYTHIAMC10
o= ALPGEN o EM+JES 7 £ - ALPGEN
[ e HERWIG++ ; 7 100 " HERWIG++
L o | E :
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Fig. 37 Distribution of the ratio of the sub-leading to the leading jet the number of data events. Events selected by pre-scaled triggers have
pt for antik; jets withR = 0.6 before &) and after b) the asymmetry  entered the histogram weighted by the pre-scale value. Only statistical
cut, see Eq.31), has been applied for datull circles) and for simu-  uncertainties are shown

lation (ines). All the distributions in the simulation are normalised to
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Fig. 38 Ratio of the reconstructeglr of the recoil system to the true
leading jetpt for antik: jets withR = 0.6 as a function of the true
leading jetpt for three samples of Monte Carlo simulations. Only sta-
tistical uncertainties are shown
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Fig. 39 Multijet balance MJB as a function of the recoil systgpm
for data and Monte Carlo simulation for ahtijets withR = 0.6. Only

The MJB used to probe the leading jet, due to se-
lection criteria or an imperfect Monte Carlo simulation
modelling of the event.

The standard JES uncertainty has been obtained for iso-

lated jets. In the case of multijet events the additional un-
certainty due to close-by jets (see Sdd). and the different
Bavour composition (see SedB) should be taken into ac-
count.

The systematic uncertainty on the recoil system has been

calculated taking into account the following effects:

1.

JES uncertainty: The JES uncertainty described in
Sect.9 is applied to each jet composing the recoil sys-
tem.

Close-by jet: Jets belonging to the recoil system are of-
ten produced with another jet nearby in the multijet en-
vironment, and the jet response is dependent on the an-
gular distance to the closest jet. The close-by jet uncer-
tainty has been estimated by studying the ratio be-
tween the calorimeter jets and matched track jets as a
function of the jet transverse momentum for different jet
isolation cuts. This uncertainty is discussed in more de-
tail in Sect.17.

. Flavour composition of the recoil systemThe JES un-

certainty is estimated for the average jet composition of
the inclusive jet sample. A discrepancy in the specibc
Bavour composition between data and Monte Carlo sim-
ulation may result in an additional JES uncertainty. The
procedure described in Sed is used to estimate this
uncertainty. It requires as input the average jet response
and the Ravour composition uncertainty as a function of
the jetpT. In the samples used, the uncertainty on the jet
pTt due to Ravour composition is about 1 %.

The systematic uncertainty on MJB due to the uncertainty

on pRecoll s estimated by calculating the multijet balance
after shifting thept of all jets in the recoil system up and
down by the systematic uncertainties. The total systematic
uncertainty is obtained by summing in quadrature the con-

statistical uncertainties are shown tribution of each source and is shown in F) for anti-k;
jets with R = 0.6. The contributions of each single source
are also shown separately. The standard JES uncertainty is

simulation ratio is within 3 % for transverse jet momenta up
to the TeV-region. The data to Monte Carlo simulation ratio
provides an estimate of the uncertainty on the leadingjet
scale.

the dominant source of uncertainty over the emif?érange.

The second category of systematic uncertainties includes

sources that affect MJB used to probe the jet energy scale at

jet

highps". These are discussed below.

10.3.4 Estimate of the systematic uncertainty
on the multijet balance

Two main categories of systematic uncertainty have been
considered:

1. The re1‘erencpjTet of the recoil system.

@ Springer

In the following the various sources considered are dis-

cussed:

1.

Selection criteria: The imperfect description given by

the Monte Carlo simulation for the variables used to se-
lect the events might induce a systematic uncertainty on
the multijet balance. In order to evaluate this system-
atic uncertainty, all relevant selection criteria are varied
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B T o Dot ] Table 11 Nominal cut values and the range of variation used to eval-
S | ATLAS simulation Ofotal uate the systematic uncertainty on the selection criteria for the multijet
[ Vs=7Tev Paveard balance technique. Events below the values are rejected
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i o socp | Variable Nominal Range
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antik R=0.6 EMtJES | 0.3 radian 01D04 radian
: ‘ ‘ 1.0 radian 05D15 radian
1.05&/;;?‘\'\/: pT asymmetry cut ® 0.4b07
o E
000K R RS
28 i
B 80 0B ] i i
© 2095 ‘ ‘ ‘ ‘ ] the data and Monte Carlo simulation. The agreement be-
s 200 400 600 800 1000 1200

p_IF_{ecoiI [GeV]

Fig. 40 The multijet balance MJB as a function pRec! (full dots)
with statistical uncertainties for arki- jets withR = 0.6. The three
bands are debned by the maximum shift of MJB when the jets that

compose the recoil system are shifted up and down by the standagi_ Soft physics modelling:imperfect modelling of multiple

JES uncertainty, close-by jet and Ravour uncertainties.bldek lines
show the total uncertainty obtained by adding in quadrature the indi-
vidual uncertainties. Théower part of the bgurehows the relative

uncertainty due to the scale uncertainty of the jets that compose the re-
coil system, debned as the maximum relative shift with respect to the
nominal value, as a function @ffecl

in a range where the corresponding kinematic variables
are not strongly biased and can be examined with small
enough statistical Buctuations. The nominal values and
the range of variations of the selection criteria are listed
in Tablell

The systematic uncertainty on MJB originating from
these sources is evaluated by calculating the multijet bal-
ance after varying the cut for each variable in the range
mentioned above. For each value of the selection crite-
ria the ratio ) between the MJB values calculated from
data and Monte Carlo simulation is evaluated as a func-
tion of the recoil systenpt. The maximum deviation of
ther with varied cuts fyaried) With respect to the nominal
ratio (frnominal), being expressed in the double ratio
I'varied T nominal (32)
is assumed to represent the systematic uncertainty for tHe
source. A quadratic sum of the systematic uncertainties
for all sources is taken as the total systematic uncertainty.

. Jet rapidity acceptance: The analysis uses only jets

with |y| < 2.8 to have a smaller jet energy scale un-
certainty on the recoil system. This selection, however,
could cause an additional systematic uncertainty, if the
fraction of jets produced outside the rapidity range dif-
fers in the data and Monte Carlo simulation. This ef-
fect is evaluated by studying MJB (calculated as usual
from only jets with|y| < 2.8) for events withpRecol>

tween the data and Monte Carlo simulation is satisfac-
tory, and MJB is stable over the entire Et range with
the largest deviations up to 3 % at relatively highE.
Since the majority of events have a very smalET, this
effect is considered to be negligible.

parton interactions (underlying event), of fragmentation
and of parton shower radiation may affect the multijet
balance in two ways. Firstly the selection criteria may
act differently on samples with different modelling of the
event topology. Secondly MJB itself can be directly af-
fected, since the modelling variation acts differently on
the leading jet and the recoil system.

The systematic uncertainty is estimated by evaluat-
ing the ratio between the MJB measured using the nom-
inal Monte Carlo simulation and an alternative Monte
Carlo simulation sample where the particular source of
uncertainty is varied. As alternative Monte Carlo simula-
tion samples lHRwWIG++ and FrTHIA with the FERUGIA
tune are used.

In addition, the parameter controlling the centre-of-
mass energy dependence of the cut-off parameter de-
termining whether an event is produced via a matrix
element or by the underlying event model (PARP(90))
is lowered from RTHIA PARR90) = 0.25 to PyTHIA
PARR90) = 0.16. This change increases the energy in
the forward region. The systematic uncertainty intro-
duced by these variations is at most 2 %.

Pile-up: Imperfect description of the pile-up may intro-
duce a systematic uncertainty. This effect is estimated by
evaluating the ratio

MJBpile-up/ M‘]Bnominal, (33)

where the nominal sample is simulated without pile-up
collisions. The systematic uncertainty due to pile-up is
smaller than 1 % for the WholfrJTet range considered.

All systematic uncertainties due to the selection criteria,

event modelling and pile-up, and the total uncertainty ob-

80 GeV, as a function of the total transverse energyained by summing them in quadrature are shown as a func-

(  Et) summed over all jets with.8 | y| < 4.5, in

tion of pRecllin Fig. 41 for anti; jets withR = 0.6.
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Fig. 41 (a) Single contributions as a function pf?ew”to the relative  with R = 0.6. The variousshaded regionshow the total uncertainty
uncertainty on MJB due to the sources considered in the selection crébtained as the squared sum of all total systematic uncertainties and
teria and event modelling for ariti-jets withR = 0.6 (various line$ of the statistical uncertainty. Also displayed are the contributions to
and the total uncertaintyf(l line) obtained as the squared sum of all the systematic uncertainty due to multijet analysis cuts and event mod-
uncertainties.lf) Ratio of data to Monte Carlo simulation for the multi- elling (darkest banyiand to the jet energy scale for jets in the recoil
jet balance (MJB) as a function of the recoil systemfor antik; jets system fatched banyl

; ; i Table 12 Maximum values of the systematic uncertainties in the

.The Pnal systematlc uncertainty resulting from the unggrwhole pRecol range for anti jets with R = 0.4 or R = 0.6, for all

tainties of the recoil reference system and from the multijegsects considered in the multijet balance analysis

balance variable added in quadrature is presented i Hig. -

for antik; jets with R = 0.6. The total systematic uncer- Source Uncertainty
i 0, i ‘ t: i

tainty amounts to about 4 % forjetspcf-3 1TeV. Athigh Jet energy scale of the recoil system 4%

transverse momentum the main contribution to the syster'r}:-l‘,jwourComposition

0,
atic uncertainty is due to thg standard JES un(?ertainty of thSIose-byjets 21()/20
EM+JES scheme. The relatively large uncertainty due to the
asymmetry cut is mainly due to topology dependence of théetpr threshold <2%
multijet balance. The maximum values of the uncertainties cut <1%
in the p?t range considered for each source are summarisedcUt . <1%
in Table12, p3etp Recoll eyt 3%
Underlying event modelling 2%
10.3.5 Summary of the multijet balance results Fragmentation modelling 8%
Pile-up <1%

The data sample collected in 2010 allows the validation of

the highpt jet energy scale to within 5 % up to 1 TeV . )
for antik jets with R = 0.6 calibrated with the EM+JES the direct transverse momentum balance between a jet and a

lphoton and the photon balance using the missing transverse
momentum projection technique (Set@.2 as well aspt
balance between a highr jet recoiling against a system of
lower pT jets (Sect10.3

The comparison of data to Monte Carlo simulation for all
in situ techniques for the pseudorapidity rang¢< 1.2 is
The jet energy calibration can be testedituusing a well-  shown in Fig.42 together with the JES uncertainty region
calibrated object as reference and comparing data to thgs estimated from the single hadron response measurements
PYTHIA Monte Carlo simulation tuned to ATLAS datd9].  and systematic variations of the Monte Carlo simulations.
Thein situ techniques have been discussed in the previoushe results of thén situ techniques support the estimate of

sections, i.e. the comparison of jet calorimeter energy to thghe JES uncertainty obtained using the independent method
momentum carried by tracks associated to a jet (3€cl),  described in Sece.

scheme. In this range the statistical uncertainty is roughl
equivalent to, or smaller than, the systematic uncertainty.

10.4 Summary of JES validation usiigsitu techniques
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1.14——————— —————r

g 112 ] following steps). These pseudo-experiments are used to
P '1.13 Multi-jet ATLAS 1 B gonS|stentIy propagate all uncertalnues.mto the evalua-
S 108 If_"}‘gtkgi‘ict balance JLdt=38 pb'Vs=7 TeV B tion of the average. The pseudo-experiments represent
1.06L4 7 -jet MPF Data 2010 and Monte Carlo incl.jets the full list of available measurements and take into ac-
1,04 count all known correlations.
1.02— _4—+ 2. Interpolation method: A linear interpolation is used to
177;4“4_54“ obtain the nominal values of the data to Monte Carlo
0.98— simulation response ratio for eadh situ technique?®
0.96— The interpolation function for eadh situ method is dis-
0.94— - cretized into small (1 GeV) bins. This Pne binning is
0.92—1"" JES uncertainty anti-k, F=0.6, EM+JES ] common to allin situ methods for the purpose of aver-
0.9 — ””102 — ””103 aging.
P [GeV] 3. Averaging: The response ratios of tha situ methods
are then averaged in the Pne bins taking into all known
Fig. 42 Ratio ofpj{-et over referenc@T in data and Monte Carlo sim- correlations to minimise the spread in the average mea-
ulation based on PrHIA with the MC10 tune for severah situ tech- sured from the Monte Carlo pseudo-experiments. This is

nigues for] | < 1.2. Only statistical uncertainties are shown. Superim- . T 2
posed is the jet energy scale uncertainty obtained from single hadron equivalent to minimise the © between the average and

response measurements and systematic Monte Carlo simulation varia- the individual measurements.
jet

tions as a function gb " (light band averaged over the rangg < 1.2 The combination of thén situ calibration data is per-
formed using the software package HVPTo@S|[ The sys-
10.5 JES uncertainty from combination tematic uncertainties are introduced in HVPTools for each
of in situtechniques component as an algebraic functionpaf or as a numerical

value for each data point. The systematic uncertainties be-
The JES uncertainty for jets in the ranpgd < 1.2 as ob- longing to the same source are taken to be fully correlated
tained fromin situ techniques is described in the previousthroughout all measurements affected.
sections. In the following section the data to Monte Carlo The HVPTools package transforms timesitu data and
simulation response ratio for the track jet, the direct balancassociated statistical and systematic covariance matrices
-jet and the multijet balance method will be combirféd.  into Pne-grainedpt bins, taking into account the best
In this combination the ability of the Monte Carlo simu- knowledge of the correlations between the points within
lation to describe the data, the individual uncertainties of theachin situmeasurement. Statistical and systematic correla-
in situ techniques and their compatibility are considered.  tions between the measurements could also be included, but
as the different measurements use independent events, these
10.5.1 Combination technique correlations are neglectéd.The covariance matrices are
) . o obtained by assuming systematic uncertainties correspond-
_Th(_e _reqw_rem_ents for_comblnlng the uncertainties from th‘"?ng to the same source are fully correlated. Statistical uncer-
individualin situtechniques are: tainties, taken as independent between the data points, are
1. Propagate all uncertainties of the individirakitutech-  added in quadrature to these matrices.
nigues to the bnal uncertainty. The interpolated measurements from differémtsitu
2. Minimise biases on the shapes of the measured distrinethods contributing to a given momentum bin are aver-
butions, i.e. on thept dependence of the data to Monte aged taking correlations between measurement points into
Carlo simulation ratio. account. The measurements are performed at diffq:r@ht
3. Optimise the variance of the known uncertainties on thgalues and use different binning (point densiti&s).
average of thén situ methods while respecting the two

revious requirements. o , o
P q 287 second order polynomial interpolation provides in principle a bet-

The combination proceeds in the following steps: ter shape description. However, due to the smooth variations in the
results of eacin situmeasurement, the differences between the results

1. Toy Monte Carlo method: Monte Carlo pseudo-exper- obtained with the two interpolation procedures are found to be negligi-
iments are created that represent the ensemble of megle.
surements and contain the full data treatment chain in?°Care was taken to avoid an overlap of the multijet balance ajet

cluding interpolation and averaging (as described in théesult. Allowing for an overlap would have required taking into account
the (strong) correlations, without a potential gain in precision.

_— 30The method avoids replacing missing information in case of a lower
27For the purpose of the combination the multijet balance method igoint density (wider binning) by extrapolating information from the
applied for jets within |< 1.2. polynomial interpolation.
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To derive properaveraging weightsfor eachin situ 3. The average and its uncertainty are computed in each
method, wideraveraging region' are debned. These re-  small bin using the weights previously obtained. This
gions are constructed such that iallsitu method covering will be displayed as a band with the central value given
the correspondingT range have at least one measurement by the average while the total uncertainty on the average
inside. The averaging regions are used to compute weights is represented by the band width.
for the in situ methods, which are later applied in the bin- 4. The covariance matrix among the measurements is com-

wise average in bne 1 GeV bins. puted in each small bin.
The averaging weights for eadm situ method are com- 5. 2 rescaling corrections are computed for each bin as
puted as follows: follows: if the 2 value of a bin-wise average exceeds

the number of degrees of freedomy¢s), the uncertainty
on the average is rescaled by 2/n gof to account for
inconsistencieg?

1. The generation of pseudo-experiments RBuctuates the data
points around the original measurements taking into ac-
count all known correlations. The polynomial interpola-
tion is redone for each pseudo-experiment for eaditu The Pnal systematic uncertainty for a given jet momen-
method. tum is (conservatively) estimated by the maximum deviation

2. For eachin situ measurement and each Monte Carlobetween the data to Monte Carlo simulation response ratio
pseudo-experiment the new bin content for each widetogether with its total uncertainty (average band) and unity.
region is calculated from the integral of the interpolatingThe central value (measured bias) and the uncertainty on the
polynomials. average measurement are hence taken into account. If a cor-

3. The contents of the wide bins are treated as new meaection for the measured bias were performed, only the rel-
surements and are again interpolated with polynomialsative uncertainty on the average would affect the bPnal JES
The interpolation function is used to obtain new measureealibration.
ments in small (1 GeV) bins for each situ method in A smoothing procedure using a sliding interval with a
the p’Tet range covered by it. Gaussian kernel is applied to the systematic uncertainty on

4. In each small bin a covariance matrix (diagonal here) bethe average. The width of the Gaussian increases as a func-
tween the measurements of eaetsitu method is com-  tion of pt. It removes spikes due to statistical Buctuations
puted. Using this matrix the averaging weights are obin the measurements, as well as discontinuities at the brst
tained by 2 minimisation. and/or last point in a given measurement.

For the averaging weights the procedure using the large .
averaging regions as an intermediate step is important in 0}—0'5'2 Combination results
der to perform a meaningful comparison of the precision ) ] ) ) )
of the differentin situ methods. The average is ComputedFollowmg thg methqd des.crlbed in the prewous_sectlon the
avoiding shape biases which would come from the use of 2> Uncertainty for jets with | < 1.2 can be obtained. For
large bins. Therefore at this next step the bne 1 GeV bin1® PUrPose of combination the multijet balance analysis is
are obtained directly from the interpolation of the original repeate_%e for jets with | | < 1.2 and the uncertainty for
bins. low-pT jets forming the recoil system is taken from thget
The bin-wise average between measurements is coni?—nalys's' ] ] )
. Figure43 shows the ratio of the jet response in data and
puted as follows: . h _ )
Monte Carlo simulation as a function of the transverse jet
1. The generation of Monte Carlo pseudo-experiments Bugnomentum for the thre situ techniques using as refer-
tuates the data pOintS around the Original meaSUremenéﬁce Objects photons .(jet)' a System of |Ow-energetic jets
taking into account all known correlations. The polyno-multijet) or the transverse momentum of all tracks associ-
mial interpolation is redone for each generated Monteted to jets (track jet). The errors shown for earsitutech-
Carlo pseudo-experiment for eaichsitu method. nique are the statistical and systematic uncertainties added
2. For each generated pseudo-experiment, small (1 Ge\{) quadrature.

bins are Plled for each measurement in the momentum The results from the track jets cover the Widp§f range

intervals covered by than situ method, using the poly- from the lowest to the highesjjet values. Compared to
nomial interpolation. T

31 . . .325uch (small) inconsistencies are seen in the comparison of-{ae
For example, when averaging two measurements with unequal point . . et L.
d track jet results in o bin.

spacing, a useful averaging region would be depned by the measur@”
ment of thein situmethod with the larger point spacing, and the points 33The restriction in the range applies to all jets. The resulting un-
of the other measurement would be statistically merged before coneertainty of the multijet method is therefore larger than the one in
puting the averaging weights. Sect.10.3
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the -jet results they have a relatively large systematic un- For pJet > 350 GeV the multijet balance contributes to
certainty. The -jet results cover ap’et range up to about the uncertainty and the resulting uncertainty is about 4b5 %
300 GeV. From this point onwards the multijet balanceup to 700 GeV. At the highest reachabl§ the JES uncer-
method helps to constrain the JES uncertainty. tainty increases to 10 %.

Figure 44 shows the contribution of eadh situ tech- Figure 45 also compares the JES uncertainty obtained
nique to the total JES uncertainty in form of their weight.from a combination ofn situ techniques to the one derived
In the region 30 plet 300 GeV the -jet results make from the single hadron response measurements and the sys-
the highest contribution to the overall JES uncertainty deteftematic Monte Carlo simulation variations (see S8xtThe
mination. The contribution is about 80 %raf = 30 Gey N SituJES uncertalnty is larger than the standard JES un-

and decreases to about 60 %pﬁt = 300 GeV. At the certainty in mostpT regions. It is similar in the region

! jet
IowesthTEt the method based on tracks determines the JE %0 PT 150 GeV. Figured5 alsq ShOW,S, the_ JES un-
. jet _ certainty, that could have been achieved, if ithsitu tech-
uncertainty. At aboup;” = 300 GeV the -jet results and

niques had been used to correct the jet energy scale in data.
the ones based on tracks have an about equal contribution.
jet _

Aboveps = 300 GeV the results based on tracks have the — — ———
highest contribution to the JES uncertainty. In this regionthe® 1.2  anti-k R=0.6, EM+JES Ii<1.2 '3_7"-’7‘%\/ -
multijet balance contributes to the JES uncertainty to aboul% - Data2010 JLdt=38pb"
20 %. For the highegt’®' only the multijet balance is used £ ' ]
to determine the JES uncertainty. % 0.8 -
The Pnal JES uncertainty obtained from the combmauoni r Y-jet ]
of thein situ techniques is shown in Figl5. The JES un- £ 06 Track-jet i
certainty is about 9 % g’ = 20 GeV and decreases to @ [ - Multijet &
about 2D3 % for 50 p/*' < 200 GeV. At the lowesp’® the - 1
systematic uncertainty is determined by thesitu method 0.2 o §
based on tracks. At 250 GeV, the uncertainty increases be- o: | ‘ u ]
cause the -jet results are 5 % below unity and therefore pull 10 o 10°

et
the central value of the average down as shown in &g. pr [GeV]

Moreover, the -jet and the track methods give different re- Fig. 44 Weight carried by eacin situ technique in the combination

: et o
sults. While for all Otherp!r values the 2/n gof is Within {0 derive the jet energy scale uncertainty as a function of the jet trans-

0.2 2In gof < 0.8, it rises to 2/n gof= 2 at 250 GeV. verse momentuerTet for antik; jets withR = 0.6 calibrated with the
EM+JES scheme

o 12— T T T T T T T > 0.2r — : ——— 7
= Foo ATLAS 3 Z Uk E
o E anti-k, R=0.6, EM+JES ImlI<12 ] £ E_ anti-k, R=0.6, EM+JES  ImI<1.2  ATLAS =
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Fig. 43 Average jet response ratio of the data to the Monte Carlo simFig. 45 Jet energy scale uncertainty from the combinatiomasitu
ulation (based on YPrHiA with the MC10 tune) for jets with | < 1.2 techniquesgolid line) as a function of the jet transverse momenium

as a function of the transverse jet momentoifor threein situtech-  for antik; jets withR = 0.6 calibrated with the EM+JES scheme for
niques. The error displays the statistical and systematic uncertainti¢s| < 1.2. Thedashed lineshows the JES uncertainty that could have
added in quadrature. Shown are the results forlarjéts withR = 0.6 been achieved, ifi situtechnigues had been used to recalibrate the jets.
calibrated with the EM+JES scheme. Tifght bandindicates the total  For comparison, thehaded bandndicates the JES uncertainties as
uncertainty from the combination of the situ techniques. Théner derived from the single hadron response measurements and systematic
dark bandindicates the statistical component Monte Carlo variations fof | < 0.3
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In this case the JES uncertainty obtained from a combinatiottansverse topology of the energy deposited by the jet.
of in situtechniques would be slightly smaller than the stan-A large energy deposit in the calorimeter layers close to the
dard JES uncertainty over a wipéet range of 30D700 GeV. interaction point indicates that the shower started to develop
before the calorimeter, leading to a lower detector response,
since a part of the jet energy could not be detected. A large
11 Jet energy calibration based on global jet properties  energy deposit in the hadronic layers indicates, for example,
a larger hadronic component of the jet implying on aver-
11.1 Global sequential technique age a lower calorimeter response. The transverse extent of
the jet can be affected by out-of-cluster energy deposits that
The global sequential calibration (GS) technique is a muliead to a lower average response. In the barrel region the
tivariate extension of the EM+JES calibration. After theenergy in the last electromagnetic calorimeter layer and in
EM+JES calibration, the dependence of the calorimeter rethe brst hadronic calorimeter layer will be correlated to en-
sponse to the jet on the transverse momentum and pseudmy losses in the poorly instrumented region in between the
rapidity is removed. However, the response can also depergdectromagnetic and hadronic calorimeters. The average de-
on other variables that can be removed by the GS techniqugector response to jets and the transverse extent of the jet is
Its main effect is to reduce the spread of the reconstructecbrrelated to how many particles of the jet hit the poorly in-

energy and, thus, improve the jet energy resoluti®f. [ strumented transition region between the barrel and the end-
Any variablex that is correlated with the calorimeter re- cap calorimeters.
sponse to the jet can be used. The average resporasea Each of these jet properties may be sensitive to sev-
function ofx is debned as eral effects: energy deposited in the dead material, non-
jet wuth compensation of the calorimeter, or unmeasured energy due
R(X) = pr(X)/p 7, (34)  to the noise suppression. In the GS calibration, no attempt

is made to separate these effects. The jet properties help to

jet; i et : : . oo
wherepy " is the transverse momentum of the calorimeter jekjgnipcantly improve the jet energy resolution, and implic-

jet. As for the EM+JES calibration, only isolated calorime- The |ongitudinal structure of the fétis characterised
ter jets that have a matched isolated truth jet are used (S@§ the fractional energy deposited in the different layers of
Sect.8.3). The average in Eq.3¢) is dePned as the peak tne calorimeters before any jet calibration is applied (Olayer

position from a Gaussian bt in a givp§“", andx bin. fractionsO):
The response dependence»olis removed when multi-
plying pjTet by: _ Eg&er
flayer— et (37)
Cx)=1U R(X). (35) EM

jet - : yer
Several variables can be used sequentially to achieve tY{'€r€Egw iS the jet energy at the EM scale aBfy” the
optimal resolution. This procedure requires that the correcENergy deposited in the layer of interest, also debned at the
tion for a given variables; (C') is calculated using jets to EM scale. The transverse jet structure can be characterised
which the correction for the previous variablgs; (C'S1) Dby the jetwidth debned as:
has already been applied. The jet transverse momentum af-

i
) ) R ::
ter correction numbeiris given by: width= % (38)
i PT
ph = C(x) x p‘fl = Cl(x) x C'S1(xigq) x p‘TSZ =... where the sums are over the jet constitueijtaidp is the

(36) transverse constituent momentum. j je¢ is the distance in
x -space between the jet constituents and the jet axis. In

In this sequential procedure, care must be taken that colbe following study topo-clusters are used as jet constituents.

rections for a variableg; are not spoiled by the corrections
for a variablexy (k >1i). It has been thoroughly checked in
this study that the response remains unchanged as a functi
of all the variables until the last correction.

11.3 Derivation of the global sequential correction

Me GS corrections are determined in iett bins of width
0.1 from| |= 0to| |= 4.5. In each bin, the jet proper-
ties that provide the largest improvement in jet energy res-

11.2 Properties derived from the internal jet structure . . S
P : olution have been selected in an empirical way. The chosen

The variables (denoted byin Eq. 35)) used in the GS cal-
ibration are properties characterising the longitudinal and*Here, longitudinal refers to the direction along the jet axis.
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Fig. 46 Average jet response calculated using truth jets before ( k; jets with R = 0.6 calibrated with the EM+JES scheme having
cleg and after {riangleg GS calibration as a function dfiar3 () 80 prt<110GeVand |< 0.6 are used
and the lateral jet widthh) in the PrTHIA MC10 sample. Anti-

Table 13 Sequence of corrections in the GS calibration scheme in

_ The GS calibration acts in the same way on all the vari-
each| | region

ables shown in Tabl&3. As explained in Sectl1.], the GS

| | region Corr 1 Corr 2 Corr 3 Corr4 results in an improved jet energy resoluti@Y|. The jet en-
ergy scale systematic uncertainty and response sensitivity to

| <12 fiie 0 fLars fps width  jet Ravor for this calibration are described in Sed.18

12| |<14 frie 0 width and19.

14| [<17 frile o fHE® width

17 ] |<30 fHE®D width

30 | |<32 fLars width 12 Jet energy scale uncertainties

32| |<34 f L for jet calit_)rations bgsed

34| |<35 fLars width on global jet properties

351 1<38 Prcals Width  The JES uncertainties in the global sequential jet calibra-

38| |<45 frcal1

tion scheme are evaluated using the transverse momentum
balance in events with only two jets at high transverse mo-

jet properties and the order in which they are applied argnentum. _ o
summarised in Tabl&3. The improvement in resolution ob- By construction the GS calibration scheme preserves the

tained is found to be independent of which property is use§"er9y scale of the EM+JES calib_ration scheme for_the
brst to derive a correction. event sample from which the corrections have been derived.

In the following section, OGSLO refers to the calibraPOSSible changes of the JES in event samples with different

tion applied up to the third correction (containing only the (0Pol0gies or jet Bavours are studied in SA&X.
calorimeter layer fraction corrections) and OGSO to the ca
bration applied up to the last correction (including the width
correction).

The effect of the GS calibration is shown in Fggfor 151 1 Dijet balance method
the case of thd  ar3 and the lateral jet width properties.
In both cases, the jet response is shown before and aftghe GS corrections can be derived from dijet events using
GS calibration. Before GS, the response decreastsa@s  the dijet balance method. This method is a tag-and-probe
and the jet width increase. After GS, the dependence of thechnique exploiting thet imbalance between two back-
calorimeter response to jets on theyr 3 and the width vari-  to-back jets. In contrast to the method presented in Segt.
ables is reduced to less than 1 %. The average response gecorrection for the truth jet imbalance is applied. This cor-
mains unchanged. A similar behaviour is observed as a fungection will be described in more detail at the end of this
tion of f psandf rile o. section.

H'Z.l Validation of the global sequential calibration
using dijet events
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Dijet events are selected by requiring that the two highestrue asymmetry. The variabbe in Eq. @2) is that of the
pT jets are back-to-back (> 2.8 radian). The two jets are reconstructed jet matched to the truth jet. Matching is done
required to be in the same pseudorapidity region. using the same criterion as for the EM+JES calibration (see
The jet whose response dependence on the layer fractio@ect.8.3). When usin@A (x) instead ofA(x) in Eq. @1), the
or width is studied, is referred to as the probe jet, while theeffects of imbalance at the level of generated particles are re-
other is referred to as the reference jet. The average trangsioved and the resulting response depends only on detector
verse momentum of the probe and the reference jet is debneffects. Accounting for the truth jetimbalance is particularly
as important for the corrections that depend on the energy in
the presampler and the jet width.

p29= pProbey pref /o (39)
_ _ . ~12.1.2 Validation of the dijet balance method
Since the choice of the reference jet and the probe jet is ar- in the Monte Carlo simulation
bitrary, events are always used twice, inverting the roles of
reference and probe. The dijet balance method can be checked in two different
The GS corrections are measured through the asymmet{yays.
variable dePned as: The brst uses the defaultPHIA event sample with the

probe \ & o ref MC10 tune and compares the average response calculated
%, (40)  using Eq. 41) to the average response calculated using the
pr -(X) truth jets (see Eq3d)). Figure47 shows this comparison for
pjets after the EM+JES calibration for SOp#et < 110 GeV

probe ref . and| | < 0.6. The results obtained using the asymmetry de-
(see Tablel3). Both py " andpy™ depend onx, but in a Pned as in Eq.40) and when incorporating the true asym-

given event the value of of the probe jet is different from metrv are shown. If the true asvmmetry were ianored. the
that of the reference jet. For this reason the dependence on y ' y y g !

. o ) . ) calculated response would be different from the true jet re-

x is explicitly written in Eq. 40) only for the probe jet. . . .

. sgonse by up to 4 % for high values of the jet width and
The probe and the reference jet transverse momenta arh ler fraction in thi feul Et bin. This dif

debned with the same calibration. When computing the cor'® pres_amp erirac _|on n this Partlcu A _ n. This _' i

rection factorC;, they are both corrected up to tfied 1)th ference increases with decreasfif reaching 8 % for jets

correction (see Sectl.]). The mean response as a functionof p5* 20 GeV. These differences are reduced to less than

A(x) =

wherex is any of the properties used in the GS calibratio

of x is given by: 2 % when a correc;tion foRrye is used. Similar results are
found in the othep’" and| | bins.
probe 54 A(x The second test compares the true asymmetry between
R(x) = T (41)
- ref 28 A(x) different simulated samples. Figut8 shows the true asym-
Pt (x) ) N
metry as a function of ps, f Lar 3, f tile 0 @and the jet width
For more details see also discussion in Se€.1 in the central region for 40 p¥' < 60 GeV for various

The measurement of the response through the asymmetgyent samples: the referencei®ia sample with the MC10
depPned in Eqg.40) assumes that the asymmetry for truthtune, the RTHIA sample with the PBRUGIA2010 tune and
jets is zero. This is true on average (inclusivesjpbut not  the HerwiG++ sample. The distributions of the jet prop-
when computed in bins of. The measured asymmetyx)  erties are also shown. The last two samples test the sensi-
is therefore a mixture of detector effects and imbalance alvity to the description of soft physics or the specibcs of
the level of the generated particles. In order to remove théhe hadronisation process that could cause differences in the
effect of imbalance at the level of generated particles, a newuth jet imbalance. The true asymmetry differs by no more
asymmetry is debPned: than 5 % in this particulap’$" and bin. Forp’'> 60 Gev
and other] | bins, the true asymmetries differ by less than
2 %. At low p#at (below 40 GeV in the barrel), the cut, in
particular combined with the smalBRUG1A2010 and HR-
wIG++ samples yield statistical uncertainties of the order of

A (x) = A(X) S Ague(X), (42)

whereA(x) is given by Eq. 40) andAqrye(X) is:

p-?—rObeh(X) IS p_rl_ef o 5 %.
Atruelx) = —M0 e, (43) In summary, the dijet balance method allows the deter-
P rutn(X) mination of the response as a function of the layer fractions

avg _ ., probe rof . probe and the jet width over the entire transverse jet momentum
wherep iin(X) = (PT ruth(®) + PTarutn) 2WIthPT n(X)  and pseudorapidity ranges. This method can therefore be ap-
and p'!, , being the probe and reference jets transversgjied to data to validate the corrections derived in the Monte
momenta, respectively. The variabfgye(x) denotes the Carlo simulation.
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Fig. 47 Average jet response calculated using truth jétsl Cir-
cleg, using the reconstructed asymme#y(open circle, and using

fTiIeO

Width
(d) jet width

of each bgureshows the differences between the response calculated
using the truth jet and the one calculated with the dijet balance method

A S Ayue (triangles as a function of the calorimeter layer energy frac- without Agye (full triangles) and withAye (Open circled. Anti-k; jets

tion f ps (@), fLar3 (b), fTile 0 () and the lateral jet widthd) in the
PYTHIA MC10 sample before applying GS calibration. Toeer part

12.1.3 Differences between data based
and Monte Carlo based corrections

with R = 0.6 calibrated with the EM+JES scheme are used and have
80 pr'<110Gevand |< 0.6

asymmetries in data and the 1A MC10 sample are com-
patible within statistical uncertainties. Similar agreement is
found in the other andp‘TEt regions.

Figure 49 shows the difference between the reconstructed The asymmetries as shown in FigQ are used to de-

asymmetry and the true asymmetry for theTRiA MC10
sample as a function ébs, f L ar 3, f Tile 0 @and width for jets

rive data based corrections. The difference between data
and Monte Carlo simulation provides a quantitative mea-

with 80 pij< 110 GeV and | < 0.6. The reconstructed sure of the additional jet energy scale uncertainty intro-
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Fig. 48 Average asymmetry for truth jets obtained from various EM+JES scheme are used and have 4ﬂ?"g< 60GeVand |< 0.6.

Monte Carlo event generators and tunesTRIA with the MC10 and
the RERUGIA2010 tune and BRwIG++) as a function of the calorime-
ter layer fractionf ps (@), fLar3 (), fTile 0o (C) and the lateral jet
width (d) of the probe jet. Antik; jets withR = 0.6 calibrated with the

duced by the GS calibration. After the brst two correc-

The distributions of the jet properties are superimposed on each bgure.

Thelower part of each bgurehows the differences between 1A
with the FERUGIA2010 tune or HRwIG++ and FYTHIA with the

MC10 tune

Data based corrections are also derived with true asym-

tions in Table13 the response changes by less than 1 %netries coming from the ERUGIA2010 and HRWIG++

for data based and Monte Carlo based corrections. The reamples. These corrections are then applied to the reference

sponse changes by an additional 1 % to 2 % after the thir®yTHIA MC10 sample and the response yielded is com-

(PS) and the fourth (width) corrections are applied in thepared to the response obtained after applying the reference
barrel. The agreement in the endcap is within 2 % (4 %) fodata based corrections using the true asymmetry from the

piuth > 60 GeV(< 60 Ge\).
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Fig. 49 Difference between the average reconstructed asymmetry andidth (d). Thelower part of each bgurshows the differences between
the average true asymmetry in datgpén circle} and in the reference  Monte Carlo simulation and data. Arki-jets withR = 0.6 calibrated
PyTHIA MC10 sample full circles) as a function of the calorime- with the EM+JES scheme are used and have &ft < 110 GeV and
ter layer fractiond ps (@), f Lar3 (D), f1ie 0o (C) and the lateral jet | |< 0.6

is found to be lower than.B % in all thep%f’t and| | bins Figure 50 shows the mean value 6bs, far3, frie 0
where the statistical uncertainty is small enough. and width as a function qﬂet in the barrel for data and var-
As a further cross-check the same GS corrections (hetious Monte Carlo simulation samples: the nominafrRiA
the Monte Carlo based ones) are applied to both data afdC10, PrTHIA PERUGIA2010 and HRwIG++. The agree-
Monte Carlo simulation samples. The difference betweement forf tje o andf ps between data and¥?HIA with
data and simulation reBects differences in the jet propertiethe MC10 tune is within 5 % over the enti;:«z'{-Et range.

used as input to the GS calibration in the inclusive sampledror f | ar3, this agreement is also within 5 % except for
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Fig. 50 Mean value of the jet calorimeter layer fractiohgs (a), with R = 0.6 calibrated with the EM+JES scheme are used. The ratio

frLars (b), fTie o (€) and the jet width ¢) as a function ofple‘ for of Monte Carlo simulation to data is shown in tlwsver part of each
| | < 0.6 for data and various Monte Carlo simulations. Altilets ~ Pgure

20 pJet < 30 GeV where a disagreement ab®6 is ob-  other| | bins for the calorimeter layer fractions and the jet
served. A larger disagreement is found for the jet width. Jetsvidth, except for 2L | | < 2.8, where the agreement for
are 5% (10 %) wider in data than in Monte Carlo simulationthe width is slightly worse than in the other eta ranges.
at 200 GeV (600 GeV) and more narrowpat< 30 GeV. Figure 50 shows that PTHIA with the MC10 and the
The standard deviations of tligar 3 and thef psdistri-  PyTHIA PERUGIA2010 tunes agree to within a few per cent.
butions show also agreement within 5 % between data anghe agreement of the &kwiG sample with data is as good
PYTHIA MC10 simulation over the ent|r|aT range (Not s for the other samples féiar3 andf tie o, except for
shown). Forf Tile 0 and width, disagreements of 10 % are 20 p/*'< 30 GeV. Forf ps and the width, disagreements
observed in som[aT bins. Similar results are found in the 5f 5510 % are observed betweerR#vic++ and the other
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samples forpjTet < 60 GeV. ForpjTer > 160 GeV, HER-  GSL and GS corrections are shown in Figta ands1b. The
wiG++ is found to describe the width observed in data betteratios of data to Monte Carlo simulation are shown in the

than the other samples. lower part of each Pgure. Figursc and51d show the same
The systematic uncertainty can be quantitatively estiguantity, but as a function of for 80 pJTet< 110 GeV.
mated by comparing how the correction coefbciel/ Deviations from unity in the ratios between data and

EE,{MJESdiﬁer between data and Monte Carlo simulation. Monte Carlo simulation as shown in Fi§l represent the

The correction coefbcient as afunctionpﬂ?’t in the barrel systematic uncertainty associated to the GS corrections.
calorimeter in data and in theyPHIA MC10 sample after This uncertainty is added in quadrature to the EM+JES un-
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Fig. 51 Average jet energy after GSla,(c) and GS b, d) correc-  Carlo simulation. Antik; jets withR = 0.6 are used. The double ra-
tions divided by the average jet energy after the EM+JES calibratio [Ecgcsy)/E em+edpatd [EcsGsy/E em+iedmc is shown in the
tion as a function ofp’" (a, b) in the calorimeter barrel and as a lower part of each bgure

function of for 80 pjTEt < 100 GeV ¢, d) in data and the Monte
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certainty. The results for all thya’Tet and ranges are the 12.3 Summary on the JES uncertainty
following: for the global sequential calibration
For 20 p¥'< 30Gevand 0| |< 2.1, the data to
Monte Carlo ratio varies from.B % to Q7 % depending The systematic uncertainty on the global sequential cali-
on the| | region. ForpjTEt> 30GeVand0| |< 21,the bration in the inclusive jet sample has been evaluated. It is
uncertainty is lower than.8 %. For21 | |< 2.8,thedata foundtobelowerthan1%for( |< 2.8and20 p$t<
to Monte Carlo ratio varies from.8 % to 1 % depending on 800 GeV. This uncertainty is added in quadrature to the JES
the p’' bin. For a givenp!™', the uncertainty is higher for based on the EM+JES calibration scheme.
21 | |<28thanfor0| |< 2.1, because of the poorer
description of the jet width. For.2 | | < 2.8 the GSL
scheme shows slightly larger difference than the GS scheme3 Jet calibration schemes based
In general, the uncertainty on the data to Monte Carloratiois  on cell energy weighting
lower than 1 % for 20 p'< 800 GeVand 0| |< 28.
The uncertainty coming from the imperfect descriptionBesides the simple EM+JES calibration scheme, ATLAS
of the jet properties and the differences between data baségs developed several calibration schen@& ith differ-
and Monte Carlo simulation based corrections presented ignt levels of complexity and different sensitivity to system-
Sect.12.1.3are not independent. The average jet responsegtic effects. The EM+JES calibration facilitates the evalu-
after the GS calibration in eaqb{?t and bin, which de- ation of systematic uncertainties for the early analyses, but
pends on both the distribution of the properties and the G#e energy resolution is rather poor and it exhibits a rather
corrections, is close to the response after the EM+JES calhigh sensitivity of the jet response to the Ravour of the par-
bration. ton inducing the jet. These aspects can be improved using
A change in the distribution of a jet property thereforemore sophisticated calibrations.
translates into a change in the GS correction as a function The ATLAS calorimeters are non-compensating and give
of this property such that the average jet response stays tlelower response to hadrons than to electrons or photons.
same in the sample used to derive the correction. The diffeFFurthermore reconstruction inefbciencies and energy de-
ences observed after applying data based and Monte Cafsits outside the calorimeters lower the response to both
simulation based GS corrections described in SEZt1.3  electromagnetic and hadronic particles, but in different
are therefore partly caused by differences in the jet propeiyays. The main motivation for calibration schemes based
ties and not only by differences in the GS corrections themon cell energy density is to improve the jet energy reso-

selves. lution by weighting differently energy deposits from elec-
tromagnetic and hadronic showerg7]. The calorimeter
12.2 Sensitivity of the global sequential calibration cell energy density is a good indicator, since the radiation
to pile-up length Xo is much smaller than the hadronic interaction
length .

An important feature of the GS calibration is its robustness \1ethods based on cell energy weighting were pioneered

when applied in the presence of pile-up interactions, whicrby the CDHS experiments9p, 97] and later extensively

translates into small variations in the size of each of the COlsed by the H1 experimer@$, 99]. A further development

rections and the distributions of the jet properties. The cory, 5o presented in RefLQ(.

rections derived in the sample without pile-up are directly 5 calibration schemes implementing this idea have
alp.pllcable to the sample with pile-up with only a small ad-p .., developed by ATLAS:
ditional effect on the jet energy scale.

The quantitative estimate of the effect of pile-up is ob-1. For the global calorimeter cell energy density calibra-
tained applying the GS corrections derived in theTRiA tion (GCW) the weights depend on the cell energy den-
MC10 sample without pile-up to simulated samples with sity and are obtained from Monte Carlo simulation by
pile-up. The resulting response is then compared to the re- optimising the reconstructed jet energy resolution with
sponse after the EM+JES calibration, which includes the respect to the true jet energy. This calibration is called

offset correction as described in Se8tl It is found that OglobalO because the jet is calibrated as a whole and, fur-
the response after the various GS corrections remains un- thermore, the weights that depend on the calorimeter cell
changed to better than 1 % (2 %) fpf > 30 GeV pT < energy density are derived such that Buctuations in the

30 GeV). These variations are smaller than the uncertainty measurement of the jet energy are minimised and this
on the jet energy in the absence of pile-up over the eptire minimisation corrects for all effects at once.

range, thus demonstrating the robustness of the addition2l For the local cluster calibration (LCW) multiple vari-
corrections with respect to pile-up. ables at the calorimeter cell and the topo-cluster levels
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are considered in a modular approach treating the varicalorimeter, the gap and crack scintillatoaf, Scint )
ous effects of non-compensation, dead material depositere excluded from this classibcation. A constant weight is
and out-of-cluster deposits independently. The correcapplied to these cells independent of th&ilv . The cryo-
tions are obtained from simulations of charged and neustat (Cryo ) term is computed as the geometrical average
tral partiples. Th(? topo-clusters in the calorimeter are calof the energy deposited in the last layer of the electromag-
ibrated OlocallyO, without considering the jet context, anfletic barrelLAr calorimeter and the brst layer of tfide
jets are then reconstructed directly from calibrated topozalorimeter. This gives a good estimate of the energy loss
clusters. in the material between thieAr and theTile calorime-
Final jet energy scale corrections also need to be applie§’s.
to the GCW and LCW calibrated jets, but they are numer- Table 14 shows the number of energy density bins for
ically smaller than the ones for the EM+JES calibrationeach calorimeter layer. In the case of the seven layers with-
scheme. These corrections are derived with the same prout energy density segmentation the weights are denoted
cedure as described in SeBtThe resulting jets are referred by v;.
to as calibrated with GCW+JES and LCW+JES schemes.  The jet energy is then calculated as:

13.1 Global cell energy density weighting calibration ot 10 16 7
EJGCW= wj Ej + v Ej, (45)

This calibration scheme (GCW) attempts to assign a larger i=1j=1 i=1
cell-level weight to hadronic energy depositions in or-
der to compensate for the different calorimeter responswherew; (vi) are the GCW calibration constants afgl
to hadronic and electromagnetic energy depositions. Thare the calorimeter cell energies in layeand energy den-
weights also compensate for energy losses in the dead mgity binj . In order to reduce the number of degrees of free-
terial. dom, for a given layetr, the dependence on the energy den-

In this scheme, jets are prst found from topo-clusters osity bin of each elememw; is parameterised by a common
calorimeter towers at the EM scale. Secondly the energigsolynomial function of third and fourth degree depending
of the calorimeter cells forming jets are weighted accordingn the layer (see Tabl®4). In this way the number of free
to their energy density. Finally, a JES correction is derivecharameters used to calibrate any jet is reduced from 167
from the sum of the weighted energy in the calorimeter cellso 45.
associated to the jet as a function of thegetand pseudo-
rapidity. o _
The weights are derived using Monte Carlo simulation "o, MTUEr o enesy densty e per calomeer oy used
information. A reconstructed jet is Prst matched to the nearunction used in the weight parametrisation
est truth jet requirindRmin < 0.3. No second truth jet should
be within a distance oR = 1. The nearest truth jet should Calorimeter Layer Nb. E/V Poly. Degree

have a transverse ener§y > 20 GeV. The transverse en- bins onEN
ergy of the reconstructed jet shouldBEM > 5 GeV, where g5 1 1
ETE'VI is the transverse energy of the reconstructed jet measqe 1 1
sured at the electromagnetic scale. EMAL 1 1
For each jet, calorimeter cells are identibed with an in- 1 1
teger number denoting a calorimeter layer or a group of EME andEMB with | | < 0.8 16 4
layers in the ATLAS calorimeters. Afterwards, each cell is 2 andEME with 0'8 16 4
classibed according to its energy density which is depned &% a" with| | O
the calorimeter cell energy measured at the electromagnetid/® aNdEMB with| | < 2.5 16 4
scale divided by the geometrical cell voluni/{ ). EME2 a”dEM'_B with | 25 16 4
A weight wj is introduced for each calorimeter cell T1eBar 0,TileBar 1andTileBar 2 16 4
within a layeri at a certain energy density bjn The cells  TileExt 0, TileExt 1andTileExt 2 16 4
are classibed in up to 1B/V bins according to the follow- HE®-3with| |< 2.5 16 4
ing formula: HE®-3with| | 25 16 4
FCALO 16 3
In E/Gev
, VImne FCALL andFCAL2 16 3
j = —o 4 26, (44)
In2 Cryo term 1
whergj is an integer number between 0 and 15. Calorimete%;"’lID i

cells in the presampler, the brst layer of the eIectromagnet%Cint
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The weights are computed by minimising the following 13.2.2 Cluster isolation

function:
The cluster isolation is debPned as the ratio of the number
, 1 Niet Ej(?E:W . 2 of unclustered calorimeter ceifsthat are neighbours of a
- @ et s1, (46) given topo-cluster to the number of all neighbouring cells.
jec1  Etruth The neighbourhood relation is debned in two dimensions,

i.e. within the individual calorimeter layé&Ff.

whereNie is the total number of jets in the Monte Carlo After calculating the cluster isolation for each individual

sample used. This procedure provides weights thatmm'm'sgalorimeter layer, the bnal cluster isolation variable is ob-

the jet energy resolution. The mathematical bias on the meani ed by weighting the individual layer cell ratios by the

jet energy that .is intraduced in particglgr at I_OW jet energie%nergy fractions of the topo-cluster in these layers. This as-
.(see.Ref. 10]1)_ Is corrected by an ad.dItIOItla| Jet energy cal- 5 res that the isolation is evaluated where the topo-cluster
ibration following the method described in Segtand dis- has most of its energy.

cussed in Sect.3.3 The cluster isolation is zero for topo-clusters where all
neighbouring calorimeter cells in each layer are inside other

13.2 Local cluster weighting calibration topo-clusters and one for topo-clusters with no neighbouring
cell inside any other topo-cluster.

This calibration scheme3[r, 102 corrects locally the topo-

clusters in the calorimeters independent of any jet cont3-2.3 Cluster energy correction

text. The calibration starts by classifying topo-clusters as ) ) ]
mainly electromagnetic or hadronic depending on clustef‘" correctl_ons are derived from the Mo_nte Carlo S|mula—.
shape variables8f]. The cluster shape variables charac-tions for _smgle_ charged and n_eutral pions. The hadronic
terise the topology of the energy deposits of eIectromagneti%hower simulation model used is QGSP_BERT. The detec-

or hadronic showers and are debned as observables deri\}gﬁ geomet.ry and topo-clustgr recqnstrucnon is the sa'me. as
n the nominal Monte Carlo simulation sample. A Rat distri-

from calorimeter cells with positive energy in the clusteranc{) tion in the | ithm of bi ies f 200 MeV t
from the cluster energy. All weights depend on this classi- dtion in the fogarithm ot pion energies from evio

pcation and both hadronic and electromagnetic weights arzeTev 'S used.. . .
. The corrections are derived with respect to the true de-
applied to each cluster. . . . . . .
posited energy in the active and inactive detector region
o (Ocalibration hitsO).
13.2.1 Barycentre of the longitudinal cluster depth True energy depositions are classibed in three types by
the ATLAS software:
The barycentre of the longitudinal depth of the topo—clust-1

) ) 1. Thevisible energy, like the energy deposited by ionisa-
er ( centrd IS dePned as the distance along the shower axis

) tion.
from the front of the calqnmeter to the shower centre. The, Theinvisible energy, like energy absorbed in nuclear re-
shower centre has coordinates: actions.
Eyik 3. The escaped energylike the energy carried away by
j = KB (47) neutrinos’’
KEx> 0 Ek

The local cluster calibration proceeds in the following
with i taking values of the spatial coordinates/,z andEx  steps:
denoting the energy in the calorimeter delDnly calorime-
ter cells with positive energy are used.
The shower axis is determined from the spatial correla-
tion matrix of all cells in the topo-cluster with positive ener-

1. Cluster classibcation The expected number of pions
in logarithmic bins of the topo-cluster energy, the clus-
ter depth in the calorimeter, and the average cell energy
density are used to calculate classibcation weights. The

gies:
E2 ikS i)(kS j 35Unclustered calorimeter cells that are not contained in any topo-

Cj = e Bi l(J ) , (48) cluster.

klIEk>0 Ek 36In general, topo-clusters are formed in a three dimensional space de-

o o ) - Pnedby , and the calorimeter depth.

withi,j = x,y,z. The shower axis is the eigenvector of this 371he escaped energy is recorded at the place where the particle that es-
matrix closest to the direction joining the interaction pointcapes the detector volume (Oworld volumeQO&ANG 4 terminology)
and the shower centre. is produced.
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weights are calculated for small| regions by mixing electromagnetic showers are used. The weights are ap-
neutral and charged pions with a ratio of 1:2. This as- plied according to the classibcation probabifitgdebned
sumes that /3 of the pions should be charged. Clus- above.

ters are classibed as mostly electromagnetic or mostly

hadronic. The calculated weight denotes the probability Al cqrrechons are debned with respect_to the electro_—
- . magnetic scale energy of the topo-cluster. Since only calori-
p for a cluster to stem from a hadronic interaction.

2. Hadronic weighting: Topo-clusters receive calorime- metric information is used, the LCW calibration does not

ter cell correction weights derived from detailed Monteaccount for low-energy particles which do not create a topo-

Carlo simulations of charged pions. Calorimeter cells incluster in the calorimeter. This is, for instance, the case when

topo-clusters are weighted according to the topo-clustthe energy is absorbed entirely in inactive detector material

er energy and the calorimeter cell energy density ThE" particles are bent outside of the calorimeter acceptance.
hadronic energy correction weights are calculated from o ]

the true energy deposits as given by the Monte Carld-3-3 Jet energy calibration for jets

simulation (vuap) multiplied by a weight to take into with calibrated constituents

account the different nature of hadronic and electromag-
netic showers. The simulated response to jets at the GCW and LCW energy

The applied weight is scales, i.e. after applying weights to the calorimeter cells in
jets or after the energy corrections to the topo-clusters, are
WHaAD - P + Wem - (1S p), (49)  shown in Fig.52 as a function of gt for various jet en-

. N ergy bins. For both jet calibration schemes the jet response is
wherewewm = 1 andp is the probability of the topo-clust- 410, 0.6D0.8 for jet energies of 30 GeV, but is bigger than
er to be hadronic as determined by the classibcation steg.g for high energetic jets. The inverse of the jet response
Dedicated correction weight tables for each Calor'meteEalculated on the LCW or GCW scale is used in each bin as

layerin 02-wide| |-bins are l_Jsed. '_I'he correction weight jet energy scale correction as described in S&@&for the
tables are binned logarithmically in topo-cluster energy-n+JES calibration scheme

and cell energy densitE(V ). The bnal jet energy correction needed to restore the re-

3. Out-of-cluster (OOC) corrections: A correction for iso- constructed jet energy to the true jet energy is much smaller

lated energy deposits inside the calorimeter, but outsidﬁ1an in the case of the EM+JES calibration shown in Big.
topo-clusters is applied. These are energy depositions not

passing the noise thresholds applied during the cluster-
ing. These corrections depend prj, the energy mea- -
sured around the topo-cluster and the cluster barycentrle4 fJ et_etner% S(;’.a le ug certjuntles Il weighti

centre There are two sets of constants for hadronic and or jet calibrations based on cell weighting
electromagnetic showers and both are used for each clus- . )
ter with the respective weights pfand 1S p. The OOC Thg Je_t erjergy gcale upcertamty .for .Jets baged on cell
correction is bnally multiplied with the cluster isolation Weghting is obtained using the sariresitu techniques as
value discussed in Sect3.2.2in order to avoid double described in Sectl0. The results for eacim situ technique

counting. together with the combination of ailh situ techniques are

4. Dead material (DM) corrections: The topo-cluster clus- discussed in Sect4.3
ter energy is corrected for energy deposits in materials " order to build up conbdence in the Monte Carlo sim-
outside the calorimeters. Energy deposits in upstrearH'atiO” the description of the variables used as inputs to the
material like the inner wall of the cryostat are highly cor- cell weighting by the Monte Carlo simulation is discussed
related to the presampler signals. The corrections are dé1 Sect.14.1for the global cell weighting scheme and in
rived from the sum of true energy depositions in the ma-Sect.14.2for the local cluster weighting scheme.
terial in front and behind the calorimeter and from the
presampler signal. The correction for energy deposited4.1 Energy density as input
in the outer cryostat wall between the electromagnetic  to the global cell weighting calibration
and the hadronic barrel calorimeters is based on the ge-
ometrical mean of the energies in the layers just beford he global cell energy density weighting calibration scheme
and just beyond the cryostat wall. Corrections for othesee Sect13.1) applies weights to the energy deposited in
energy deposits without clear correlations to topo-clusteach calorimeter cell according to the calorimeter cell en-
er observables are obtained from look-up tables binnedrgy density E/V , whereV is the calorimeter cell vol-
in topo-cluster energy, the pseudorapidjty, and the ume and the energy is debned on EM-scale). This attempts
shower depth. Two sets of DM weights for hadronic andto compensate for the different calorimeter response to
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Fig. 52 Average simulated jet energy response at the G@Aad the LCW ) scale in bins of the GCW+JES and LCW+JES calibrated jet
energy and as a function of the detector pseudorapijdity

hadronic and electromagnetic showers, but it also compen- The second layer of the endcap electromagnetic calorime-
sates for energy losses in the dead material. The descriptidar (d) shows a similar behaviour to that observed in the bar-
of the calorimeter cell energy density in the Monte Carlorel: fewer cells are found at high energy density in the data
simulation is therefore studied to validate this calibrationthan in the Monte Carlo simulation. This effect is present in
scheme. _ all three layers of the endcap electromagnetic calorimeter,
Only calorimeter cells inside jets witlﬂ}3t > 20 GeV and yetit becomes more pronounced with increasing calorime-
ly] < 2.8 built of topo-clusters and with a cell energy of at ter depth. A similar effect, but of even larger magnitude has
least two standard deviations above the noise thresholds apeen observed for cells belonging to the endcap presampler.
considered for this comparison. Similar results have beemhe Prst layer of the endcap hadronic calorimeter (e) shows
obtained using cells inside jets built from calorimeter tow-a better agreement between data and Monte Carlo simula-
ers. The Monte Carlo simulation reproduces the generic fedion. This agreement is also present for other layers of the
tures of the data over many orders of magnitude. HoweveHEC In the brst layer of the forward calorimeter more cells
the following paragraphs discusses those differences, all afith energy densities in the middle part of the spectrum are
which are on the order of a few percent. found in data than in Monte Carlo simulation (f). This ef-

Figure53 shows the calorimeter cell energy density dis-fect has been observed in otfi€AL layers, and it becomes
tributions in data and Monte Carlo simulation for cells in slightly more pronounced with increasifgAL depth.
representative longitudinal segments of the barrel and for- S )
ward calorimeters. Fewer cells with high energy density ard#-2 Cluster properties inside jets as input
observed in data than predicted by Monte Carlo simula- to the local cluster weighting calibration
tion in the barrel presampler (a) and in the second layer o{.

the barrel electromagnetic calorimeter (b). This behawou[rnagnetic scale energy of the topo-clusters and can there-

s obgerved for other segments of the barrel ek.actromagnet*gre be applied in any arbitrary order. This allows system-
calorimeter, but not for the second layer of fhige  bar- atic checks of the order in which the corrections are applied.

rel calorimeter (c). _Here,_a good agreement between dat?here are four cluster properties used in the LCW calibra-
and Monte Carlo simulation is found over the full energyion scheme:

density spectrum. Only for the lowest energy densities are

slight differences found. Good agreement is also present ih- The energy density in cells in topo-clusters.

the brst layer of th@ile extended barrel calorimeter, while 2. The cluster energy fraction deposited in different calori-
the energy density is on average smaller for the second and Mmeter layers.

third layer in the data than in the Monte Carlo simulation.3- The isolation variable characterising the energy around
Such a debcit of high energy density cells in data is also the cluster.

observed for the second and third layer of the scintillatoré- The depth of the cluster barycentre in the calorimeter.

placed in the gap between tfidle barrel and extended  |n addition, the cluster energy after each correction step

barrel modules. Better agreement is found between data a%d the cluster location can be Compared in data and Monte
Monte Carlo simulation for the brst layer of the scintillators. Carlo simulation.

he LCW weights are debned with respect to the electro-
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Fig. 53 Calorimeter cell energy density distributions measured atof the forward calorimeterf]. Anti-k; jets with R = 0.6 requiring

EM scale used in the GCW jet calibration scheme in daint9  p*'> 20 GeV andly| < 2.8 calibrated with the GCW+JES scheme
and Monte Carlo simulatiorsbaded arepfor calorimeter cells inthe  are used. Monte Carlo simulation distributions are normalised to the
barrel presampleraj, the second layer of the barrel electromagnetic number of cells in data distributions. The ratio of data to Monte Carlo

calorimeter b), the second layer of the barrel hadronic Tile calorime- simulation is shown in théower part of each bgureOnly statistical
ter (c), the second layer of the endcap electromagnetic calorim@ter ( yncertainties are shown

the pbrst layer of the endcap hadronic calorimeggaqd the Prst layer

14.2.1 Cluster isolation tion (see Sectl3.2.9. Most of the topo-clusters in lower
energetic jets have a high degree of isolation. The peaks at
Figure 54 shows the distributions of the cluster isolation 0.25, 05 and 075 are due to the topo-clusters in bound-
variable for all topo-clusters in calibrated jets w'pﬂft > ary regions which are geometrically difbcult to model or
20 GeV andy| < 2.8 for topo-clusters classiPed as electro-regions with a small number of calorimeter cells. Such
magnetic (a) and hadronic (b). topo-clusters contain predominantly gap scintillator cells

The cluster isolation variable is bounded between Qr are located at the boundary of thEECand theFCAL
and 1, with higher values corresponding to higher isolacalorimeters.
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Fig. 54 Distributions of the isolation variable for topo-clusters classi- antik; jets withR = 0.6 with p%?t > 20 GeV andy| < 2.8 calibrated

bed as electromagnetie)(and as hadronicb) in data pointg and  with the LCW+JES scheme are used
Monte Carlo simulation ghaded arep Topo-clusters associated to

The features observed are similar for topo-clusters classexpected. Those topo-clusters classibed as mostly hadronic
Ped as mostly electromagnetic and those classibed as mostlie very often in the electromagnetic calorimeter, since these
hadronic. A reasonable agreement between data and Morltgwv pt jets do not penetrate far into the hadronic calorime-
Carlo simulation (see Figp4) is found. The agreement in ter. However, a structure is observed, related to the position
the peaks corresponding to the transition region betwee®f the different longitudinal layers in the hadronic calorime-
calorimeters is not as good as in the rest of the distributer. This structure is more prominent when looking at indi-
tion. vidual rapidity regions, being smeared where the geometry

Figure55 shows the mean value of the topo-cluster iso4S not changing in this inclusive distribution. Good agree-
lation variable as a function of the topo-cluster energy forment is observed between data and Monte Carlo simula-
all topo-clusters in jets withp/™ > 20 GeVv andly| <  ton- S
2.8 for topo-clusters classiPed as electromagnetic (a) or as Figures7shows the mean value of distributions @gntre
hadronic (b). The Monte Carlo simulation consistently pre-2S & functlonetof the cluster energy for all topo-clusters
dicts more isolated topo-clusters than observed in the datd! 1ets with pY > 20 GeV andly| < 2.8, again for both
particularly at topo-cluster energiEs< 2 GeV and for both ~ tyPes of topo—clusters.. In this case, topo-clusters cIassiPed as
hadronic and electromagnetic cluster classiPcations. Thi0Stly electromagnetic have their barycentre deeper in the
feature is present in all rapidity regions, except for very lowcalorimeter on average as the cluster energy increases. A dif-

energy topo-clusters classibed as mostly electromagnetic fﬁrent pehawour IS observepl for cluster.s tagggd as hadronic,
very central jets for which the mean depth in the calorimeter increases un-

til approximately 2 GeV, at which point the mean depth
decreases again. The shape of the mean depth as a func-
14.2.2 Longitudinal cluster barycentre tion of energy is different for different jet rapidities due to
the changing calorimeter geometry. However, the qualitative
features are similar, with a monotonic increase up to some
R ) ) topo-cluster energy, and a decrease thereafter. This is likely
13.2.) d|st_r|tbut|ons for all topo-clusters in LCW calibrated e to an increased probability of a hadronic shower to be
jets with p¥" > 20 GeV andly| < 2.8 and for both cluster spjit into two or more clusters with increased shower en-

classibcations. Most topo-clusters classiPed as electromagrgy. A good agreement is observed between data and Monte
netic have their centre in the electromagnetic calorimeter, aSarlo simulation.

Figure 56 shows the cluster barycentreente (S€€ Sect.
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Fig. 55 Mean value of the cluster isolation variable for topo-clusterscleg and Monte Carlo simulatioropen squargs Topo-clusters asso-
classiPed as electromagnet®) énd as hadronidh) as a function of  ciated to antik; jets with R = 0.6 with plft > 20 GeV andy| < 2.8
the topo-cluster energy measured at the EM scale, in diised cir-  calibrated with the LCW+JES scheme are used
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Fig. 56 Distributions of the longitudinal cluster barycentrgniefor ers associated to arltj- jets with R = 0.6 with pjTet > 20 GeV and
topo-clusters classibed as electromagnetfjcad as hadronich] in ly| < 2.8 calibrated with the LCW+JES scheme are used
data pointy and Monte Carlo simulatiorshaded arep Topo-clust-
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Fig. 57 Mean value of the longitudinal cluster barycentignreas a  data ¢losed circlepand Monte Carlo simulatioropen squargs Topo-

function of the topo-cluster energy measured at the EM scale for topcelusters associated to arktijets withR = 0.6 with p?t > 20 GeV and
clusters classibed as electromagned)afd as hadronic in dath)in ly| < 2.8 calibrated with the LCW+JES scheme are used

14.2.3 Cluster energy after LCW corrections sition region between the barrel and the endcap and in the
forward region once the dead material correction is applied.

In this section the size of each of the three corrections of the ] o )
topo-cluster calibration is studied in data and Monte Carlg-#-3 JEt energy scale uncertainty fromsitutechniques
simulation. This provides a good measure of how the differ- 1" éts based on cell weighting

ences between data and Monte Carlo simulation observed in . . ) _
. . . . . . For the jet calibration schemes based on cell weighting the
previous sections impact the size of the corrections applie

Figure58 shows the mean value of the ratio of the cali- ES uncertainty is evaluated usifgsitu techniques. The

. same techniques as described in SE@tre employed. The
brated topo-cluster energy to the uncalibrated topo-clust d ploy

Lo . nal JES uncertainty is obtained from a combination of all
energy after each calibration step as a function the topo- _. . . A

o _In situ techniques following the prescription in Set@.5
cluster energy and pseudorapidity. Only topo-clusters in

LCW calibrated jets wittpy > 20 GeV are considered. For 14 3 1 Comparison of transverse momentum balance
the.rgsults shgwn.as. a fun.c.tlon of tqpo-cluster energy the from calorimeter and tracking
rapidity of the jets is, in addition, restricted [ty| < 0.3.

The agreement between data and Monte Carlo simulaFhe result of the JES validation using the total transverse
tion is within 5910 % for the full topo-cluster pseudorapidity momentum of the tracks associated to jets (See 3@01)
range topo-clusterand is generally better for lower topo-clust- js shown in Fig.59 for jets in data and Monte Carlo simu-
er energies where the correction for the out-of-cluster energption calibrated with the GCW+JES scheme and in By.
dominates. As the topo-cluster energy increases the largefgrr jets calibrated with the LCW+JES scheme in various jet
corrections become the hadronic response and the dead npseudorapidity regions withih | < 2.1. The bin| | < 1.2
terial corrections. is obtained by combining the|< 0.3,03 | |< 0.8 and

An agreement to about 1 % is observed in a wide regio®.8 | |< 1.2 bins.
in most of the barrel region after each correction. The agree- Similar results as for the EM+JES scheme are obtained.
ment between data and Monte Carlo simulation is withinin both cases, the agreement between data and simulation is
2 % for all topo-cluster pseudorapidities after the hadronigxcellent and within the uncertainties of timesitu method.
and the out-of-cluster corrections. Larger differences are obFhe calibration schemes agree to within a few per cent, ex-
served between data and Monte Carlo simulation in the trarfept for the bins with very low numbers of events.
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Fig. 58 Mean calibrated topo-cluster energy divided by the uncali-material correctionstj applied to topo-clusters in jets. The corrections

brated topo-cluster energy in dafo{nt9 and Monte

Carlo simulation

are sequentially applied. Ank- jets withR = 0.6 in the LCW+JES

(shaded arepas a function of the uncalibrated topo-cluster energyscheme are required to hap$t> 20 GeV. In addition, for the results
(left) and topo-cluster pseudorapiditsight) after hadronic response as a function of the topo-cluster enerdgf() the rapidity of the jets is

weighting @), adding out-of-cluster correctionb)( and adding dead

restricted tgy| < 0.3
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antik; jets withR = 0.6 using the LCW+JES calibration scheme as a
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14.3.2 Photon-jet transverse momentum balance simulation with data is similar for both calibration schemes.
The data to Monte Carlo agreement is 3 to 5 %.

Figure 62 shows the comparison of the response deter-
The response measured by the difegtbalance technique mined by the MPF technique (see Set.2.9, measured
(see Sect10.2.]) for the GCW+JES and LCW+JES calibra- in data and Monte Carlo simulation at the GCW and LCW

tions is shown in Fig61. The agreement of the Monte Carlo jet energy scales (without a JES correction). To calculate
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Fig. 61 Average jet response as determined by the dipgcbalance

mentum for both data and Monte Carlo simulation. Tdwer part of

technique for antk; jets withR = 0.6 calibrated with the GCW+JES each Pgureshows the data to Monte Carlo simulation ratio. Only sta-
(a) and LCW+JESIf) scheme as a function of photon transverse mo-tistical uncertainties are shown
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Fig. 62 Average calorimeter response as determined by the MPF techulation. Thelower part of each Pgurshows the data to Monte Carlo
nique for the GCW ) and LCW p) calibration scheme as a function simulation ratio. Only statistical uncertainties are shown

of photon transverse momentum for both data and Monte Carlo sim-
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Fig. 63 Average jet response in data to the response in Monte Carlas a function of photon transverse momentum. Statistical and system-
simulation using the diregdt balance technique of arki-jets with  atic uncertaintieslight band are included with the total uncertainty
R = 0.6 calibrated with the GCW+JE®)and LCW+JESI) scheme  shown as thelark band

the response using the MPF technique at these energy scalesThe same selection and method as for the test of the
the E%"iss is calculated using GCW or LCW calibrated topo- EM+JES calibration is applied, with two exceptions: the ref-
clusters as an inpd All the calibrations schemes are found erence region is debPned byged < 1.2 instead off gef <

to be consistent between data and Monte Carlo simulation t9.8, and a bt is applied to smooth out statistical Buctuations
within 3 to 4 %. that has essentially no impact for the Igy-bins, but stabi-

The ratios of jet response in data to the response in Montgze the result at higipt where some bins suffer from a low
Carlo simulation using the dire@r balance technique for ymber of events.

the GCW+JES and LCW+JES jet calibration schemes as a 1he JES uncertainty in the reference regions is obtained

function of the photon transverse momentum are shown i, the -jet results (see Sect4.3.2 and using the sum
Fig. 63. The agreement of data and Monte Carlo simula—Of track momenta (see Sed#.3.

tlon_ls_ within 5 % and 'S compatlt_)le_wnh un_|ty_ within the Figure65 shows the resulting uncertainties as a function
statistical and systematic uncertainties. A similar result forf et tor vari bins. The uncertainty is taken as th
the MPF technique is shown in Fi§4 for GCW and LCW of pr forvarious -bins. The uncertainly 1S taken as the

calibration schemes (without a JES correction). Good agrexBMS_ SPread of the relative r_esponse from the Monte_CarIo
ment between data and Monte Carlo simulation is found. predictions around the relative response measured in data
(see Sec®.6.9. The JES uncertainty introduced by the dijet
balance is largest at lowgr™ and smallest at highgy'=".
Forp#Et > 100 GeV the JES uncertainty for the GCW+JES

schemeislessthan 1% fo2l| |< 2.1 and about 2 %

14.3.3 Intercalibration of forward jets using events
with dijet topologies

The transverse momentum balance in events with only twg,. 5 g | |<32. Forp’m = 20 GeV the JES uncertainty
jets at high transverse energy can be used to determine t%eabout 2%for 2 | |T< 2.1 and about % % for 36

JES uncertainty for jets in the forward detector region. Th(T |< 45

matrix method, described in Sebt6, is used in order to test The JES uncertainties for the LCW4+JES calibration

the performance of the GCW+JES and LCW+JES calibra- .
tions for jets with| | > 1.2 and to determine the JES uncer- scheme are slightly larger than those for GCW+JES scheme.

tainty in the forward region based on the well calibrated jet
in the central reference region. 14.3.4 Multijet transverse momentum balance

38For the GCW calibration scheme the cell energies in the topo-clust] "€ multijet balance (MJB) technique, described in
ers are multiplied by the cell energy weights described in S&ciL Sect.10.3 is used to evaluate the JES uncertainty in the
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Fig. 64 The ratios of the MPF calorimeter response in data to theransverse momentum. Statistical and systematic uncertaitigés (
response in Monte Carlo simulation using the MPF method for eaclband are included. The total uncertainty is shown asdhg band
input energy scale GCW4J, and LCW ) as a function of the photon
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Fig. 65 Uncertainty in the jet response obtained from the dijet calibrated with the GCW+JES) and the LCW+JESK) calibration
intercalibration technique for anki- jets with R = 0.6 as a function  schemes. Only statistical uncertainties are shown
of the jetpr for various| |-regions of the calorimeter. The jets are

high transverse momentum region for the GCW+JES and The systematic uncertainties on the MJB for these cell
LCW+JES calibration schemes. The method and selectioanergy weighting calibration schemes are evaluated in
cuts used are the same as those for the EM+JES calibratdte same way as the EM+JES calibration, described in
jets. Sect.10.3.4 except for the component of the standard JES
Figure 66 shows the MJB for antiy jets withR = 0.6  uncertainty on the recoil system. The JES uncertainty for
obtained using the GCW+JES and LCW+JES calibrationgets in the recoil system is obtained from timesitu -jet
in the data and Monte Carlo simulation as a function of thebalance discussed in Sed#.3.2 In this case, the system-
recoil pt. The agreement between the data and MC simuatic uncertainty on the MJB due to the recoil system JES
lations, evaluated as the data to Monte Carlo simulation raincertainty is then calculated by shifting the of recoil
tio, are very similar to those for the EM+JES calibration agets up and down by the-jet JES uncertainty. In order to
shown in Fig.39. apply the -jet JES uncertainty to the recoil system, the
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MJB analysis is performed with jets selected within theuncertainty at highn?t above 800 GeV is caused by a large
range| | < 1.2, where the JES uncertainty based ofet  JES systematic uncertainty due to limiteget event statis-
events has been derived. The close-by jet and Ravour corties at highp.
position systematic uncertainties are also re-evaluated for The systematic uncertainties associated with the analy-
the GCW+JES and LCW+JES jets using the same methosis method and event modelling are re-evaluated in the same
(see Sectl?). way as for the EM+JES calibration scheme and then added
Figure 67 shows the total and individual JES system-to the recoil system JES systematic uncertainties. The sum-
atic uncertainties on the recoil system for axtijets mary of all systematic uncertainties and the total uncertainty
with R = 0.6 calibrated by the GCW+JES and LCW+JES obtained by adding the statistical and systematic uncertain-
schemes. The total uncertainty is dominated by the unceties in quadrature is shown in Fi§8 for antik; jets with
tainty from the -jet uncertainty. The increase of the JESR = 0.6.
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Fig. 66 Multijet balance MJB as a function of the recoil systemfor data and Monte Carlo simulation for the akgialgorithm withR = 0.6
using the GCW+JESaj and LCW+JESH) calibration scheme. Only statistical uncertainties are shown
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Fig. 67 The multijet balance MJB¢c as a function of the recoil sys- lines show the total uncertainty obtained by adding in quadrature the
tempr (full dot) for antik; jets withR = 0.6 using the GCW+JESJ individual uncertainties. Thiewer part of the Pgurehows the relative

and LCW+JESH) calibration schemes. The three bands are debned byncertainty due to the scale uncertainty of the jets that compose the
the maximum shift of MJB when the jets that compose the recoil sysrecoil system, debned as the maximum relative shift with respect to
tem are shifted up and down by the JES uncertainty determined frorthe nominal value, as a function p?eco”

the -jet balance, close-by jet and Ravour uncertainties. Blaek
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14.3.5 Cell weighting JES uncertainty from combination The weight of eaclin situ technique contributing to the
of in situ techniques average is similar to the one for the EM+JES calibration
scheme shown in Figl4. The contributions are also similar

Figure69shows the jet response ratio of data to Monte Carld®" the LCW+JES and the GCW+JES calibration schemes.
simulation for the variou situtechniques as a function of ~ Figure70shows (as solid line) the Pnal JES uncertainty

the jet transverse momentum for the GCW+JES (a) and the" the GCW+JES (a) and the LCW+JES (b) calibration
LCW+JES (b) calibration schemes. Statistical and systemrchemes fof | < 1.2. Atthe lowespr the JES uncertainty
atic uncertainties are displayed. The average from the conis about 9 % to 10 % and decreases for increaptfy For

. . L . . . jet L jet _ o
bination of allin situtechniques is overlaid. pT > 50 GeV itis about 2 % and gy = 250 GeV it is
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Fig. 68 Ratio of the data to MC for the multijet balance as a func- statistical uncertaintyefror bars). Also displayed are the contributions
tion of the recoil systenpt for antik; jets withR = 0.6 using the  to the systematic uncertainty due to analysis cuts and event modelling
GCWH+JES §) and LCW+JES lf) calibration schemes. The various (darkest banjiand to the jet energy scale for jets in the recoil system
shaded regions show the total uncertaimtsirk band obtained as the  (hatched bany

squared sum of the total systematic uncertailight band and of the
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Fig. 69 Jet response ratio of the data to the Monte Carlo simulation aguadrature. Shown are the results for datjets with R = 0.6 cali-
a function oprTet for threein situtechniques using as reference objects: brated with the GCW+JES) and LCW+JESH) calibration schemes.
photons ( -jet), a system of low energetic jets (multijet) or the trans- The light band indicates the combination of thesitu techniques. The
verse momentum of all tracks associated to jets (tracks in jets). Thimner dark bandshows the fraction due to the statistical uncertainty
error bar displays the statistical and systematic uncertainties added in
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line shows the JES uncertainty that could have been achieviedsitti

Fig. 70 Jet energy scale uncertaintgo{id line) as a function of
techniques had been used to recalibrate the jets

p?t for antik; jets with R = 0.6 for | | < 1.2 calibrated with the
GCW+JES §) and the LCW+JESh) calibration scheme. Thi#ashed

about 3 to 4 %. For jets in the TeV-regime the JES unceribration schemes for variousregions. The uncertainties in
tainty is 10 to 12 %. the LCW+JES and GCW+JES schemes derived in Sdct.
Figure70also shows (as dashed line) the JES uncertaintgre similar, but the uncertainty for the GCW+JES calibration
attainable, if then situ techniques had been used to correctscheme is a bit smaller for very low and very Ia;@ﬁt.
the jet energy. Using thia situtechniques for jet calibration Over a wide kinematic range, 40 pJTet 600 GeV,
would have resulted in animproved JES uncertainty for botRy| calibration schemes show a similar JES uncertainty. At
jet calibration schemes base-d on.cell energy weighting. p$t 250 GeV the uncertainties based on thesitu tech-
The JES uncertainty obtained in the central reference '&iiques are about 2 % larger compared to the uncertainty re-
gion (| | < 1.2) is used to derive the JES uncertainty in theg|ts from the EM+JES calibration scheme.
fomard region using the _dljet balgnce te_chnlque. The cgn.tral Forp'TEt < 40 GeV anq)'TEt > 600 GeV the EM+JES cal-
region JES uncertainty is combined with the uncertaintiegyration scheme has a considerably smaller uncertainty. For
from the dijet balance shown in Fig5. the highpt regions the JES calibration basediorsitu suf-
fers from the limited number of events in the data samples.
At low pt the systematic uncertainty on thesitu methods

15 Summary of jet energy scale uncertainties leads to a larger JES uncertainty.

of various calibration schemes

The EM+JES uncertainties are derived from single hadrof6 Jet reconstruction efbciency
response measurements and from systematic variations of
the Monte Carlo simulation (see Se@}. A tag-and-probe method is implemented to measuisitu

The JES uncertainty for the GS jet calibration scheme ighe jet reconstruction efbciency relative to track jets. Be-
given by the sum in quadrature of the EM+JES uncertaintgause track jets (see Seét?) and calorimeter jets (see
and the uncertainty associated to the GS corrections. THgect.6.1) are reconstructed by independent ATLAS sub-
latter, derived in Seci.2, is conservatively taken to be3%  detectors, a good agreement between data and Monte Carlo
for 30<p 1< 800 GeV and | < 2.1 and 1 % forpt <  simulation for this matching efbciency means that the abso-
30 GeV and 2L < | | < 2.8. These uncertainties are also lute jet reconstruction efpciency can be determined from the
supported byn situtechniques. simulation.

The JES uncertainties in the LCW+JES and GCW+JES
jet calibration schemes are derived from a combination oi6.1 Efpciency in the Monte Carlo simulation
severain situtechniques.

Figure 71 shows a comparison of the JES uncertaintiesThe jet reconstruction efpciency is determined in the Monte
for the EM+JES, the LCW+JES and the GCW+JES jet calarlo simulation by counting in how many cases a calorime-
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Fig. 71 Fractional JES uncertainties as a functiorpéﬁ1 for anti-k; for EM+JES derived from single hadron response measurements and
jets withR = 0.6 for the various regions for the LCW+JESll line) systematic Monte Carlo simulation variations is overlaidshaded

and the GCW+JESdashed ling schemes. These are derived from a area for comparison. The -intercalibration uncertainty is shown as
combination of than situ technlques which are limited in the num- open symbol$or | | > 0.8 for the EM+JES and fof | > 1.2 for the

ber of available events at IargﬂT The fractional JES uncertainty LCW+JES and GCW+JES schemes
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Fig. 72 Calorimeter jet reconstruction efbciency with respect to truthibration schemes to that of the EM+JES calibration scheme. Only jets
jets @) and track jetslq, c, d) as a function of the truth jewf or the  within| | < 1.9 are considered. The ratio of data to Monte Carlo sim-
calorimeter jetlf, c, d) pt for the three calibration schemes: EM+JES ulation is also shown in thiewer part of the bguréor (b), (c) and d).

(b), GCW+JES ¢) and LCW+JES(). Thelower part of the Pguréa)  Thehatched are@orrespond to the systematic uncertainty obtained by
shows ratio of the efpciency of the LCW+JES and the GCW+JES calvariations in then situ method

ter jet can be matched to a truth jet. Reconstructed jets af6.2 Efbciencyn situ validation
matched to truth jets, if their jet axes are withivi< 0.4.

Figure 72a shows the jet reconstruction efbciency forThe ability of the Monte Carlo simulation to correctly repro-
antik; jets with R = 0.6 calibrated with the EM+JES, duce the jet reconstruction in the data is tested using track
GCW+JES, and LCW+JES calibration schemes as a fungets that provide an independent reference.
tion of the transverse momentum of the truth jet. The ef- A tag-and-probe technique is used as described in the fol-
Pciency stays above a value of 99 % for a truth jet transtowing steps:
verse momentum of 20 GeV. The lower part of the bg- . ,
ure shows the ratio of the efbciency in the GCW+JES and- ONlY track jets witpt > 5 GeV and| | < 1.9 are con-

LCW+JES calibration schemes to that obtained from the Sidered. _ _ .
EM+JES scheme. Similar performance is found for all cali-2- The track jet with the highestr in the event is dePned
bration schemes. as the reference object.

i fapt | i 39
The small differences at |0W’JTet might be caused by 3. The reference object is required to have> 15 GeV:

the slightly better jet energy resolution obtained with the
GCW+JES and the LCW+JES callibration schemes as COmeReference track jets witht < 15 GeV are not used, since they
pared to the EM+JES scheme. would result in a sample of biased probe track jets. In this case, mostly
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4. The reference track jet is matched to a calorimeter jeThe variation of paid mc for these different parameters is

with p’Tet> 7 GeV, if R( tag calo je) < 0.640 shown in Fig.72. At high p’TEt the statistical uncertainties

5. The probe track jet must be back-to-back to the referencafter the cut variations lead to an enlarged uncertainty band.
jetin with| | 2.8radian. The systematic uncertainty of tivesitu determination is

6. Events with additional track jets within | 2.8 ra- larger than the observed shift between data and Monte Carlo
dian are rejected. simulation. Forp’™' < 30 GeV a systematic uncertainty of

7. The calorimeter reconstruction eflbciency with respect t@ 9% for jets is assigned.

track jets is then debned as the fraction of probe track jets

matched to a calorimeter jet usirg( probe calo je) < 16.3 Summary of jet reconstruction efbciency

R (with R = 0.4 or R = 0.6) with respect to all probe

track jets. The jet reconstruction efpciency is derived using the nom-
. : . : : inal inclusive jet Monte Carlo simulation sample. The sys-
The jet reconstruction efbciency is measured in a sample

- ) . - . tématic uncertainty is evaluated using a tag-and-probe tech-
of minimum bias events and is compared to a minimum bias y 9 g P

Monte Carlo simulation. Due to the restriction|of < 1.9 hique using track jets in both data and Monte Carlo simula-

on track jets, the measurement is only valid for calorimeter The jet reconstruction efbciency is well described by the

jetswith| | < 1.9+ R, whereR = 0.4 orR = 0.6. : : S .
. . Monte Carlo simulation and is within the systematic uncer-
Figures 72bbd show the measured calorimeter recon:_. o . :
. . . . . tainty of thein situmethod. A systematic uncertainty of 2 %
struction efbciency with respect to track jets as a functio

. . et . .
of the calorimeter jet transverse momentum for &niets %r Jets Vevt'th pJT < 30 GeV is assigned and neglected for
with R = 0.6 calibrated with the EM+JES, GCW+JES, and higherpy.
LCW+JES calibration schemé$.The reconstruction efp-
ciency reaches a plateau close to 100 % at a jet transverse ) ) )
calorimeter momentum of about 25 GeV. The matching efl7 Reésponse uncertainty of non-isolated jets
Pciency in data (pata) and in Monte Carlo simulation {sc)
shows a good overall agreement except atrhéﬂ/where the
efbciency in data is slightly lower than in the Monte Carlo

The standard ATLAS jet calibration and associated JES un-

certainty is obtained using only isolated jets (see S®8}.

simulation. Similar performance is found for all calibration Jets are, however, often produce_d W|th__nearby Jet§ n a
busy environment such as found in multijet topologies or

schemes. . ts where t K Dai duced. Theref
The systematic uncertainties on the jet reconstruction efl! €VENIS Where fop-quark pairs are produced. Therefore a

Pciency measurenh situ are estimated by varying the fol- seplara;[e fstu_d); 'S r?teheded g’ Qe:err?lnf the additional JES un-
lowing event selection requirements for both data and Mont&®" 2Nty Tor J8IS WITh nearby Jet activity.

. jet . .
Carlo simulation: the opening andle | between the refer- Jets withp3™> 20 GeV andy| < 2.8 calibrated with thg .
ence and the probe track jets, tRe requirement between EM+JES scheme are used. The close-by JES uncertainty is

the tag track jet and the calorimeter jet and the probe trackvaluated withirjy| < 2.0.
jet and the calorimeter jet.

The sensitivity in both data and Monte Carlo simu-
lation to the azimuthal opening angle as well as to th
R( tag calo je) variation is small. However, the efbciency
shows a sensitivity with respect to tH( probe jetcalo je).

17.1 Evaluation of close-by jet effects

e'I'he effect due to close-by jets is evaluated in the Monte
Carlo simulation by using truth jets as a reference. Similarly,
track jets are used as a reference in both data and Monte
_ Carlo simulation (see Sect6.2 and 6.3 for comparison).
events where the probe track jet has Buctuated up in energy (such tiiihe calorimeter jet response relative to these reference jets

it passes the 5 GeV threshold) would be kept. The 15 GeV cut ha% examined for different values &, the distance from
been determined by measuring the jet reconstruction efbciency relativ% . . s
to track jets as a function of the reference trackpjet The measured 1€ Ca'or'm?tef Jetto the CIC_)SeSt Jetin  space. .

efbciency for low probe track jgtt was found to be dependentonthe ~ The relative calorimeter jet response to the truth jets pro-

reference track jept when the latter is smaller than 15 GeV. The jet vides an absolutpt scale for the calorimeter jets, while the
reconstruction efbciency is stable for a reference trackjegreater relative response to the track jets allowsitu validation of

han 15 GeV. ) ) .
than 15 Ge the calorimeter jet response and the evaluation of the sys-

4OThe less restrictive matching criterion with respect to previous Secfematic uncertainty. For this burpose. the track iet response
tions is motivated by the lowgrr. Y. purpose, J p

4ITechnically, the efbciency is brst measured as a function of the trackn data needs to be established for the non-isolated case and

jet pr. Using the known relation between the average track jet and thé€ associated systematic uncertainty has to be understood.
average calorimeter jgit, the track jetpt is then converted to the In the relative response measurement in the Monte Carlo
calorimeterjep‘Te‘. simulation, the truth jet is matched to the calorimeter jet or
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Fig. 73 Average ratio of calorimeter jet) and the track jett) pt to the relative response of non-isolated jets with respect to that of isolated
the matched truth jgit as a function of truth jgbt for antik; jets with  jets, obtained as the calorimeter or track jet respons&fgs < 1.0
R = 0.6, for differentRmin values. Thévottom part of the bgurghows  divided by the jet response fordl Rpin < 1.5

track jetin - space by requiringR < 0.3. Similarly, the  17.2 Non-isolated jet response

track jet is matched to the calorimeter jet withiRi< 0.3

when the relative response to the track jet is examined. If tWgyents that contain at least two jets Wﬂi}?t > 20 GeV
or more jets are matched within th@ range, the closest and absolute rapidityy| < 2.8 are selected. The response

maiched jet is taken. ~of non-isolated jets is studied in the Monte Carlo simulation
The cannme.ter response tlo the mat::hed track Jet. is d%‘sing the calorimeter jet respongéet = pJTet/p tTruth_
Pned as the ratio of the calorimeter ' to the track jet Figure73a shows the calorimeter jet response as a func-

transverse momenturp 2/ tion of piU™ for antik jets with R = 0.6. The jet re-
sponse was measured for nearby jets in binRgf, val-
ues. The lower part of the Pgure shows the ratio of the non-

. . . . ) isolated jet response f&tmin < 1.0 to the isolated response
This response is examined as a function of the jet transverse, o - _ 45
. . min ]

momenturrp’TEt and for differentRmin values measured rel- _
ative to the closest calorimeter jet wiiy > 7 GeV at the Rl JR!et_ (53)

2 . . . non-Is ISO
EM energy scalé? The ratio of the calorimeter jet response
for non-isolated (i.e. smaRnin) to the response of isolated  The observed behaviour at sm&hn values indicates
(largeRmin) jets, is given by that the non-isolated jet response is lower by up to 15 %
relative to the isolated jet response (ﬂft > 20 GeV, if the

cald track jet_ jet,  track jet
r Bl=prip " (50)

cald' track jet_ | cald track jet/ cald' track jet ) : )
non-isdiso  — ! non-iso iso : ( two jets are close-by. The magnitude of this effect depends
jet . jet
This ratio is compared between data and Monte Carlo simn P71 and is largest at lowz . - o
lations. The track jet response relative to the matched truth jet is
ek otk debned as
_ track jet cald track jet
Aclose-by= rrggn isdiso Datd "nondsdiso  MC’ (52) -
- - kjet_ . trackjet h
Rtrac Jet— pT J /p II[Ut . (54)

The deviation ofA¢jose-pyiS assumed to represent the com- _

ponent of calorimeter JES uncertainty due to close-by jetsrigure 730 showsR "3 €t a5 a function op™" for anti-

This uncertainty, convolved with the systematic uncertaintyk; jets withR = 0.6. The track jet response is more stable

in the track jet response due to a nearby jet, provides the t@gainst the presence of close-by jets and has a much weaker

tal JES systematic uncertainty due to the close-by jet effecRmin dependence than the calorimeter jet response. This re-
sults from the smaller ambiguity in the matching between

42Unless otherwise stated, calorimeter jets (selected as listed belovwe truth and track jets that are both measured from the pri-

and nearby jets (selected wihy > 7 GeV at the EM scale) are both Mary interaction point. Moreover, track jets are less inf3u-
used in the jet response measurement, if a matched track jet is foundenced by magnetic beld effects than calorimeter jets.
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17.3 Non-isolated jet energy scale uncertainty The agreement between data and Monte Carlo simulation is
quite satisfactory: within 2 to 3 % fqp'®' > 30 GeV and
Thepr ratio of non-isolated to isolated track jets is dePneds|ightly worse for 20 pJet < 30 GeV.

as: Therefore, the track jet response systematic uncertainty is

track jet track jet , _ track jet g assigned separately for the " regions:|13 Atcrl?fs';’te)t
rnon isdiso pT non- |sc(p T,so - ( ) . . jet .
is used as the uncertainty for 20p7" < 30 GeV, while for
The data to MC ratio dePned as: p¥'> 30 GeV a standard deviation (RMS) of tA§32<)F is
atrackjet _  rackjet track jet (56) calculated and assigned as the uncertainty. These uncertain-
close-by™ "non-isdiso Datd ' non-isdiso MC ties are typically 15 % (20 %) for antik; jets withR = 0.6

is compared between data and Monte Carlo simulations |F|0 fll')h | ; lative 1o th tched track iet
Fig. 74. This ratio can be used to assess the potential of e calorimeter IEpT refative to the matched track je

. . track jet Iof track
track jets to test close-by effects in the snmajin range. pT (rcalotrack et s shown in Fig.75 as a function of
pT for antik; jets withR = 0.6 in data and Monte Carlo

S simulations. The non-isolated jet response relative to the iso-

—_
—_

%g [ amLas 06 <Ry, <07 ] lated jet response 2l "8k 1€ shown in the bottom part of
2 [ Data2010 [Lot=38p" _ gasm™soe | Fig. 75reproduces within a few per cent the behaviour in the
1.05% N k?;e\(/) S 0.9 <R <1.0 S ratio R’etn od R{zg for the Monte Carlo simulation response
i l ] of calorimeter to truth jept in Fig. 73.
:4"' —”——l— | ] The rﬁglﬂitsrsfskoletdata to Monte Carlo ratiégjose-by (S€€
1= B D s o o S Eq. 62)) is shown in Fig.76. The Rmin dependence of the
:T__”_ == S S non-isolated jet response in the data is well described by the
C | [ Monte Carlo simulation.
0.95— 7 Within the statistical uncertaintygjose-by differs from
r ] unity by at most 3 % depending on th&min value. No
A T T T signiDcantp‘Tetdependenceisfoundoverthemeasqned

50 100 150 200 250 300 350 400 range of 20 plet< 400 GeV.

Py [GeV] The overall JES uncertainty due to nearby jets is taken
as the track jet response systematic uncertainty added in
quadrature with the deviation from one of the weighted av-
erage ofAjose-byOver the entirgor range, but added sepa-

Fig. 74 Ratio of data to Monte Carlo simulation of the track jet

piackiet for non-isolated jets divided by the track jef*** for iso-

lated jets as a function of the jpf?t. Only statistical uncertainties are

shown rately for eachRmin range. The Pnal uncertainties are sum-
3 3 T T T T B 3 T T T T T
o) 06<R_ <07 - x , , 06<R_ <07 -
g ATLAS T o7<R™<os 1 % ATLAS simulation S or<R™<o0s
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Fig. 75 Ratio of calorimeter jep%‘-et to the matched track jgit asa  partshows the relative response of non-isolated jets with respect to that
function of calorimeter jep)" for anti jets withR = 0.6 in data ) ~ Of isolated jets, obtained as the jet responseRigh < 1.0 divided by
and Monte Carlo simulation®) for different Rmin values. Thdower  the jetresponse for4  Rmin < 1.5
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1.1

y T T T T A R 0 becomes similar to that for the isolated jets and hence no ad-
[0} r - U min . T s . . . . . . .
8 | ATLAS = 07<R. <08 ditional systematic uncertainty is required. No signibPcant jet
< - Data2010 [Ldt=38pb" ——08<R, <09 1 pt dependence is observedrﬁ,’f‘t > 30 GeV for the close-
F \s=7TeV 09<R_;,<1.0 + . . .
105 antik R20.6 EM+JES | by jet systematic uncertainty.
RL i fif: . —— — 18 Light quark and gluon jet response
5.5y o
FE == ] ] _ and sample characterisation
| / 1 In the previous sections the JES uncertainty for inclusive
i IR ] jets was determined. However, details of the jet fragmenta-
sl b b b b L L i i i i i
0.95 g b tion and showering _proper.tles can inBuence the_Jet response
0 [GeV] measurement. In this section the JES uncertainties due to jet
.

fragmentation which is correlated to the Ravour of the parton
Fig. 76 Data to Monte Carlo simulation ratio of the relative responsemm‘?"{_mg that Jet_ (e.g. see Refl@S]). are.lnvesfugated. An
of non-isolated jets with respect to that of isolated jets for knjets ~ additional term in the JES uncertainty is derived for event
with R = 0.6 calibrated with the EM+JES scheme. Only statistical un-samples that have a different Ravour content than the nomi-
certainties are shown nal Monte Carlo simulation sample.

The jet energy scale systematic uncertainty due to the

Table 15 Summary of jet energy scale systematic uncertainty asgifference in response between gluon and light quark ini-
signed for non-isolated jets accompanied by a close-by jet within th‘fiated jets (henceforth gluon jets and light quark jets) can
denotedRpmin ranges. The second row in the table indicates fhe . ..
range of the non-isolated jets. Ai-jets withR = 0.6 andR = 0.4 D€ redyced by measuring the Bavour cpmposﬂmn OT a sam-
are used ple of jets using template bts to certain jet properties that
are sensitive to changes in fragmentation. Although these

jet _ _
Ge R=0.6 R=04 . . . L
Py [GeV] 20930 S>30 20930 30 jet properties may not have sufpcient discrimination power
to determine the partonic origin of a specibc jet, it is pos-
04 Rppn< 05 D D 7% 2go,  Sible to determine the average Bavour composition of a suf-
05 R <06 5 5 7% 23 % bciently large sample of jets. The average RBavour composi-
. min . . . . . a1t
06 Run< 0.7 39% 19% 25 0% 27 % tions can be deterrnmed_usmg jet property templates built in
the Monte Carlo simulation for pure samples.
0.7 Rmin< 0.8 51% 16 % 1>} N .
Templates are constructed in dijet events, which are ex-
0.8 Rmin< 0.9 25% 19% 1>}

pected to comprise mostly gluon jets at low transverse mo-

mentum and central rapidities. They are then applied to

marised in Tabld 5for the two jet distance parameters. Theevents with a higtpr photon balancmg.a high+ Jet.( et

uncertainties are subject to statistical Buctuations. favents), WhICh are expected to comprise mostly light qgark

. ) jets balancing the photon. The application of this technique

TheAciose-byratio has been examined for each ?f the WO, frther demonstrated with a sample of multijet events,

close-by jets either with the lower or the highef", and  \herein the jets are initiated mostly by gluons from radi-

no apparent difference is observed with respect to the inclugtjon.

sive case shown in Fig6. Therefore, both calorimeter jets

which are close to each other are subject to this uncertaintyt8.1 Data samples for Bavour dependence studies

17.4 Summary of close-by jet uncertainty Two data samples in addition to the inclusive jet sample dis-
cussed before are used for the studies of the Ravour depen-

The uncertainty is estimated by comparing in data and€nce of the jet response.

Monte Carlo simulation the track jet response. They are both.  -jet sample Photons withpt > 45 GeV are selected in

examined as function of the distanBg, between the jet the barrel calorimeter (with pseudorapidity] < 1.37)

and the closest jet in the calorimeter. and a jet back-to-back (> S 0.2 radians) to the
The close-by jet systematic uncertainty on the jet energy photon is required. The second-leading jet in the event

scale is 2.5D5.1 % (1.7D2.7 %) and 1.6D1.9 % (2.3D2.8 %)js required to have airet below 10 % of thepjet of the

. . T
for R= 0.6 (R = 0.4) jets with 20 p¥' < 30 GeV and leading jet. Antik; jets withR = 0.6 are used.

pjTEt > 30 GeV, respectively, in the range B Rmin< 2. Multijet sample Jets WithpjTEt> 60 GeV and| |< 2.8
R + 0.3 and jet rapidityly| < 2.0. When the two jets are are selected and the number of selected jets debnes the

separated in distance B+ 0.3 or more, the jet response  sample of at least two, three or four jets.
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18.2 Flavour dependence of the calorimeter response and gluon jets is reduced to 4b5 % for the LCW+JES and
GCW+JES schemes and about 3 % for the GS scheme. For
Jets identibed in the Monte Carlo simulation as light quarlp#at > 300 GeV the Ravour dependence of the jet response
jets have signibcantly different response from those identiis about 1 % for the LCW+JES and GCW+JES and the GS
Ped as gluon jets (see Se6t3 for the debnition of the jet schemes.
RBavour). The closer two jets are to one another, the more ambigu-
The Ravour-dependence of the jet response is a result @lis the Ravour assignment becomes. The Ravour assignment
the differences in particle level properties of the two typescan become particularly problematic when one truth jet is
of jets. For a given jepr jets identiPed as gluon jets tend to matched to two reconstructed calorimeter jets (OsplittingO)
have more particles, and those particles tend to be softer thgp two truth jets are matched to one reconstructed calorime-
in the case of light quark jets. Additionally, the gluon jetster jet (Omerging®). Several different classes of close-by jets
tend to be wider (i.e. with lower energy density in the coreare examined for changes in the Ravour dependence of the
of the jet) before interacting with the detector. The magnetiqet response. No signiPcant deviation from the one of iso-
Peld in the inner detector ampliPes the broadness of gluggted jets is found. Therefore, the effects can be treated sep-

jets, since their lowpT charged particles tend to bend more grately. The jet energy scale uncertainty specibc to close-by
than the highept particles in light quark jets. The harder jets js examined in Sect?.

particles in light quark jets additionally tend to penetrate fur-

ther into the calorimeter. 18.3 Systematic uncertainties due to Ravour dependence
The difference in calorimeter response between gluon

jets and light quark jets in the Monte Carlo simulation ISEach jet energy calibration scheme restores the average jet

shown in Fig.77. Jets in the. barrel (] < 0.8) and in the energy to better than 2 % with small uncertainties in a sam-
endcap (2 | | < 2.8) calorimeters are shown separately.p|e of inclusive jets. However, subsamples of jets are not

For jets calibrated with the EM+JES scheme Iightqu‘."lrkje%erfectly calibrated, as in the case of light quark jets and

have a 56 % higher response than gluon jets atply gluon jets. The divergence from unity is Ravour dependent
This difference decreases to about 2 % at high and may be different in Monte Carlo simulation and data,

Since response differences are correlated with differencgsarticularly if the Ravour content in the data sample is not
in the jet properties, more complex jet calibration schemegyell-described by the Monte Carlo simulation. This results
that are able to account for jet shower properties variationgy an additional term in the systematic uncertainty for any
can partially compensate for the Bavour dependence. Aftudy using an event or jet selection different from that of

low pjTet the difference in response between light quark jetshe sample in which the jet energy scale was derived.
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Fig. 77 Difference in average response of gluon and light quark jetssimulation. Various calibration schemes are shown. The data sample

as a function of the truth jegr for antik; jets withR = 0.6 inthe bar-  ysed contains at least two jets wp!f‘ > 60 GeV and | < 2.8. Only
rel (@) and the endcapb] calorimeters as determined in Monte Carlo statistical uncertainties are shown
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18.3.1 Systematic uncertainty from MC variations where denotes the uncertainty on the individual variables.
Sincefp andf. are bPxed here (i.e. without uncertainty),
In order to test the response uncertainties of exclusive sang- g =S f 4. Also, the uncertainties on the response for
ples of either gluon or light quark jets, a large number ofihe exclusive Ravour samples (light quark, glubn,and
systematic variations in the Monte Carlo simulation are in quarks) are approximately the same as the inclusive jet

vestigated (see Refl] for details on the variations). The response uncertainty ) ). The b-jet uncertainty is dis-
response difference of quark and gluon jets to that of th%ussed in Sece0and is neglected here

inclusive jets is found to be very similar for each of the sys-
tematic Monte Carlo variations. Therefore the additional un-
certainty on the response of gluon jets is neglected. Rs S f gx(RgSD+f ¢gx(RqS 1)
These conclusions are in good agreement with the studies
which derive the calorimeter jet response using the single

The expression can therefore be simplibed:

+ng Rj+qu Rj+fbx Rj

hadron response in ReR§], where the uncertainties of the +fex  R;

calorimeter response to jets initiated by quarks or gluons are .

similar within Q.5 %. =T qX(RqgSRg)+ (fg*fq+fo+fe)x R,
The results are found to be stable under variations of the f gx (RgSRg+ R;. (59)

Monte Carlo simulation samples including soft physics ef-
fects like colour reconnections. With more data, a variety offhe second term is the inclusive jet energy scale systematic
Pnal states may be tested to investigate more details of thuncertainty, and the brst term is the additional Bavour de-
light quark and gluon jet response. pendent contribution.

Focusing on the Ravor-dependent terms of the jet energy
18.3.2 Systematic uncertainty from average Bavour conterjcale uncertainty and rewriting Ec9) as a fractional un-

. certainty, the Bavour dependent contribution becomes:
The Ravour dependent uncertainty term depends on both the

average Ravour content of the sample and on how well the_Rs = f . x RqS Ry _ (60)
Ravour content is known, e.g. the uncertainty for a genericRs a Rs

new physics search with an unknown jet Bavour compositiofrhe uncertainty on the Ravour conterfit ¢) and the inclu-

is Qifferent ffom the unpertainty on a new physics model ingje response of the samplR ) depends on the specibc
which only light quark jets are produce3d. The response foL v sis. The difference in response between light quark and
any sample of jets s, can be written a&: gluon jets depends on the calibration used, as discussed in

Rs=fgx Rg+ fgx Rqg+ fpx Rp+ fcx Rg Sect.18.2
=1+fgx (RgS1+fgx (RqS 1)
+fpx (RpS 1)+ fex (ReS 1), (57) 18.4 Average jet Ravour determination

whereRy is the detector response to jets dndis the frac- , iating the R .
tion of jets forx = g (gluon jets)q (light quark jets)b (b- One way of investigating the Ravour composition of a sam-

quark jets), and (c-quark jets) and g+ f g+ fp+ fc = 1. ple is to use different MC ger?grators that cover a reason-
For simplicity, the fraction of heavy quark jets is taken to be@Ple range of Bavour compositions. However, these differ-
known. This approximation will be dealt with in the system- €nt samples may suffer from under- or overcoverage of the
atic uncertainty analysis for heavy quarks in S&ét4 uncertainty or from changes in other sample characteristics,
Since variations in the Ravour fractions and the jet RBavoue.gd. jetpt spectra, which may result in a poor estimate of
response translate into variations of the jet response for the true uncertainty. Another approach, pursued in this sec-
given sample, the uncertainty on the jet response can be afen, is to estimate the Ravour composition of the samples by

proximately expressed as: using experimental observables that are sensitive to different
Re= f gx (Rg§1)+ fgx (Rqél) JetBavours.. . _ .
As described in Sec18.2 gluon jets tend to have a wider
+fgx Rg+fgx Rg+tfpx Rp transverse proble and have more particles than light quark
+fex Re, (58) jets with the same+. The jet width, as dePned in ERS),

and the number of tracks associated to the fgi) are
43The following equations are strictly speaking only valid for a given thus expected to be sensitive to the difference between light

bininpr and or in other variables that inBuence the Bavour compo-duark jets and gluon jets. The jet width may have contribu-
sition. tions from pile-up interactions. In the following discussion
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Fig. 78 Distribution of the number of tracks associated to thenjgt Monte Carlo simulation. Jets with| < 0.8 and 80 pjTEt < 110 GeV
(a) and the jet widthl§) for isolated antik; jets withR = 0.6 classibed are shown. The distributions are normalised to unit area. Uncertainties
as light quark jetsqolid circleg and gluon jets@pen squaresin the are statistical only

only events with exactly one reconstructed primary vertexhe PrTHIA samples, in agreement with other ATLAS anal-
enter the jet width distributiorf¥! yses B.

The number of tracks associated to a jet is debPned by The inclusivenyi and jet width Monte Carlo simula-
counting the tracks witlpt > 1 GeV coming from the pri- tion distributions are reweighted bin-by-bin according to

mary hard Scattering vertex with an Opening ang'e betweewe data distribution. This accounts for the differences ob-
the jet and the track momentum directidh < 0.6. Fig-  Served between the data and Monte Carlo simulation. By

this reweighting of the inclusivayk and jet width distribu-
tions, all the different Ravours are reweighted in the same
way, and the average Ravour content of a sample does not
change. The reweightad,x and jet width distributions for
%ﬂe various Monte Carlo simulation samples are shown in
Fig. 80.

ure 78 shows the jet width andyk distributions for isolated
light quark and gluon jets with | < 0.8 and 80 pt <
110 GeV in the inclusive jet Monte Carlo simulation sam-
ple. The gluon jets are broader and have more tracks th
light quark jets. For this study anki-jets withR = 0.6 cal-

ibrated with the EM+7]ES schemg are ‘%39‘?'- After reweighting, the Ravour composition of the dijet
Templates are built from the inclusive jet Monte Carlo g5 51e extracted from the data is consistent with that of the

sample for the jet width andy of light quark and gluon  \jonte Carlo simulation. The extracted values for two repre-

jets separatel§? using the Bavour tagging algorithm of sentative jet bins are shown in Tatlé This result provides

Sect.6.3 The templates are constructed in binspéﬁt, ., animportant validation of the templates.

and isolation R to the nearest jeRnin). Fits to the data

are performed with these templates to extract the Ravouk8.5 Systematic uncertainties

composition. of average [3avour composition

Comparisons of the inclusive jet width amgly distri-

butions in Monte Carlo simulation and data are shown inJncertainties on the MC-based templates used in bts to
Fig. 79for isolated jets wittR = 0.6. The jet width in Monte the data result in a systematic uncertainty on the extracted

Carlo simulation is somewhat narrower than in the data 1‘0[36“'Our composmon. _Systematlc eﬁeCtS frpm the Monte
Carlo modelling of the jet fragmentation, the jet energy scale

and resolution as well as the Bavour composition of the sam-
#Techniques to correct for these additional interactions are being dd2l€ used to extract the templates are discussed in the fol-
veloped and are discussed in S&T.4 lowing. Since there is no single dominant uncertainty, each
45The ngk and jet width templates are dealt with independently, andiS |nd|V|duaIIy considered for the extraction of the Ravour
the results of their estimates of Ravour fraction are not combined.  composition of a sample of jets.
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Fig. 79 Distribution of the number of tracks associated to the jet,wiG++ (open squargsdistributions are shown for jets with| < 0.8

ngk () and the jet width if) for isolated antik; jets withR = 0.6 in
data 6olid circleg and Monte Carlo simulation. They®HIA MC10
tune ppen circleyand FERUGIA2010 tune @pen triangley and HER-

and 80 p%'?t < 110 GeV. The distributions are all normalised to unity.
Uncertainties are statistical only
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ples. Jets with | < 0.8 and 80 pf'< 110 GeV are included. The
inclusive distributions are all normalised to unity. The inclusive Monte
Carlo distributions, including the heavy quark jet contributions (not
shown), are reweighted to match the inclusive distribution of the data.
Uncertainties are statistical only
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Table 16 The results of Bavour bts using jet width templates in threeuncertainty listed is statistical and the second uncertainty is systematic,

data samples: dijet events;jet events, and multijet events. The Monte and both apply to the measured gluon and light quark jet fractions. The

Carlo simulation Ravour predictions are taken frompP&EN for the  heavy quark jet fractions in the data are constrained to be the same as
dijet and multijet samples andvPHIA for the -jet sample. The Prst those in the MC simulation

Sample Selection Gluon/light/heavy quark jet fraction
Data MC

Dijet 80 pr<110GeV, |<0.8,10 Rnin< 15 7312215 % 72/23/5 %
+ 2(stat) = 9(syst) %

Dijet 80 pr<110GeV,21 | |<28,10 Rpmin<15 45/52/3 % 39/58/3 %
+ 3(stat) + 12(syst) %

-jet 60 prt<80GeV,| |< 0.8, Isolated 16/65/19 % 6/74/19 %

+ 10(stat) + 19(syst) %

Multijet 3-jet, 80 pt<110GeV, |< 08,08 Rmn< 10 83/13/4 % 84/12/4 %
+ 2(stat) = 7(syst) %

Multijet 4-jet, 80 pr<110GeV, |<08,10 R qmin<1l5 89/3/8 % 81/11/8 %

+ 6(stat) + 8(syst) %

18.5.1 Monte Carlo modelling of jet width heavy quark jets in the template bts by a factor of two and re-
and nyy distributions peating the bts with the light quark and gluon jet templates.

The factor of two is taken in order to be conservative in the

Monte Carlo simulation samples generated withTRIA -jet and multijet samples, due to the lack of knowledge of

with the MC10 and the PRUGIA2010 tunes and ER-  gluon splitting fraction tdob.

wiGg++ all show reasonable agreement with data (see The PrTHIA Monte Carlo simulation was produced us-
Fig. 79). Therefore, two separate bts with templates obing the modibed LO parton distribution functions, which
tained from the latter two alternative Monte Carlo simula-may not accurately reproduce the true Ravour composition.
tion samples are performed. Reweighting of these alternatéarticularly in the more forward pseudorapidity bins, this
samples is performed in the same manner as for the nominabuld produce some inherent biases in the bts. In order
PYTHIA MC10 sample. The largest of the differences in theto estimate this uncertainty, the light quark and gluon jet
Ravour fractions with respect to the nominal bts is taken atemplates from the standard MC sample are combined ac-
the uncertainty due to Monte Carlo modelling. This estimatecording to the Ravour content of a jet sample generated us-
should cover physics effects that may impact light quark anihg ALPGEN. This Monte Carlo generator also uses a lead-

gluon jets differently. ing order PDF, but produces more hard partons via mul-

tiparton matrix elements. This new combination is then

18.5.2 The jet energy scale uncertainty reweighted to match the inclusive distribution in data, and
and Pnite detector resolution the reweighted templates are used to extract the Ravour com-

position of the samples. The difference between the Ravour

The uncertainties in the jet measurement combined with theomposition derived in this manner and the Bavour compo-
rapidly falling jet pt spectrum, lead t@t bin migrations sition derived using the nominav®HiA Monte Carlo sim-
that affect the templates. Therefore, the templates are rebuiifation is taken as a systematic uncertainty.

with all jet momenta scaled up and down according to the

inclusive jet energy scale systematic uncertainty. The dif18.6 Flavour composition in a photon-jet sample

ference in the Bavour content estimated with the modiped

templates is taken as a systematic uncertainty. The validity of the MC-based templates and btting method
is tested by applying the method to thejet data sam-
18.5.3 Flavour composition of the MC simulation ple and comparing the extracted Bavour compositions with

the -jet Monte Carlo simulation predictions. This sample
The fraction of heavy quark jets in the data is assumed tshould contain a considerably higher fraction of light quark
be the same as that predicted by therRiA MC10 Monte  jets than the inclusive dijet sample. Figu& shows the bt
Carlo simulation in the template bts. The uncertainty assdo the jet width in the -jet data for jets with | < 0.8 and
ciated with this assumption is estimated by increasing an@0 pJT'st < 80 GeV. The heavy quark jet fractions are bxed
decreasing this Monte Carlo simulation based fraction ofo those obtained from the-jet Monte Carlo simulation.
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o 90 The extracted light quark and gluon jet fractions are con-
% 80 sistent with the true fractions in Monte Carlo simulation,
5 70 though with large uncertainties, as shown in Tabe Us-
£ ing thenyy variable gives consistent results, but with large
2 ©0 systematic uncertainties.
50
40 18.7 Flavour composition in a multijet sample
%0 The template bt method is also useful for bts to multijet
20 events for various jet multiplicities. These events contain
10 additional jets that mainly result from gluon radiation and
0 hence include a larger fraction of gluon jets than does the
0 0.1 0.2 0.3 0.4 0.5 0.6

Width -jet sample.
For this particular analysis, the templates built from the

Fig. 81 The jet width template bt in a-jet data sample using tem- jnclusive jet sample are used to determine the Ravour con-
e e e, e %, M tent for each jot mulipiiy bin. However, ter spectrum
60 p%‘?t < 80 GeV are shown. The fraction of heavy quark jets is _Of the SUb'leadmg.JetS IS more stgeply falllpg than the lead-
taken directly from the MC simulation ing jetpt. An additional systematic uncertainty is estimated

to account for the difference ior spectra. This uncertainty

is determined by rederiving templates built with a [Pat

distribution and a signibcantly steeper distribution than
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Fig. 82 Fitted values of the average light quark and gluon jet fractionThe Ravour fractions obtained in data are shown witised markers

in events with three or more jets as a functiorpéﬁ* calculated using while the values obtained from the Monte Carlo simulation are shown
the number of trackeyy templates) and the jet width templates). with open markersThe error bars indicate the statistical uncertainty
Non-isolated antk jets (08 Rmin < 1.0) with R = 0.6 and with  of the bt. Below each Pgure the impact of the different systematic ef-
| | < 0.8 calibrated with the EM+JES scheme are shown. The fracfects is shown with markers and the combined systematic uncertainty
tion of heavy quark jets is Pxed to that of the Monte Carlo simulation.is indicated by ashaded band
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Fig. 83 Fitted values of the average light quark and gluon jet fractionplate distributions are used in the bts. The Ravour fractions obtained
in events with four or more jets as a functionpﬂft for isolated anti-  in data are shown withlosed markerswhile the values obtained from

ki jets withR = 0.6 and with| | < 0.8 calibrated with the EM+JES the Monte Carlo simulation are shown witipen markersThe error
scheme. The fraction of heavy quark jets is bxed from the Monte Carldarsindicate the statistical uncertainty of the bt. Below each bgure the
simulation. The number of tracksy (a) and the jet width i) tem-  Systematic uncertainty is shown asteded band

that of the dijet sample. The slope of the steeply falling dis- The extracted light quark and gluon jet fractions, with the
tribution is taken from thept of the sixth leading jet in total systematic uncertainty from the width amg, pts, are
Monte Carlo events with six jets, generated usingePAeN.  summarised in Fig84 as a function of inclusive jet multi-
The bts are repeated with these modibed templates, and tpkcity. The fractions differ by 10 % between the data and
|argest difference is assigned as%t Spectrum Shape sys- the Monte Carlo Simulation, but are consistent within uncer-
tematic uncertainty. tainties. The total systematic uncertainty is around 10 % for
Figure82 compares the fractions of light quark and gluon€ach multiplicity bin. Thus, for the four-jet bin, the Bavour

jets obtained with a bt of the jet width amgy distribu- dependent jet energy scale systematic uncertainty can be re-

tions in events with three or more jets in data and Montéluced by afactor of 10, from about 6 % obtained assuming
Carlo simulation as a function oé?t for non-isolated (@ a 100 % Ravour composition uncertainty to less than 1 % af-
Rmin < 1.0) jets with| | < 0.8. The higher gluon jet frac ter having determined the Bavour composition with a 10 %
min . .O. - : ;
tions predicted by the Monte Carlo simulation are repro_accuracy. A summary of the Bavour bt results using the jet
duced by the bt, and the data and the Monte Carlo sim width templates for the different samples is provided in Ta-

. i . ) Ble 16.
lation are consistent. The total systematic uncertainty on the

measurement is below 10 % over the measpétrange.  1gg Summary of jet response Ravour dependence

The average Ravour fractions obtained from btting the jet
width andny distributions in events with four or more jets The Ravour dependence of the jet response has been stud-
are shown in Fig83. In both cases, the extracted fractionsied, and an additional term to the jet energy scale systematic
are consistent with the Monte Carlo predictions within theuncertainty has been derived.
systematic uncertainties, and the total systematic uncertainty A generic template bt method has been developed to
is similar to the one for the three-jet bin. reduce this uncertainty signibcantly for any given sample
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Fig. 84 Fitted values of the average light quark and gluon jet fractionulation are shown with open markers. Aktijets withR = 0.6 cali-

as a function of inclusive jet multiplicity with total uncertainties on the brated with the EM+JES scheme are used. &ter barsindicate the

bt as obtained using the number of traokg (a) and the jet widthlf) statistical uncertainty of the bt. Below each bgure the impact of the
distributions. The fraction of heavy quark jets is Pxed from the Montedifferent systematic effects is indicated by markers. and the combined
Carlo simulation. The Bavour fractions obtained in data are shown witlystematic uncertainty is shown at the bottom of the Pgureshaded
closed markers, while the values obtained from the Monte Carlo simpand

of events. Templates derived in dijet events were applieés used| | < 1.2. The Monte Carlo based GS corrections
to both -jet and multijet events, demonstrating the po-are applied to both data and Monte Carlo simulation. The
tential of the method to reduce the systematic uncertaintysystematic uncertainty associated with the GS calibration is
The light-RBavour portion of the Ravour dependent jet energyyajyated by computing the data to Monte Carlo simulation
scale can be reduced from % to below 1 %. ratio of the response after the GS calibration relative to that
for the EM+JES calibration.
19 Global sequential calibrated jet response For 25 p''< 45 GeV, the agreement between the re-
for a quark sample sponse in data and Monte Carlo simulation i2 %6 af-
ter EM+JES and 2 % after GS calibration. For 210
In this section, the performance of the GS calibration (sepjTet < 260 GeV, the agreement is 5 % after EM+JES and
Sect.11) is tested for a -jet sample. The jet energy scale 2.5 % after GS calibration. Therefore systematic uncertain-
after each GS correction can be veribed usingithsitu  ties derived from the agreement of data and Monte Carlo
techniques such as the dirget balance technique in-jet i uiation vary from 1 % apJTet = 25 GeV to 25 % for

events (see Secl0.2, where mainly quark induced jets jet = 260 GeV. These results are compatible within the

are tested. The Ravour dependence of the GS calibrationis’ . . . .
tested for jets with | < 1.2. statistical uncertainty with the uncertainty evaluated using

The measurement is Prst made with jets calibrated witiclusive jet events (see Set2.1.3.
the EM+JES calibration and is repeated after the applica- The obtained results indicate that the uncertainty in a
tion of each of the corrections that form the GS calibrationsample with a high fraction of light quark jets is about the
To maximise the available statistics one pseudorapidity bisame as in the inclusive jet sample.
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20 JES uncertainties for jets surementsn situ and in test-beam®p]. The same method
with identiPed heavy quark components as described in Sec8.3 is used to estimate thle-jet re-
sponse uncertainty in events with top-quark pairs with re-
Heavy Bavour jets such as jets induced by bottbjm(iarks  gpect to the one of inclusive jets.
(b-jets) play an important role in many physics analyses. For jets within| | < 0.8 and 20 pjTet < 250 GeV the

The calorimeter jet response uncertainties Bgets is oy acted difference in the calorimeter response uncertainty
evaluated using single hadron response measurementsdf]identibecb—jets with respect to the one of inclusive jets is

samples Of. mcluswe jet anbb d'!et events. The JES Un- oqq than @ %. It is assumed that this uncertainty extends
certainty arising from the modelling of thequark produc- upto| |< 2.5

tion mechanism and tHequark fragmentation can be deter-
mined from systematic variations of the Monte Carlo simu-
lation. _

Finally, the calorimetepJTer measurement can be com- . . ,
pared to the one from tracks associated to the jets for incIuI-n Sect.20.2the 'calorlmeterb-jet response has been esti-
sive jets and identibeb-jets. From the comparison of data mated from the single hadron response measurement assum-

to Monte Carlo simulation thb-jet energy scale uncertainty Ihg th?t ';\hebl\{lonfte Carlo S|mulat|0dr1 ghlveds a correct descrip-
relative to the inclusive jet sample is estimated. tion of the b-jet fragmentation and the detector geometry.

In this section the uncertainties due to these effects are as-
20.1 Selection of identibed heavy quark jets sessed.
The following uncertainties fob-jets are studied using
Jets are reconstructed using the datjet algorithm with  systematic variations of the Monte Carlo simulation:
R = 0.4 and calibrated with the EM+JES scheme. Jets wit
11> 20 GeV and | < 2.5 are selected.

20.3 Uncertainties due to Monte Carlo modelling

0 q Fragmentation and hadronisation modelling uncertainty
T . .
A representative sample of identiPégets is selected obtained by comparing the Monte Carlo generatoesH

by a track-based-tagging algorithm, called the SVO tag- WIG VS PY,TH'A' ) , ,

ger 26, 104, 105. This algorithm reconstructs a displaced 2. _Soft physics modelling uncertainty obtained by compar-
vertex from the decay products of the long-livBehadron. ing the FYTHIA MC10 to the F'THIA PERUGIA2010

As input, the SVO tagging algorithm is given a list of tracks  tUne- , o
associated to the jet. Secondary vertices are reconstructdd Modelling uncertainty of the detector material in front
starting from two-track vertices which are merged into a @nd in between the calorimeters. .

common vertex. Tracks giving large? contributions are 4. Modelling uncertainty of the fragmentationtofquarks.
then iteratively removed until the reconstructed vertex fulbls The event generatorsyﬁHho\ and HErwIG++ are used

certain quality criteria. Two-track vertices at a radius consistg evaluate the inRuence of different hadronisation models,
tent with the radius of one of the three pixel detector layergjifferent parton showers, as well as differences in the under-

are removed, as these vertices likely originate from materia}ying event model (see Sed). Variations in proton parton
interactions. The decay length signibcahédl) > 5.72, density functions are also included.

whereL is the decay length andL) its uncertainty, is as-

signed to each jet as a tagging weight. mated by replacing the standard-#1A MC10 tune by

A jet is identibed as d-jet if this weight exceeds a he pyiyia PERUGIA2010 tune. The impact of additional
threshold of 385. Thelb-taggln_g efbciency and mistag fraC'dead material is tested following the prescription detailed in
tion of the SVOb-tagging algorithm have been measured o

i . . NSect..
data as a funtgtlotr)1 of ;he 1ty [lodl" l(?].tThe etﬂ:.>CI|ency The fragmentation function is used to estimate the mo-
measurement Is based on a sample ot J€ts containing muoppsentum carried by thB-hadron with respect to that of the
and makes use of the transverse momentum of a muon r%-

The inBuence of the soft physics modelling is esti-

. . ) -quark after quark fragmentation. The contribution of the
ative to the jet axis. Based on these measurements a dedi : L .

-quark fragmentation to the JES uncertainty is estimated
using Monte Carlo samples generated with different sets of
tuning parameters of two fragmentation functions (see Ta-
ble 17).

The fragmentation function included as default ¥R 1A
originates from a detailed study of thequark fragmen-
20.2 Calorimeter response uncertainty tation function in comparison with OPAL1Dg and SLD

[107] data. The data are better described using the sym-
The uncertainty of the calorimeter response to identipedhetric Bowler fragmentation function withig = 0.75
b-jets has been evaluated using single hadron response méByTHIA PARJ(46)), assuming the same modibcation for

catedb-tagging calibration is applied to the simulation and
systematic uncertainties for the calibration are evaluated.

For Monte Carlo studies, a sample lofets is selected
using a geometrical matching of the jeR(< 0.4) to atrue
B-hadron.
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Table 17 PYTHIA steering parameters for the considered variations Offrom the systematic Monte Carlo variations (see S2etd
the b-quark fragmentation functions .
in quadrature.

Parameter Nominal Professor Bowler-Lund  To avoid double counting when combining thget un-
certainty with the JES uncertainty of inclusive jets the fol-

MSTJ(11) 4 S 4 lowing effects need to be considered:

MSTJ(22) 2 2 2 )

PARJ(41) ® 0.49 085 1. The gncertalnty component due tO.thEI.:@G.IA.ZOlO

PARJ(42) 68 12 1.03 tune is not a}dded,' since the effe(?t pmets is similar to

PARJ(46) V o75 10 0.85 122?_ one on inclusive jets where it is already accounted

PARJ(54) §o.07 2. The average uncertainty for inclusive jets due to addi-

PARJ(55) $0.006

tional dead detector material is subtracted from the cor-
respondingh-jet uncertainty component. The JES uncer-
tainty due to dead material is smaller for inclusive jets,
sincein situ measurements are used.

b- andc-quarks. The (PYTHIA PARJ(41)) and (PYTHIA
PARJ(42)) parameters of the symmetric Lund function were

left with the values shown in TablE7. A more detailed dis- The resulting additional JES uncertainty forjets is
cussion of uncertainties in thequark fragmentation func- shown in Fig.86. It is about 2 % up tqn#*t 100 GeV and
tion can be found in Refs1p&n112. below 1 % for highep’s". To obtain the overalb-jet uncer-

~ The choice of the fragmentation function for this study ainty this uncertainty needs to be added in quadrature to the
is based on comparisons to LEP experimental data, mostly=g yncertainty for inclusive jets described in Sct.
from ALEPH [113 and OPAL [106, as well as from

the SLD experiment1[07] included in a phenomenologi- »q 5 validation of the heavy quark energy scale
cal study of theb-quark fragmentation in top-quark decay using tracks
[114.

To assess the impact of thequark fragmentation, the g yaligation of the identipeb-jet JES uncertainty uses
nominal parameters of theyPHIA fragmentation function ihe tracks associated to thejet as reference object and
are replaced by the values from a recent tune using the Pr@rosely follows the method described in Set0.1 The
fessor framework]19. In addition, the nominal fragmenta- yansyerse momentum of a jet is compared to the total trans-
tion function is replaced by the modibed Bowler-Lund frag-yerse momentum measured in tracks associated to the jet
mentation function116]. (see Eq. 22)).

For each effect listed above thget response uncertainty
is evaluated from the ratio between the respondejets in 54 5 1 Method
the Monte Carlo samples with systematic variations to the

nominal ArTHIA MC10 b-jet sample. The deviation from g goyble ratio of charged-to-total momentum observed in

unity of this ratio is taken as uncertainty: data to that obtained in Monte Carlo simulation debned in
brjet Eqg. @3) will be referred to asky,,,inclusive IN analogy this
: & variation ratio is studied fob-tagged jets:
Uncertainty= 1S bt (61) ggea|
nominal

[ rukb-jet] pata

- . 62
[ rukb-jet] e (62)

. . . R A
The b-jet response obtained withy®HIA for the MC10 kPFet

and the BRUGIA2010 tunes, the ERwiG++ Monte Carlo
event generator and using a simulation with additional dea
material is shown in Fig85a. Figure85b shows the varia-
tion with various fragmentation functions, i.e. the standar
one in the nominal PTHIA sample versus the ones in the JEIS:R .
PYTHIA Professor tune sample and the 1A modibped
Bowler-Lund fragmentation function sample. The respons&®
variations are well within about 2 %.

d Theryy distributions for allpt bins are calculated and the
mean values ofy for data and Monte Carlo simulation are
flerived. The relative responseltgets relative to inclusive

j is debned as

Rry,b-jet (63)

thrk,inclusive

20.4 Final bottom quark JES uncertainty 20.5.2 Systematic uncertainties

Theb-jet JES uncertainty is obtained adding the calorimeteilhe systematic uncertainties arise from the modelling of the
response uncertainty (see Se&xfi.2 and the uncertainties b-fragmentation,b-tagging calibration, jet resolution and
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Fig. 86 Additional fractionab-jet JES uncertainty as a function of the
truth jet transverse momentum for aktijets withR = 0.4 calibrated
with the EM+JES scheme f¢r| < 2.5. Shown are systematic Monte
Carlo variations using different modelling of thequark fragmenta-

fragmentation function evaluated with respect to the nomiralH?a

incl

4.

tion and physics effects as well as variations in the detector geometry

and the uncertainty in the calorimeter response-jets as evaluated

from single hadron response measurements. Uncertainties on the indi-

vidual points are statistical only

tracking efbciency. They are assumed to be uncorrelated.
The resulting fractional systematic uncertainties are shown

on the right part of Fig87 and are determined as follows:

1. MC generator: The ryk distribution is also calculated
from HERwIG++ samples. The shift in the distribution is

btted by a constant function. The variations in the data

@ Springer

usive jet samplel). Only statistical uncertainties are shown

to Monte Carlo simulation ratio are taken as a systematic
uncertainty.

. b-tagging calibration: The scale factors are varied cor-

related within their systematic uncertainty in the Monte
Carlo simulation and the ratio is re-evaluated. The result-
ing shifts are added in quadrature to the systematic un-
certainty.

. Material description: The knowledge of the tracking ef-

pciency modelling in Monte Carlo simulation was eval-
uated in detail in Ref.43]. The systematic uncertainty
on the tracking efbciency for isolated tracks increases
from 2 % ( " < 1.3)t0 7 % (23 | %K < 2.5)

for tracks withpt > 500 MeV. The resulting effect on
rok is 2 % for|y| < 1.2, 31 % for 1.2 | y| < 2.1 and
55%for21 | y|< 2.5.

Tracking in jet core: High track densities in the jet core
inBuence the tracking efbciency due to shared hits be-
tween tracks, fake tracks and lost tracks. The number of
shared hits is well-described in Monte Carlo simulation.
Thepr carried by fake tracks is negligible.

A relative systematic uncertainty of 50 % on the loss
of efbciency is assigned. The shiftgfi due to this un-
certainty on the loss of efbciency is evaluated in Monte
Carlo simulation on generated charged particles. Monte
Carlo pseudo-experiments are generated according to the
varied inefbciency. For each jet the ratio of e sum
of the associated generated particles (truth tracks) with
piack> 1 GeV to thept sum of those associated truth
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Fig. 87 The ratio of the mean value of in data and Monte Carlo
(left) and the fractional systematic uncertaintjglit) as a function
of pjft forly|]< 12 (@), 12 |y|<21(®)and21 | y|< 25 ().
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used. Thalashed linesndicate the estimated uncertainty from the data
and Monte Carlo simulation agreement. Note the changed axis ranges
in (c). Only statistical uncertainties are shown on the data points
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