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ABSTRACT

We propose investigating the design and analysis of game theoretic mechanisms when the players have very unstructured initial knowledge about themselves, but can refine their own knowledge at a cost.

We consider several set-theoretic models of “costly knowledge”. Specifically, we consider auctions of a single good in which a player i’s only knowledge about his own valuation, \( \theta_i \), is that it lies in a given interval \([a, b]\). However, the player can pay a cost, depending on \( a \) and \( b \) (in several ways), and learn a possibly arbitrary but shorter (in several metrics) sub-interval, which is guaranteed to contain \( \theta_i \).

In light of the set-theoretic uncertainty they face, it is natural for the players to act so as to minimize their regret. As a first step, we analyze the performance of the second-price mechanism in regret-minimizing strategies, and show that, in all our models, it always returns an outcome of very high social welfare.

Thesis Supervisor: Silvio Micali
Title: Associate Department Head of EECS
1 Introduction

It is a traditional tenet of mechanism design that each player $i$ knows himself perfectly. This assumption strikes us as an oversimplification of our daily experience. Except for whatever innate knowledge we may have, most of us incur a considerable personal cost for the knowledge we acquire. Moreover, we seldom reach “perfect knowledge”. Whether on an individual basis or a collective basis (e.g., in Science) we simply refine our knowledge. Accordingly, we believe it is important to investigate mechanism design when the players are very self uncertain, but have the ability of reducing their own uncertainty at a cost. In this paper, we put forward a first class of “costly knowledge models” and use it to analyze the efficiency guarantees of second-price mechanism.

Our Goals

Distributional approaches naturally come to mind to model costly knowledge. Indeed, the traditional way to model uncertainty is via probability distributions. Although we encourage others to work on distributional models of costly knowledge, and we may choose to do so ourselves in the future, in this paper, to explore a less-travelled road, and start investigating set-theoretic models of costly knowledge.

Our first such model is purposely very basic; essentially, it is a costly version of binary search. More complex models are discussed in section 5.

Our first result analyzes the efficiency guarantees of the second price mechanism in all of our models. We believe and hope that the viability of these models can be also established for more complex mechanisms, new or old.

Our First Model

A player $i$ has no information about the true valuations of his opponents. Moreover, at each point in time, the only information he has about his own true valuation, $\theta_i$, consists of a “knowledge” interval $[a, b]$ guaranteed to contain $\theta_i$.

If $[a, b] \neq [0, 0]$, $i$ may “refine” such knowledge interval by paying a cost inversely proportional to $\delta = \frac{b-a}{b}$ and learn whether $\theta_i$ lies in the first or the second half of $[a, b]$. We respectively refer to $b-a$ and $\delta$ as the (absolute) uncertainty and the (relative) inaccuracy of $i$’s knowledge.

Remarks

- **Incomplete Preferences.** Having set-theoretic uncertainty about his true valuation $\theta_i$, a player $i$ may not be able to ‘compare’ all possible outcomes. If his current knowledge about $\theta_i$ consists of an interval $[a, b]$, then he is only sure that he prefers an outcome $\omega$ to another outcome $\omega'$ if his utility for $\omega$ is greater than or equal to his utility for $\omega'$, no matter which element of $[a, b]$ may be his true valuation.

Of course, one might always and more simply assume that our players have complete preferences (e.g., that they maxmin preferences [22]), or that they behave as if —say— $\theta_i = \frac{a+b}{2}$). However,
our players have incomplete preferences.

- **Enlarged Mechanisms.** Explicitly or not, our model *de facto* turns every given normal-form mechanism into one of extensive form. To be sure, all players continue to submit their reports “simultaneously”. However, prior to submitting his report, based on his current knowledge, each player can choose whether or not to refine it. Formally, therefore, he chooses his own report by executing a single-player extensive-form (sub)mechanism.

- **Defining Accuracy.** Another natural choice for defining the inaccuracy of a knowledge interval \([a, b]\) of a player \(i\) is \(\delta' = \frac{b-a}{a+b}\). In this case, \(\delta\) represents the percentage with which \(i\) knows his own true valuation. Indeed, letting \(x = \frac{a+b}{2}\), \(\theta_i \in [a, b]\) is equivalent to say that

\[ \theta_i = x \pm \delta'x. \]

These two (and other) ways of defining inaccuracy are essentially semantically equivalent. However, choosing \(\delta = \frac{b-a}{b}\) enables us to express the efficiency guarantees of the second-price mechanism more easily in all our models of costly knowledge.

- **Inaccuracy-Based Cost.** Of course, a player \(i\)'s cost for refining a knowledge interval \([a, b]\) could be defined as a function of the interval’s uncertainty, rather than its inaccuracy, but we find the latter choice more meaningful. For instance, consider two possible knowledge intervals for \(i\): \([100, 200]\) and \([106, 106 + 100]\). In both cases, the uncertainty is 100. Intuitively, however, the effort required from \(i\) to determine whether \(\theta_i\) is in the first half of the interval (or not) is much smaller in the first case than in the second.

- **Simplicity vs. Robustness.** In general, given a short interval \([a, b]\), a player \(i\) may rarely be sure that his true valuation \(\theta_i\) belongs to \([a, b]\). The situation, however, is very different if \([a, b]\) is an interval that \(i\) obtains after investing a lot of effort in learning \(\theta_i\).\(^1\) In any case, in the classical model, \(i\) is assumed to know \(\theta_i\) exactly. Accordingly, even perfect self knowledge could be achievable (although without cost, or via a process preceding the execution of a given mechanism).

Still, when \(\theta_i\) lies very very close to the middle, \(m\), of \(i\)'s current knowledge interval, it may be unlikely that, by means of a single (and possibly low-cost) step, \(i\) can disambiguate whether \(\theta_i \leq m\) or not. Indeed, our main reason to analyze first the basic knowledge model is conceptual and calculation simplicity, not robustness.

As we shall see in section 5, however, the social-welfare guarantee of the second-price mechanism remains the same when the refinement of a given knowledge interval yields an arbitrary interval, of half the size, that continues to include \(\theta_i\). That is, our analysis continues to hold in a model that is more robust (in that no point of a knowledge interval constitutes a “point of discontinuity”), but more complex (indeed, non-deterministic).

\(^{1}\)Indeed, for most goods, \(i\) can be confident, without investing any effort, that his valuation lies between 0 and one quadrillion dollars. And his subsequent confidence in smaller and smaller uncertainty about \(\theta_i\) proceeds from the investments he makes to clarify the actual value of \(\theta_i\).
Individualized Costs. As we shall see, two players whose knowledge interval is the same, may have different costs for refining it.

Rationality. It is continuously debated whether players should be modeled as utility maximizers or as regret minimizers. When all players have available dominant strategies, the debate is mute, because a dominant strategy is both the only undominated strategy and the only regret-minimizing one. But when this is not the case, or when dominant-strategy mechanisms are essentially useless, it becomes important to take into consideration mechanisms implementing a given social-choice function, both in undominated strategies and in regret-minimizing ones. After all, utility maximizers will only play weakly undominated strategies, and regret-minimizers will only play regret-minimizing strategies, and both sets of strategies are are guaranteed to be non-empty, at least in every mechanism in which every player has finitely many pure strategies (hardly a restriction in practice). In light of our model, of course, the classical notions of an undominated strategy and a regret-minimizing strategy are naturally extended so as also to take into account the set-theoretic knowledge the players have about themselves.

A First Result

Our main aim is to put forward a new model, more precisely, a new class of models. But when proposing new models, it is also important to prove that they are amenable to rational analysis. Our only theorem, for now, proves that the second-price mechanism can be analyzed in all our costly knowledge models, and, in fact, continues to guarantee high social welfare in regret minimizing strategies. In light of the set-theoretic self uncertainty a player faces in our model, it is natural for him to act so as to minimize his regret. Nonetheless, we find it important to point out that no mechanism can hope to deliver significant social welfare in dominant strategies or in undominated strategies. For notational simplicity, let us point out both facts, assuming that there are just two players. Denote by $I_i$ the initial knowledge of a player $i$. Then,

For all two-player dominant-strategy mechanism $M$ (in which each player has a strategy guaranteeing him utility at least 0, all refinement costs are incurred by the players, and all payments are made by the players) and for all possible $I_1$ and $I_2$, there exist true valuations $\theta_1 \in I_1$ and $\theta_2 \in I_2$ for which $M$ misses the maximum social welfare at least by the length of $I_1 \cap I_2$.

The above statement implies that the performance of any dominant-strategy mechanism is quite poor in what we consider the typical case: namely, when the players have essentially the same initial knowledge $[a, b]$, so that the length of the intersection of their initial knowledge is approximately $b - a$. In fact, when this is the case, the above statement implies that no dominant-strategy mechanism can do better than assign the good to a random player. The above statement is not hard to prove: indeed, its proof is sketched in this footnote.$^2$

$^2$First, it is easy to show that the revelation principle holds in our model. Accordingly, we might focus
Unfortunately, the impossibility of guaranteeing significant social welfare also applies in practice to undominated-strategies mechanisms. In fact, as long as they are finite (i.e., assigning finitely many pure strategies to each player\(^3\)), such mechanisms cannot guarantee a social welfare higher than that obtainable by assigning the good to a random player.

More precisely,

*For all finite mechanism \( M \) (probabilistic or not), all \( \ell > 0 \), all \( \varepsilon \in (0, \ell) \), and all initial knowledge such that \( I_i \) and \( I_{-i} \) whose self uncertainty is \( \ell \) and whose intersection has length \( \varepsilon \), there exist a profile of true valuation \( \theta \) and a profile \( s \) of undominated strategies for which \( M \) misses the maximum social welfare by \( \ell - \varepsilon / 2 \).*

The proof of this second statement easily follows from the Undominated Intersection Lemma (i.e., lemma E.1) of [12].\(^4\)

Since dominant- and undominated-strategy mechanisms are not very useful, we now consider regret and show that it is possible to guarantee excellent social welfare in regret-minimizing strategies. In fact, without having to look very far, we prove that it suffices to consider the second-price mechanism!

**Theorem 1 (Informal):** For all initial knowledge intervals \([a_i, b_i]\), if the players are regret minimizers, then the second-price mechanism misses the actual maximum social welfare by at most \( O(\sqrt{b_{max}}) \), that is, the square root of the maximum possible initial valuation.

A precise statement of Theorem 1 and a sketch of its proof, relative to our first costly knowledge model, can be found in section 4. Extensions of Theorem 1 to our other costly knowledge models are discussed in section 5.

**Remark**

We note that, due to a lemma of [10], our main result also continues to hold when the players are utility maximizers who resort to regret minimization solely to refine further their set of undominated strategies (if it indeed contains multiple strategies).

## 2 Related Work

Our model of self-uncertainty can be considered a special case of the one put forward a century ago by Knight [27], and later on refined by Bewley [3]. In their model, the only knowledge of a player \( i \) consists of a set of distributions, from one of which \( \theta_i \) has been drawn. (Indeed, since our utility functions are convex, a risk-neutral player \( i \) may de facto

\(^3\)This technical restriction is very mild in practice, since de facto players have finitely many strategies. Certainly this is the case for all mechanisms played via computers.

\(^4\)In our setting, this powerful lemma can be informally simplified as follows. If \( I_i \) and \( I'_i \) are two intervals, representing the knowledge of a player \( i \) about herself, containing at least two valuations in common, then \( i \)'s corresponding set of undominated strategies contain at least one strategy in common.
shrink each such distribution to its expected value, so that his knowledge about himself consists of a set, that is, the mentioned generalization of our self-uncertainty model.) Knightian uncertainty, however, does not envisage the possibility of decreasing uncertainty at a cost.

Knightian uncertainty has been extensively studied in decision theory, see for example \([1, 18, 35, 34, 16, 39, 22, 31, 5, 4]\). There is also a quite rich literature on equilibrium with incomplete preferences (e.g., \([32, 21, 41, 20, 37]\) and on ambiguous mechanisms (e.g., \([17, 6]\)). All this literature, however, is not directly relevant to our work.

A mechanism for rent extraction with Knightian uncertainty has been studied by Lopomo, Rigotti and Shannon \([29]\), but in a model quite different from ours, and without considering any notion of knowledge refinement. (See also \([30]\).)

Kiekintveld et al. \([26]\) study a two-player Stakelberg game in which a defender needs to allocate his resources when he has uncertainty, also modeled as an interval, about the attacker's payoffs. However, the authors do not envision any self uncertainty for the defender or the attacker, nor any way to reduce this uncertainty, with or without cost.

Our model of self-uncertainty (generalized from intervals to sets) actually coincides with that used by Chiesa, Micali, and Zhou to analyze single-good auctions \([9]\) and multi-unit auctions \([12]\) in undominated strategies, as well as unrestricted combinatorial auctions, both in undominated strategies and in regret-minimizing ones \([11]\). They too, however, do not consider any type of knowledge refinement.

In a distributional model, uncertainty reduction, with or without cost, has been studied by Thompson and Leyton-Brown for a variety of auctions \([43]\). The same authors prove, in a separate paper \([44]\), that, when the players can refine their own valuations, dominant strategy single-good auctions coincide with sequential posted-price auctions. Celis et al.\([8]\) study revenue auctions in which the players can (non-adaptively) pay an upfront cost and reduce their own uncertainty to a predetermined desired level. Celis et al. \([7]\) investigate revenue maximization in auctions in which a buyer (1) knows a distribution from which his own true valuation has been drawn, and (2) can, at a cost, privately refine his distribution. However, these works' uncertainty is not Knightian like ours. Indeed, they assume that every player knows the distribution from which his true valuation has been drawn, and can elicit a signal allows him to further constrain this distribution.

The the notion of regret minimization was introduced by Savage \([38]\) (reinterpreting Wald \([45]\)) and refined by Milnor \([33]\) and recently Stoye \([42]\). Many empirical works provide evidence of regret minimization, for instance \([2, 14, 13, 25]\). Coricelli et al. \([15]\) actually argue that neurological evidence exists for human propensity for regret minimization.

Regret minimization has been used to analyze mechanisms, for instance in \([28, 19, 40, 24, 36]\). Halpern and Pass \([23]\) put forward the solution concept of iterated regret minimization, and argue that it is indeed a compelling one. Our solution concept lies between traditional and iterated regret minimization. In the latter concept, the players assume that their opponents are regret minimizers. In ours, the players assume nothing about their opponents' rationality.
3 Preliminaries

Below we define our refinable knowledge model as a costly version of the basic binary search process. (More general models are considered in Section 5.)

3.1 The Basic Costly Knowledge Model

For each player $i \in N$,

- The true valuation of $i$, $\theta_i$, is a non-negative real.
  A knowledge interval for $i$ is an interval of non-negative reals containing $\theta_i$.
  If $[a, b]$ is such an interval, then its uncertainty is $b - a$, and its inaccuracy is $\frac{b - a}{b}$.

- $R_i$ is the refining function that, given a knowledge interval $I$, of $i$, $I = [a, b]$, returns $[a, \frac{a+b}{2}]$ if $\theta_i \leq \frac{a+b}{2}$, and $[\frac{a+b}{2}, b]$ otherwise.\(^5\)

We refer to each evaluation of $R_i$ as a refinement, to the interval $R_i(I)$ as a refinement of $I$, and to evaluating $R_i$ on $I$ as refining $I$. When the player $i$ is clear, we may write $R$ instead of $R_i$.

- Player $i$ starts with an initial knowledge interval, denoted by $I_i^0 = [a_i^0, b_i^0]$ or more simply by $I_i = [a_i, b_i]$.
  The knowledge of $i$ after $t$ refinements, $I_i^t = [a_i^t, b_i^t]$, is the interval obtained from $I_i$ by iterating $t$ times the function $R$. (I.e., $I_i^1 = R(I_i)$, $I_i^2 = R(R(I_i))$, ...)

- $i$’s cost for refining an interval $I$ of inaccuracy $\delta$, $C_i(I)$, is $\frac{\delta}{\delta}$, where $c_i$ is a positive constant known to $i$.

- Self Uncertainty. In our model, a player $i$ has no information about the true valuations of his opponents. Moreover, at each point in time, the only information he has about his own true valuation of the good, $\theta_i$, consists of an interval $[a, b]$ guaranteed to contain $\theta_i$. We refer to such an interval $[a, b]$ as $i$’s (current) “knowledge interval”, or more simply as $i$’s (self) “knowledge”, to $b - a$ as $i$’s current (self) uncertainty, and to the ratio $\delta = \frac{b - a}{b}$, if $[a, b] \neq [0, 0]$, as the inaccuracy of $i$’s knowledge, or the interval $[a, b]$.

- Refinements. A player $i$ has always the option of refining his current knowledge, $[a, b]$, at a cost $C_i(a, b)$. By exercising this option, $i$’s new knowledge becomes $[a, \frac{a+b}{2}]$ if $\theta_i \leq \frac{a+b}{2}$, and $[\frac{a+b}{2}, b]$ otherwise.
  (Of course, $[\frac{a+b}{2}, b]$ implies that $\theta_i \in (\frac{a+b}{2}, b]$, but for uniformity sake all knowledge intervals are closed.)

- Costs. A player’s refinement cost is proportional to the inaccuracy of his knowledge.
  If the inaccuracy of $[a, b]$ is $\delta$, then $C_i(a, b) = \frac{c_i}{\delta}$, where $c_i$ is a player-dependent positive constant.

\(^5\)More precisely, but “less uniformly”, if $R([a, b]) = [\frac{a+b}{2}, b]$, then $\theta_i \in (\frac{a+b}{2}, b]$. 

3.2 Single-Good Auctions in Our Model

As usual, an auction consists of (1) a context, specifying the set of possible outcomes, the players (including their initial knowledge), and their preferences over outcomes, and (2) a mechanism, specifying the players’ strategies and how strategies lead to outcomes.

Our Contexts

- An outcome consists of
  - an allocation, a profile of bits \( a, \sum_i a_i \leq 1 \), where for each player \( i \), \( a_i = 1 \) if and only if the good is allocated to \( i \);
  - a profile of prices, \( p \in \mathbb{R}^n \); and
  - a profile of total refinements, \( r \), where \( r_i \) is the number of times player \( i \) has refined his knowledge.
- The utility of a player \( i \), with valuation \( v_i \) and initial knowledge \( I'_i \), for an outcome \( \omega = (a, p, r) \), is
  \[
  u_i(\omega) = a_i \cdot v_i - p_i - \sum_{t=0}^{r_i-1} C_i(I_t).
  \]

Our Mechanisms

We consider mechanisms in which (like in the second-price mechanism), each player \( i \) reports a bid \( \beta_i \geq 0 \) simultaneously with his opponents. However, \( i \)'s set of pure strategies, \( S_i \), does not coincide with the set of possible bids, \( \mathbb{R}_{\geq 0} \), but with the set of strategies in the single-player extensive-form (sub)mechanism pictorially described below.

![Figure 1: The Bidding Submechanism of Player i](image)

That is, in the bidding submechanism of player \( i \), the decision nodes, \( D_0, D_1, \ldots \), are pictorially represented by “empty circles” and correspond to the number of times \( i \) has refined his knowledge interval. The terminal nodes are represented by “full circles”, and correspond to \( i \)'s actual bids.
A bit more precisely,
• Player \( i \) starts executing his bidding submechanism at the decision node \( D_0 \), the "root", where the information available to him consists of his initial knowledge, \( I_i^0 \).

• At every decision node \( D_t \), the information available to \( i \) consists of the knowledge interval \( I_i^t \), and \( i \)'s action set is \( \{R_i\} \cup \mathbb{R}_{\geq 0} \).

• At a decision node \( D_t \), if he chooses an action \( \beta_i \in \mathbb{R}_{\geq 0} \), then \( i \) terminates executing his bidding submechanism and reports only the bid \( \beta_i \) to the mechanism. Else (if \( i \) chooses the refining action \( R_i \)), the decision node \( D_{t+1} \) is reached and the bidding submechanism continues.

In every auction mechanism we consider, the underlying bidding mechanism for each player \( i \) is as above. Accordingly, the set of all pure strategies of \( i \), \( S_i \), always coincides with the set of all functions from \( \{D_0, D_1, \ldots \} \) to \( \{R_i\} \cup \mathbb{R}_{\geq 0} \).

The outcome of a mechanism \( M \) under a strategy profile \( s \) (i.e., the outcome produced by \( M \) relative to the bid profile \( \beta \) corresponding to \( s \)) is \( M(s) \).

### 3.3 Regret

In a mechanism \( M \), relative to \( i \)'s initial knowledge \( I_i \),

• \( i \)'s regret for a strategy \( s_i \in S_i \) is

\[
\text{reg}_i(I_i, s_i) \triangleq \max_{v_i \in I_i} \max_{s_{-i} \in S_{-i}} \max_{s_i' \in S_i} u_i(v_i, M(s_i', s_{-i})) - u_i(v_i, M(s_i, s_{-i})).
\]

• \( i \)'s set of regret-minimizing strategies is

\[
\text{REG}_i(I_i) \triangleq \{s_i : s_i = \arg\min_{s_i' \in S_i} \text{reg}_i(I_i, s_i')\}.
\]

The set of all profiles of regret-minimizing strategies of \( M \), relative to an initial knowledge profile \( I \), is

\[
\text{REG}(I) \triangleq \text{REG}_1(I_1) \times \cdots \times \text{REG}_n(I_n).
\]

### 3.4 Social Welfare

As usual, social welfare and maximum social welfare are defined relative to the true valuation profile \( \theta \) (independent of the fact that in our model each player \( i \) may have inaccurate knowledge about his own \( \theta_i \)). Indeed, The social welfare of an outcome \( \omega = (a, p, r) \) is

\[
SW(\omega) \triangleq \theta_i \text{ if } a_i = 1.
\]

The maximum social welfare is

\[
MSW \triangleq \max_{\omega} SW(\omega) = \max_i \theta_i.
\]
4 A First Theorem

The (Non-Deterministic) Second Price Mechanism

The second price mechanism is the normal form mechanism non-deterministically allocating the good to a player reporting the highest valuation, and choosing the price of a player \( i \) to be the second highest reported valuation, if the good has been allocated to \( i \), and 0 otherwise.

Notation

We denote the second-price mechanism by \( \mathbb{SP} \), the set of players by \( N \), the number of players by \( n \), and let \(-i \triangleq N \setminus \{i\}\) for every player \( i \).
Relative to an initial knowledge profile \( I = ([a_1, b_1], \ldots, [a_n, b_n]) \), lexicographically breaking ties if needed, let
\[
\phi \triangleq \arg \max_{i \in N} c_i b_i.
\]
(As we shall see, \( \phi \) is the player with the highest final uncertainty. That is, the player which, at the decision node in which he finally decides to bid rather than refining his own knowledge, has the longest knowledge interval. The length of that interval will actually be \( 2\sqrt{c_\phi b_\phi} \).)

**Theorem 1** In the basic costly knowledge model, for all initial knowledge profiles \( I = ([a_1, b_1], \ldots, [a_n, b_n]) \), all true valuation profiles \( \theta \in [a_1, b_1] \times \cdots \times [a_n, b_n] \), and all strategy profiles \( s \in \text{REG}(I) \),
\[
\text{SW}(\mathbb{SP}(s)) \geq \text{MSW} - 2\sqrt{c_\phi b_\phi}.
\]

**Proof Sketch**

We begin by proving that the set of regret-minimizing strategies of each player \( i \), \( \text{REG}_i(I_i) \), consists of a single strategy, \( s_i^* \), and actually explicitly computing such \( s_i^* \).
To this end, assume for a moment that knowledge refinement is no longer an option, and consider a regret minimizing player \( i \), whose (current) knowledge interval is \( I'_i = [a'_i, b'_i] \).
Then, \( i \) must, for each possible bid \( \beta'_i \), \( \text{reg}_i(I'_i, \beta'_i) \), and report a bid
\[
\beta'_i \in \arg \min_{\beta_i} \text{reg}_i(I'_i, \beta_i).
\]

**Lemma 1** \( \beta'_i = \frac{a'_i + b'_i}{2} \).

**Proof of Lemma 1.**
We prove Lemma 1 by considering the function \( \text{reg}_i(I'_i, \cdot) \) and showing the following two properties:

---

\(^6\)Should the second-price mechanism break ties deterministically, or at random, regret may not be well defined. (In particular, there may not be a strategy subprofile for a player \( i \)'s opponents which maximizes \( i \)'s regret. Even relying on suprema, rather than maxima, is problematic.)
(a) \( \text{reg}_i(I'_i, \cdot) \) is strictly decreasing in the domain \([0, \frac{a'_i + b'_i}{2}]\); and

(b) \( \text{reg}_i(I'_i, \cdot) \) is strictly increasing in the domain \([\frac{a'_i + b'_i}{2}, \infty)\).

**Proof Sketch of Property (a).**
Consider a generic bid \( \alpha_i, 0 \leq \alpha_i \leq \frac{a'_i + b'_i}{2} \).
Let \( \overline{\alpha}_i, \overline{\alpha}_{-i} \), and \( \overline{\theta}_i \) respectively be a bid of \( i \), a bid subprofile of the opponents of \( i \), and a valuation of \( i \) in \([a'_i, b'_i]\) "achieving the regret of \( \alpha_i \)." That is,

\[
(\overline{\alpha}_i, \overline{\alpha}_{-i}, \overline{\theta}_i) \in \arg\max_{(\alpha'_i, \alpha'_{-i}, \theta'_i)} u_i((\alpha'_i, \alpha'_{-i}, \theta'_i)) - u_i((\alpha_i, \alpha'_{-i}, \theta_i)).
\]

It can also be seen (by a tedious case analysis) that for any such \( \overline{\alpha}_i, \overline{\alpha}_{-i} \), and \( \overline{\theta}_i \),

\[
\max_{j \in -i} \overline{\alpha}_j = \alpha_i, \quad \overline{\alpha}_i = \alpha_i + 1, \quad \text{and} \quad \overline{\theta}_i = b'_i.
\]

Thus, the second price mechanism

- under the strategy profile \((\alpha_i, \overline{\alpha}_{-i})\), may assign the good to an opponent of \( i \), so that \( i \)'s (worst case) utility is 0, and

- under the strategy profile \((\overline{\alpha}_i, \overline{\alpha}_{-i})\), assigns the good to \( i \), so that \( i \)'s utility is \( b'_i - \alpha_i \).

Accordingly,

\[
\text{reg}_i(I'_i, \alpha_i) = u_i((\overline{\alpha}_i, \overline{\alpha}_{-i}, \overline{\theta}_i)) - u_i((\alpha_i, \overline{\alpha}_{-i}, \overline{\theta}_i)) = b'_i - \alpha_i.
\]

The above equality indeed shows that \( \text{reg}_i(I'_i, \alpha_i) \) decreases with \( \alpha_i \).

Since the bid \( \alpha_i \) could coincide with \( \beta'_i = \frac{a'_i + b'_i}{2} \), our last equality also shows that the regret of \( \beta'_i \) is

\[
\text{reg}_i(I'_i, \beta'_i) = \frac{b'_i - a'_i}{2}.
\]

**Proof Sketch of Property (b).**
The proof of property (b) is essentially symmetric to that of property (a).\(^7\)

Since properties (a) and (b) hold, so does Lemma 1.

Consider now the following two options for a regret-minimizing player whose current knowledge interval is \([a'_i, b'_i]\).

\(^7\)In particular, \( \max_{j \in -i} \alpha_j = \alpha_i, \overline{\alpha}_i = \alpha_i - 1, \text{and} \overline{\theta}_i = a'_i \).
- **Option 1**: i bids immediately without any refinement.
  
  Accordingly, lemma 1 tells us that i's bid is $\beta_i^*$. Thus, equation (1) implies that i's regret in this option is $\frac{b'_i - a'_i}{2}$, that is, half of his current uncertainty.

- **Option 2**: i refines his knowledge once, and then bids.
  
  By so doing, his total regret would be the sum of (1) the cost of the refinement and (2) the regret of bidding after he learns his new knowledge interval $[a''_i, b''_i]$. By definition, the above cost is $\frac{a' b'_i}{b'_i - a'_i}$. And again by Lemma 1 and equation 1 the above regret is $\frac{b'_i - a'_i}{4}$ (because the refinement halves i's original uncertainty).

Accordingly, i will choose option 2 if and only if

\[
\frac{c_i b'_i}{b'_i - a'_i} + \frac{b'_i - a'_i}{4} < \frac{b_i - a_i}{2}.
\]

That is, after some manipulations, if and only if

\[2 \sqrt{c_i b'_i} < b'_i - a'_i.
\]

Applying this principle from the very beginning of i sub-mechanism, when i's knowledge is (in our notation) $[a_i, b_i]$, we see that i has a single regret-minimizing strategy, $s_i^*$, so defined: For all decision node $D_t$,

\[
s_i^*(D_t) = \begin{cases} R_i & \text{if } b'_i - a'_i > 2 \sqrt{c_i b'_i} \\ \frac{a'_i + b'_i}{2} & \text{otherwise.} \end{cases}
\]

Having understood the unique regret minimizing strategy $s_i^*$ of each player i, we are ready to finish sketching the proof of our theorem. The best way to do so is pictorially. It is easy to see that the worst scenario for the realized social welfare of the second-price mechanism is that illustrated in the figure below.

\[\text{Figure 2:}\]

In the above picture, red is the color associated to the player with the maximum true valuation, player $m$. The red interval represents $m$'s "final knowledge", $[a_m^*, b_m^*]$, that is the knowledge interval of $m$ when, executing the strategy $s_m^*$, he decides to place the bid $\beta_m^*$. (Indeed notice that $\beta_m^*$ lies in the middle of $m$'s final knowledge.) The red dot indicates the actual value of his true valuation within this interval. The corresponding "situation" for the player with the highest final uncertainty, player $\phi$, is instead depicted in blue. Our
analysis of the regret-minimizing strategies \( s^* \)'s guarantees to upper-bound the length of the red interval in terms of \( m \)'s initial knowledge interval: that is,

\[
b_m^* - a_m^* \leq 2\sqrt{c_mb_m}.
\]

Analogously, the length of the blue interval is upper-bounded in terms of \( \phi \)'s initial knowledge interval as follows:

\[
b_\phi^* - a_\phi^* \leq 2\sqrt{c_\phi b_\phi}.
\]

The fact that the blue dotted line is slightly on the right of the red dotted line wants to indicate that \( \beta_\phi^* > \beta_m^* \). Accordingly, the good is allocated to \( \phi \), so that the social welfare actually realized by second-price mechanism in this case is \( \sqrt{c_\phi b_\phi + c_mb_m} \) smaller than the maximum one. Since, by definition, \( c_\phi b_\phi \geq c_mb_m \), we conclude that, as we wanted to show,

\[\text{SW}(\mathbb{S}\mathbb{P}(s^*)) \geq \text{MSW} - 2\sqrt{c_\phi b_\phi}.\]

\[\square\]

5 Generalizations

Alternative Choices of Inaccuracy

As already mentioned, another natural choice for the inaccuracy of a knowledge interval \([a, b]\) is \( \delta' = \frac{b-a}{a+b} \).

A slightly more general choice is

\[\delta'' = \frac{b-a}{g_i([a, b])}.\]

For such \( \delta'' \), the social-welfare guarantee of the second-price mechanism of course continues to be expressed in terms of the players' longest "final knowledge interval": namely,

\[\text{SW}(\mathbb{S}\mathbb{P}(s^*)) \geq \text{MSW} - \max_{i \in \mathbb{N}} 2\sqrt{c_i \cdot g_i([a_i^*, b_i^*])}.\]

A General Notion of Inaccuracy

At the highest level, we believe that a function \( f \) provides a suitable definition of inaccuracy if it satisfies the following three conditions: for all knowledge intervals \([a, b]\), \([a', b]\), and \([a, a']\) such that \( 0 \leq a < a' < b \),

1. \( f([a, b]) \in (0, 1] \);
2. \( f([a, b]) > f([a', b]) \); and
3. \( f([a, a']) < f([a, b]) \).

\[\text{And continuing to assume that the cost of refinement is proportional to the inaccuracy, that is,} \]

\[C_i([a, b]) = \frac{\delta''}{\delta''}.\]

\[\text{That is, in the above inequality, as in our proof sketch of Theorem 1,} \]

\([a_i^*, b_i^*] \text{ continues to denote the knowledge interval of player} \ i \text{ when, executing his regret-minimizing strategy} \ s_i^*, \text{ he decides to bid rather than refining his knowledge. In other words,} \]

\[\text{In other words,} \]

- \([a, b] \text{ is contained in} \ i \text{'s initial knowledge interval, and}\]
- \( 2\sqrt{c_i \cdot g_i([a, b])} \geq (b - a) \).
Inaccuracy-Lowering Refinements

In one-dimensional problems, the solution space consists of an interval, and binary search proceeds by shortening the solution space (by a fixed amount).

The problem is also one-dimensional in our setting: indeed, every player seeks to figure out his own true valuation in his current knowledge interval. To mimic binary search as close as possible, we have considered refinements that yield knowledge intervals of shorter lengths. Of course decreasing the length of a knowledge interval by a precise amount also implies decreasing its inaccuracy, but not by a predictably precise amount. Thus, still in the spirit of binary search, one may consider refinements explicitly aimed at decreasing the inaccuracy of a knowledge interval by a given amount. After all, inaccuracy may be a more meaningful dimension to consider in general, not just for meaningfully defining refinement cost.

Accordingly, still within a set-theoretic framework, letting \([a,b]\) be a knowledge interval for a player \(i\) and \(\delta\) be its inaccuracy, let us discuss the following two costly knowledge models that focus on decreasing inaccuracy.

1. The Accuracy-Bisecting Model. In this model, at a cost of \(C_i(a,b) = \frac{\delta}{2}\), \(R_i([a,b])\) returns an arbitrary knowledge interval of \(i\) of inaccuracy \(\frac{\delta}{2}\).

   Fortunately, essentially the same proof of Theorem 1 shows that, once again, the social welfare guarantee of the second-price mechanism is

   \[
   SW(S^\mathcal{F}(s^*)) \geq MSW - 2\sqrt{c \rho b \phi}.
   \]

2. The Chosen-Accuracy Model. In this model, for every chosen \(\delta' < \delta\), \(i\) can, in a single step, refine \([a,b]\) to obtain an arbitrary knowledge interval whose inaccuracy is \(\delta'\).

   A reasonably natural choice for the cost of such a refinement is to be proportional to the difference of the new and the old inaccuracy: that is, to be equal to

   \[
   c_i \cdot \left( \frac{1}{\delta'} - \frac{1}{\delta} \right).
   \]

   In this model and cost function, essentially the same proof of Theorem 1 (with only a different algebraic manipulation) shows that the social welfare guarantee of the second-price mechanism again is

   \[
   SW(S^\mathcal{F}(s^*)) \geq MSW - \sqrt{2c \rho b \phi}.
   \]

General Cost Functions

Abstractly, we believe that every cost function in the chosen-accuracy model should satisfy the following conditions: let \(1 \geq \delta > \delta' > \delta'' > 0\), then

1. Cost is always positive.

   \[
   C(\delta, \delta') > 0.
   \]
2. Cost function must satisfy triangle inequality.

\[ C(\delta, \delta') + C(\delta', \delta'') \geq C(\delta, \delta''). \]

3. Cost increases with initial inaccuracy.

\[ C(\delta, \delta'') > C(\delta', \delta''). \]

4. Cost decreases with desired inaccuracy

\[ C(\delta, \delta'') > C(\delta, \delta'). \]

and, preferably only,

5. Totally erasing uncertainty has infinite cost.

\[ C(\delta, 0) = \infty. \]

General Inaccuracy and General Cost

Finally, let us consider the chosen-accuracy model, with general inaccuracy and general cost function, and denote by by \( R_{\delta_i} \) the non-deterministic function that, given a knowledge interval of \( i \) of inaccuracy \( \delta > \delta' \), returns an arbitrary knowledge (sub)interval of \( i \) of inaccuracy \( \delta' \).

In this general model, a player \( i \) may have multiple regret-minimizing strategies. Let \( s_i^* \) be one such strategy, \([a_i^t, b_i^t]\) the knowledge interval of \( i \) at a decision node \( D_i^t \), \( \delta \) the inaccuracy of \([a_i^t, b_i^t]\). Then an argument similar to that used in our proof sketch of Theorem 1 shows that

- \( s_i^*(D_i^t) = R_{\delta_i} \)
  
  if there exists \( \delta' \in (0, \delta) \) such that

\[ b_i^t - a_i^t > \max_{[a, b] \in I} (2C_i(\delta, \delta') + (b - a)) \]

where \( I \) is the set of all subintervals of \([a_i^t, b_i^t]\) which contain \( \theta_i \) and whose inaccuracy is \( \delta' \).

\[ \frac{\partial C(\delta, \delta')}{\partial \delta} > 0 \]

\[ \frac{\partial C(\delta, \delta')}{\partial \delta'} < 0. \]

\[ 10 \] Equivalently, for differentiable cost functions,

\[ 11 \] Equivalently, for differentiable cost functions,
• \( s_i^*(D^i) = \frac{a_i^* + b_i^*}{2} \) otherwise.

It is then clear that the social-welfare guarantee of the second-price mechanism continues to have the following form

\[
SW(S\mathcal{P}(s^*)) \geq MSW - \max_i (b_i^* - a_i^*).
\]

Above, once again, \([a_i^*, b_i^*]\) is player \(i\)'s final knowledge interval, relative to the strategies \(s_i^*\), in the current model.

**Refining Our Knowledge About Our Opponents**

In general, a player \(i\) may also have some knowledge about the valuations of his opponents. Initially, such knowledge of \(i\) may be very coarse, but again \(i\) may be able to refine it, although at a cost potentially much higher than that he needs to refine his knowledge about his own valuation.

(For instance, \(i\) may hire some employees of his opponents, and analyze the data they report. Alternatively, he may collect financial data about his opponents from the public domain, an operation that may be very expensive, since \(i\) does not know exactly where to look for the relevant data).

In principle, for the second-price mechanism, by refining a little his knowledge about the valuations of his opponents, \(i\) may save the money necessary to refine a lot his knowledge about himself. For instance, by incurring a modest cost, \(i\) may learn than the minimum valuation of one of his opponent is larger than any valuation he may have, in which case, \(i\) should not invest a penny in improving his knowledge about his own valuation. Yet, even if \(i\) has the ability to refine his knowledge about his opponents at a cost, it can be seen that \(i\)'s regret-minimizing strategy never takes advantage of this ability.

We believe, however, that a sufficiently general costly knowledge model should include a player's ability to refine his knowledge about his opponents, and that such an ability will in fact be crucial when properly analyzing some complex mechanisms.

**6 Conclusions**

In general, knowledge has a cost. Accordingly, we cannot always count on the players having already paid the cost necessary to exactly learn their valuations prior to playing the mechanisms we design.

Including the players' cost of knowledge acquisition in the analysis of a mechanism may thus make our predictions about the outcomes the mechanism produces more realistic and accurate.

Distilling costly knowledge models that are more realistic than the ones considered in this paper may be challenging. And so may be the analysis of new and old mechanisms in such models. We welcome both challenges.
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