Overcoming Resource Limitations in the Processing of Unlimited Speech: Applications to Speaker and Language Recognition

by

Stephen H. Shum

B.S., University of California, Berkeley (2009)
S.M., Massachusetts Institute of Technology (2011)

Submitted to the
Department of Electrical Engineering and Computer Science
in partial fulfillment of the requirements for the degree of
Doctor of Philosophy in Electrical Engineering and Computer Science

at the

MASSACHUSETTS INSTITUTE OF TECHNOLOGY

June 2016

© Massachusetts Institute of Technology 2016. All rights reserved.
Overcoming Resource Limitations in the Processing of Unlimited Speech:
Applications to Speaker and Language Recognition

by

Stephen H. Shum

Submitted to the
Department of Electrical Engineering and Computer Science
on May 20, 2016,
in partial fulfillment of the requirements for the degree of
Doctor of Philosophy in Electrical Engineering and Computer Science

Abstract

We live an era with almost unlimited access to data. Yet without their proper tagging and annotation, we often struggle to make effective use of most of it. And sometimes, the labels we have access to are not even the ones we really need for the task at hand. Asking human experts for input can be time-consuming and expensive, thus bringing to bear a need for better ways to handle and process unlabeled data.

In particular, successful methods in unsupervised domain adaptation can automatically recognize and adapt existing algorithms to systematic changes in the input. Furthermore, methods that can organize incoming streams of information can allow us to derive insights with minimal manual labeling effort – this is the notion of weakly supervised learning.

In this thesis, we explore these two themes in the context of speaker and language recognition. First, we consider the problem of adapting an existing algorithm for speaker recognition to a systematic change in our input domain. Then we undertake the scenario in which we start with only unlabeled data and are allowed to select a subset of examples to be labeled, with the goal of minimizing the number of actively labeled examples needed to achieve acceptable speaker recognition performance. Turning to language recognition, we aim to decrease our reliance on transcribed speech via the use of a large-scale model for discovering sub-word units from multilingual data in an unsupervised manner. In doing so, we observe the impact of even small bits of linguistic knowledge and use this as inspiration to improve our sub-word unit discovery methods via the use of weak, pronunciation-equivalent constraints.
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<td>MCL</td>
<td>Markov Clustering</td>
</tr>
<tr>
<td>MFCC</td>
<td>Mel-Frequency Cepstral Coefficient</td>
</tr>
<tr>
<td>ML</td>
<td>Maximum Likelihood</td>
</tr>
<tr>
<td>MMR</td>
<td>Maximal Marginal Relevance</td>
</tr>
<tr>
<td>NAP</td>
<td>Nuisance Attribute Projection</td>
</tr>
<tr>
<td>NIST</td>
<td>National Institute of Standards and Technology</td>
</tr>
<tr>
<td>NMI</td>
<td>Normalized Mutual Information</td>
</tr>
<tr>
<td>PCA</td>
<td>Principal Components Analysis</td>
</tr>
<tr>
<td>PE-UER</td>
<td>Pronunciation-Equivalent Unit Error Rate</td>
</tr>
<tr>
<td>PLDA</td>
<td>Probabilistic Linear Discriminant Analysis</td>
</tr>
<tr>
<td>PPR-LM</td>
<td>Parallel PR-LM</td>
</tr>
<tr>
<td>PR-LM</td>
<td>Phoneme Recognition followed by Language Modeling</td>
</tr>
<tr>
<td>SD</td>
<td>Speaker Dependent</td>
</tr>
<tr>
<td>SDC</td>
<td>Shifted Delta Cepstral</td>
</tr>
<tr>
<td>SI</td>
<td>Speaker Independent</td>
</tr>
<tr>
<td>SMM</td>
<td>Subspace Multinomial Model</td>
</tr>
<tr>
<td>SnGM</td>
<td>Subspace n-gram Model</td>
</tr>
<tr>
<td>SRE</td>
<td>Speaker Recognition Evaluation</td>
</tr>
<tr>
<td>SRE10</td>
<td>2010 NIST SRE</td>
</tr>
<tr>
<td>SVM</td>
<td>Support Vector Machine</td>
</tr>
<tr>
<td>SWB</td>
<td>Switchboard</td>
</tr>
<tr>
<td>UBM</td>
<td>Universal Background Model</td>
</tr>
<tr>
<td>UPGMA</td>
<td>Unweighted Pair Group Method with Arithmetic Mean</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>vMF</td>
<td>von Mises-Fisher (distribution)</td>
</tr>
<tr>
<td>WC</td>
<td>Within Class</td>
</tr>
<tr>
<td>WCCN</td>
<td>Within-Class Covariance Normalization</td>
</tr>
<tr>
<td>WER</td>
<td>Word Error Rate</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

With the ubiquity, connectivity, and expansive storage of data-recording devices (smart phones, embedded sensors, etc.), we live in an era with almost unlimited access to data. Nevertheless, we often struggle to make sense – much less make effective use – of most of it. One major reason for this is that a lot of the data that we have such convenient access to are unlabeled and, thus, useless in many of the traditionally supervised machine learning scenarios that require explicit labeled examples. Furthermore, sometimes the labels that we do have access to are not necessarily the labels that we really need for the task at hand. Because the process of using humans to tag and annotate can be expensive and time-consuming, we’d like to develop methods that utilize existing, previously labeled examples in ways that can make use of the many unlabeled examples at hand.

For many years now, the speech research community has dreamt of organic spoken language systems that grow and improve without continued expert supervision [6]. While such systems are closer than ever to becoming a reality, it is still common for users to simply learn to live with a system’s errors. That is, despite being deployed in a dynamic environment, the underlying models of a spoken language system are often fixed [7]; each interface knows what it knows and doesn’t know what it doesn’t [6]. As such, when recording conditions change from a quiet meeting room to a bustling street corner, the typical system not only continues to operate under the former recording condition but also fails to recognize that its resulting outputs are subject to corruption from the additional noise. Such lack of awareness and inability to adapt to ever-changing scenarios are what prevent us from building machines that can truly hear [8]. Instead what we really need is the ability to build systems that behave like living organisms that can learn, grow, reconfigure, and repair themselves as necessary [6].

As one possible scenario, we envision a robot deployed into the real world equipped
with the necessary computational capabilities and an ability to perceive audio, but not necessarily the training to fully understand it. We task the system with learning how to make sense of its environment and allow the robot to roam around freely and collect information in some reasonable fashion. In the beginning, most of its assimilation will come in an unsupervised manner – that is, no one will be there to label out what it is the robot is hearing for every moment of its existence – although later we can perhaps incorporate some interaction and allow the system to ask some limited number of questions as a way for it to improve its understanding about the world it inhabits. The ultimate result would be a robot that learns to make sense of its audio environment without constant supervision, realizes the aspects of sound that it knows and doesn’t know, and is able to ask for additional information and clarification in a sensible manner. This is the sort of system that we strive for, a true specimen of artificial intelligence that exists and operates in organic fashion.

1.1 Tasks

Our aim in this thesis is to develop methods for speaker and language recognition that better utilize unlabeled data. The objective in speaker verification is to determine whether or not a given test utterance originates from a hypothesized speaker, while the goal of language identification is to determine, from a known set of target languages, the spoken language of a given test utterance. In contrast to spoken content (i.e., speech recognition), which varies far more rapidly over time, we consider both speaker and language identity to be more persistent properties of the speech signal. As we will see in Chapter 2, state-of-the-art approaches to both problems involve a very similar representation of the audio.

1.2 Themes

In the context of speaker and language recognition, we explore two main themes: unsupervised domain adaptation and learning from weak supervision.

1.2.1 Domain adaptation

To illustrate the need for domain adaptation, we imagine one or more students who have learned a lot from school and are looking to continue their education. To do so, they are tasked with performing well on some sort of a college entrance exam (e.g., Scholastic Aptitude Test (SAT) or any of the Advanced Placement (AP) exams, et
cetera). One naive, baseline strategy is for these students, armed only with their respective knowledge obtained from school, to simply show up at the test center and take the exam without any exam-specific preparation. Another strategy that tends to yield better results is for each student to augment his or her school-based knowledge and prepare using an exam-specific study guide and maybe a set of practice tests. By working through practice problems that are similar to those found in the exam, our students might become more familiar with the testing environment and transfer their respective school-based knowledge into a form that also improves exam performance. This sort of transfer learning is what we call domain adaptation.

While effective, however, this strategy is not entirely scalable. Exams, such as the SAT, change regularly. And every time there is such an update, our students will need a new, corresponding study guide – this gets expensive! In this analogy, our students should be thought of as a set of one or more algorithms trained initially on knowledge from school and then tasked with performing well on a separate exam. By using a study guide and practice tests corresponding to the most updated exam, they are undergoing a process known as supervised domain adaptation.

Scalability is extremely important in many practical engineering scenarios. In this world, we have over 7000 spoken languages, 400 of which have at least one million speakers.\footnote{Taken from https://www.ethnologue.com/statistics/size.} Even under a generous estimate, we have developed reasonable speech technologies for fewer than 100 languages. (This thesis involves no more than 30 different languages.) So we have a lot of work to do!

In this thesis, we are interested in the problem of unsupervised domain adaptation, which can be thought of as access to an unlimited number of test preparation resources, but no access to their corresponding answer keys. In this sense, our students can take as many practice tests as they would like, but they will not be provided any feedback on their performance. We are interested in this problem because tests and evaluation conditions change regularly, and we’d like to be able to adapt to these changes without needing a new study guide and corresponding answer key every time.

More formally, we would like to learn from some source data distribution (e.g., school) a model that can perform well on a different, but related, target data distribution (e.g., SAT) \cite{9}. In the unsupervised case, we assume that our learning sample contains labeled source examples (e.g., textbooks) and unlabeled target examples (e.g., practice tests without answers). In Chapter 3, we outline a task along these lines in the context of speaker verification, while Chapter 5 entertains a variant of this scenario for language identification.
1.2.2 Weak supervision

Learning from weak supervision touches upon the broad range of methods that are neither fully supervised or fully unsupervised [10]. In this thesis, we specifically consider two such aspects of this paradigm: active learning and top-down equivalence constraints.

Active learning

Taken directly from [11], the key idea behind active learning is that a machine learning algorithm can achieve greater accuracy with fewer training labels if it is allowed to choose the data from which it learns. In situations where unlabeled data is abundant but manual labeling is expensive, an active learning system will choose what queries to pose, usually in the form of unlabeled data instances to be labeled by some oracle (e.g., a human annotator). Using these newly labeled instances, the system builds a model and, using this model, either applies it to the task at hand or goes back to the set of unlabeled data to find more examples that it might want to have labeled. In Chapter 4, we develop strategies to actively explore a database of unknown speakers and build speaker models for speaker verification using queries between pairs of utterances.

Top-down equivalence constraints

In the section above, we pose pairwise queries in the following way: “Are utterances A and B spoken by the same speaker?” The answer to such a query yields either a positive or negative equivalence constraint. While having these sorts of constraints are not quite the same as having fully labeled data, having enough of these constraints can still provide key bits of information that we can exploit to build our models for speaker recognition. The motivation for work along this front is in an effort to alleviate the need for expensive, expert-level knowledge. That is, instead of having to ask linguistic experts to provide for us a pronunciation dictionary for a new language, suppose our systems could simply organize the data in such a way that allows us to ask informative questions about the language to fluent, but non-linguist, speakers. The ability to involve a significantly broader population would be a huge step towards scaling speech technology to all the languages of the world. In addition to the pairwise equivalence constraints utilized in Chapter 4, we explore in Chapter 6 the use of equivalence constraints between acoustic sequences to improve the speaker-independence of discovered acoustic units.
1.3 Overview of contributions

<table>
<thead>
<tr>
<th>Speaker Verification</th>
<th>Domain Adaptation</th>
<th>Weak Supervision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adapt system to changes in recording technology by applying existing models to new, unlabeled data sets [Chapter 3]</td>
<td>Actively explore a database of unknown speakers and build speaker models using pairwise equivalence constraints [Chapter 4]</td>
<td></td>
</tr>
</tbody>
</table>

| Language Identification | Augment existing volumes of transcribed speech with large-scale, unsupervised discovery of acoustic units on untranscribed, multilingual data [Chapter 5] | Use equivalence constraints between acoustic sequences to improve speaker-independence of discovered acoustic units [Chapter 6] |

Figure 1-1: Overview of thesis contributions. We cover domain adaptation for speaker verification (top left) in Chapter 3, while Chapter 4 considers the problem of active learning and speaker recognition (top right). We apply large-scale unsupervised acoustic unit discovery to the language identification problem (bottom left) in Chapter 5, while Chapter 6 investigates methods to improve acoustic unit discovery using equivalence constraints (bottom right).

Figure 1-1 provides an overview of our contributions in this thesis, which we also summarize in the following.

- In Chapter 3, we motivate and define a task for domain adaptation in speaker recognition, in which both in-domain and out-of-domain data are available, but labels are provided only for the mismatched, out-of-domain data. Our proposed approach, which utilizes both agglomerative and graph clustering techniques, achieves performance within 15% of a system that has access to all speaker labels. Along the way, we observe that both an imperfect clustering and an imprecise estimate of the number of speakers are forgivable in the presence of adaptation between hyper-parameters derived from in-domain and out-of-domain data.

- We subsequently consider a different form of resource constraints in Chapter 4, where we have matched, in-domain training data but no labels of any sort. In this exploration, we develop a greedy algorithm based on active learning that
obtains speaker labels in the form of binary pairwise comparisons. We find that the actual number of pairwise comparisons needed to obtain state-of-the-art results is a mere fraction of the queries required to fully label an entire training set of utterances and is in line with the sample complexity guarantees provided by a more formal analysis of active learning.

- In Chapter 5, we return to the theme of domain adaptation and address the problem of language identification. Previously, state-of-the-art results leaned heavily on the use of transcribed speech in the languages we hope to recognize. We remove the need for such transcriptions via the use of an unsupervised method for discovering acoustic units. To do so, we modify an existing, small-scale Bayesian nonparametric model in ways that allow it to scale computationally to hundreds of hours of multilingual data. The resulting acoustic units can then be used to obtain neural network-based features for language recognition.

- In validating the ability of our acoustic unit discovery to generalize to different datasets and languages, we observe the continued importance of both language specificity and an improved acoustic representation of speech. Not surprisingly, we find that restricting our unit discovery to a particular family of languages – e.g., the various dialects of Arabic – yields a system that performs best on that specific subset of languages. We also find that supervised knowledge of even just one language can help substantially in discovering linguistically meaningful acoustic units and improving language recognition performance.

- In light of these observations, we explore ways to improve our acoustic unit discovery methods in Chapter 6 by incorporating weak pronunciation-equivalent constraints. While we still have no access to explicit textual transcriptions, we assume that we are given subsets of utterances that contain equivalent pronunciations of the same sentence (or word, or phrase) spoken by various speakers. To this end, we hope to use these constraints to encourage our model to learn similar unit sequences within these sets of utterances and, thus, arrive at a segmentation and clustering at the sub-word unit level that is more linguistically meaningful.
Chapter 2

i-vectors for Speaker and Language Recognition

A speech signal conveys information at many levels. In addition to the spoken content itself, we can also ascertain the language spoken, the speaker’s identity, and even the speaker’s emotional state. Both speaker and language recognition can serve as a front-end that improves the performance of an automatic speech recognizer; in particular, we must know what language whose speech we aim to recognize, and knowledge of the speaker’s identity can help the recognizer adapt its models accordingly.

This thesis explores both speaker verification and language identification. While we loosely refer to these as “recognition” tasks throughout this thesis and corresponding literature, they are slightly different and we formally define them here. In speaker verification, we are given two speech utterances and asked to determine whether or not they were spoken by the same speaker [2]. Language identification is the task of automatically determining, from some list of known target languages, the language of a spoken utterance [3]. We should note that the former is an open-set verification problem in which our answer is either “yes” or “no.” On the other hand, the latter is a closed-set identification problem in which we assume that the language of the test utterance must belong to one of a set of $K$ known languages.

At the heart of our approach to both problems is the i-vector, a low-dimensional, vector-based representation of audio that easily allows the use of large amounts of previously collected and labeled audio to characterize and exploit both desired and nuisance directions of variability. Originally developed for speaker verification [12], the representation also obtained state-of-the-art results on language identification [13]. In this chapter, we provide an overview of how an i-vector can be extracted from a given utterance and used to represent the speaker or language within. Subsequently, we will compare and contrast techniques for both speaker and language recognition
and provide some insights into what makes our approaches to each problem unique. This chapter will be by no means a comprehensive review of all of the techniques that have been explored, as the usage of i-vectors has grown enormously since their inception. Instead, we hope that it can serve as a primer for reference throughout the thesis.

2.1 Overview

In short, an i-vector can be seen as a low-dimensional summary of a particular utterance’s distribution of acoustic features with respect to some existing background model [14]. Such a representation is useful because of its ability to transform a variable-length sequence of feature vectors into a single, fixed-length vector. We should note, of course, that this is useful only for properties of a signal that are assumed to be persistent throughout, such as speaker identity and language spoken. The more transient characteristics of the signal, such as the identity and order of phonemes spoken, are much more difficult to ascertain from an i-vector.

Figure 2-1: **High-level diagram of i-vector system for speaker recognition showing all hyper-parameters and which, respectively, require labeled and unlabeled data to train. (Taken from [1].)**

Figure 2-1 shows a high-level diagram of an i-vector system for speaker recognition; a system for language recognition follows the same general flow but has a few differences that we will highlight later in this chapter. In general, our goal is to ascertain how likely some given test utterance is to have originated from some model. In speaker recognition, the model might represent some target speaker whose identity we’d like to verify; in language recognition, we would have a model for each language we would like to identify. In the i-vector approach, both the model and the test utterance are represented as fixed-dimensional i-vectors.
2.2 Spectral Features

In this section, we provide an overview of the spectral features that are typically used for speaker and language recognition. A number of alternatives exist, many of which are beyond the scope of this thesis but are reviewed in [15]. Where appropriate, we will point out these variations throughout the text.

To obtain features for speech processing, we assume that the sampled speech waveform is approximately stationary over short intervals of approximately 10-30 ms. Taken from [2], Figure 2-2 provides an overview of the process, which involves a sliding analysis window (typically 25 ms in length) along the speech signal and computing a set of features every 10ms. For each window placement (typically Hamming), the higher frequencies of the speech signal are amplified via a linear “pre- emphasisis” filter and the discrete spectrum is computed using the fast Fourier transform (FFT).

| Signal | Pre- emphasise | FFT | LOG1 + 1 | DCT | MFCCs |

Figure 2-2: Overview of MFCC extraction. (Taken from [2].)

Introduced in the early 1980s for speech recognition, the so-called mel-frequency cepstral coefficients (MFCCs) are popular features in speech and audio processing [15]. MFCCs are computed from a spectral representation of the signal with the aid of a psychoacoustically motivated filterbank, followed by a logarithmic compression, which mimics a human’s non-linear frequency resolution of loudness [3], and discrete cosine transform (DCT). Each of the filters (typically 24 for telephone speech) in the filterbank is triangular and computes the energy average around the center frequency of each triangle. The center frequencies are linearly spaced on a mel-frequency scale, which was designed to approximate the behavior of the human auditory system. Finally, the DCT is applied to reduce the correlation between the filters. For speaker recognition, we use coefficients 1-19 as well as the log of the energy of the currently windowed signal (in lieu of the 0th coefficient), giving us a 20-dimensional feature vector. Finally, we typically incorporate some temporal information to the features through estimates of the first- and second-order temporal derivatives, known as delta and double-delta coefficients, respectively. This yields a final feature vector containing 60 dimensions for speaker recognition [2].

For language recognition, we derive a slightly different feature representation from MFCCs [3]. Instead of using first- and second-order temporal derivatives, another way
to obtain information about temporal evolution is via shifted delta cepstral (SDC) features, which involve computing delta cepstra across multiple frames. SDC features are specified by four parameters: $N$, $d$, $P$, and $k$, where $N$ is the number of cepstral coefficients computed at each frame, $d$ defines the time shift between each delta computation, $P$ is the time shift between the respective centers of consecutive blocks, and $k$ is the number of blocks whose coefficients are stacked to form the final feature vector. A typical $N$-$d$-$P$-$k$ configuration is 7-1-3-7, and Figure 2-3 illustrates the process for one cepstral coefficient. In particular, this one coefficient will yield $k = 7$ delta computations, each delta involves the coefficients $d = 1$ frame in front and behind some center frame, and each center frame is spaced $P = 3$ frames apart. In language recognition, we typically use coefficients 0-6 of the MFCCs, thus yielding a 49-dimensional feature vector [3].

Figure 2-3: An illustration of how we compute shifted delta cepstral (SDC) features for a single MFCC coefficient. (Taken from [3].)

2.3 GMM-UBM-MAP

We begin by modeling feature vectors – either MFCC or SDC features for speaker or language recognition, respectively – as they relate to a Universal Background Model (UBM), which is typically a Gaussian Mixture Model (GMM) built to represent a speaker- and language-independent distribution of features [4]. The data used to build this UBM will be task-dependent; in general, using data that matches as closely as possible to the test data leads to better performance.\footnote{Of course, handling data mismatch is what this thesis is supposed to be all about!} For example, in the ideal speaker recognition scenario, we would have data from thousands of speakers
each making over 10 calls from at least two different handsets [1]. And in the ideal language recognition scenario, we would have data from every language that we would ultimately want to be able to recognize.

A GMM is a generative model and can be seen as a semi-parametric probabilistic method that, given appropriate front-end features, adequately represents a speech signal and its variabilities [2]. Given a GMM, \( \theta \), consisting of \( C \) components and \( F \)-dimensional feature vectors, the likelihood of observing a given feature vector \( y \) is computed as

\[
p(y|\theta) = \sum_{c=1}^{C} \pi_c N_c(y|\mu_c, \Sigma_c) \tag{2.1}
\]

where the sum of the mixture weights \( \sum_c \pi_c = 1 \), and \( N_c(y|\mu_c, \Sigma_c) \) is a multivariate Gaussian with \( F \)-dimensional mean vector \( \mu_c \), \( F \times F \) covariance matrix \( \Sigma_c \), and probability distribution function

\[
N_c(y|\mu_c, \Sigma_c) = \frac{1}{(2\pi)^{F/2}|\Sigma_c|^{1/2}} \exp\left\{ -\frac{1}{2} (y - \mu_c)^\prime \Sigma_c^{-1} (y - \mu_c) \right\}. \tag{2.2}
\]

Though it is possible to use full covariances in the implementation, it is a bit more computationally efficient to use only diagonal covariances. The density modeling of a \( C \)-th order full covariance GMM can equally well be achieved using a diagonal covariance GMM of higher order (i.e. \( C' > C \)) [4]. Finally, to preserve our previously defined notation, we can denote \( \theta = \{ \theta_1, ..., \theta_C \} \), where \( \theta_c = \{ \pi_c, \mu_c, \Sigma_c \} \).

Given a sequence of feature vectors \( u = \{ y_1, y_2, ..., y_L \} \), we make the assumption that each observation vector is independent of the other observations [2]. As such, the likelihood of a given utterance \( u \) given the model \( \theta \) is simply the product of the likelihood of each of the \( L \) frames. Because the multiplication of many probabilities on a machine can potentially lead to computational underflow, we instead use the log-likelihood in our computation as follows:

\[
\log p(u|\theta) = \sum_{i=1}^{L} \log p(y_i|\theta) \tag{2.3}
\]

Given a collection of feature vectors, the parameters of a GMM can be estimated via the Expectation-Maximization (EM) algorithm [16], which iteratively refines the GMM parameters to monotonically increase the likelihood of the estimated model for the observed feature vectors. Given a UBM, we can model a test utterance via a maximum a posteriori (MAP) adaptation of the original UBM and obtain a new set of parameters that characterizes the distribution of features in the test utterance. A
more thorough explanation of the MAP adaptation process can be found in [17], but Figure 2-4 provides an illustration of adapting the mean and covariance parameters of the observed Gaussians. In practice, only the mean vectors $\mu_c, c = 1, ..., C$ are adapted; updating the weights and covariance matrices does not significantly affect system performance [2].

![Figure 2-4](image)

Figure 2-4: *Depiction of maximum a posteriori (MAP) adaptation, taken from [4, 2].*

### 2.4 Towards Factor Analysis

One way to parameterize a UBM with $C$ mixture components in a feature space of dimension $F$ is to view it as a single supervector, $m$, of dimension $C \cdot F$ along with a diagonal “super”-covariance matrix of dimension $CF \times CF$. This mean supervector is generated by concatenating all the Gaussian component means, while the covariance matrix is generated by respectively concatenating (along its diagonal) all the diagonal covariances of each mixture.

The idea behind the i-vector approach is that most of the variability between different supervectors can be captured within a subspace that is of far lower dimensionality than that of the original supervector, which can be on the order of 120,000 ($C = 2048, F \approx 60$). Intuitively, we can imagine applying principal components analysis (PCA) to the supervectors obtained from the MAP adaptation of the UBM to many different utterances; in practice, we use factor analysis and derive an EM algorithm to estimate the subspace, $T$, and residual, $\Sigma$. More formally, we represent our utterance-dependent supervector, $M$, as

$$M = m + Tw, \quad (2.4)$$
where \( m \) is the utterance-independent supervector taken from the UBM, \( T \) is a rectangular matrix of low rank, \( R \), that defines our i-vector subspace, and \( w \) is an \( R \)-dimensional random vector with a standard normal prior distribution, \( \mathcal{N}(0, I) \). We then define as our i-vector the MAP estimate of \( w \) given an observed utterance \( u \). To compute this quantity, we estimate the posterior distribution, \( w|u \), and use the mean of that resulting Gaussian distribution as the utterance’s i-vector. Depending on its intended application, the rank of \( T \) and corresponding dimensionality of \( w \) typically ranges between 100 and 600; i.e., \( R \in [100, 600] \).

### 2.4.1 The Posterior Distribution of \( w \)

A full explanation of the EM algorithm for training \( T \) can be found in [17]; here, we simply state how the posterior distribution, \( w|u \), is estimated using Baum-Welch statistics from the UBM [12]. Assuming, as before, that our given utterance \( u \) is represented as a sequence of \( L \) frames \( u = \{y_1, y_2, ..., y_L\} \), then the zeroth and first order Baum-Welch statistics are

\[
N_c(u) = \sum_{t=1}^{L} P(c|y_t, \theta_{UBM}) = \sum_t \gamma_t(c) \tag{2.5}
\]

\[
F_c(u) = \sum_{t=1}^{L} P(c|y_t, \theta_{UBM}) y_t = \sum_t \gamma_t(c) \cdot y_t \tag{2.6}
\]

where \( c = 1, ..., C \) is the index of the corresponding Gaussian component and \( \gamma_t(c) = P(c|y_t, \theta_{UBM}) \) corresponds to the posterior probability of mixture component \( c \) from our UBM generating the frame \( y_t \).

To make our subsequent notation a bit simpler, let us define the centralized first order Baum-Welch statistics, \( \tilde{F}_c(u) \), as

\[
\tilde{F}_c(u) = F_c(u) - N_c(u) m_c = \sum_t \gamma_t(c) \cdot (y_t - m_c), \tag{2.7}
\]

where \( m_c \) is the subvector corresponding to mixture component \( c \) of our supervector \( m \). Lastly, let \( N(u) \) be the \( CF \times CF \) diagonal matrix whose diagonal blocks are \( N_c(u) \cdot I \ (c = 1, ..., C) \), and let \( \tilde{F}(u) \) be the \( CF \times 1 \) supervector obtained by concatenating \( \tilde{F}_c(u) \ (c = 1, ..., C) \).

Then the posterior distribution, \( w|u \), given the acoustic observations of an utterance \( u \) is Gaussian with mean \( l^{-1}(u)T^*\Sigma^{-1}\tilde{F}(u) \) and covariance matrix \( l^{-1}(u) \), where \( l(u) \) is the \( R \times R \) matrix

\[
l(u) = I + T^*\Sigma^{-1}N(u)T, \tag{2.8}
\]
and both $T$ and $\Sigma$ are estimated via the EM algorithm described in [17]. In running that EM algorithm, $T$ is initialized randomly and $\Sigma$ is initialized as the diagonal super-covariance matrix from the original UBM. Our i-vector, ultimately, is the mean of this posterior distribution; i.e., $\hat{w}_u = E[w|u] = l^{-1}(u)T^*\Sigma^{-1}\tilde{F}(u)$. To simplify our notation throughout the rest of this chapter, we will use the term $w_u = \hat{w}_u$ to refer an i-vector – i.e., the MAP estimate – and not the prior or posterior distributions of $w$ mentioned above.

2.5 Incorporating Labels and Scoring

As defined, the i-vector is simply a compressed representation of an utterance’s distribution of feature vectors with respect to a UBM; as such, it contains information regarding the speaker, language, and recording environment. We can also see from Figure 2-1 that the process so far has not required any supervised knowledge regarding speaker or language labels pertaining to the utterances. This also implies that we can use as much data as we would like to build our UBM and train our i-vector subspace, $T$. But now the data has been projected into a lower dimensional space, standard pattern classification techniques can be applied to utilize existing speaker or language labels in a straightforward and computationally efficient manner [17].

Incorporating labels and computing scores is the step at which techniques for speaker and language recognition diverge somewhat. Recall that speaker recognition is the open-set verification task of determining whether two test utterances are spoken by the same speaker, which is a two-class recognition problem. Language recognition, on the other hand, is the closed-set identification problem of deciding, from some known list of targets, the language of a test utterance; this is inherently a multi-class recognition problem. While an exhaustive survey of the various backend recipes for both respective problems is beyond the scope of this overview, we outline in the following sub-sections the various approaches and evaluation metrics used in this thesis.

2.5.1 Speaker Verification

A common theme in i-vector-based approaches is that they tend to ignore the process by which i-vectors were extracted (i.e., the factor analysis) and instead pretend they were generated by some assumed generative model [18]. Under this paradigm, we further assume that an i-vector can be broken down into statistically indepen-
dent speaker and channel\textsuperscript{2} components, both of which are Gaussian distributions \cite{18, 19}. While the latter assumption was shown to be untrue in \cite{19}, the work in \cite{18} showed that whitening and then length-normalizing the entire set of i-vectors as a pre-processing step can help overcome this setback. Our explorations in Chapters 3 and 4 will adhere to this pre-processing step.

In Probabilistic Linear Discriminant Analysis (PLDA) \cite{20}, we assume that the i-vector, \( w_u \) of some utterance, \( u \), can be decomposed as

\[
    w_u = \mu + Vx + \epsilon_u,
\]

(2.9)

where \( s = \mu + Vx \) is the speaker-specific part that reflects the identity of the speaker in \( u \) but does not depend on \( u \), and \( \epsilon_u \) is the utterance-dependent channel component.\textsuperscript{3} Specifically, \( \epsilon_u \) is assumed to be Gaussian with zero mean and full covariance \( W \), while \( \mu \) is a global offset (which should be zero after our pre-processing step), the columns of \( V \) provide a basis for a speaker-specific subspace, and \( x \) is a latent speaker identity vector that has a standard normal prior. The parameters \( \{\mu, V, W\} \) can be estimated from a large collection of labeled training data in maximum likelihood fashion using an EM algorithm as described in \cite{20}. Intuitively, we can view \( W \) as a within-speaker covariance matrix and \( B = VV^* \) as the between-speaker covariance.

The task of determining whether two utterances – represented as i-vectors, \( w_1, w_2 \), – share the same latent speaker identity can be restated as a hypothesis test between \( H_S \), where both \( w_1 \) and \( w_2 \) share the same speaker identity, and \( H_D \), where the i-vectors were generated from different identities. This amounts to the computation of a log likelihood ratio (LLR), where

\[
    \text{LLR}(w_1, w_2) = \log \frac{P(w_1, w_2|H_S)}{P(w_1|H_D)P(w_2|H_D)} \quad (2.10)
\]

Conveniently, our Gaussian PLDA formulation above yields a closed-form solution

\textsuperscript{2}We let the term “channel” encompass all the other variabilities that we don’t wish to model, such as recording environment, speaker emotion, phonetic content, and even language identity. Conversely, in the language recognition setting, the “channel” component might include speaker identity.

\textsuperscript{3}The version of PLDA presented in \cite{20} assumes the channel component is \( c = Uz + \epsilon_u \), where the columns of \( U \) provide a basis for a channel-specific subspace and \( \epsilon_u \) has diagonal covariance; we follow the simplification of \cite{18, 19} to make \( c = \epsilon_u \), where \( \epsilon_u \) is modeled with a full covariance, \( W \).
for the computation of LLR's. In particular,

\[
\text{LLR}(w_1, w_2) = \log \mathcal{N} \left( \begin{bmatrix} w_1 \\ w_2 \end{bmatrix} ; \begin{bmatrix} \mu \\ B \end{bmatrix}, \begin{bmatrix} \Sigma & B \\ B & \Sigma \end{bmatrix} \right) - \log \mathcal{N} \left( \begin{bmatrix} w_1 \\ w_2 \end{bmatrix} ; \begin{bmatrix} \mu \\ 0 \end{bmatrix}, \begin{bmatrix} \Sigma & 0 \\ 0 & \Sigma \end{bmatrix} \right),
\]

(2.11)

where \( B = V V^* \) as above and \( \Sigma = B + W \) is the total data covariance. If we set the global offset \( \mu = 0 \), we can arrive at

\[
\text{LLR}(w_1, w_2) = w_1^* Q w_1 + w_2^* Q w_2 + 2 w_1^* P w_2 + Z,
\]

(2.12)

where \( Z \) is some constant independent of \( w_1, w_2 \), and

\[
Q = \Sigma^{-1} - \left( \Sigma - B \Sigma^{-1} B \right)^{-1},
\]

(2.13)

\[
P = \Sigma^{-1} B \left( \Sigma - B \Sigma^{-1} B \right)^{-1}.
\]

(2.14)

The computation is straightforward and can be implemented even more quickly with additional assumptions [18, 21].

For a speaker recognition evaluation, we compute the LLR for every necessary pair of i-vectors and use these scores to measure system performance, which amounts to two types of errors [2]:

- **False acceptance / alarm (FA)** – incorrectly believing that two utterances come from the same speaker;

- **False rejection, or Miss** – incorrectly believing that two utterances come from two separate speakers.

The frequency of these errors depend on the decision threshold. Higher thresholds will yield fewer positive detections overall, thus reducing false alarms but also increasing the number of misses. Conversely, lower thresholds will allow for more positive detections, thus decreasing the number of misses while increasing the number of false alarms.

When the National Institute of Standards and Technology (NIST) holds speaker recognition evaluations (SREs), they define a Detection Cost Function (DCF) that is a weighted sum of these FA and Miss rates. These weights correspond to costs, \( C_{\text{FA}} \) and \( C_{\text{Miss}} \), respectively, along with an *a priori* probability of same speaker trials, \( P_= \), and different speaker trials, \( P_\neq \), all of which are specified by NIST depending on their desired application context [2]. This yields a DCF defined as follows:

\[
\text{DCF} = C_{\text{FA}} P_\neq \cdot R_{\text{FA}} + C_{\text{Miss}} P_= \cdot R_{\text{Miss}},
\]

(2.15)
where \( R_{\text{FA}} \) and \( R_{\text{Miss}} \) are rates of FA and Miss errors, respectively, on the test set. While the value of the DCF depends on the value of the threshold, we typically sweep across all possible threshold and report the MinDCF, which is the minimum value of the DCF obtained across all thresholds. This value is the principal metric used in all NIST SRE’s [22, 23].

Another summary metric to compare performance of speaker recognition systems is the Equal Error Rate (EER), which represents the operating point at which the FA rate is equal to the Miss rate. The EER tends to be slightly easier to understand than the MinDCF; as such, our speaker recognition results in Chapters 3 and 4 will be reported in terms of the EER.

2.5.2 Language Identification

In language recognition, we have been able to achieve consistent and robust performance using the more traditional Linear Discriminant Analysis (LDA) – instead of its probabilistic counterpart, PLDA, described above – followed by cosine scoring [13] and an appropriate backend.

In order to better discriminate between classes, LDA looks to define a new orthogonal basis (rotation) within the feature space. In this case, different languages correspond to different classes, and a new basis is sought to simultaneously maximize the between-language variability while minimizing the within-language variability. In the analogous explanation of PLDA for speaker recognition above, the between-language covariance resembles \( B \), while the within-language covariance resembles \( W \). The LDA basis is then defined by a projection matrix, \( A \), composed of the eigenvectors corresponding to the highest eigenvalues of the general equation

\[
B \nu = \lambda W \nu, \tag{2.16}
\]

where \( \lambda \) is the diagonal matrix of eigenvalues. We train \( A \) using the training data from all \( K \) target languages, which, in the case of the NIST LRE, typically ranges between 20 and 24 different languages [24, 25].

We apply the LDA projection matrix, \( A \), to our i-vector \( w \) and normalize the result to unit length, yielding\(^4\)

\[
\bar{w} = \frac{A^* w}{\| A^* w \|}, \tag{2.17}
\]

We obtain a model i-vector, \( \bar{w}_k \) for each language \( k = 1, \ldots, K \) by assuming that

\(^4\)In some systems, an additional Within-Class Covariance Normalization (WCCN) is also used [13, 26], but because its effectiveness does not seem to generalize to all evaluations, our experiments will not include WCCN.
languages can be modeled by a von Mises-Fisher distribution (vMF), which can be seen as the analog of a Gaussian distribution on the unit sphere [27]. Sparing the details of this distribution, it can be shown that the maximum likelihood estimate of $\bar{w}_k$ is

$$\bar{w}_k = \frac{\sum_{i=1}^{N_k} \tilde{w}_i^{(k)}}{\left| \sum_{j=1}^{N_k} \tilde{w}_j^{(k)} \right|},$$

(2.18)

where $\tilde{w}_i^{(k)}$ is the $i$th i-vector in the $k$th language and $N_k$ is the number of utterances in that language. And finally, scoring, according to the von Mises-Fisher distribution, merely reduces to a dot product between a test i-vector, $\tilde{w}_\tau$ and the model:

$$\text{score}(\tau, k) = \tilde{w}_\tau^* \bar{w}_k.$$

(2.19)

At this point, we effectively have a $K$-dimensional score vector, $s_\tau$, for each test utterance, $\tau$. One naive approach to language identification would be to treat each component of the score vector as though it were the likelihood of that particular language and simply select the index of the largest component of $s_\tau$ as our classification decision. However, this fails to take into account prior probabilities of each language, calibration issues, and other various relationships that may occur within the scores themselves. Instead, these score vectors need to be calibrated via the use of another multi-class probabilistic classifier on an additional, labeled, previously unused, development set that can yield calibrated class likelihoods [3].

Lengthy discussions of backend calibration for language recognition using both discriminative and generative techniques are given both in Chapter 5 of [3] and in Chapters 3 and 4 of [28]. For a Gaussian backend, it largely comes down to three main principles:

1. We assume that each score vector, $s_\tau$, is drawn from a single multivariate Gaussian probability density corresponding to its target language.

2. During training, these Gaussian densities are estimated in maximum likelihood fashion subject to various constraints. For example, we might assume that all models in the score space share a common (possibly low-rank) within-class covariance [28]. Other approaches have found success training these Gaussian densities in discriminative fashion [13, 27].

3. During testing, the log-likelihood for each language is simply the log Gaussian probability density of $s_\tau$, given the language. This yields a $K$-dimensional log-likelihood vector $\ell_\tau$ for test utterance, $\tau$.  
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As we will see in Chapter 5, language recognition systems achieve improved performance as a fused combination of multiple sub-systems. This fusion is typically done via multi-class logistic regression across all sub-systems [27]. Let there be $G$ input recognizers such that the $g$th recognizer outputs a log-likelihood vector $\ell_{\tau}^{(g)}$ for test utterance $\tau$. Then the fused log-likelihood vector is

$$
\ell_{\tau}' = \sum_{g=1}^{G} \alpha_g \ell_{\tau}^{(g)} + \beta,
$$

(2.20)

where each $\alpha_g$, $g = 1, ..., G$, is a scalar, and $\beta$ is a $K$-dimensional bias vector [28]. These fusion coefficients $(\alpha_1, \alpha_2, ..., \alpha_G, \beta)$ can be estimated via the optimization of a regularized multi-class cross entropy loss function [3]; we refer the interested reader to [28] for a much more thorough exposition of this topic.

It is worth noting how far we have come since the i-vector representation of an utterance. From the acoustic frames of test utterance $\tau = \{y_1, y_2, ..., y_L\}$, we have obtained a raw i-vector $w_\tau$, applied LDA and length normalization to obtain $\tilde{w}_\tau$, scored against all language model i-vectors to obtain a score vector $s_\tau$, applied a Gaussian backend to obtain a log likelihood vector $\ell_\tau$, which is then potentially fused that with other sub-systems to obtain $\ell_{\tau}'$. And only now are we finally ready to evaluate the output of a language recognition system!

While it is most intuitive to refer to language recognition as a closed-set identification task, the evaluation metrics put forth by NIST treat the problem as a series of verification tasks, in which the fundamental question is, “does test utterance $\tau$ belong to target language $k$?” In this way, we use false alarm rate, $R_{FA}$, and miss rate, $R_{Miss}$, in a way similar to our evaluation of speaker recognition. The only difference is that we express false alarm rate in the form of a language pair, $R_{FA}(k_T, k_N)$, which is the rate at which some specific non-target language $k_N$ is mistaken for the target language, $k_T$. Under this paradigm, we obtain an average cost, $C_{avg}$, as

$$
C_{avg} = \frac{1}{K} \left( C_{Miss} P_{target} \cdot \sum_{k_T} R_{Miss}(k_T) 
+ \frac{1}{K-1} \left( C_{FA} P_{non-target} \cdot \sum_{k_T} \sum_{k_N \neq k_T} R_{FA}(k_T, k_N) \right) \right),
$$

(2.21)

(2.22)

where $K$ is the number of target languages, $k_T$ and $k_N$ denote target and non-target language, respectively. For the language recognition evaluations on which we report our results, NIST sets the application-dependent costs for miss and false alarm errors, respectively, to be $C_{Miss} = C_{FA} = 1$, and the probability of target and non-target
trials, respectively, are set at $P_{\text{target}} = P_{\text{non-target}} = 0.5$ [24, 25]. Furthermore, we obtain our miss and false alarm rates for $C_{\text{avg}}$ assuming a fixed detection threshold of 0 for all target languages; this is, in part, one reason why system calibration via an appropriate backend is necessary.

2.6 Summary

This chapter has provided an overview of i-vectors as they are used for speaker and language recognition. Broadly speaking, an utterance's i-vector is a low dimensional summary of that utterance's distribution of acoustic features with respect to some UBM. The estimation of hyper-parameters for i-vector extraction requires no speaker or language labels; instead, these labels are used only at the scoring stage of the process.

For speaker recognition, scoring is typically done using PLDA to compute a log likelihood ratio between (i) the hypothesis that our two test utterances originate from the same speaker and (ii) the hypothesis that our utterances come from different speakers. Evaluation of a speaker recognition system amounts to counting its respective rates of false alarm and missed detections, and our experiments in Chapters 3 and 4 will report the equal error rate (the operating point at which $R_{\text{FA}} = R_{\text{Miss}}$) as a summary metric.

In language recognition, our i-vectors undergo multiple transformations provided by LDA, length normalization, dot product scoring, a Gaussian backend, and, optionally, system fusion. We go to these lengths to ensure a properly calibrated multi-class classification system. Similar to speaker recognition, the evaluation of a language recognition system involves a weighted average of false alarm rate and missed detection rate for each target language. Our experiments in Chapter 5 will report this average cost, $C_{\text{avg}}$. 
Chapter 3

Domain Adaptation for Speaker Recognition

In this chapter,\textsuperscript{1} we consider the problem of domain adaptation for speaker recognition. While the speech signal in general conveys many levels of information – words (speech recognition), language (language identification), speaker identity (speaker recognition), and sentiment (emotion recognition), to name a few – the task of speaker recognition is to simply ascertain a speaker’s identity independent of all that is being said, the language spoken, and the speaker’s current emotional state \cite{14}. Furthermore, because we operate under the assumption that every speaker has a unique vocal identity, this task is not limited to the discrete confines of phonetic classes, the set of the world’s languages, or the human construct of various emotions. In this way, we reduce the problem of speaker modeling to that of modeling some continuous space of speaker identity amidst the noisy and nuisance-filled space of recorded speech.

Over the past five years, results from the Speaker Recognition Evaluations (SRE) put on by the National Institute of Standards and Technology (NIST) have progressed towards real-world robustness and applicability in impressive fashion. One of the keys to this success is the development of the i-vector approach discussed previously in Chapter 2, a low-dimensional, vector-based representation of audio that easily allows the use of large amounts of previously collected and labeled audio to characterize and exploit speaker and channel (i.e., all non-speaker) variabilities \cite{12}. In the SRE scenario, data from thousands of speakers each making over 10 calls from at least 2 different handsets, collected in a consistent manner, has been readily available from previous years. However, it is unrealistic to expect access to such large sets of labeled data from matched conditions when deploying such a system to a new domain in the

\textsuperscript{1}A portion of this work was previously published in [1]. Many thanks to my co-authors who made this all possible.
real world.

To this end, we are faced with the problem of adapting the system so that it can operate faithfully in this new domain. We further assume that some additional in-domain examples can be made available, but access to expert knowledge is limited. In this chapter of the thesis, we describe a challenge task using SRE data that demonstrates the effect of a subtle domain mismatch and design experiments that allow for an empirical exploration of unsupervised domain adaptation techniques on i-vector speaker recognition systems. The following section briefly reiterates the use of prior data in an i-vector system and, while Section 3.2 describes an experiment demonstrating the effect of a domain mismatch. We then outline a domain adaptation challenge task for exploring techniques to mitigate performance degradations due to such mismatch; this was one of the topics explored at the Johns Hopkins University (JHU), Center for Language and Speech Processing (CLSP) Summer Workshop 2013.\textsuperscript{2} Section 3.3 presents some initial experiments that attempt to quantify, at least to some extent, the difference between the two domains in question and, to first order, shed some insight on how the domain adaptation problem can be approached. In Section 3.4, we propose our general experimental framework and describe how it fits into an i-vector speaker recognition system. Section 3.5 outlines the various clustering algorithms we explore, while in Section 3.6, we present our initial experiments, results, and analysis. Section 3.7 surveys the work that followed our investigations in [1], and finally, Section 3.8 summarizes this chapter and looks ahead to our subsequent exploration, which seeks to quantify exactly how many labels are necessary to achieve high performance in speaker recognition.

### 3.1 Preliminaries

While an overview of the i-vector system and theory was provided in Chapter 2, it is worth both reiterating which parts of the process require labeled and unlabeled data and re-establishing notation. Figure 3-1 shows, once again, a simplified block diagram of i-vector extraction and scoring. A speech utterance (e.g., one side of a telephone call in SREs) is first represented by how its acoustic features (MFCC+deltas) are distributed relative to a Universal Background Model (UBM), which is a Gaussian mixture model (GMM) characterizing speaker-independent speech feature distributions. This representation consists of the zeroth-order (counts) and first-order (means) sufficient statistics of the speech utterance. These sufficient statistics are then trans-

\textsuperscript{2}In the literature, this task may also be referred to as the 2013 JHU CLSP Summer Workshop Challenge.
formed into an i-vector, typically of 600 dimensions, using a total variability matrix $T$. The i-vector is then whitened by subtracting a global mean, $m$, and scaling by the inverse square root of a global covariance matrix, $W$, and then length-normalized to unit length [18]. Finally, a scoring function between a model and test i-vector is computed; this requires a within-class (WC) matrix, characterizing how i-vectors from a single speaker vary, and an across class (AC) matrix, characterizing how i-vectors between different speakers vary. The scoring function most often used is called Probabilistic Linear Discriminant Analysis (PLDA) [18, 20], which we briefly covered in Chapter 2.

Collectively, the UBM, $T$, $W$, $m$, WC, and AC are known as the system’s hyper-parameters and must be trained before a system can enroll and/or score any data. The UBM, $T$, $W$, and $m$ represent general feature distributions and total variance of statistics and i-vectors, so they only require unlabeled data for training. The WC and AC matrices, however, require labeled data to learn within speaker (calls from the same speaker) and across speaker (calls from different speakers) variabilities. While all hyper-parameters are susceptible to mismatch, those requiring labeled data to train are more difficult to handle.

### 3.2 The Domain Adaptation Challenge Task

When porting a system to a new domain, we are faced with three options:

1. Assume the new domain data is sufficiently close to the data used to train the hyper-parameters that the system will work well;

2. Collect a large amount of unlabeled data from the new domain and adapt the hyper-parameters using unsupervised techniques;
(3) Collect and label sufficient amounts of new domain data to allow re-training or supervised adaptation of the hyper-parameters.

In this work, we will explore approaches to option (2). Another paper examines approaches to option (3) using limited labeled data in a similar context [29].

Using Linguistic Data Consortium (LDC) telephone corpora, we have designed an experiment that demonstrates the effect of data mismatch on hyper-parameters and defines the challenge task on which we are working. In this experiment, we use the telephone data from the 2010 NIST SRE (SRE10) as enroll and test sets. Specifically, we are using the one conversation (1c) telephone data enroll and test lists from condition 5 (normal vocal effort) [30, 22].

We designate two datasets to be used for hyper-parameter training:

- **SRE** – this consists of all telephone calls from all speakers taken from the SRE 04, 05, 06, and 08 collections. This will serve as the “matched” hyper-parameter training list or in-domain data.

- **SWB** – this consists of all telephone calls from all the speakers taken from switchboard-I and switchboard-II (all phases) corpora. This will serve as the “mismatched” hyper-parameter training list or out-of-domain data.

In accordance with the NIST SRE protocol, the speakers present in these prior data are explicitly disjoint from the speakers in SRE10 used to evaluate the system. Some key statistics of the two data sets are given in Table 3.1, while Figure 3-2 shows a histogram of the distribution of calls per speaker for both SWB and SRE.

<table>
<thead>
<tr>
<th></th>
<th>SRE</th>
<th>SWB</th>
</tr>
</thead>
<tbody>
<tr>
<td># spkrs (m, f)</td>
<td>3790 (1115, 2675)</td>
<td>3114 (1461, 1653)</td>
</tr>
<tr>
<td># calls</td>
<td>36470</td>
<td>33039</td>
</tr>
<tr>
<td>Avg. # calls/spkr</td>
<td>9.6</td>
<td>10.6</td>
</tr>
<tr>
<td>Avg. # phone-numbers/spkr</td>
<td>2.8</td>
<td>3.8</td>
</tr>
</tbody>
</table>

These two datasets appear very similar and the expectation is hyper-parameters trained from these should produce similar results. However, the resulting equal error rates (EER’s) in Table 3.2 clearly show a gap in performance on the SRE10 enroll/test set when hyper-parameters are trained with the different sets.\(^3\) Similar performance gaps were observed by other sites using independent i-vector implementations, indicating that the performance gap is not a function of particular implementation details (features, speech activity detection, hyper-parameter training algorithms, etc.).

\(^3\)We provide our implementation details in Section 3.6.1.
Figure 3-2: Histogram comparing the respective distributions of calls per speaker in both the SWB and SRE corpora.

Table 3.2: EER’s on SRE10 from hyper-parameters trained using the SWB or SRE datasets, as specified.

<table>
<thead>
<tr>
<th></th>
<th>UBM &amp; T</th>
<th>W &amp; m</th>
<th>WC &amp; AC</th>
<th>1c EER (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SWB</td>
<td>SWB</td>
<td>SWB</td>
<td>6.92%</td>
</tr>
<tr>
<td>2</td>
<td>SWB</td>
<td>SRE</td>
<td>SWB</td>
<td>5.54%</td>
</tr>
<tr>
<td>3</td>
<td>SWB</td>
<td>SRE</td>
<td>SRE</td>
<td>2.30%</td>
</tr>
<tr>
<td>4</td>
<td>SRE</td>
<td>SRE</td>
<td>SRE</td>
<td>2.43%</td>
</tr>
</tbody>
</table>

In this work, we are primarily focused on how to effectively train or adapt the hyper-parameters that depend on labeled data (WC, AC) when only unlabeled data is available in the target domain. Of the hyper-parameters which do not depend on labeled data – UBM, \( T \), \( W \), and \( m \) – it was found on this challenge set that the difference in using SWB or SRE for UBM and \( T \) training was insignificant, but using SRE (in-domain) data for training the whitening, \( W \) and \( m \), gave a significant improvement (compare rows 1 and 2 in Table 3.2) [29]. We will use the system specified in row 2 of Table 3.2 as our starting out-of-domain baseline and the result in row 3 as our desired in-domain benchmark. To avoid making this a data engineering exercise, we restrict our system to only use the labeled SWB data and unlabeled SRE data. The ultimate goal is to develop a recipe that can be applied in future situations where only unlabeled data from a new domain is available.
3.3 Exploring the Domain Mismatch

Before attempting to compensate for the mismatch in performance between the SWB and SRE corpora, we attempt to explain, anecdotally, some of the difference between the two datasets. An analysis of respective age distributions and languages spoken – SWB includes only English, while a small proportion of SRE also contains speech from over 20 different languages – yielded no fruitful insights. This came as a surprise; the work in [31] seemed to demonstrate that a discrepancy in languages spoken would introduce a dataset shift. However, we did notice that using different subsets of SWB produced different recognition results.

In particular, the entire SWB set can be broken down into six subsets that approximately correspond to their chronological release. Follow the labeling convention of [32], these subsets are: SWPH0 (1992), SWPH1 (1996), SWPH2 (1997), SWPH3 (1997), SWCELLP1 (1999), and SWCELLP2 (2000). We observed initially that, upon training a simple linear classifier to separate between the SRE and SWB i-vectors, the subsets of SWB that shared the most overlap with the SRE data were SWCELLP1 and SWCELLP2, while those that were easiest to separate were SWPH0, SWPH1, and SWPH2. Conversely, the 04, 05, 06, and 08 collections composing the SRE data seem to be more homogenous and do not exhibit similar trends. One possible explanation could be the difference between recorded cellular and landline telephone calls; perhaps the progression of technology caused a systematic shift in the data.

In light of this, we ran another set of baseline experiments using the various subsets of SWB in reverse chronological order. That is, we first use the labels from just SWCELLP2 and SWCELLP1, which are the two most recent subsets of SWB. Then we add in SWPH3, followed by SWPH2 and SWPH1, before finally including SWPH0. These results are shown in Table 3.3. For these experiments, we only varied the data used to train our WC & AC matrices; our UBM & T were always trained using the entirety of SWB (all subsets), while W & m were obtained using all of SRE. As such, row 4 of Table 3.3 displays exactly the same result as row 2 of Table 3.2, which was obtained using all of SWB.

From these results, it becomes clear that the SWB data is not homogenous and that there certainly exist subsets of our out-of-domain SWB data that are more suited to the in-domain SRE data. Similar findings were reported in [33], where the mismatch caused by different SWB subsets was compensated via a Nuisance Attribute Projection (NAP) before applying PLDA. These observations also seem to support the conjecture made above that the mismatch is, in part, driven by the progress in telephone technology moving from landline to cellular. A more detailed analysis of the meta-data, however, would be required before any more assertions can be made.
Table 3.3: EER’s on SRE10 using various subsets of SWB to train the WC & AC hyper-parameters. Each row 2-4 implies the use of the SWB subset specified as well as all the data in the rows above. Per Section 3.3, the UBM & T were trained using all of SWB, while W & m were obtained from all of SRE.

<table>
<thead>
<tr>
<th>#</th>
<th>WC &amp; AC</th>
<th>1e EER (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SWCELLP1/2</td>
<td>4.67%</td>
</tr>
<tr>
<td>2</td>
<td>+ SWPH3</td>
<td><strong>3.51%</strong></td>
</tr>
<tr>
<td>3</td>
<td>+ SWPH1/2</td>
<td>4.85%</td>
</tr>
<tr>
<td>4</td>
<td>+ SWPH0</td>
<td>5.54%</td>
</tr>
</tbody>
</table>

We ran two additional experiments to test whether the domain mismatch can be overcome simply by selecting a subset of the out-of-domain SWB i-vectors for WC & AC training in some clever way. This sort of a strategy is known more formally in the literature as *covariate shift adaptation* and revolves around techniques such as *importance sampling* or *weighting* [34, 35]. Our initial experiments described below are not as sophisticated or well-developed, but we would like to point out that an initial attempt at the covariate shift problem in the context of closed-set speaker identification (i.e., as opposed to our problem of open-set speaker verification) was done in [35] and demonstrated some improvement using the techniques developed by [36, 37]. Some possible reasons why the work in [35] did not seem to achieve more significant improvements, despite demonstrating significant gains on the tasks evaluated in [36, 37], may have been due to their evaluating on a closed-set speaker identification test set consisting of only ten speakers as well as their choice to identify speakers using a mere 1.5 seconds of observed speech, which is orders of magnitude less data than the 150 seconds of speech that we typically use to build speaker models for our task. In light of this, an investigation of these methods under a more appropriate context may be a fruitful avenue for further analysis. For example, it might be interesting to model the progression of such a shift over time across the various SWB subsets and try to extrapolate this effect on the SRE data.

Figure 3-3 shows the result of our first approach in blue, where the resulting SRE10 EER is plotted as a function of the proportion, $x$, of SWB i-vectors that were the closest in likelihood to the marginal distribution of the in-domain SRE i-vectors. When $x = 1.0$, we are using all of SWB, so the result is, correspondingly, the same as both row 4 of Table 3.3 and row 2 of Table 3.2. Similarly, in green is the set of results obtained using the proportion, $x$, of SWB i-vectors that were closest to the SRE i-vectors in a linear discriminant sense. That is, we trained a simple linear classifier between the SWB and SRE corpora and used the subset of SWB i-vectors whose scores were closest to those of the SRE i-vectors.
The results shown in Figure 3-3 suggest that there exist ways in which we can improve our baseline results by selecting, in unsupervised fashion, subsets of our out-of-domain data to match our in-domain data as closely as possible. However, our analysis is incomplete in two ways: (a) our methods for subset selection are still unable to attain performance comparable to the 3.51% EER obtained using SWCELLP1/2 + SWPH3 on row 2 of Table 3.3 and shown in red on Figure 3-3; and (b) we are still unable to explain why this aforementioned subset of SWB is able to obtain such an outstanding baseline result.

Upon implementing the domain adaptation framework outlined in Section 3.4, our experimental results still demonstrate that using all of the SWB data for WC & AC still provides the best speaker recognition performance. Indeed, despite the ability of subset selection to improve the initial baseline, there really is “nothing better than more data,” at least in this context. Thus, the rest of our work in this chapter will not discern between different SWB subsets; we will use all of SWB as our labeled, out-of-domain data.

### 3.4 General Framework and Initial Setup

We begin our work assuming the existence of an initial set of hyper-parameters and a PLDA scoring function, as discussed in Chapter 2; exact implementational details are consistent with our parallel work in [38] and can be found in Section 3.6.1. For notational convenience, we will subsequently use $\Sigma$ to refer to the WC matrix and $\Phi$
to refer to the AC matrix. As such, our initial setup begins with $\Sigma_{SWB}$ and $\Phi_{SWB}$, which we train using the labeled SWB data that are provided.

We propose the following approach to the domain adaptation problem:

(a) Use $\Sigma_{SWB}$ and $\Phi_{SWB}$ to compute a pairwise affinity matrix, $A$, on the unlabeled SRE data. Specifically, element $A_{ij}$ is the log likelihood ratio between the hypothesis that i-vectors $i$ and $j$ are from the same speaker and the hypothesis that they come from different speakers.

(b) Use $A$ to obtain a hypothesized speaker clustering of the SRE data. A discussion of different clustering algorithms will be covered in Section 3.5. These estimated speaker clusters can then be used to obtain estimates of $\Sigma_{SRE}$ and $\Phi_{SRE}$, which can be used in PLDA scoring for the final recognition task.

(c) However, instead of directly using $\Sigma_{SRE}$ and $\Phi_{SRE}$ for recognition, we found success in linearly interpolating between the prior (SWB) and new (SRE) covariance matrices to obtain the final hyper-parameters, $\Sigma_F$ and $\Phi_F$, as follows:

$$\Sigma_F = \alpha_{WC} \cdot \Sigma_{SRE} + (1 - \alpha_{WC}) \cdot \Sigma_{SWB}$$  \hspace{1cm} (3.1)

$$\Phi_F = \alpha_{AC} \cdot \Phi_{SRE} + (1 - \alpha_{AC}) \cdot \Phi_{SWB}$$  \hspace{1cm} (3.2)

To simplify notation, we denote the set of parameters as $\alpha = \{\alpha_{AC}, \alpha_{WC}\}$. Note that setting $\alpha = 1$ corresponds to $\Sigma_F = \Sigma_{SRE}$ and $\Phi_F = \Phi_{SRE}$, or the hyper-parameters obtained using only the hypothesized speaker labels obtained from clustering the unlabeled SRE data. Conversely, setting $\alpha = 0$ is equivalent to not using any of the in-domain data; this yields the 5.54% EER shown on row 2 of Table 3.2.

Intuitively, we might expect that $\alpha_{AC}$ should reflect the relative proportion of the number of speakers between the SWB data and the subset of SRE data used, while $\alpha_{WC}$ should reflect the relative proportion of the number of utterances between the two datasets. However, we will see in both Sections 3.6.3 and 3.6.5 that an independent optimization of these parameters yield significantly better results (i.e., $\approx 10\%$ relative improvement) on the SRE10 evaluation. Section 3.6.3 will cover the results in more detail, while Section 3.6.5 will discuss potential ways to ascertain optimal values of $\alpha$ without the use of an oracle.

It should be noted that such an arbitrary weighting system may not be theoretically justified; the sum $\Sigma_F + \Phi_F$ should equal the total variability of our i-vectors, $XX^T$, where $X$ is a $D \times N$ matrix consisting of all $N$ of our $D$-dimensional i-vectors [39], but it does not. Nevertheless, in addition to observing improved performance,
we can interpret this linear combination as a form of maximum a posteriori (MAP) adaptation with an associated set of relevance factors, \( \alpha = \{ \alpha_{AC}, \alpha_{WC} \} \) [4].

Lastly, another possibility is to iterate this procedure, where the \( \Sigma_F \) and \( \Phi_F \) obtained in step (c) respectively replace the \( \Sigma_{SWB} \) and \( \Phi_{SWB} \) of step (a) and the process is repeated until some form of convergence criterion is met, after which we proceed to the final recognition task. We observed from some pilot experiments that, assuming a reasonable choice of clustering algorithm in step (b), iterating can have a positive impact on both clustering and recognition performance, but its effect is quite small. Results tended to converge within just a few (\( \leq 5 \)) iterations, so it is a relatively inexpensive modification that might be useful to explore in future work.

We should point out that this framework follows what [9] calls the “standard approach” to domain adaptation, where our out-of-domain data are treated as “prior knowledge” and maximum a posteriori values are estimated for the model parameters given the unlabeled in-domain data [40]. We initially coined this a “bootstrap” method based on the discussion in [41] on semi-supervised algorithms. While this approach has been successfully applied to language modeling, parsing and other problem domains in addition to ours [9],\(^4\) we realize that there are other solutions to domain adaptation that can be applied in our scenario for potentially improved and more generalizable results [43, 44, 45]. For the purposes of this thesis and for the sake of presenting an effective initial solution to our version of the domain adaptation problem, however, we proceed with the approach just described.

### 3.5 Clustering Algorithms

Our experiments focus on the subset of algorithms that proved to be the most effective and practical from our previous work on large-scale speaker clustering [46]. Each of the algorithms explored is designed to work given only a (potentially sparse) pairwise affinity matrix, \( A \).\(^5\) That is, we need not go back to the raw data (i-vectors); simply knowing the pairwise relationships between them will suffice.

In our earlier work [46], we found success using agglomerative hierarchical clustering and various random walk-based clustering algorithms. Both Infomap and Markov Clustering (MCL) are explained in [47] and [48], respectively; we cover their essen-

\(^4\)In fact, it was admitted in [42] that this “standard approach” tends to perform only slightly worse than the significantly more complex approach proposed in [9]. However, we also realize, from [41], that performance could potentially degrade even further if assumptions about the unlabeled data are not met.

\(^5\)As described in step (a) of Section 3.4, \( A_{ij} \) would correspond to the log likelihood ratio between the hypothesis that i-vectors \( i \) and \( j \) are from the same speaker and the hypothesis that they come from different speakers.
tials in the following subsections. In the random walk setting, each i-vector can be thought of as a node on a large graph, and each edge is weighted according to the affinity between the two associated i-vectors.

3.5.1 Agglomerative Hierarchical Clustering

The well-known and widely-used agglomerative hierarchical clustering (AHC) is a simple and greedy algorithm that works in bottom-up fashion, initializing each i-vector as its own cluster and iteratively merging two clusters at a time via some cluster-similarity metric until some stopping criterion (e.g., BIC [49], maximum distance [50], number of clusters [46], etc.) is met [51]. In our implementation, the number of clusters is provided as an input; Section 3.6.4 discusses how that stopping criterion can be estimated automatically. In choosing a cluster-similarity metric, we follow our previous work in [46] and use the unweighted pair group method with arithmetic mean (UPGMA) [52] as a measure of similarity between two clusters. In particular, if we let $X$ and $Y$ be distinct clusters, let $x \in X$ and $y \in Y$, and let $d(x,y)$ represent some distance measure between two elements $x$ and $y$ (e.g., $-A_{xy}$ from our pairwise affinity matrix), then the distance between clusters $X$ and $Y$ would be

$$D(X,Y) = \frac{1}{|X| \cdot |Y|} \sum_{x \in X} \sum_{y \in Y} d(x,y).$$

We also considered representing a newly merged cluster as the mean of all of the i-vectors in question, but this would have been more expensive both in terms of computation and memory requirements. Re-computing the pairwise PLDA log likelihoods between the new cluster i-vector and all other clusters also requires that all other i-vectors be accessed repeatedly. Experiments run using this flavor of AHC are discussed more extensively in [38]; our experiments will demonstrate the suitability of UPGMA as a cluster-similarity metric.

3.5.2 Markov Clustering

As summarized in [53], Markov Clustering (MCL) converts a pairwise affinity matrix to a stochastic matrix by dividing the elements of each row by their sum and then iterates between the following two steps. During expansion, we compute an integer power of this matrix (usually a square), which yields the probability matrix of a random walk after that number of steps (e.g., 2). During inflation, each element

---

6One could even imagine extracting a new “cluster” i-vector altogether from the original utterances in the cluster.
of the matrix is raised to some power, \( \alpha \), artificially enhancing the probability of a random walker being trapped within a community. These steps are iterated until the stochastic matrix reaches a fixed point; the components of the resulting “forest” (i.e., disconnected clusters) are our discovered communities. By solely iterating on the stochastic matrix, this method satisfies the Markov property, and we obtain clusters of separated communities upon convergence. We run this algorithm according to the implementation provided by [48] using the default settings for the parameter \( \alpha = 2 \).

### 3.5.3 Infomap

The problem of finding the best cluster structure of a graph can be seen as the problem of optimally compressing its associated random walk sequence [47]. The goal of Infomap is to arrive at a two-level description that exploits both the network’s structure and the fact that a random walker is statistically likely to spend long periods of time within certain clusters of nodes. More specifically, we look for a module partition \( \mathbf{M} \) (i.e., set of cluster assignments) of \( N \) nodes into \( m \) clusters that minimizes the following expected description length of a single step in a random walk on the graph:

\[
L(\mathbf{M}) = q_{\rightarrow} H(\mathbf{Q}) + \sum_{i=1}^{m} p_{\rightarrow}^i H(\mathbf{P}^i).
\]  

(3.4)

This equation comprises two terms: first is the entropy of the movement between clusters, and second is the entropy of movements within clusters, both of which are weighted respectively by the frequency with which it occurs in the particular partitioning. Here, \( q_{\rightarrow} \) is the probability that the random walk switches clusters on any given step, and \( H(\mathbf{Q}) \) is the entropy of the top-level clusters. Similarly, \( H(\mathbf{P}^i) \) is the entropy of the within-cluster movements and \( p_{\rightarrow}^i \) is the fraction of within-cluster movements that occur in cluster \( i \).

Ultimately, Eqn. (3.4) serves as a criterion for a bottom-up agglomerative clustering search. The implementation provided by [47] uses Eqn. (3.4) to repeatedly merge the two clusters that give the largest decrease in description length until further merging gives an increase. Results are further refined using a simulated annealing approach, the specifics of which can be found in [47]. Our work in this paper, however, did not use this algorithm according to the exact implementation from [47]; rather, we used the modified version detailed in the following section.
Infomap-\(\lambda\)

Although the original formulation of Infomap in [47] involves no tuneable parameters except for the scale and sparsity of the affinity matrix provided as input, the minimization criterion presented in Eqn. (3.4) implicitly assigns equal weight to the between-cluster and within-cluster entropies. As such, we introduce a tuneable parameter, \(\lambda\), into the equation as follows [46]:

\[
L(M) = q \rightarrow H(Q) + \lambda \sum_{i=1}^{m} p_i H(P^i).
\] (3.5)

The original Infomap corresponds to \(\lambda = 1\). Letting \(\lambda \rightarrow \infty\) increases our relative sensitivity to within-cluster entropy and yields more clusters that are smaller in size. Conversely, letting \(\lambda \rightarrow 0\) favors larger and fewer clusters. In our previous work using the SRE data [46], we consistently obtained improved results using \(\lambda > 1\) and achieved our best result using \(\lambda = 1.5\). Even though this implies the use of prior knowledge, we run our experiments with \(\lambda = 1.5\) to present an upper bound on our system performance.

3.5.4 Local Node Refinements

In agreement with our previous observations in [46], all of the methods just discussed worked well assuming some reasonable choice of a sparse graph (i.e., affinity matrix). As such, we implemented a local node pruning algorithm to automatically sparsify the affinity matrix [46].

![Within-node Score Distributions](image)

Figure 3-4: Example histogram of within- and between-speaker score distributions for one particular node, as well as the cutoff thresholds discussed in Section 3.5.4.
Figure 3-4 shows the distribution of the top 100 PLDA log likelihoods between an arbitrary utterance $A$ produced by speaker $s_A$ and the rest of the utterances in the data. These scores are separated into two different histograms: red “within-speaker” scores and blue “between-speaker” scores. The combined score distribution, including both within- and between-speaker scores, which is what the clustering algorithms see, has a right skew. Assuming, per the speaker recognition literature, that both within- and between-speaker scores can be modeled using respective Gaussian distributions [4], we can use simple measures of symmetry and kurtosis to arrive at the following heuristic to prune away between-speaker edges.

Let $Z_A$ denote the combined distribution of scores for some node $A$. We keep the subset of scores $Z_A^+$, or edges, that are greater than some threshold $\theta_{\text{mm}}$ (i.e., $Z_A^+ = \{ z \in Z_A | z > \theta_{\text{mm}} \}$), where $\theta_{\text{mm}}$ is the largest value such that for the subset of scores $Z_A = \{ z \in Z_A | z \leq \theta_{\text{mm}} \}$, mean($Z_A$) $\leq$ median($Z_A$). This method assumes that the mean should be greater than the median in a combined score distribution with a right skew, but without the tail of within-speaker scores, the remaining between-speaker score distribution should be symmetric.

Taking the assumption of between-speaker score Gaussianity a step further, we introduce kurtosis into our local-node pruning. In this case, we choose $\theta_{\text{kurt}}$ to be the largest score value such that kurtosis($Z_A^{-}$) $\leq$ 3, where 3 is the kurtosis of a normal distribution. Figure 3-4 shows the cutoff found by kurtosis in magenta, as well as the cutoff, in green, found by the mean-median method above.

In our implementation of this heuristic, we take our full affinity matrix, consisting of all the pairwise PLDA log likelihoods between all of the i-vectors in the data, and sparsify it such that only the top 100 scores for each row (i.e., utterance) have non-zero entries, thus turning it into a 100-nearest neighbors graph. Then, for each row of the sparse matrix, we use the threshold $\tilde{\theta} = \max \{ \theta_{\text{mm}}, \theta_{\text{kurt}} \}$. An edge was pruned away if either node in the edge-pair deemed the connection unnecessary.

### 3.6 Experiments and Results

#### 3.6.1 i-vector System Implementation

In this section, we give an overview of the i-vector system implementation used in our experiments. Both the UBM, which is a Gaussian mixture model (GMM) characterizing speaker-independent speech feature distributions [4], and the total variability matrix, $T$ [12], were trained using just SWB. Before obtaining any PLDA hyperparameters for either SWB or SRE, we obtain a whitening transform (global mean
from just the unlabeled SRE data;\(^7\) note that whitening is an unsupervised procedure and does not require any speaker labels [18]. This whitening transform is applied to both the i-vectors from the SWB and SRE, and finally, all the i-vectors are length-normalized to unit length. The initial PLDA hyperparameters, \(\Phi_{SWB}\) and \(\Sigma_{SWB}\), are then obtained using the speaker labels from SWB and their respective pre-processed i-vectors. From here, we can proceed to the approach outlined in Section 3.4.

### 3.6.2 Evaluating Cluster Error

In our initial experiments, we examine “speaker confusion error” as a metric to measure clustering performance in addition to the more standard measures of average cluster purity and average speaker fragmentation. We also show plots of the speaker confusion error in Figures 3-5 and 3-6. Admittedly, there exist a number of different metrics for evaluating cluster quality, including Precision and Recall, Normalized Mutual Information, F-score, B-cubed, et cetera [54]. We describe the one we chose below, which met our desire for a single number that summarizes the essential aspects of precision, recall, cluster confusion and purity and allows us to seamlessly compare performance across all algorithms and their parameters.

Let our \(r\) hypothesized clusters be indexed by \(i\) and our \(s\) true clusters be indexed by \(j\). We evaluate our clustering output by considering all possible alignments that assign each hypothesized cluster \(i\) to exactly one true cluster \(j\). Given such an alignment, say \(i \leftrightarrow j\), we define cluster error as the number of elements in hypothesized cluster \(i\) whose true cluster is not actually \(j\). Furthermore, any of the \(|r - s|\) extra hypothesized or true clusters that did not receive an assignment are also counted as errors. Every possible alignment is considered, and the alignment that provides the smallest clustering error is used. In enforcing a one-to-one assignment of hypothesized-to-true clusters, we are able to summarize both the precision and recall of our clustering output. The procedure described above is equivalent to the evaluation procedure of “speaker confusion error” in the NIST Speaker Diarization task [55].

### 3.6.3 Initial Results and Observations

The results from our initial experiments are shown in rows 1-3 of Table 3.4. Instead of simply obtaining \(\Sigma_{SRE}\) and \(\Phi_{SRE}\) by clustering just once on the entire SRE dataset, we strove to attain some form of statistical significance by randomly sampling just

---

\(^7\)The only time we used SWB data for whitening was to obtain the results in row 1 of Table 3.2.
Table 3.4: Results from initial experiments in domain adaptation. Clustering performance was evaluated using labels from the SRE data; recognition performance (EER’s) is reported for the 1c task in SRE10. Section 3.6.3 explains rows 1-3; Section 3.6.4 discusses rows 5-6.

<table>
<thead>
<tr>
<th>#</th>
<th>Spkr</th>
<th># Clstrs</th>
<th>Clustering Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>K</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>AHC</td>
<td>1000</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Infomap-λ</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>MCL</td>
<td>997</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Infomap+AHC</td>
<td>918</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>MCL+AHC</td>
<td>—</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>#</th>
<th>α* EER (%)</th>
<th>α = 1 EER (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.37</td>
<td>2.55</td>
</tr>
<tr>
<td>2</td>
<td>Infomap-λ</td>
<td>—</td>
</tr>
<tr>
<td>3</td>
<td>MCL</td>
<td>—</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Infomap+AHC</td>
<td>2.37</td>
</tr>
<tr>
<td>6</td>
<td>MCL+AHC</td>
<td>—</td>
</tr>
</tbody>
</table>

For each clustering algorithm described previously in Section 3.5, we report the following measures of clustering performance: number of speakers estimated ($\hat{K}$), cluster confusion error as detailed in Section and implemented in the evaluation of “speaker confusion error” in NIST Speaker Diarization scoring script [55], average cluster purity (ACP), and average speaker fragmentation (ASF). A given cluster’s purity is the maximal proportion of that cluster that is represented by a single speaker; ACP is simply the mean purity computed over all clusters.\(^8\) We define ASF as the average number of clusters used to represent all utterances of a single speaker.\(^9\)

For recognition performance, we present the EER’s obtained using the following configurations for $\alpha$:

\(^8\)Trivially, an ACP = 1 can be obtained when all clusters contain exactly one element.
\(^9\)Conversely, an ASF = 1 can be achieved trivially if all elements are grouped into one single cluster.
\( \alpha = 0 \) EER – the SRE10 performance of the hyper-parameters obtained using only the labeled SWB data; i.e., \( \Sigma_F = \Sigma_{SWB} \) and \( \Phi_F = \Phi_{SWB} \). Independent of clustering, this result was reported on row 1 of Table 3.2: 5.54% EER.

\( \alpha = 1 \) EER – the SRE10 performance of hyper-parameters trained using only the hypothesized speaker labels obtained from clustering on the unlabeled SRE data; i.e., \( \Sigma_F = \Sigma_{SRE} \) and \( \Phi_F = \Phi_{SRE} \).

\( \alpha^* \) EER – the best SRE10 performance obtained from hyper-parameters trained using both the hypothesized speaker labels obtained from clustering on SRE and combined (via some \( \alpha \)) with the hyper-parameters from the labeled SWB data, as represented in Eqns. (3.1) and (3.2). In this scenario, we report the best result obtained for \( \alpha \in [0, 1] \times [0, 1] \), where for simplicity we sample the space in intervals of 0.2.

In addition to reporting the results from our hypothesized (Hyp.) clusters, we also show the results of a perfect clustering, which is the SRE10 performance using hyper-parameters obtained from the use of exact speaker labels and the selection of the optimal values for \( \alpha^* \). Since we only use sampled subsets of the SRE data in this experiment, this result represents the best we can do. Admittedly, the “\( \alpha^* \) EER” is an oracle-based experiment that assumes knowledge of some best-case scenario. We report our results this way so as to establish performance bounds in a controlled environment.

The results from our initial experiments are shown in rows 1-3 of Table 3.4. Instead of simply obtaining \( \Sigma_{SRE} \) and \( \Phi_{SRE} \) by clustering just once on the entire SRE dataset, we strove to attain some form of statistical significance by sampling just a subset of the SRE data ten different times. For each sample, we randomly select all utterances from \( K = 1000 \) out of the original 3790 speakers, cluster all their utterances using the various algorithms described in Section 3.5, and then obtain the corresponding hyper-parameters for the speaker recognition task.

We can see that AHC provides the best clustering and recognition results by a significant margin. Yet, despite a rather wide range of clustering performances, the resulting range in speaker recognition performance is not nearly as dramatic. This could be specific to the SWB and SRE datasets; we know that the EER is upper-bounded at 5.5% using just the SWB hyper-parameters. When \( \alpha = 1 \), a better clustering algorithm yields better recognition results; however, the impact of clustering on recognition performance is attenuated by the presence of adaptation (i.e., when \( \alpha \in (0, 1) \times (0, 1) \)).
Figure 3-5 shows a summary of AHC clustering and subsequent recognition results as we vary the number of speakers sampled from the SRE data. The top plot shows, in red and green lines respectively, the $\alpha^*$ EER and $\alpha = 1$ EER, while the results obtained via hypothesized versus perfect clusters are denoted by dash-dotted and solid lines, respectively. In black is the $\alpha = 0$ EER line, while the blue line, whose corresponding y-axis is on the right side of the plot, denotes cluster confusion error. Despite cluster error increasing as we sample larger and larger speaker subsets, we can see that EER’s on speaker recognition continue to decrease, although the rate of decline seems to slow after 2500 speakers.

The values of $\alpha^*$ given perfect clusters may be different from the values of $\alpha^*$ under the hypothesized clusters. In our experiments, we observed that $\alpha^*_{WC}$ for hypothesized clusters was consistently similar to $\alpha^*_{WC}$ for perfect clusters. However, the bottom plot of Figure 3-5 shows that the difference between $\alpha^*_{AC}$ for hypothesized (red) and perfect (blue) clusters increases with the number of speakers sampled. For reference, we also plot the value of $\hat{\alpha}_{AC}$ (black), which is the value that reflects the relative proportion of the number of speakers between the SRE data used and the SWB data. While values for $\alpha^*_{WC} \in [0.4, 0.8]$ for the most part, we see that $\alpha^*_{AC} \in [0.2, 0.6]$. This may suggest that adapting to the SRE WC matrix is of higher relative importance than adapting to the SRE AC matrix.

From rows 1-3 of Table 3.4, it is clear that AHC, when given the number of speakers, provides the best clustering and recognition results. Nevertheless, Infomap and MCL are able to do a reasonable job in detecting the number of speakers, which we did not explicitly explore with AHC. Instead, we could simply consider running MCL or Infomap to obtain an estimate of the number of speakers, $\hat{K}$, and use that estimate as an input to the AHC algorithm. This brings to bear the question of how robust AHC is to error in estimating the number of speakers. In particular, if either MCL or Infomap provides an imperfect estimate of the number of speakers as input to AHC, how much does that affect subsequent recognition results?

### 3.6.4 Effect of Cluster Number on Recognition Performance

Figure 3-6 shows the result of stopping AHC at varying numbers of clusters. These results are averaged over ten random draws of 1000 speakers, and $\alpha^*$ is optimized as previously discussed. The plot of cluster confusion error, in blue, is scaled according to the y-axis on the right and shows that clustering performance is best when AHC is provided a number of clusters equal to the number of speakers present. Yet, considering recognition performance alone, we can see that the resulting EER is relatively robust to stopping AHC at incorrect numbers of clusters. That is, we can actually...
provide AHC with a significant underestimate of the number of speakers and still do fairly well on the SRE10. Additional experiments are necessary to better understand this phenomenon; in particular, an underestimate seems more forgiving than an overestimate, which implies the somewhat counterintuitive idea that modeling multiple speakers as one cluster is acceptable. One possible explanation is that an overestimate of the number of speakers will lead to an underestimate of the actual WC matrix, while conversely, an underestimate of the number of speakers allows the resulting WC matrix to model additional uncertainty that is somehow necessary and beneficial for speaker recognition. For now, we leave this as an open thread for further analysis in future work.

In rows 5-6 of Table 3.4, we show the results of using Infomap and MCL to
Figure 3-6: Effect of stopping AHC at varying numbers of clusters, averaged over ten random draws of 1000 speakers each. Dash-dotted and solid lines correspond to results using hypothesized and perfect clusters, respectively. The blue line for Cluster Error is plotted according to the y-axis show on the right; all other lines are plotted according to the y-axis on the left. A more detailed explanation can be found in Section 3.6.4.

estimate the number of speakers and taking that estimate as an input to AHC for clustering and recognition. We can see that both random walk algorithms are able to provide a reasonable estimate of the number of speakers, and the resulting recognition performance is just about as good as the case in which AHC is given the exact number of speakers (row 1). This is expected, as subsequent partitions produced at each step of AHC differ only by a single cluster merge and thus yield only small changes in cluster error. But more significantly, the gap in recognition performance between knowing and not knowing a priori the number of speakers in the unlabeled SRE is effectively nil. Indeed, when final recognition performance is the main priority, obtaining an exact estimate of the number of speakers may, in fact, be unnecessary.

As a final experiment, we run our proposed adaptation procedure on the full SRE data, using Infomap and MCL to estimate the number of speakers for input to AHC. Table 3.5 shows our final results, which were obtained with $\alpha^*_A = 0.4$ and $\alpha^*_W = 0.8$. Note how Infomap+AHC severely underestimates the number of speakers – thus obtaining the worst clustering performance of the three algorithms – but manages to attain recognition performance that is at least as good as when AHC is given the correct number of clusters. We hope to better understand this
phenomenon in future work.

Table 3.5: SRE10 results obtained using the entire unlabeled SRE dataset and optimal hyper-parameter adaptation, with $\alpha_{AC}^* = 0.4$ and $\alpha_{WC}^* = 0.8$. It should be noted that the 2.23% EER given a perfect clustering is different from the 1c EER of 2.30% shown in row 3 of Table 3.2 because of the adaptation with SWB hyper-parameters. The latter result is obtained with no adaptation, or $\alpha_{AC}^* = \alpha_{WC}^* = 1$.

<table>
<thead>
<tr>
<th>Method</th>
<th>$\hat{K}$</th>
<th>Perfect EER</th>
<th>Hypothesized EER</th>
<th>Gap (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AHC</td>
<td>3790*</td>
<td>2.23</td>
<td>2.58</td>
<td>16%</td>
</tr>
<tr>
<td>Infomap+AHC</td>
<td>3196</td>
<td>—</td>
<td>2.53</td>
<td>13%</td>
</tr>
<tr>
<td>MCL+AHC</td>
<td>3971</td>
<td>—</td>
<td>2.61</td>
<td>17%</td>
</tr>
</tbody>
</table>

### 3.6.5 Automatic Estimation of Adaptation Parameters

In this section, we examine the issue of automatically determining optimal values for $\alpha = \{\alpha_{AC}, \alpha_{WC}\}$. Figure 3-7 shows the result of independently optimizing both $\alpha_{AC}$ and $\alpha_{WC}$, averaged over ten sampled subsets of 1000 speakers; the color scaling is shown to the right of each subplot, and blue indicates a relatively low EER, while red indicates a relatively high EER. The plot on the left suggests that there is a reasonably wide range of possible values for $\alpha$ that yield EER’s less than 3%; this fact is consistent for sampled subsets that contain different numbers of speakers as well (e.g., 500, 1500, 2000, etc.). The heatmap on the right, in which the color scaling is limited to only the values that are within 10% of the optimal EER of 2.55% shown on the left, further confirms this notion. It seems as though we can obtain sufficiently good results simply by erring on the low side (i.e., [0, 0.4]) in our estimate of $\alpha_{AC}$ and using a moderate value of $\alpha_{WC}$ (i.e., [0.4, 0.8]). More experiments are needed to better understand this phenomenon and how it might generalize to other datasets, but this does seem to reflect our finding in previous sections that adapting to the SRE WC matrix is of higher relative importance than adapting to the SRE AC matrix. A parallel study on supervised domain adaptation reported a similar finding [29]. All of this suggests, perhaps, that the global space of speakers (modeled by the AC matrix) may be sufficiently well-represented in both the SRE and the SWB data; however, we need to find good ways to adapt our within-speaker modeling (WC matrix) to changes in the telephone recording channel over time.
3.7 Follow-up Work

Since our work on the task [1], a number of other approaches have achieved success on the domain adaptation task. The work in [56] extends our initial explorations in Section 3.3 and proposes a dynamic approach to data whitening that yields improvements without the need for any in-domain data, labeled or unlabeled, whatsoever. The work in [57] managed to obtain a more robust acoustic feature representation using a deep neural network trained from transcribed English. These features improved performance on all fronts: using hyperparameters trained on out-of-domain data, [57] managed to achieve speaker recognition performance similar to our proposed clustering methods without employing any explicit method for domain adaptation. Furthermore, using in-domain data to train their hyperparameters yielded a new state-of-the-art benchmark. We surmise that a combination of the clustering methods proposed in this chapter and the improved feature representation from [57] might yield even further performance gains. Our work in Chapter 5 proposes a method to extend the work of [57] and obtain a similarly effective feature representation without the need for any transcribed speech.

3.8 Summary

In this chapter, we motivate and define the domain adaptation challenge task for speaker recognition, in which both in-domain and out-of-domain data are available.
for system development, but labels are provided only for the mismatched, out-of-domain data. Our initial investigations into the cause of this mismatch seem to point towards the progression of telephone technology moving from landline to cellular. We propose an approach to overcome this mismatch that combines both agglomerative and graph clustering techniques to adapt our out-of-domain hyperparameters to fit the unlabeled, in-domain data. Results from our experiments suggest that both an imperfect clustering and an imprecise estimate of the number of speakers are forgivable in the presence of adaptation with out-of-domain hyperparameters. And although the optimal selection of their values remains an open question, we are able to obtain reasonable results from a wide range of adaptation parameter values. Ultimately, our final system obtains speaker recognition performance that is within 15% of a system that has access to all speaker labels.

In the following chapter, we consider a slightly different paradigm that no longer requires our system to passively contend with unlabeled, in-domain data in unsupervised fashion. Instead, we consider the scenario in which our system begins with no labeled data whatsoever, but has the ability to actively ask for information about particular examples. This moves us towards a semi-supervised and, more specifically, active learning approach to speaker recognition.
Chapter 4

Towards Active Learning for Speaker Recognition

The work we just discussed in Chapter 3 explored domain adaptation techniques that utilized, in an unsupervised manner, a set of matched, but unlabeled, data to supplement an existing system trained from labeled, but mismatched, data [1, 38]. Related work has also explored domain adaptation in the fully supervised sense [29]. While both scenarios are relevant, the actual deployment of a speaker recognition system into the real world is unlikely to warrant such extreme circumstances.

Obtaining a complete and exhaustive labeling of a set of $N$ unlabeled utterances would require, in the worst case, $\frac{N(N-1)}{2}$ pairwise comparisons, but rather than deprive ourselves of any labels whatsoever as in the fully unsupervised case, perhaps we can obtain useful information from the expert labeling of some small fraction of these utterances. In this chapter,\(^1\) we attempt to quantify how many labels are actually necessary to obtain state-of-the-art performance. We consider a scenario similar to the one considered in [1, 29, 38] in which we are provided with a vast quantity of matched, but completely unlabeled, data and are asked to build a speaker recognition system for subsequent audio.

To focus solely on the effect of limited labels, we remove the notion of mismatched domains – as in the domain adaptation problem previously explored – and assume that the unlabeled data at our disposal sufficiently matches the conditions in which we evaluate our speaker recognition system. Indeed, the existence of a previous system should only further reduce the number of expert labels required to obtain optimal performance, but we hope to keep things simple and not belabor our explorations with the implementation details of previous work on domain adaptation. Finally,\(^1\)

\(^1\)A portion of this work was previously published in [58].
to simulate the presence of expert labeling, we query an oracle for the answers to pairwise comparisons, such as, “Do utterances A and B contain the same speaker?”

4.1 Related Work

The setup of this problem moves us into the realm of semi-supervised and, more specifically, active learning, in which the system we build is allowed to ask for input and supervision on a limited number of specific examples [11]. We design our oracle setup to operate like humans might; in particular, a human asked to separate N utterances into homogeneous speaker clusters would likely break the problem down into a set of pairwise comparisons. This setup also provides a framework for a potentially crowd-supervised [7, 59] speaker recognition system, which we plan to pursue as future work.

For now, we consider a set of N unlabeled utterances and allow our system to ask for additional information in the form of pairwise comparisons. These comparisons yield a set of pairwise constraints that can be used to help in our process of active, semi-supervised clustering, which was formally developed into a variant of the general K-means algorithm in [60]. Our work utilizes a much more primitive connected-components algorithm that does not require an estimate of the number of clusters, K.

The movement towards requiring less labeled data to build a speaker recognition system has been explored in the past. The saga of work in [61, 62] managed to obtain solid results without the use of any labeled data. Based on previous work in speaker diarization, they utilize an unsupervised clustering technique resembling a K-means algorithm that also estimates the number of clusters via a heuristic that re-assigns the elements of small clusters to larger ones. We adapted their methods to our setup (i.e., from supervectors to i-vectors) and were able to obtain clusters of comparable purity, but we were unable to produce an estimate of the number of speakers that was as accurate as reported in [61]. As we continue to explore their methods, we reserve for future work a more in-depth consideration of unsupervised methods for speaker recognition. But in accordance with the theme of this thesis, we continue to allow the use of labels, albeit as few as possible.

The rest of this chapter is organized as follows. We begin with an elementary theoretical overview in Section 4.2 that will set the expectations for our experimental results. Section 4.3 presents an overview of our system setup. Then Section 4.4 both outlines a naive initial algorithm that queries pairwise labels based on a nearest-neighbor approach and discusses its initial results. We propose techniques to further
minimize the number of queries needed in Section 4.5, and finally, Sections 4.6 and 4.7 conclude with a discussion of potential avenues for future work.

4.2 Expectations on Sample Complexity

Consider a setting in which we are provided a set of \( N \) utterances for which speaker labels are unknown or unavailable. Asking humans to provide a complete and exhaustive labeling of this set of utterances would require \( \mathcal{O}(N^2) \) pairwise comparisons, in which each comparison would involve two utterances, \( u_A, u_B \), and the provided label \( c(u_A, u_B) \in \{1, -1\} \), corresponding to “same” or “different” speakers, respectively. The setup of our problem can thus be re-framed as the problem of learning a binary classifier from a set of \( \mathcal{O}(N^2) \) training examples, where each training example, \( x \), is feature vector constructed by stacking a pair of i-vectors; i.e., \( x = [w_A^*, w_B^*]^* \). As it does not change the result of this analysis, we ignore for now the fact that the structure of this setup can be further exploited with the knowledge that the labeling of \( c(x) = c(x') \), where \( x' = [w_B^*, w_A^*]^* \). Along similar lines, the work in [63] achieved competitive speaker recognition performance learning SVM classifiers from stacked i-vector pairs; for the sake of consistency within this thesis, we will continue scoring speaker similarity using PLDA.

In the passive learning setting under probably approximately correct (PAC) model assumptions [64], we know that the number of labeled examples required for a classifier to achieve at most \( \epsilon \) error is, ignoring other factors, \( \mathcal{O}(\frac{1}{\epsilon}) \). If a system is given control over which training examples it would like to have labeled, however, the active learning literature [65, 66] has shown, under fairly reasonable assumptions, that the same performance can be achieved using just \( \mathcal{O}(\log \frac{1}{\epsilon}) \) labels.

In our evaluation framework, if we let the speaker recognition performance (in the EER sense) serve as a proxy for the \( \epsilon \) error produced by our classifier, we should expect our active learning-based system to achieve performance (EER) that exhibits exponential decay as we increase the number of labeled examples, \( L \), used; i.e., \( \text{EER}(L) \propto e^{-\tau L} \), where \( \tau > 0 \). Our experiments will provide evidence to this claim, and our proposed methods will explore ways to increase the effective value of \( \tau \) and quicken the exponential decay of our EER.

4.3 System Setup

We follow a similar setup to those presented in [1, 29, 38] and extract i-vectors [12] from a total variability matrix \( T \) of rank 600 and a gender-independent Uni-
versal Background Model containing 2048 Gaussian mixtures of acoustic features (MFCC+deltas). A more detailed background on how these hyper-parameters are obtained was covered in Chapter 2 and can also be found in [12, 67, 68].

Just like in our work on domain adaptation described in Chapter 3, we use the data from the NIST Speaker Recognition Evaluations (SRE) of previous years (2004-2008) to train these hyper-parameters. These telephone calls contain roughly 3800 unique speakers (1100 male, 2700 female) and 33,000 phone calls. The average number of calls per speaker is roughly 8.7, and each speaker is represented by 2.8 different phone numbers. While our work in the previous chapter also used data from all phases of Switchboard to train the hyper-parameters [1], this work is focused more on the use of limited labels than the issue of mismatched domains, so we focus only on the SRE data. Our performance evaluation is conducted on the one conversation (1c) telephone data from condition 5 (normal vocal effort) of the SRE 2010 (SRE10) [30, 22].

To reiterate from Chapter 2, the training of these hyper-parameters does not require any labels; these initial i-vectors contain both speaker and channel (i.e., nuisance) information. Labels are not made available \textit{a priori}, but if they were provided – or estimated via some clustering method – then we could obtain a within-class (WC) matrix, characterizing how i-vectors from a single speaker vary, and an across-class (AC) matrix, characterizing how i-vectors between different speakers vary [1]. The scoring function that has obtained state-of-the-art results is Probabilistic Linear Discriminant Analysis (PLDA) and is described in [20].

Our setup begins with a set of \( N \) utterances from the SRE data – the SRE10 data is \textit{not} included here – represented as \( N \) i-vectors. We are allowed to ask some noiseless oracle for input in the form of pairwise labels; that is, “Are i-vectors \( i \) and \( j \) from the same speaker or different speakers?” The next section discusses a simple algorithm that makes use of these oracle queries to obtain respective WC and AC matrices, from which we can derive an appropriate PLDA scoring function and assess speaker recognition performance on SRE10.

\footnote{We also applied the methods discussed in this paper to various microphone conditions (1, 2 – int-mic vs. int-mic; 4 – int-mic vs. room-mic) of the SRE10 and obtained trends similar to those reported on condition 5 (tel vs. tel) in this paper. In order to stay consistent with our preceding chapter, as well as previous work [1, 29, 38], we will continue reporting our performance based on the 1c telephone results from SRE10.}
4.4 Naively Labeling Nearest-Neighbor Pairs

In this section, we propose a naive algorithm based on querying nearest-neighbor pairs to a noiseless oracle to obtain speaker clusters from which we can obtain WC and AC matrices for PLDA training and subsequent evaluation. We should note that there are a large variety of selective sampling-based query strategies in active learning that have been studied extensively [11, 69]; our initial approach here can be seen as a naive version of “balancing exploration and exploitation” [70] that we will further refine in Section 4.5.

4.4.1 The Algorithm

(a) Obtain pairwise cosine similarities in the form of an affinity matrix, $A$, where each entry $A_{ij}$ represents the cosine similarity between i-vectors $i$ and $j$. The cosine similarity (i.e., a length-normalized dot product) has been shown to be both a reasonable and fast metric for comparisons between i-vectors [12, 71, 72].

(b) Sort each row of $A$ in descending order to obtain an ordered list of each node’s nearest neighbors and their similarities. Specifically, row $\tilde{A}(i,:)$ is the sorted list of cosine similarity scores produced by i-vector $i$. Accompanying $\tilde{A}$ is a matrix $\tilde{I}$ such that $\tilde{I}(i,:)$ is the corresponding list of i-vector indices with whom i-vector $i$ produced each of the scores in $\tilde{A}(i,:)$.

(c) The $c$th column of $\tilde{I}$ and $\tilde{A}$ specifies the respective indices and scores for the $c$th nearest neighbor of each of our $N$ i-vectors. For $c = 1, 2, ..., N$, query the pair $(i, \tilde{I}(i,c))$ for each $i = 1, ..., N$. The number of unique pairs that are actually queried for each column $Q_c \leq N$, as each i-vector’s ranking of its respective nearest neighbors will differ.\(^3\) Operate on all i-vectors for a given column (i.e., $c$th nearest neighbor) before moving on to the $(c+1)$th nearest neighbor.

(d) Let $G$ be an $N$-by-$N$ binary matrix such that $G_{ij} = 1$ if i-vectors $i$ and $j$ originate from the same speaker, and $G_{ij} = 0$ otherwise. Initialize $G$ as a matrix of all zeros, implying a completely disconnected graph, and when given a query that returns a same-speaker result, update $G$ and its affected cliques. That is, if i-vectors $i$ and $j$ are a same-speaker pair (i.e., $G_{ij} = 1$), and $i \in I = \{i_1, i_2, \ldots\}$ while $j \in J = \{j_1, j_2, \ldots\}$ for cliques $I$ and $J$, then this clique-update step automatically connects every element in $I$ with every element in $J$. Because

---

\(^3\)That is, without loss of generality, i-vector $j$ may be i-vector $i$’s $c$th nearest neighbor, but $i$ may be $j$’s $\hat{c}$th nearest neighbor, for some $\hat{c} \leq c$. 
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we assume that our oracle is noiseless, this is easy and saves us from making
superfluous queries.

(e) As $G$ becomes more and more connected as a result of querying the oracle, the
size of the cliques in $G$ will increase. Since these cliques correspond to perfectly
pure speaker clusters, use the non-singletons to obtain WC and AC matrices for
PLDA scoring. In the next section, we present our initial results as a function
of the number of labels actively queried from the oracle.

In (c), the choice to operate on each column separately instead of simply querying the
pairs corresponding to the highest global similarity scores, i.e., **global score sort**, is in an effort to maximize coverage of the i-vector space [73, 74]; i.e., "explore" [70].
In our unknown manifold, the highest similarity scores may simply correspond to
parts of the manifold that are most densely packed. By requiring that each column
be treated separately, we enforce a more **uniform coverage** of the i-vector space,
thus ensuring that every node (i-vector) in our graph (dataset) is considered at least
once every $N$ queries. This argument is not unlike the difference between using $K$
nearest neighbors (uniform coverage) versus an $\epsilon$-ball to build a graph; previous work
has shown that the former (i.e., $K$-NN) yields better results in speaker recognition
[46, 73, 74]. In the next section, the results of our initial experiments justify this
hypothesis.

Along the lines of (d), we can further reduce the number of unnecessary queries
by making use of information about different pairs that were previously encountered.
For example, suppose the oracle returns $(i, j)$ as a different-speaker pair, where $i \in X_q$
and $j \in Y_q$ for separate cliques $X_q$ and $Y_q$ in our graph $G_q$, where the subscript $q$
denotes the state of the graph after $q$ queries. Then for every subsequent query $q' > q$,
if $x \in X_{q'}$ and $y \in Y_{q'}$, we already know without querying the oracle that $(x, y)$ must
be a different-speaker pair.

Admittedly, there are a number of other ways in which this algorithm can be
further optimized. At the moment, we adhere to a static representation of the data,
but as information is obtained from our oracle, we would ideally be able to continu-
ously update and improve our representation of the i-vectors in the form of $A$, $\tilde{A}$, and
$\tilde{I}$. Furthermore, apart from avoiding a few unnecessary queries per the explanation
above, the generative-modeling framework of our PLDA setup has no way of making
better use of negatively labeled pairs, which is valuable discriminative information
obtained from the oracle. We re-consider some of these ideas in Section 4.5.
4.4.2 Initial Results

We visualize the results of our naive algorithm as a function of different subsets of the SRE data. Figure 4-1 shows the histograms of two different distributions of utterances-per-speaker in our sampled subset of SRE i-vectors. The subset represented in the plot at the top, vanilla, consists of all the utterances from 1000 speakers chosen uniformly at random, while the distribution displayed in the lower plot allows no more than five utterances per speaker, max-5. As this is a more difficult subset to work with, we will see that the baseline result of using all speaker labels for the max-5 distribution (Figure 4-3) is slightly worse than the result of using all labels for the vanilla distribution (Figure 4-2).

While it serves no purpose from a theoretical point of view, it may be helpful to consider how many queries are needed to verify a perfect cluster-labeling of all of the utterances in each of our SRE subsets considered. Note that this is neither clustering from scratch nor any measure about sample complexity as discussed in Section 4.2; we are simply verifying the validity of some hypothesized partition, $H$, of $N$ i-vectors from $M$ speakers. This can be done using $(N - M) + \frac{M(M-1)}{2}$ queries. The first term, $(N - M)$, comes from verifying the purity of each cluster – i.e., a speaker cluster of size $|C|$ would require $(|C| - 1)$ queries to verify its purity – while the second term comes from verifying that each of the $M$ clusters is indeed different from the rest. Verifying a clustering of the vanilla distribution would require 500,000 queries, while exhaustively checking a partition of the max-5 distribution would require 7.2 million queries. We also show this information as part of the x-axis label at the bottom of Figures 4-2 and 4-3.

We plot our results as a function of the number of labels queried from the oracle (x-axis). While this includes queries of different-speaker pairs, this does not include the edges that are automatically created as a result of the clique-update step, only those in which the oracle is actively accessed. After every 1000 queries, we use the resulting cliques to define the speaker clusters, which are then applied to train a PLDA scoring function, and then run speaker recognition on the SRE10.

In Figure 4-2, we consider a number of different metrics as a function of the number of pairs queried (x-axis). On the top plot, we show the number of different-speaker pairs encountered by the oracle (blue), the number of automatic connections made (green), and the resulting number of edges in our graph $G$ (red). The middle plot compares the number of clusters found with the number of actual speakers, and the bottom plot shows both our subsequent results on SRE10 – in the form of an equal error rate (EER) – using the labels queried as well as the results using all possible labels. In these lower plots, we also justify our algorithmic choice in (c) of
Section 4.4.1 by showing the difference in results obtained using our chosen uniform coverage approach (blue), which queries all pairs corresponding to each i-vector’s respective $K^{th}$ nearest neighbor before moving to the $(K+1)^{th}$, as well as the global score sort approach (green), which sorts all possible pairs in order of decreasing similarity score.\footnote{Furthermore, when pairs were queried in a completely random order, obtaining results comparable to those shown required an unreasonably large number of oracle queries.} Lastly, while both seem to exhibit the expected exponential decay in EER as a function of pairs queried – as discussed in Section 4.2 – the uniform coverage approach obtains a better EER with fewer pairs queried.

A relatively small number of queries already produces results comparable to those obtained using all corpus labels. In fact, the vanilla distribution yields the same EER using just about 9000 pairwise queries. On the other hand, using fewer than 5000 queries is worse than simply using the cosine similarity metric to evaluate on SRE10, which yields a 6.61% EER. This is because there are not enough edges on the graph to form reliable cliques that can faithfully model the WC and AC matrices for PLDA; in fact, with just 1000 queries using global score sort, these covariance matrices were not even of sufficient rank to complete PLDA training. As such, detecting when we have enough queries to sufficiently represent our speaker space would be an interesting direction for future work. Conversely, the rate of change in the number of cliques detected (middle plot) may be a reasonable indicator for when we have utilized enough queries from our data.
Figure 4-2: Initial results obtained on the vanilla distribution of utterances per speaker: (top) graph edge properties as a function of pairs queried; (middle & bottom) estimated number of speakers and resulting SRE10 EER for the uniform coverage and global score sort approaches, respectively, as discussed in Section 4.4.1.

The plot at the top of Figure 4-2 shows a rapid increase in the number of automatic connections made after 8000 queries. This is approximately where we begin querying pairs corresponding to second nearest neighbors. Once these connections are made, we start to see both the number of clusters found and the EER leveling off. The sudden spike in interconnected-ness makes sense given the vanilla distribution of utterances per speaker in our set of i-vectors; however, such a trend should not be expected for all such distributions.

For example, the top plot of Figure 4-3 shows no rapid increase in the number of automatic connections made for the max-5 distribution and, relatively speaking, a much larger number of different-pairs encountered as a function of pairs queried.
The two lower plots in Figure 4-3 show the rest of the results obtained on the max-5 distribution, namely the number of clusters found (middle) as well as the resulting SRE10 EER (bottom) as a function of the number of pairs queried (x-axis). For now, note that the uniform coverage approach (blue) exhibits similar trends on both the vanilla (Fig. 4-2) and max-5 distributions, even though their respective baseline performances are different due to different speaker-utterance distributions. The other approaches will be discussed in the following section.

4.5 Refinements

So far, we have demonstrated the ability to obtain a good speaker recognition system using a relatively small number of pairwise queries. So far, these queries are chosen naively based on nearest neighbors according to a cosine distance metric. Having set an initial baseline, our interests turn to minimizing the number of active queries needed to obtain similar results.

4.5.1 Automatic, Noisy Labeling

One of the most straightforward ways to minimize the number of queries is to add edges automatically. Doing so would require making at least some assumptions about the data, such as the number of speakers present or a minimum cluster size. For example, it turns out that 95% of the first nearest-neighbor pairs correspond to the same speaker in the vanilla distribution.\(^5\) Such an assumption would be dangerous to make for any general distribution of utterances per speaker, but for the vanilla scenario, one approach could be to simply connect all such first nearest-neighbor pairs and begin querying from the pairs corresponding to second nearest neighbors.

Unfortunately, upon initial experimentation, this turns out not to work so well. Allowing any impurities or noisy labels at such an early stage causes clustering errors to compound exponentially. One heuristic to avoid this might be to check the cluster purity on the largest clusters. Another remedy would be to use softer scores (i.e., weights \(\in [0, 1]\)) instead of adhering to \(\{0, 1\}\) hard edge assignments. We note from earlier work [46], however, that the mere presence of an edge is more significant than the value of the weight itself. In light of this, we choose not to pursue this path of investigation in this work for now but note that there do exist principled ways to handle such noisy labels in clustering with partially labeled data that can be explored in future work [45].

\(^5\)Unfortunately, the distribution of cosine similarity scores from the same- and different-speaker pairs show no discernible separation.
Figure 4-3: Results obtained on the max-5 distribution of utterances per speaker: (top) graph edge properties as a function of pairs queried; (middle & bottom) estimated number of speakers and resulting SRE10 EER for the uniform coverage approach as well as techniques discussed in Section 4.5.
4.5.2 Data Re-representation

One way to make use of the additional information obtained via pairwise queries would be to re-represent the data using a new pairwise affinity matrix $A'$. Instead of the cosine similarity, we could let $A'_{ij}$ be the log-likelihood ratio (LLR) that i-vectors $i$ and $j$ belong to the same speaker; this can be computed via PLDA, whose AC and WC matrices can be determined by the cliques in our graph $G_q$ after $q$ queries. The mechanics of this are straightforward; the more interesting problem is determining when such a re-representation is appropriate. That is, we would like to know when the scoring function we are currently using to compare i-vectors – whether it is a cosine similarity or a PLDA LLR – is no longer suitable.

We consider a “blacklisting” approach, where each i-vector $i$ is queried against its successively more distant neighbors, $\{j_1, j_2, j_3, \ldots\}$, until the oracle returns a different-speaker pair (i.e., $(i, j_d) \in D$ for some $d \geq 1$). Once that occurs, we know that either our scoring function is no longer reliable or, ideally, that all the utterances involving the speaker in i-vector $i$ have been found. As such, we add $i$ to the blacklist and ignore subsequent comparisons involving it. This method greedily finds, with respect to the scoring function at hand, all of the same-speaker neighbors in the local neighborhood of $i$, thus accelerating the growth of speaker cliques. Once all – or some predetermined percentage – of the nodes have been blacklisted, we know that either all the speaker clusters in our data have been found or a re-representation of the data is necessary.

4.5.3 Greedy Manifold Sampling and Clique-Growing

Another potential way to reduce the number of queries is to be more selective about the order in which we pose them. For a given set of $c^\text{th}$ nearest-neighbor pairs, our initial algorithm saw no difference between asking in a random order or in order of decreasing similarity score, but perhaps we can do better by modifying the “blacklisting” approach to also sample the entire i-vector space as quickly and uniformly as possible.

Suppose we start at node $i$ and query its nearest neighbors, $\{j_1, j_2, j_3, \ldots\}$, in order of decreasing similarity until the oracle returns a different-speaker pair for $(i, j_d)$. Then we pick a node $k$ that is as far away (i.e., dissimilar) from $\{i, j_1, \ldots, j_d\}$ as possible. This can easily be done by averaging the corresponding rows of $A$ and picking the i-vector corresponding to the minimum average similarity. As before, we query the neighbors of $k$ until a different-speaker pair is returned, and so on. Along the lines of the “exploration and exploitation” algorithm in [70], the hope is that this method will sample all corners of the manifold (exploration) in as few
queries as possible and, at the same time, grow as large of speaker clusters as possible (exploitation) with every node visitation.

The result of these refinements is shown in Figure 4-3, which compares the uniform coverage algorithm (blue) from Section 4.4.1 to the methods described previously. Without even needing to re-represent the data, the “blacklisting” approach (green) immediately yields a significant improvement on the SRE10 EER using just 2000 pairwise queries. This shows the effectiveness of greedily growing speaker cliques. Finally, the impact of the greedy cover approach (black) can be seen starting at 4000 queries, thus demonstrating that maximal coverage of the i-vector manifold can indeed help maximize performance in speaker recognition with limited labeled data.

These ideas can be further refined along the lines of Maximal Marginal Relevance (MMR) introduced in [75]. In the parlance of information retrieval (IR), given some document query – not to be confused with our pairwise oracle queries – the idea behind MMR is to return an ordered list of documents, each of which is both as related as possible to the query itself (absolute relevance) and is as different as possible from the documents previously returned (relevant novelty) [75]. In our scenario, we can think of $i$ as a document query and its nearest neighbors being the returned documents in order of decreasing absolute relevance. But instead of querying these nearest neighbors in order (i.e., $\{j_1, j_2, j_3, \ldots\}$), perhaps there is a way to incorporate the notion of relevant novelty that can further minimize the number of pairwise oracle queries needed per node visited.$^6$ We see this as a potential avenue for future work.

### 4.6 Future Work

We have left open a number of avenues for future work. As a way to minimize the number of queries needed, we have not yet considered the idea of adding edges automatically and how to handle such potentially noisy labels; this may warrant the use of soft graph edge weights (i.e., $[0, 1]$) instead of hard assignments ($\{0, 1\}$), as well as clustering techniques discussed in the previous chapter. To that end, we should apply the developments of our previous work on domain adaptation and verify that knowledge gained from previously labeled data, albeit from a mismatched domain, can improve our initial representation of the data in the form of a better pairwise affinity matrix, $A$. Lastly, our work so far has been based on the existence of a noiseless oracle, but previous work has shown that both naive and expert human listeners can be imperfect [59]. In future work, we plan to bridge the gap between

---

$^6$That said, picking the next document query (node to visit), $k$, that is as unrelated as possible from documents (nodes) previously seen can simply be considered “absolute novelty!”
our noiseless oracle and a crowd-sourced system for speaker recognition.

4.7 Summary

In this chapter, we quantified the amount of labeled data needed to build a speaker recognition system. Beginning with unlabeled i-vectors and the cosine similarity metric, we query a noiseless oracle with nearest-neighbor pairs. Our initial results confirm the expectation that the sample complexity in the number of active labels needed to achieve state-of-the-art results is significantly lower than the number of labels needed in the passive learning case. We further refine our techniques in accordance with the “exploration and exploration” paradigm to maximize both cluster size and manifold coverage while minimizing both the number of queries needed and the resulting EER.

In both this and the previous chapter, we explored the problem of speaker recognition under various resource-constrained scenarios. In Chapter 3, we considered the problem of domain adaptation and discovered ways to utilize matched, but unlabeled data alongside a representation derived from labeled, but mismatched data. In this chapter, we entertained a scenario in which we were provided no labeled data to begin with, but our system was allowed to actively seek labels in the form of pairwise queries. In the following chapters, we examine analogous scenarios within the task of language identification and acoustic unit discovery. Along the lines of domain adaptation, in Chapter 5, we overcome the lack of transcribed data in certain target languages by discovering acoustic units in unsupervised fashion. Subsequently in Chapter 6, we look for ways to improve our discovery of acoustic units by incorporating weak supervision in the form of pairwise constraints.
Chapter 5

Acoustic Unit Discovery for Language Identification

5.1 Introduction

In this chapter, we depart from our explorations of speaker recognition and consider the problem of language recognition. The effectiveness of deep neural networks (DNNs) for automatic speech recognition (ASR) [77] has led to their use in other speech-related classification tasks, including speaker and language recognition [78, 79, 80, 81, 57, 82, 83, 84]. The training of such DNNs, however, relies on the presence of pronunciation dictionaries and large amounts of transcribed speech, which may only be available for a small subset of the languages present in the evaluation task. For example, the work in [57, 82] used only transcribed English from the Switchboard I corpus [85] to build a system that could distinguish between 24 different languages, while the use of transcribed data from additional languages achieved even better results in [83]. On the other end of the spectrum, this brings to bear the question of how well we can do without any transcribed data. Following the premise of [86], we aim to exploit the existing sound pattern structure of speech without the need for transcription or a dictionary. More specifically, we investigate the effect of unsupervised acoustic unit discovery on language recognition.

To do so, we follow the framework proposed in [57, 82], where a DNN is trained from spectral input features and automatic speech recognition (ASR)-based output labels such that the activations at a so-called bottleneck (BN) layer provide frame-level features of manageable dimensionality. A BN feature of a given frame of audio can be seen as a compression of the information about both the frame’s phonetic class...
and context [81]. These features can then be treated as acoustic features of their own, from which an i-vector system can be built for language recognition [13]. Figure 5-1 presents an overview of this system.

**Figure 5-1:** An overview of a bottleneck i-vector system: stacked spectral features are passed as input to a neural network, whose activations at a bottleneck layer are used as features for an i-vector classification system. The resulting i-vectors are a low-dimensional summary of an utterance’s distribution of bottleneck features.

In our approach, unlike any recent work on language recognition to the best of our knowledge, we replace the ASR-based output labels from the original DNN-based setup with those learned from a Bayesian nonparametric model that learns an appropriate set of sub-word units automatically from speech data [5]. The development of this model was motivated by the desire for robust zero resource speech technologies that can operate without the expert-provided linguistic knowledge that standard ASR systems rely on [87]. Designed to uncover phone-like units from a given language, the resulting acoustic unit discovery system simultaneously segments the speech, discovers a proper set of sub-word units, and learns a Hidden Markov Model (HMM) for each [5]. Using neither transcribed data nor prior language-specific knowledge, this system obtained results on TIMIT that demonstrate the ability to discover sub-word units that are highly correlated with English phones, produced a better segmentation than the state-of-the-art unsupervised baseline, and performed well on a spoken term detection task [5].

Despite the promise of this model and that of similar systems [86, 88, 89], we are still unable to robustly and precisely uncover a particular language’s phonetic inventory. As such, we instead broaden our consideration of unsupervised unit discovery from a monolingual setting to a multilingual one. Rather than focusing on any single language in particular, we aim to learn a set of acoustic units from many different languages at once. To paraphrase the analogy to human infants, who must
specialize their speech perception and production systems to their native language (though perhaps with help from other sensory modalities) [87], we see our human infant as developing in a multilingual household. And more importantly, because we are not bound by any limited quantity of transcribed corpora, our models can instead be built on as much data as they can handle. Indeed, unsupervised methods give us the flexibility to work directly on data that matches the test domain, thus avoiding issues of language or channel mismatch.

In addition to the work reviewed in [87], the notion of transforming speech and audio data into a sequence of arbitrary symbols has been well-explored [90]. The work in [86] details the unsupervised training of an HMM-based self-organizing unit recognizer, while the work in [91] learns a set of “acoustic unit descriptors” to represent audio content for event classification and detection. The work in [92, 93, 94] proposes the Automatic Language Independent Speech Processing (ALISP) approach, which was initially developed for low bit-rate speech coding before evolving into a generic method for audio indexing, retrieval, and recognition, including initial attempts at speaker verification and forgery, as well as language identification [93].

Although more detailed explanations can be found throughout the rest of this chapter, let us first summarize the novel contributions and findings of our work below:

1. We show that a system built from learned acoustic units can be used effectively for language recognition. In particular, we find that a score-level fusion with a baseline system built from acoustic features yields substantial gains and significantly closes the gap between the acoustic feature baseline and a benchmark system built using transcribed English, suggesting that acoustic unit discovery provides complementary information to that of a bag-of-features baseline.

2. We find that using an improved representation of speech (i.e., supervised bottleneck features) as input to our acoustic unit discovery system can yield acoustic units that similarly improve performance on our language recognition task, and additional score-level fusion provides even further gains. This continues to motivate the need for a better understanding of the speech signal.

3. We demonstrate the ability to learn acoustic units in an unsupervised fashion on a dataset containing hundreds of hours of speech. This was achieved by modifying a Bayesian nonparametric model in a way that allows for effective parallelization. To the best of our knowledge, this is also the first Kaldi-based implementation of the acoustic unit discovery process [95].

4. We present our initial results on the Language Recognition Evaluation (LRE) from 2011 [24] presented by the National Institute of Standards and Technology
(NIST) and subsequently validate the generalizability of our proposed approach on the NIST 2015 LRE, which features a modified evaluation protocol involving specific language clusters.

5. We also run some initial experiments exploring a phonotactic approach to language recognition and use their results to motivate subsequent improvements to our proposed framework.

The rest of this chapter is organized as follows. Section 5.2 outlines our unit discovery process, and we reiterate the language recognition system from [57] that serves as our experimental framework in Section 5.3. Section 5.4 presents our initial results; Section 5.5 discusses some of the design choices that both worked and didn’t work and validates our original results on another dataset. Finally, we take a look at phonotactic approaches to language recognition in Section 5.6 and then conclude in Sections 5.7 and 5.8 with a look ahead to future work.

5.2 Acoustic Unit Discovery

In this section, we outline the essentials of a previously-proposed acoustic unit discovery process [5] and highlight the modifications we make in its updated implementation to make inference more computationally feasible on data involving hundreds of hours of speech.

5.2.1 A Bayesian Nonparametric Model

Given a set of spoken utterances, the goal of acoustic unit discovery is to jointly learn the following [96]:

- segmentation – find the phonetic boundaries within each utterance;
- clustering – obtain an appropriate number of clusters within which acoustically similar segments can be grouped;
- modeling – learn a Hidden Markov Model (HMM) to model each sub-word acoustic unit.

In [5], all three sub-tasks were modeled using latent variables in a single Bayesian nonparametric model. More specifically, [5] formulates a Dirichlet process mixture model where each mixture is a HMM used to model a sub-word unit and generate observed segments of that unit. Via Gibbs sampling inference, the model seeks to
obtain the set of sub-word units, segmentation, clustering, and HMMs that best represent the observed data.

**Figure 5-2:** An example of the observed data and hidden variables in the acoustic unit discovery model, modified directly from Figure 1 of [5].

An explanation of the associated variables and the entire generative process, as well as a derivation of the conditional posterior distributions for each hidden variable in the model is provided in [5, 97]. Figure 5-2 directly replicates an example of the observed data and hidden variables of the setup [5]; we outline the essential ingredients below:

- **speech feature** ($x_t$) – 13-dimensional MFCCs and their first- and second-order derivatives extracted every 10 ms, resulting in a 39-dimensional observed feature vector;

- **boundary** ($b_t$) – a binary variable indicating whether a phone boundary exists ($b_t = 1$) between $x_t$ and $x_{t+1}$ or not ($b_t = 0$);

- **HMM** ($\Theta_c$) – each HMM has three emission states, corresponding respectively to the beginning, middle, and end of each sub-word unit. A traversal of each HMM must start from the first (left-most) state, and transitions may only occur from left to right. While skipping of the middle and last states is allowed in
[5], our implementation requires that each segment be at least three frames in length. The emission probability of each state is modeled by a Gaussian Mixture Model (GMM).

- hidden state \((s_t)\) – the hidden state index of the HMM associated with each feature vector, \(x_t\).
- mixture ID \((m_t)\) – the Gaussian mixture index associated with each feature vector, \(x_t\).

If we assume, for the time being, that the values of the boundary variables, \(b_t\), are given, then the generative process looks as follows:

1. Given a segment, \(p = \{x_t|L < t \leq R\}\), as determined by two boundary variables \((b_L, b_R = 1)\), choose a cluster label, \(c \in C\), which can either be an existing label or a new one. (The Dirichlet process allows for a potentially infinite number of clusters.) This cluster label will determine which HMM, \(\Theta_c\), is used to generate the segment.

2. Given the HMM corresponding to the cluster label, choose a hidden state, \(s_t\), for each feature vector in the segment.

3. Given the hidden state of each feature vector, choose a mixture from the GMM of the chosen state, \(m_t\).

4. Given the mixture ID, generate the observed feature vector, \(x_t\).

A full derivation of conditional posterior distributions for each hidden variable in the model as needed by the Gibbs sampling procedure is beyond the scope of this thesis but is provided in [5, 97].

### 5.2.2 Boundary Variables and Landmark Detection

In practice, we reduce the inference load on the boundary variables, \(b_t\), by exploiting acoustic cues in the feature space to eliminate the need for sampling on frames that are unlikely to be phonetic boundaries (i.e., \(P(b_t = 0) = 1\)). This is done by following the pre-segmentation method described in [98].

We should note that introducing boundary variables and allowing them to be sampled on or off during inference places this model in a unique space between more traditional HMM-based modeling and that of segment-based speech recognition [98]. While other methods use an initial segmentation to seed its HMM clusters, those
segmentations tend to be fixed and subsequently discarded during later iterations of training in favor of the more traditional Viterbi decoding step [86, 94]. The model in [5] not only implements a form of duration modeling by forcing the 3-state HMM to represent the entire segment between two boundary variables \( (b_l, b_r = 1) \), it also allows for its boundary variables to be sampled on and off \( (b_t \in \{0, 1\}) \). This allows the model to continuously refine both its segmentation and clustering at a more localized level without having to rely on HMMs to model the duration of an acoustic unit.

5.2.3 Parallelization

While Gibbs sampling is theoretically guaranteed to converge to the true posterior distribution of the hidden variables in [5], the process can be quite slow – the sampling of each variable in turn requires updates to all its dependent variables at each frame of audio. In an effort to scale from processing the relatively small TIMIT corpus [99] containing less than ten hours of speech to a corpus containing a few hundred hours of audio, we focused our efforts on parallelizing the sampling algorithm. The drawback of such parallelization is that the resulting algorithm, while computationally scalable, will only approximate Gibbs sampling [100]. There have been attempts to better understand these effects at a more theoretical level, but these initial studies have been restricted to simpler models [101]; the impact of more complex approaches has largely been observed empirically.

A traditional, serial Gibbs sampler samples from one conditional posterior distribution at a time. Our implementation resembles that of a blocked Gibbs sampler and conditions on all of the HMM and GMM parameters to sample, in parallel, a new set of alignments (i.e., per-frame segmentation boundaries and cluster assignments) for all utterances. Assuming our data is split into some arbitrary number of partitions, \( P \), this allows for parallelization that can effectively decrease the required computation time by a factor of \( \frac{1}{P} \). Given an entirely new set of alignments, we then accumulate statistics to update, in batch mode, our Dirichlet process counts, HMM transition probabilities, and GMM emission probabilities accordingly. Distributing the sampling process across a number of parallel workers before accumulating statistics globally is a technique that has been explored as a parallelized version of Latent Dirichlet Allocation (LDA) known as Approximate Distributed LDA (AD-LDA) [100]. Despite losing the traditional Gibbs sampling guarantee of converging to the true posterior distribution of the hidden variables, our implementation achieves strong empirical performance in its ability to scale to large datasets.
5.2.4 Model Selection

Another difference between the model in [5] and our implementation is in the Dirichlet process (DP) mixture model. While the model allows for an infinite number of cluster labels in theory; practical implementations tend to over-initialize the number of possible mixtures and allow both the data and the DP concentration parameter, $\gamma$, to influence how many of those clusters actually retain probability mass. In our experiments, however, we found that our model would end up using all of the available mixtures, no matter how many we allowed for (up to 1000) or how small of a value we set for $\gamma$ (as low as 0.001). This may have been a collective outcome of all our modifications; it may also indicate a lack of fit between our data and the model. Nevertheless, we found that the number of allowed clusters had a significant impact on both computational complexity and language recognition results; as such, we decided to fix the number of clusters at $|C| = 100 << \infty$ and $\gamma = 1$, which achieves a balance between runtime and performance. While we realize this is no longer a principled implementation of a DP mixture model, it worked well in practice.

5.2.5 Other Modifications

We use the same pre-segmentation method used in [5] to obtain a set of candidate boundaries; this method essentially hypothesizes phonetic boundaries where the difference in spectral energy is large in magnitude. Originally built for a segment-based speech recognition system [98, 102], we further tuned this procedure to propose more candidate boundaries than usual, since the number of boundaries actually used (i.e., $b_t = 1$) will be a subset of those candidates. Lastly, while [5] imposed an equal prior probability on these candidate boundaries (i.e., $P(b_t = 1) = P(b_t = 0) = 0.5$), we found success in biasing the model towards keeping the boundary turned on with a prior of $P(b_t = 1) = 0.8$ and incorporating a localized post-processing step that merges consecutive segments if their respectively sampled cluster assignments are the same.

The model in [5] allows its HMMs to skip its middle and last states for segments shorter than three frames; our implementation does not allow for state-skipping and thus requires each acoustic unit to have a minimum duration of three frames. Our implementation also updates the GMM parameters in maximum likelihood fashion and increases the number of Gaussian mixtures it uses to model acoustic features at every pass through the data; the formulation in [5] samples the emission probabilities of each HMM state using eight Gaussians with diagonal covariance matrices.

\footnote{This is done according to the method used by default in Kaldi [95].}
5.2.6 Unit Recognizer Training

The unit discovery process essentially produces an acoustic model consisting of HMM parameters for each individual acoustic unit (i.e., mono-unit), as well as a set of per-frame alignments from the training data indicating the Gaussian mixture, the HMM state, and the HMM cluster label that are associated with each acoustic feature vector. If we collapse these per-frame alignments into unit sequences, they can be used as transcripts to train a “unit recognizer” in the traditional way. This releases the model from the segment-based rigidity of boundary variables and lets boundaries be determined automatically via a forced alignment of the data. Recognizer training also allows for context-dependent modeling (i.e., “tri-units”) – something our unit discovery method cannot do – which can ultimately provide us with per-frame alignment sequences in the form of senones [103].

In addition to showing the results of using per-frame unit sequences and per-frame HMM state sequences from our context-independent acoustic unit discovery, we will also show the results obtained at the speaker-independent (SI) and speaker-dependent (SD) stages of context-dependent unit recognizer training. For the SI stage, we build a context tree containing roughly 2500 senones, and for the SD stage, we use roughly 4500 senones and include MLLT, fMLLR, and speaker adaptive training.\(^3\) The exact number of senones obtained from the context tree is a function of the data and will differ between experiments; the resulting per-frame senone sequences are used as targets for training the DNN bottleneck features.

5.3 The Bottleneck i-vector System

In this section, we summarize the essential pieces of our bottleneck i-vector language recognition system. To the extent possible, we followed the setup of the state-of-the-art LID system presented in [57]. As discussed in Section 5.1, the overall process is summarized in Figure 5-1.

5.3.1 DNN Bottleneck Features

A DNN classifier is essentially a multi-layer perceptron with more than two hidden layers that typically uses random initialization and stochastic gradient descent to initialize and optimize its weights [77]. To provide temporal context, the input to the DNN is typically a stacked set of spectral features extracted from short (20 ms)

\(^3\)These stages roughly follow the tri2 and tri4a steps, respectively, in the s5b recipe of the Kaldi example for Switchboard I [95].
segments (frames) of speech. In our system, we computed 13 Gaussianized PLP coefficients as well as their first and second derivatives and then stacked \(+/-\) 10 frames of context around the current input frame to obtain a \((13 \times 3) \times (10 + 10 + 1) = 819\) dimensional input feature vector to the DNN. The output of the DNN is a prediction of the posterior probability of the target classes for the current input frame; our experiments in Section 5.4 will explore the use of unit cluster labels, \(c_t\), hidden states, \(s_t\), and senones as target classes.

We use this DNN as a means of extracting features for use by a secondary classifier (i.e., an i-vector system). This is accomplished by using the activation of one of the DNN’s hidden layers as a feature vector. In particular, we optimize a dimension-reducing linear transformation as part of the DNN training that results in a special “bottleneck” layer with fewer nodes and, thus, a manageable dimensionality. The bottleneck layer uses a linear activation and behaves very much like a LDA or PCA transformation on the activation of the previous layer [104, 105]. In addition to the previous work in [57], BN features also have been shown to work well for language recognition in [78, 81, 83, 84].

Figure 5-3: The configuration of our proposed DNN. Its input is 819-dimensional vector of stacked PLP frames. The first five hidden layers contain 1024 nodes featuring sigmoid activations. This is followed by a 64-node bottleneck layer that uses linear activations (from which we draw our bottleneck features) and a final sigmoid layer with 1024 nodes. The number of output targets for which we obtain posteriors via a softmax depends on the result of the acoustic unit discovery step.

As illustrated in Figure 5-3, all of our experiments utilize a common DNN structure
containing seven hidden layers of 1024 nodes each with the exception of a bottleneck sixth layer, which has 64 nodes instead. All hidden layers use a sigmoid activation function except for the fifth layer, which is linear [105]. As mentioned above, the input layer contains 819 input features covering 21 frames of context. In this setup, the only difference between experiments is the number of target classes, which is determined by the acoustic unit discovery system described in Section 5.2.

5.3.2 i-vector System and Scoring

A more detailed description of the i-vector system and underlying theory was covered in Chapter 2 (and can be found in [12]); here, we provide a high-level overview of such a system built for language recognition (Figure 5-1) and note that our framework closely follows that of [57, 13, 27]. In our experiments, the only difference between the various systems will be in the original acoustic/bottleneck features used.

A test utterance whose language we hope to ascertain is first passed through a GMM-based speech activity detector, after which the detected speech is represented by a sequence of bottleneck feature vectors as obtained from a DNN classifier explained above. From these features, we obtain the zeroth-order (counts) and first-order (means) sufficient statistics of the utterance from a Universal Background Model (UBM), which is a 2048-mixture GMM characterizing a speaker- and language-independent feature distribution. These statistics are then transformed into a raw i-vector of 600 dimensions using a total variability matrix, $T$ [12]. We transform this raw i-vector using linear discriminant analysis (LDA) and within-class covariance normalization (WCCN) [13, 26], both of which are estimated a priori from the training data and their language labels, and finally length-normalize the result to obtain a test i-vector. We use the dot product to compute the similarity score between the test i-vector and each language-representing model i-vector. These scores are calibrated using the discriminative Gaussian backend described in [27], which is trained using both scores and utterance durations.

5.4 Experiments

In this section, we first provide an overview of the data used in our experiments and present our initial results. Then we explore the use of score-level fusion and the incorporation of transcribed data on language recognition performance.
5.4.1 Corpora

Our experiments utilized three corpora in various ways. We evaluate all of our language recognition systems on the 2011 NIST Language Recognition Evaluation (LRE11), which covers 24 languages\(^4\) coming from telephone and broadcast audio and has test durations of 3, 10, and 30 seconds [24]. The hyper-parameters for each of these systems – i.e., the UBM, the i-vector extractor, and the discriminative backend – are trained using the same training and development data from [27],\(^5\) which we will refer to as LRE-train and LRE-dev, respectively. For our acoustic unit discovery on multilingual data, we used a subset of LRE-train consisting of 10 hours from each of the 24 evaluation languages, yielding a 240-hour LRE-subset dataset. For proper comparison with previous work in [57], we also use a 100-hour subset of Switchboard I [85] as defined by the example system distributed with Kaldi [95], which we will abbreviate as SWB. Finally, while all of the experiments in this section report results on LRE11, we demonstrate the generalizability of our methods in Section 5.5 by applying them to the 2015 NIST LRE (LRE15) [25, 106], which features a modified evaluation protocol involving explicit language clusters.

5.4.2 Spectral Feature Baseline

Following previous work, our baseline results come from an i-vector system built using spectral features. The baseline in [57], as well as in other work [13, 27, 107, 108], used Shifted Delta Cepstral (SDC) features in the conventional 7-1-3-7 scheme, which we described in Chapter 2. The seven static cepstra are appended to the 49 SDC features to produce a 56-dimensional acoustic feature vector. A more detailed explanation on how the SDC are obtained can be found in [107]. Whereas the work in [27] included vocal tract length normalization and feature-domain nuisance attribute projection, these techniques are neither used in our work nor that of [57].

5.4.3 Transcribed SWB Benchmark

We use the results obtained in [57] as our supervised benchmark system. This system trains a DNN from 4,199 senone target labels generated at the tri4a step from the

\(^4\)The LRE11 languages include Arabic-Iraqi, Arabic-Levantine, Arabic-Maghrebi, Arabic-MSA, Bengali, Czech, Dari, English-American, English-Indian, Farsi, Hindi, Lao, Mandarin, Pashto, Polish, Punjabi, Russian, Slovak, Spanish, Tamil, Thai, Turkish, Ukrainian, and Urdu.

\(^5\)Some of the corpora represented include CallFriend, CallHome, Mixer, OHSU, and OGI-22, VOA, Radio Free Asia/Europe, GALE broadcasts, and Arabic corporal from the LDC and Appen [27].
s5b recipe of the Kaldi example for Switchboard I [95], which we also adopted in Subsection 5.2.6.

### 5.4.4 Initial Results

In our initial experiment, we fix the number of acoustic units at 100 and run acoustic unit discovery on SWB and LRE-subset. This results in per-frame unit sequences for the 100 units and corresponding 300 states (for each 3-state HMM), both of which can be used as targets for DNN training. As described in Subsection 5.2.6, we also treat the resulting unit sequences as transcriptions and train an acoustic unit recognizer. We present our results obtained at two different stages of recognizer training: speaker-independent triphones (SI) and speaker-dependent (SD) modeling, which includes MLLT, fMLLR, and speaker adaptive training.

Table 5.1 presents our initial results, where for simplicity, we only show the average detection cost, $C_{avg}$, (as described in Chapter 2 and [24, 27]) on 30 second test segments of LRE11. In comparing between rows, we can see that running acoustic unit discovery on the multilingual LRE-subset is consistently better than running the unit discovery on the English-only SWB. This can be explained as either a result of domain adaptation to the multiple LRE11 languages or the effect of having 240 hours in the LRE-subset data versus 100 hours in SWB, or some combination of both. That said, the virtue of unsupervised methods is that they can be applied to the untranscribed multilingual data that matches the test domain; as such, subsequent results will be limited to units discovered on the LRE-subset.

Examining the columns from left to right, we can also see that each additional step of model refinement corresponds to additional improvements. Going from per-frame unit sequences (100) to context-independent HMM state sequences (300) yielded the most substantial gain; we note once again that both sets of sequences are solely the result of the acoustic unit discovery inference process (involving segment boundaries) and not a result of the unit recognizer training discussed in Subsection 5.2.6. During unit recognizer training, the SI step utilizes context tree-based clustering that yields $\sim$2500 senones, while the SD step yields $\sim$4500 senones and incorporates speaker adaptive training [95]. As a result, we are able to obtain results comparable to the acoustic baseline using SDC features (Subsection 5.4.2). However, such performance is still significantly worse than that of the transcribed SWB benchmark (Subsection 5.4.3).

---

$^6$Recall from Subsection 5.2.6 that the subsequent unit recognizer training ignores the original segment boundaries, $b_t$, from the acoustic unit discovery process and defines its own via the standard HMM training algorithms (forward-backward and Viterbi).
Table 5.1: Initial language recognition results on 30 second test segments of LRE11; the numbers shown are the average detection costs $C_{avg} \times 100$. The SWB row shows the results of a system built from acoustic units discovered on a 100-hour subset of Switchboard I (English), while the LRE-subset row corresponds to that of a system build from units discovered on 240 hours of multilingual data. The various columns show the results at different stages of unit discovery (unit cluster labels versus HMM hidden state labels) and unit recognizer training (speaker-independent and speaker-dependent). The bottom two rows show our baseline and benchmark results, respectively.

<table>
<thead>
<tr>
<th></th>
<th>100 units</th>
<th>300 states</th>
<th>SI</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>SWB (100 hrs)</td>
<td>9.10</td>
<td>7.36</td>
<td>6.29</td>
<td>5.89</td>
</tr>
<tr>
<td>LRE-subset (240 hrs)</td>
<td>9.02</td>
<td>6.67</td>
<td>5.65</td>
<td>5.24</td>
</tr>
</tbody>
</table>

**Table 5.2:** Score-level fusion results on LRE11 for various test segment lengths (30, 10, and 3 seconds); the numbers shown are the average detection costs $C_{avg} \times 100$. We fuse the Spectral Feature Baseline (Subsection 5.4.2) with the best-performing system from Table 5.1, which was built on the LRE-subset data using acoustic unit discovery (AUD) and speaker-dependent recognizer training. The results in Table 5.2 suggest that the unit discovery-based system captures language-related information complementary to that of the spectral feature baseline. Fusing these two systems together yields a 27%, 29%, and 14% relative gain on 30-, 10-, and 3-second test segments, respectively, and significantly reduces the gap between the baseline and the transcribed SWB benchmark without using any transcribed data.

<table>
<thead>
<tr>
<th></th>
<th>30 sec</th>
<th>10 sec</th>
<th>3 sec</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Spectral Feature Baseline</em></td>
<td>5.29</td>
<td>10.4</td>
<td>21.4</td>
</tr>
<tr>
<td><em>AUD(LRE-subset), SD</em></td>
<td>5.24</td>
<td>10.1</td>
<td>20.1</td>
</tr>
<tr>
<td>Fusion of [*] above</td>
<td>3.80</td>
<td>7.17</td>
<td>17.2</td>
</tr>
<tr>
<td>Transcribed SWB Benchmark</td>
<td>2.60</td>
<td>6.25</td>
<td>16.5</td>
</tr>
</tbody>
</table>

5.4.5 Incorporating Fusion

Given the similar performance of both the unit discovery-based system and the spectral feature baseline, we present the result of a score-level system fusion (via multiclass logistic regression [27]) between the baseline and the best-performing system from Table 5.1, which was built on the LRE-subset data using acoustic unit discovery (AUD) and speaker-dependent recognizer training. The results in Table 5.2 suggest that the unit discovery-based system captures language-related information complementary to that of the spectral feature baseline. Fusing these two systems together yields a 27%, 29%, and 14% relative gain on 30-, 10-, and 3-second test segments, respectively, and significantly reduces the gap between the baseline and the transcribed SWB benchmark without using any transcribed data.
5.4.6 Incorporating Transcribed Data

The work presented thus far has focused on a fully unsupervised scenario that involves no transcribed data. Fusing an acoustic unit discovery-based system with a spectral feature baseline reduces the performance gap between the baseline and supervised system based on transcribed English. In practical scenarios, however, we will seldom be limited to situations in which we have absolutely no access to transcribed data or pronunciation dictionaries for any language. Instead, we are more likely to find ourselves in a situation where the linguistic knowledge we have at hand (e.g., American English) does not necessarily match the data we need to work with (e.g., the 23 other languages of LRE11). This situation was thoroughly explored in [57, 82] and is directly reflected in our transcribed SWB benchmark system (Subsection 5.4.3). In this section, we further investigate the effect of utilizing existing transcriptions, but strictly in the context of improving acoustic unit discovery for subsequent language recognition. We would like to see whether an improved representation of speech might result in the discovery of more salient acoustic units and thus improve language recognition performance.

To do so, we use the bottleneck features obtained from the transcribed SWB benchmark system described in Subsection 5.4.3 as the feature representation for acoustic unit discovery. That is, instead of using 39-dimensional MFCC features, we run the entire unit discovery and recognizer training process described in Section 5.2 using the 64-dimensional bottleneck features extracted from the transcribed SWB DNN (Subsection 5.4.3). The resulting per-frame senone labels are then used as output targets to train (from scratch) a brand new DNN whose input layer is, as before, the original 819-dimensional stacked PLP features. In this way, the transcribed SWB bottleneck features (SWB-BN) are used only as a pre-processing step for the unit discovery; thus, their impact manifests solely in the quality of the resulting per-frame senone labels.

Table 5.3 summarizes these results. The first row repeats the results from Tables 5.1 and 5.2 that ran acoustic unit discovery using MFCC features, while the second row displays the results of running acoustic unit discovery using SWB-BN features as described above. We can see the immediate impact of the improved feature representation and note that SD training did not provide any improvement over SI modeling – this makes sense, since the SWB-BN bottleneck features are trained using the speech of many speakers for the explicit purpose of discriminating between phonetic variability – so we only show our SI results. But what is most important to realize is

---

7The work in [57] notes, however, that these same SWB-BN bottleneck features can be effective for speaker recognition when used in tandem with spectral features.
that these SWB-BN features are seen only by the unit discovery process to obtain the resulting per-frame senone sequences that we use as targets for subsequent DNN training. Everything else in our bottleneck i-vector system, from stacked PLP coefficients as DNN inputs to i-vector extraction, remains exactly as described in Section 5.3. Aside from the supervision involved in obtaining the SWB-BN features, the rest of the unit discovery system is still fully unsupervised. This clear difference in performance between the first and second rows of Table 5.3 demonstrates yet again the limitations of MFCC’s as acoustic features.

Because we are now using transcribed SWB data to obtain our bottleneck features, it is only fair to compare our results against those of the transcribed SWB benchmark. While this benchmark is still the best individual system, its fusion with our (now semi-supervised) unit discovery-based system (using supervised SWB-BN features) yields relative gains of 19%, 16%, and 9% on 30-, 10-, and 3-second test segments, respectively. These results suggest that the information each of these two systems focuses on to make its classification decisions may be complementary.

Table 5.3: Score-level fusion results on LRE11 for various test segment lengths (30, 10, and 3 seconds); the numbers shown are the average detection costs $C_{\text{avg}} \times 100$. The first row, $\text{AUD}(\text{LRE-subset, MFCC}), SD$, is the same result reported in Table 5.2. As discussed in Subsection 5.4.6, the results in the second row, $\text{AUD}(\text{LRE-subset, SWB-BN}), SI$, incorporate transcribed SWB data into the acoustic unit discovery process in the form of BN features. Our best results are obtained by fusing this semi-supervised system with the Transcribed SWB Benchmark (Subsection 5.4.3).

<table>
<thead>
<tr>
<th></th>
<th>30 sec</th>
<th>10 sec</th>
<th>3 sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{AUD}(\text{LRE-subset, MFCC}), SD$</td>
<td>5.24</td>
<td>10.1</td>
<td>20.1</td>
</tr>
<tr>
<td>** $\text{AUD}(\text{LRE-subset, SWB-BN}), SI$**</td>
<td>2.87</td>
<td>7.27</td>
<td>18.1</td>
</tr>
<tr>
<td>** Transcribed SWB Benchmark**</td>
<td>2.60</td>
<td>6.25</td>
<td>16.5</td>
</tr>
<tr>
<td>Fusion of [**] above</td>
<td>2.10</td>
<td>5.21</td>
<td>15.0</td>
</tr>
</tbody>
</table>

We realize that there are a variety of other ways in which the transcribed SWB data can be utilized alongside the LRE-subset data in the form of unsupervised domain adaptation. For the sake of comparison, we explore a few of these methods but note that a thorough treatment of this problem is not the intended focus of this paper; our work simply aims to address the use of large-scale acoustic unit discovery as a tool to obtain features for language recognition. As a first experiment, we built and tuned an English recognizer from the transcribed SWB data (SWB-ASR), used the recognizer to decode the LRE-subset data, and built a new DNN from the corresponding per-frame senone sequences. For the next experiment, instead of a recognizer, we simply used the original SWB-BN DNN to classify each frame of the
LRE-subset data. Those classification results were then used as (potentially noisy) targets to train a brand new DNN from scratch.\footnote{Training a new DNN from scratch yielded better results than simply fine-tuning the original SWB-BN DNN.} In Table 5.4, we can see that both experiments yielded individual and score-level fusion results that were similar to those obtained via our acoustic unit discovery bottleneck i-vector system.

Table 5.4: Individual and score-level fusion results on LRE11 for various test segment lengths (30, 10, and 3 seconds); the numbers shown are the average detection costs $C_{\text{avg}} \times 100$. All of the systems shown here use transcribed SWB in some way, and all but the benchmark system (Row 4) incorporate the use of LRE-subset data. \textbf{AUD} (Row 1) is the same result from Table 5.3 for a system that uses transcribed SWB data to obtain BN features for acoustic unit discovery on LRE-subset data. \textbf{SWB-ASR} (Row 2) uses a recognizer built from SWB to decode the LRE-subset data. \textbf{SWB-BN DNN} (Row 3) classifies each frame of the LRE-subset data using a DNN built from transcribed SWB data. Finally, our transcribed SWB benchmark result is shown again in Row 4.

<table>
<thead>
<tr>
<th></th>
<th>30 sec</th>
<th>10 sec</th>
<th>3 sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 AUD(LRE-subset, SWB-BN), SI</td>
<td>2.87</td>
<td>7.27</td>
<td>18.1</td>
</tr>
<tr>
<td>2 SWB-ASR, Decode LRE-subset</td>
<td>2.96</td>
<td>7.25</td>
<td>17.2</td>
</tr>
<tr>
<td>3 SWB-BN DNN, Classify LRE-subset</td>
<td>2.69</td>
<td>6.72</td>
<td>16.8</td>
</tr>
<tr>
<td>4 Transcribed SWB Benchmark</td>
<td>2.60</td>
<td>6.25</td>
<td>16.5</td>
</tr>
<tr>
<td>Fusion: 1 + 4</td>
<td>2.10</td>
<td>5.21</td>
<td>15.0</td>
</tr>
<tr>
<td>Fusion: 2 + 4</td>
<td>2.12</td>
<td>5.07</td>
<td>14.2</td>
</tr>
<tr>
<td>Fusion: 3 + 4</td>
<td>2.16</td>
<td>5.11</td>
<td>14.9</td>
</tr>
</tbody>
</table>

While the results shown in Table 5.3 demonstrate that even a little linguistic knowledge from just a single language (i.e., English) can have a huge impact in a multilingual setting (i.e., LRE11 performance), the results from Table 5.4 further suggest that such supervision can be utilized in a variety of ways and still yield good results. We can also see that the original benchmark system (Row 4 of Table 5.4), which simply uses the original SWB-BN features for language recognition, continues to be the single best-performing system. This may imply that bottleneck features are the most robust when trained using only labels obtained in a fully supervised fashion. We defer a more in-depth exploration of this phenomenon to future work.

5.5 Discussion

So far, we have seen that a large-scale acoustic unit discovery system can yield a segmentation and clustering of untranscribed data that is useful for language recog-
nition. And while our focus continues to be on a fully unsupervised approach, we have also seen that even a little bit of supervision can go a long way to improve results. In this section, we discuss some of the other approaches we tried that did not work as well as planned and then demonstrate the generalizability of our approach to the previously unseen LRE15 data.

5.5.1 Negative Results

In the development of our proposed system, we explored the use of various levels of supervision in initializing the acoustic unit discovery process. In one experiment, we initialized our HMMs with a set of transcription-derived alignments (i.e., SWB). In another, we initialized our HMMs at random, but at every iteration, we updated our models using statistics accumulated from both the newly-sampled alignments (on LRE-subset) and the transcription-derived alignments (from SWB). We also tried scaling the statistics from these respective alignments in various ways to adjust the amount our updated model relied on each one. Our hypothesis was that maintaining some level of supervision might help anchor an otherwise unsupervised process; however, this set of experiments yielded results that were no different from simply initializing the HMMs at random and accumulating statistics from just the newly-sampled alignments.

We also considered different ways to obtain our set of potential phonetic boundaries (i.e., \( \{b_t\} \) from Section 5.2). In addition to using the acoustic cues-based method from [98] with various parameter settings, we also experimented with the phone boundaries obtained from decoding the data using a speech recognizer trained on SWB. We found, however, that language recognition performance overall remained fairly stable across different segmentation methods, so long as the determined boundaries occurred at a reasonable frequency and, as discussed in Section 5.2.5, the prior on the boundary variables is biased towards being turned on (i.e., \( P(b_t = 1) = 0.8 \)). Because the unit recognizer training step subsequently redefines these initial boundaries, the quality of the discovered units seems to be most dependent on how well we can cluster the data given the feature representation (i.e., MFCC or SWB-BN).

5.5.2 The 2015 NIST Language Recognition Evaluation

Despite the amount of system development involved in obtaining the results described in Section 5.4, we demonstrate here that our proposed methods can generalize from LRE11 to a previously-unseen language recognition evaluation. The 2015 NIST Language Recognition Evaluation encompasses 20 languages that can be grouped into
six clusters\(^9\) and, just like the LRE11, contains test durations of 3, 10, and 30 seconds [25]. Unlike previous evaluations, LRE15 focused on classifying target languages within the six language clusters. As such, we present our results on each language cluster, with the exception of French, as well as an average over all clusters. It was determined during the post-evaluation workshop that the French language cluster data featured a systematic channel mismatch between the train and test segments that led to near-random classification performance for most submitted systems. Furthermore, it was noted that Haitian Creole has a range of spoken forms, with the more formal variety being more French-like and the informal variety much less so [106]. Addressing this issue is beyond the scope of this investigation, so we omit these results; but for future work, it would be interesting to investigate more channel-robust (and speaker-independent) methods for unit discovery.

We used the development data provided by NIST: 141 hours of Arabic, 52 hours of Chinese, 65 hours of English, 4 hours of French, 23 hours of Iberian, and 30 hours of Slavic. A more complete breakdown of the amount of speech provided for the languages within each cluster can be found in [106]. Despite the uneven distribution of these data across the various language clusters, we decided against selecting a more balanced subset and ran our initial experiments using all of it.

The top three rows of Table 5.5 are analogous to the results shown in Table 5.2, which respectively include baseline results using just spectral features, results from units discovered on MFCC features, and results from a fusion of the two. The lower three rows present results analogous to those shown in Table 5.3, which include results from units discovered on SWB-BN features, benchmark results using just SWB-BN features, and results from a fusion of the two, respectively.

Table 5.5: Results on LRE15 broken down by language cluster – Arabic, Chinese, English, Iberian, and Slavic – the numbers shown are the average detection costs \(C_{avg} \times 100\).

<table>
<thead>
<tr>
<th></th>
<th>Ar</th>
<th>Ch</th>
<th>En</th>
<th>Ib</th>
<th>Sl</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>* Spectral Baseline</td>
<td>26.6</td>
<td>23.4</td>
<td>16.9</td>
<td>23.4</td>
<td>11.4</td>
<td>20.3</td>
</tr>
<tr>
<td>* AUD(MFCC), SD</td>
<td>24.6</td>
<td>18.4</td>
<td>18.3</td>
<td>21.9</td>
<td>7.27</td>
<td>18.1</td>
</tr>
<tr>
<td>[*] above fused</td>
<td>24.1</td>
<td>18.1</td>
<td>14.7</td>
<td>20.9</td>
<td>6.32</td>
<td>16.8</td>
</tr>
<tr>
<td>** AUD(SWB-BN), SI</td>
<td>19.6</td>
<td>13.3</td>
<td>12.7</td>
<td>18.5</td>
<td>3.89</td>
<td>13.6</td>
</tr>
<tr>
<td>** SWB-BN Benchmark</td>
<td>19.6</td>
<td>13.1</td>
<td>11.2</td>
<td>18.4</td>
<td>3.27</td>
<td>13.1</td>
</tr>
<tr>
<td>[**] above fused</td>
<td>18.6</td>
<td>11.8</td>
<td>10.3</td>
<td>17.1</td>
<td>2.89</td>
<td>12.1</td>
</tr>
</tbody>
</table>

\(^9\)Arabic – Egyptian, Iraqi, Levantine, Maghrebi, Modern Standard; Chinese – Cantonese, Mandarin, Min, Wu; English – British, General American, Indian; French – West African, Haitian Creole; Iberian – Caribbean Spanish, European Spanish, Latin American Spanish, Brazilian Portuguese; Slavic – Polish, Russian
We can see in Table 5.5 that the same trends from our LRE11 results persist in LRE15, thus demonstrating the applicability of our approach to different languages. In fact, acoustic unit discovery using MFCC features does substantially better than the spectral feature baseline on all language clusters except for English. Furthermore, the performance of our acoustic unit discovery-based system using SWB-BN features is just about the same as that of the SWB-BN Benchmark, again with the exception of English. Finally, we should note that in our actual submission to the LRE15, the two best performing individual systems were the SWB-BN Benchmark with a slightly different DNN configuration (i.e., 80 nodes at the bottleneck layer) and our acoustic unit discovery-based system as described here [106].

5.5.3 Exploring Language Specificity

Because the LRE15 explicitly focuses on distinct language clusters, we also explore the impact of language-specific perspectives in our unit discovery. Each row of Table 5.6 shows the result of building a language recognition system via unit discovery (on MFCC features) on just the specified language cluster. In each column, we highlight the best result obtained on the corresponding language cluster. This yields a fairly strong diagonal, where the only off-diagonal element is likely due to the lack of Iberian data relative to the amount of Arabic data. Otherwise, our results seem to confirm the notion that learning units on a particular family of related languages does indeed improve recognition performance for that specific language cluster, which may not be terribly profound but serves as further evidence that our acoustic unit discovery process captures language-specific information. Finally, fusing together the five language cluster-specific systems also yields a stronger result on each language cluster than simply discovering acoustic units from all languages pooled together.

A natural extension of these results would be a set of experiments that separate the impact of data amount from that of language specificity. In particular, Table 5.7 shows the results of running unit discovery on the same amount of data from each language cluster and building respective language recognition systems for each one. Iberian is our most data-limited language cluster, so we use all of its data and randomly select a 23-hour subset of data from every other language cluster for acoustic unit discovery. Upon highlighting the corresponding row that obtains the best result for each column, we see a diagonal that is not confounded by an imbalance of training data between language clusters. Compared to the results shown in Table 5.6, we can see that a decrease in the amount of data used for acoustic unit discovery on each language cluster seems to worsen language recognition performance on average, but not all language clusters are affected in the same way. For example, all of the results
Table 5.6: Results on LRE15 broken down by language cluster – Arabic, Chinese, English, Iberian, and Slavic – the numbers shown are the average detection costs $C_{avg} \times 100$. For each of these systems, we run acoustic unit discovery using only the data from the language cluster specified and build a language recognition system to classify languages from all five language clusters.

<table>
<thead>
<tr>
<th></th>
<th># hrs</th>
<th>Ar</th>
<th>Ch</th>
<th>En</th>
<th>Ib</th>
<th>Sl</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ar</td>
<td>141</td>
<td>25.1</td>
<td>20.3</td>
<td>18.8</td>
<td>22.0</td>
<td>8.21</td>
<td>18.9</td>
</tr>
<tr>
<td>Ch</td>
<td>52</td>
<td>25.6</td>
<td>19.8</td>
<td>17.8</td>
<td>22.9</td>
<td>9.14</td>
<td>19.0</td>
</tr>
<tr>
<td>En</td>
<td>65</td>
<td>25.8</td>
<td>19.5</td>
<td>15.9</td>
<td>23.0</td>
<td>8.20</td>
<td>18.5</td>
</tr>
<tr>
<td>Ib</td>
<td>23</td>
<td>27.3</td>
<td>21.5</td>
<td>19.8</td>
<td>22.5</td>
<td>9.71</td>
<td>20.2</td>
</tr>
<tr>
<td>Sl</td>
<td>30</td>
<td>26.5</td>
<td>20.5</td>
<td>19.6</td>
<td>22.7</td>
<td><strong>7.63</strong></td>
<td>19.4</td>
</tr>
<tr>
<td>Fused</td>
<td>(315)</td>
<td>24.5</td>
<td>17.6</td>
<td>14.8</td>
<td>20.6</td>
<td>6.11</td>
<td>19.5</td>
</tr>
<tr>
<td>All</td>
<td>315</td>
<td>24.6</td>
<td>18.4</td>
<td>18.3</td>
<td>21.9</td>
<td>7.27</td>
<td>18.1</td>
</tr>
</tbody>
</table>

on the English language cluster actually improve with the decrease in the amount of provided data for acoustic unit discovery. Table 5.5 also reflects this anomaly: the spectral baseline significantly outperforms the unit discovery method (16.9 vs. 18.3) on the English language cluster. Our future investigations will explore the causes of such systematic discrepancies in our results on the English language cluster.

Table 5.7: Results on LRE15 broken down by language cluster – Arabic, Chinese, English, Iberian, and Slavic – the numbers shown are the average detection costs $C_{avg} \times 100$. For each of these systems, we run acoustic unit discovery using only a 23 hour subset of the data from the language cluster specified and build a language recognition system to classify languages from all five language clusters.

<table>
<thead>
<tr>
<th></th>
<th># hrs</th>
<th>Ar</th>
<th>Ch</th>
<th>En</th>
<th>Ib</th>
<th>Sl</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ar</td>
<td>23</td>
<td>25.8</td>
<td>21.4</td>
<td>18.6</td>
<td>22.9</td>
<td>8.84</td>
<td>19.5</td>
</tr>
<tr>
<td>Ch</td>
<td>23</td>
<td>26.7</td>
<td>21.0</td>
<td>17.5</td>
<td>22.9</td>
<td>10.2</td>
<td>19.7</td>
</tr>
<tr>
<td>En</td>
<td>23</td>
<td>26.5</td>
<td>21.8</td>
<td>15.7</td>
<td>23.0</td>
<td>9.37</td>
<td>19.3</td>
</tr>
<tr>
<td>Ib</td>
<td>23</td>
<td>27.3</td>
<td>21.5</td>
<td>19.8</td>
<td><strong>22.5</strong></td>
<td>9.71</td>
<td>20.2</td>
</tr>
<tr>
<td>Sl</td>
<td>23</td>
<td>26.1</td>
<td>21.2</td>
<td>19.1</td>
<td><strong>22.5</strong></td>
<td><strong>8.69</strong></td>
<td>19.5</td>
</tr>
<tr>
<td>Fused</td>
<td>(115)</td>
<td>24.9</td>
<td>18.4</td>
<td><strong>14.2</strong></td>
<td>20.7</td>
<td><strong>7.00</strong></td>
<td><strong>17.0</strong></td>
</tr>
<tr>
<td>All</td>
<td>115</td>
<td>25.3</td>
<td><strong>18.2</strong></td>
<td>16.4</td>
<td>22.0</td>
<td>7.89</td>
<td>18.0</td>
</tr>
</tbody>
</table>

As expected, score-level fusion of the five separate language cluster-specific systems provides the best result on each individual language cluster and overall. The fused system (Fused, 115 hours) also achieves better performance on average and on each individual language cluster except Chinese when compared to the experiment shown in the last row of Table 5.7 in which we pool the 23 hour subsets together and discover a single set of units on all of the languages combined (All, 115 hours). Lastly, comparing the (Fused, 115) and (All, 115) results in Table 5.7 with the (Fused, 315)
and (All, 315) results in Table 5.6, we can see that the results are actually quite similar despite an almost three-fold difference in the amount of data used to for acoustic unit discovery. This seems to suggest that the amount of data may not be the primary factor inhibiting performance.

All of the results from Tables 5.6 and 5.7 are obtained via acoustic unit discovery on MFCC features and, despite significantly improving upon the spectral feature baseline result in Table 5.5, are still far from the respective performances of the SWB-BN benchmark and acoustic unit discovery-based system that uses English-inspired SWB-BN features. Our original intention was to ascertain the true effect of language specificity at the spectral feature level; as such, we chose not to use these English-inspired features in our initial investigation. But for completeness, Table 5.8 presents the result of using SWB-BN features for acoustic unit discovery on a per-language cluster basis, and we can see the corresponding performance improvements. In addition to being better than systems in which all languages are pooled together for acoustic unit discovery, our fusion of language-specific systems does even a bit better than the SWB-BN Benchmark on average.

Table 5.8: Results on LRE15 broken down by language cluster – Arabic, Chinese, English, Iberian, and Slavic – the numbers shown are the average detection costs $C_{avg} \times 100$. For each of these systems, we represent the audio using English-inspired SWB-BN features and run acoustic unit discovery using a 23 hour subset of the data from the language cluster specified. Using these discovered acoustic units, we build a language recognition system to classify languages from all five language clusters.

<table>
<thead>
<tr>
<th></th>
<th># hrs</th>
<th>Ar</th>
<th>Ch</th>
<th>En</th>
<th>Ib</th>
<th>Sl</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ar</td>
<td>23</td>
<td>20.9</td>
<td>16.0</td>
<td>15.2</td>
<td>20.3</td>
<td>6.39</td>
<td>15.8</td>
</tr>
<tr>
<td>Ch</td>
<td>23</td>
<td>22.1</td>
<td>16.1</td>
<td>15.2</td>
<td>20.3</td>
<td>5.72</td>
<td>15.9</td>
</tr>
<tr>
<td>En</td>
<td>23</td>
<td>21.6</td>
<td>15.4</td>
<td>12.8</td>
<td>19.2</td>
<td>5.84</td>
<td>15.0</td>
</tr>
<tr>
<td>Ib</td>
<td>23</td>
<td>21.4</td>
<td>15.3</td>
<td>15.5</td>
<td>19.1</td>
<td>5.40</td>
<td>15.3</td>
</tr>
<tr>
<td>Sl</td>
<td>23</td>
<td>21.3</td>
<td>16.0</td>
<td>15.6</td>
<td>20.8</td>
<td>4.66</td>
<td>15.7</td>
</tr>
<tr>
<td>Fused</td>
<td>(115)</td>
<td>19.5</td>
<td>12.9</td>
<td>11.2</td>
<td>17.6</td>
<td>3.53</td>
<td>12.9</td>
</tr>
<tr>
<td>All subsets together</td>
<td>115</td>
<td>20.2</td>
<td>14.3</td>
<td>13.1</td>
<td>18.3</td>
<td>3.94</td>
<td>14.0</td>
</tr>
<tr>
<td>All languages, all data</td>
<td>315</td>
<td>19.6</td>
<td>13.3</td>
<td>12.7</td>
<td>18.5</td>
<td>3.89</td>
<td>13.6</td>
</tr>
<tr>
<td>SWB-BN Benchmark</td>
<td>–</td>
<td>19.6</td>
<td>13.1</td>
<td>11.2</td>
<td>18.4</td>
<td>3.27</td>
<td>13.1</td>
</tr>
</tbody>
</table>

Our experiment results continue to motivate the need for an improved feature representation for all languages. Our results in Table 5.8 were obtained using transcribed English and did fairly well. However, appropriate features for English may be insufficient for other language clusters. The tonal nature of Chinese, for example, is completely ignored in the standard MFCC-based representation used for English; as such, there remains plenty of room for improvement. As we look ahead to future
work, one experiment that would help ascertain the generalizability of our methods is to use a more appropriate feature representation for Chinese, learn acoustic units on those, and evaluate the new system.

5.6 A Phonotactic Perspective

So far, our discussion has been limited to an acoustic approach to language recognition. For a given utterance whose language we would like to identify, we extract an i-vector that summarizes that utterance’s distribution of acoustic (spectral or bottleneck) features. Another possible approach to language recognition is a phonotactic approach, which deals with combinations of phonemes [3, 109]. In this section, we discuss our initial experiments on phonotactic language recognition.

5.6.1 Introduction to Phonotactic Language Recognition

Languages can, to some extent, be characterized by their phoneme sets. In linguistics, a phoneme is a basic element of a given language that can be used to build words and distinguish them from one another [3]. Phonotactics deals with the rules governing the possible phoneme sequences in a language. In particular, two languages may share a very similar set of phonemes, but their respective combinations of sounds may differ and thus provide information useful for language recognition.

A typical phonotactic approach uses one or more linguistic unit recognizers to tokenize a speech signal into a stream of linguistic units upon which n-gram statistics are extracted. Note that the recognizer can be trained on a language (or languages) that is disjoint from the set of languages that we would ultimately like to identify. These n-gram statistics can be seen as information about the language phonotactics in the utterance and can be used to train statistical language models (or other related representations) for each of the languages in the evaluation set. [3]

In one traditional approach, known as phoneme recognition followed by language modeling (PR-LM) [110, 111], we run a phoneme recognizer on training data from each target language and then train a separate n-gram language model for the corresponding language, thus yielding N language models for N target languages in our language recognition task. During the test phase, we can calculate the likelihood of each utterance with respect to each of the target languages by running the phoneme recognizer on the test speech sample and calculating the likelihood of the produced

\[10\] For a fantastic review of the current state-of-the-art in this field, please refer to [3]; much of this overview is taken directly from it.
phoneme sequence with respect to the corresponding language model. This simulates a situation in which a monolingual person is exposed to utterances from a list of target languages and asked to identify the language of each utterance. [3]

Figure 5-4: System diagram of parallel phoneme recognition followed by language modeling (PPR-LM). In this case, we have three phoneme recognizers at our disposal (Hungarian, Russian, and Czech), and we build generative n-gram language models for each of our languages of interest (Arabic, English, Czech, and Spanish). (Taken from [3].)

This analogy can be extended to that of a multilingual individuals, giving us parallel PR-LM (PPR-LM), in which each utterance is decoded with multiple phoneme recognizers and their corresponding target language-specific n-gram language models [110, 111]. An example of such a system is illustrated in Figure 5-4. Incorporating more phoneme recognizers built for different languages broadens a system’s ability to recognize the different acoustic sequences of all languages. Other attempts to incorporate a better coverage of the various languages include different configurations for multilingual phoneme recognizers [112], as well as the use of acoustic sub-word units without language-specific designations as an alternative to a language-dependent phoneme recognizer [113].

Our work in unsupervised acoustic unit discovery also falls within this framework.
The work in [113] presents a way to obtain a version of our acoustic units – referred to in their work as “acoustic segment models (ASMs)” – by bootstrapping from a set of phone models trained on transcribed multilingual data. Models representing these ASMs are then used to tokenize a test utterance, and a classification decision is made based on its n-gram co-occurrence statistics [113]. In our investigation, we replace their (semi-supervised) ASMs with our discovered acoustic units, which can be obtained in a fully unsupervised or semi-supervised fashion, and run a similar set of experiments to evaluate the efficacy of acoustic unit discovery for phonotactic language recognition.

5.6.2 i-vectors for Phonotactic Language Recognition

Upon tokenizing a test utterance using a unit/phoneme recognizer, recent approaches to phonotactic language recognition have achieved success accumulating an utterance’s n-gram counts into a fixed length vector, which can then be used as input to a discriminative classifier, such a support vector machine (SVM) [114, 115, 116] or logistic regression (LR). However, because the length of this count vector scales exponentially with the order of the n-gram (usually 3 or 4), recent work has been devoted to obtaining a good compact representation of the original n-gram counts that is computationally feasible in terms of both time and memory. One approach achieved success using principal component analysis (PCA) [115]; a more recent approach uses i-vectors in the form of a subspace multinomial model (SMM) [117].

In Chapter 2, we introduced the i-vector, \( w \), as the posterior distribution of coordinates within a linear subspace, \( T \), that parameterizes an utterance’s distribution of acoustic features in the form of a supervector, \( M \), of stacked GMM component means with respect to some existing UBM, \( m \); that is,

\[
M = m + Tw. \tag{5.1}
\]

While this formulation is based on continuous features, we can similarly model discrete features under the subspace paradigm [117]. Discrete events can be modeled using a multinomial distribution and, in a way similar to the original i-vector formulation, we can assume that there is a low-dimensional subspace in which the parameters of the multinomial distributions for individual utterances live. Along similar lines, the work in [118] develops a method to model the component weights of a GMM using non-negative factor analysis.

In the following sections, we provide an overview on how to represent an utterance-specific multinomial distribution using a low-dimensional i-vector. First, we assume...
that all observations are outputs of a single multinomial distribution (i.e., unigram) and derive the subspace multinomial model (SMM) [117]. Then we extend the SMM to allow us to model language phonotactics in a way that is consistent with the n-gram model \((n > 1)\); this is known as the subspace n-gram model (SnGM) [119]. A more comprehensive derivation of these models can be found in [3]; our overview offers just the essentials.

The Subspace Multinomial Model (SMM)

In a deliberate abuse of notation, we define for utterance \(u\) and unigram \(e \in \{1, ..., E\}\) an utterance-dependent model parameter, \(M_{ue}\), representing the probability for the corresponding unigram, as

\[
M_e(u) = \frac{\exp(m_e + t_e w(u))}{\sum_{i=1}^{E} \exp(m_i + t_i w(u))}, \tag{5.2}
\]

where \(w(u)\) is an utterance-dependent latent variable, \(m_e\) is the \(e^{th}\) component of the \(E\)-dimensional vector \(m\), and \(t_e\) is the \(e^{th}\) row of the subspace matrix, \(T\), which spans a linear subspace in the log-probability domain.

Given parameters \(m\) and \(T\), we can estimate \(w(u)\) to maximize the log-likelihood of utterance \(u\), which is given as

\[
\log P(c(u)|M(u)) = \sum_{e=1}^{E} c_e(u) \log M_e(u), \tag{5.3}
\]

where \(c_e(u)\) is the occupation count for unigram \(e\) in utterance \(u\) and, correspondingly, \(c(u)\) is an \(E\)-dimensional vector of observed unigram counts. As defined with the softmax normalization above, the \(E\)-dimensional vector \(M(u)\) parameterizes a probability distribution over the unigrams in \(u\). A more comprehensive explanation of how these parameters \((m, T, w)\) are estimated in iterative fashion using maximum likelihood (ML) estimation is beyond the scope of this overview, but can be found in [3, 117, 120]. This is known as the subspace multinomial model (SMM).

This formulation assumes that each element in utterance \(u\) is generated independently from a single multinomial distribution (i.e., \(\sum_e M_e(u) = 1\)), which limits its application to the unigram approximation.\(^{11}\) A subsequent extension of this work estimates i-vectors that correctly maximize the likelihood of the observed phoneme sequences under n-gram model assumptions for \(n > 1\) [119].

\(^{11}\)In practice, however, this model still achieved relative success when applied to 3-grams [117].
The Subspace n-gram Model (SnGM)

In the n-gram model, we assume that n-grams with the same history, $h$, are drawn from the same multinomial distribution and n-grams with different histories are drawn from different multinomial distributions. That is, suppose we are given a decoded sequence of units from an utterance $u = \{l_1, l_2, l_3, ..., l_W\}$. Then, in another deliberate abuse of notation, we assume that the conditional distribution of a phoneme $l$ given its history $h$ is a multinomial distribution with parameters $M_{hl}$; i.e.,

$$\log P(l|h) = \log M_{hl},$$

(5.4)

where $M_{hl} > 0$ and $\sum_l M_{hl} = 1$. Note in this case that $\sum_h \sum_l M_{hl} \neq 1$, whereas in the unigram SMM discussed previously, $\sum_h \sum_l M_{hl} = \sum_e M_e = 1$. The parameters of the corresponding utterance-specific multinomial distribution can be represented as

$$M_{hl}(u) = \frac{\exp(m_{hl} + t_{hl} \mathbf{w}(u))}{\sum_{i=1}^E \exp(m_{hi} + t_{hi} \mathbf{w}(u))},$$

(5.5)

where $m_{hl}$ is the log-probability of n-gram $hl$ calculated over all the training data, $t_{hl}$ is a row of a low-rank rectangular matrix $T$ and $\mathbf{w}(u)$ is an utterance-specific low-dimensional i-vector. Given parameters $\{m_{hl}\}$ and $T$, we can estimate $\mathbf{w}(u)$ to maximize the log-likelihood of utterance $u$, which is given as

$$\sum_{i=1}^W \log P(l_i|h_i) = \sum_h \sum_l c_{hl}(u) \log M_{hl}(u).$$

(5.6)

The EM-like algorithm involved in estimating these parameters in iterative fashion to maximize a regularized form of this likelihood function is discussed in [3, 119]. We apply this subspace n-gram model in our subsequent experiments.

5.6.3 Initial Experiments

A large proportion of recent developments in phonotactic language recognition utilize the Hungarian phone recognizer developed at the Brno University of Technology (BUT) [121] to obtain the necessary n-gram counts for processing [3, 115, 117, 119]. To avoid introducing the additional complexity involved in comparing with another system developed using a completely different set of labeled data, we will continue presenting our results using only the SWB and LRE datasets previously described and note here that our intent is not to present state-of-the-art results in phonotactic language recognition, but to explore the effectiveness of our discovered acoustic units.
in a phonotactic setting. As such, we present as our baseline a phonotactic system built from the speech recognizer trained on SWB data, which we refer to as SWB-ASR. For consistency, this is the same SWB-ASR with which we built a bottleneck i-vector system and obtained the results on acoustic language recognition shown on Row 2 of Table 5.4. Because this recognizer employs a language model tuned for English, this is indeed a weak and unfair baseline; however, our attempts to improve its performance via the use of a null grammar yielded insignificant gains. It is possible that the discrepancy between these baseline results on Row 0 and the rest of those shown in Table 5.9 is the result of a language and recording channel domain mismatch between SWB and LRE data, but further experimentation would be required to substantiate this claim. For now, what we observe is that the English speech recognizer trained on 100 hours of SWB data seems to be an ill-suited tokenizer for phonotactic language recognition.

In our initial experiments, we use the acoustic units discovered on the LRE-subset data represented by our SWB-BN features (Table 5.3) and build various phonotactic i-vector language recognition systems. The most primitive system involves using the context-independent acoustic model obtained from the original acoustic unit discovery and running one iteration of Gibbs sampling on all of the LRE11 data; we will refer to this as CI sampling. As a more advanced system, we use the context-dependent, speaker-independent acoustic model derived from these units alongside a null grammar, with which we decode all of the LRE11 data; we will subsequently refer to this as CD-SI decode. In both of these systems, we use the resulting unit sequences to train an i-vector extractor based on the SnGM described above. From our 100 acoustic units, we accumulate statistics on $100^2 = 10,000$ bigrams. Furthermore, while better results can be obtained using expected (soft) counts from our decoding lattices [122], we simplify our process and accumulate hard counts from the 3-best paths through our phone lattices.

For comparison, we also use the corresponding 1-best, per-frame senone sequences from the decoded LRE11 data and apply both the SMM to extract i-vectors as well as the PCA-based feature extraction from [115]. Because senones themselves are context-dependent triphone states, they should provide relevant contextual information that is comparable to the bigram model above; we will refer to these systems as senone SMM and senone PCA, respectively. Table 5.9 displays our initial results; note that the results for all the systems shown in Rows 1-6 are obtained from the same set of acoustic units discovered on the LRE-subset data using SWB-BN features.

\[^{12}\text{Previous works using the BUT Hungarian phone recognizer [121] accumulated }33^3 = 35937\text{ trigram counts [115, 117, 119].}\]
Furthermore, all systems including the baseline result in Row 0 use exactly the same amount of labeled data.

Table 5.9: Initial results on LRE11 for various test segment lengths (30, 10, and 3 seconds) using a phonotactic i-vector approach; the numbers shown are the average detection costs, \( C_{\text{avg}} \times 100 \). The first six systems (Rows 0-5) are discussed in Section 5.6.3; the Acoustic bottleneck i-vector result is repeated from Table 5.3 in Section 5.4.6.

<table>
<thead>
<tr>
<th></th>
<th>30 sec</th>
<th>10 sec</th>
<th>3 sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>SWB-ASR / phone seq. / bigram SnGM</td>
<td>18.6</td>
<td>28.9</td>
</tr>
<tr>
<td>1</td>
<td>CI sampling / unit seq. / bigram SnGM</td>
<td>11.4</td>
<td>18.2</td>
</tr>
<tr>
<td>2</td>
<td>CD-SI decode / unit seq. / bigram SnGM</td>
<td>10.5</td>
<td>16.2</td>
</tr>
<tr>
<td>3</td>
<td>CD-SI decode / per-frame senone / SMM</td>
<td>9.26</td>
<td>16.7</td>
</tr>
<tr>
<td>4</td>
<td>CD-SI decode / per-frame senone / PCA</td>
<td>8.23</td>
<td>16.8</td>
</tr>
<tr>
<td>5</td>
<td>Fusion: 2 + 4</td>
<td>6.73</td>
<td>13.8</td>
</tr>
<tr>
<td>6</td>
<td>Acoustic bottleneck i-vector (cf. Table 5.3)</td>
<td>2.87</td>
<td>7.27</td>
</tr>
</tbody>
</table>

Despite the myriad ways in which we can improve upon these results – using expected trigram counts, tuning the i-vector dimensionality and SnG regularization parameter, et cetera – it is clear from Table 5.9 that there is a significant discrepancy between the results obtained via any of our phonotactic approaches (Rows 0-5) and the results of our acoustic approach to language recognition (Row 6). Note that the results in Rows 1-5 used SWB-BN features for acoustic unit discovery and are, even with the expert-level knowledge, still significantly worse than the spectral feature baseline acoustic approach (cf. Table 5.2) that uses neither labeled data nor unit discovery.

Nevertheless, a slightly closer look at these results yields a few insights that we can explore further. First, decoding the LRE data using our trained, context-dependent unit recognizer (Row 2) seems to do better than sampling from our mono-unit acoustic model (Row 1). Second, while a simple PCA applied to per-frame senone sequences (Row 4) seems to perform best on the longer, 30-second test segments, the bigram SnGM (Row 2) stands out on the shorter, 10- and 3-second test segments. In light of this, we show a fusion of these results in Row 5 to illustrate the best we can do. However, these results are still far worse than the previous result obtained using acoustic bottleneck features (Row 6).

5.6.4 Exploiting Fusion and Language Specificity

Throughout this chapter, we have observed both the effectiveness of score-level fusion and the importance of language specificity. We should also realize that, with the
exception of the fusion result in Row 5, each of the results in Table 5.9 were obtained from just a single PR-LM system, in which we have a “phoneme” (i.e., acoustic unit) recognizer followed by a language modeling scheme in the form of SnGM, SMM, or PCA-based i-vectors. Recall from our introduction in Section 5.6.1 that performance gains in phonotactic language recognition are often obtained via the use of multiple phoneme recognizers in the form of parallel PR-LM, or PPR-LM. To this end, we return to the notion of language specificity explored earlier and exploit the LRE data in a way that only our acoustic unit discovery method can:

1. Build a separate acoustic unit recognizer for each of the 24 languages in LRE11;

2. For each language-specific acoustic unit recognizer, accumulate bigram statistics from all of the LRE data and train an i-vector extractor based on the SnGM;

3. Fuse together all 24 language recognition systems at the score level.

Table 5.10 provides a summary of these results. To provide additional clarity, we also report the worst, average, and best results obtained by individual languages for the various test segment lengths. Comparing these results with those in Table 5.9, we can see that the individual phonotactic systems built from specific languages are, at best, still slightly worse than a single phonotactic system built from all languages combined; however, we should also keep in mind that each of these systems was built on only a fraction of the data! Ultimately, a score-level fusion of systems built from individual languages yields immense improvements, thus suggesting once again the importance and benefit of combining different language-specific perspectives.

Table 5.10: Results of score-level fusion on LRE11 for various test segment lengths (30, 10, and 3 seconds) using a phonotactic i-vector approach; the numbers shown are the average detection costs, $C_{avg} \times 100$. For this experiment, we ran acoustic unit discovery on 10 hours of each of the 24 LRE11 languages, built a unit recognizer for each of them, and then used each recognizer to build a phonotactic language recognition system based on unit bigram counts and i-vectors based on the SnGM.

<table>
<thead>
<tr>
<th></th>
<th>30 sec</th>
<th>10 sec</th>
<th>3 sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>Worst of Individual Languages</td>
<td>12.9</td>
<td>19.8</td>
<td>33.2</td>
</tr>
<tr>
<td>Mean of Individual Languages</td>
<td>11.6</td>
<td>18.3</td>
<td>31.9</td>
</tr>
<tr>
<td>Best of Individual Languages</td>
<td>10.3</td>
<td>17.0</td>
<td>30.7</td>
</tr>
<tr>
<td>All 24 LRE11 Languages Fused</td>
<td>6.27</td>
<td>9.73</td>
<td>22.4</td>
</tr>
<tr>
<td>Acoustic bottleneck i-vector (cf. Table 5.3)</td>
<td>2.87</td>
<td>7.27</td>
<td>18.1</td>
</tr>
</tbody>
</table>

In another experiment, we run the same procedure outlined above, but instead of using the bigram SnGM to obtain i-vectors, we accumulate per-frame senone unigram

\[\text{We use 10 hours from each language that comprise the LRE-subset data.}\]
statistics from each of the recognizers and simply apply PCA to obtain our i-vectors. We saw in Row 4 of Table 5.9 that this PCA-based method performs relatively well on the longer, 30-second test segments, but worse than the bigram SnGM on shorter test segments. Table 5.11 shows that score-level fusion helps the PCA-based i-vectors obtain comparable performance on shorter test segments and attain even better performance on the 30-second test segments. The effectiveness of a simple PCA-based approach relative to that of the SMM and SnGM is somewhat surprising; we defer to future work a more in-depth analysis of the differences between these i-vector models (PCA, SMM, SnGM) for phonotactic language recognition using discovered acoustic units.

Table 5.11: Results of score-level fusion on LRE11 for various test segment lengths (30, 10, and 3 seconds) using a phonotactic i-vector approach; the numbers shown are the average detection costs, \( C_{\text{avg}} \times 100 \). In this experiment, we ran acoustic unit discovery on 10 hours of each of the 24 LRE11 languages, built a unit recognizer for each of them, and then used each recognizer to build a phonotactic language recognition system based on unigram senone counts and PCA-based i-vectors.

<table>
<thead>
<tr>
<th></th>
<th>30 sec</th>
<th>10 sec</th>
<th>3 sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>Worst of Individual Languages</td>
<td>11.3</td>
<td>21.6</td>
<td>34.7</td>
</tr>
<tr>
<td>Mean of Individual Languages</td>
<td>10.2</td>
<td>20.2</td>
<td>33.4</td>
</tr>
<tr>
<td>Best of Individual Languages</td>
<td>9.24</td>
<td>19.1</td>
<td>32.5</td>
</tr>
<tr>
<td>All 24 LRE11 Languages Fused</td>
<td>4.24</td>
<td>9.72</td>
<td>23.4</td>
</tr>
<tr>
<td>Acoustic bottleneck i-vector (cf. Table 5.3)</td>
<td>2.87</td>
<td>7.27</td>
<td>18.1</td>
</tr>
</tbody>
</table>

5.6.5 Towards Accumulating DNN Softmax Posteriors

As an alternative to phoneme recognizer-based phonotactic approaches, recent work has found success in accumulating the softmax posteriors at the output layer of a DNN over each frame of an entire utterance and using the resulting “expected senone counts” vector as a feature from which to extract SMM-based i-vectors [106]. In this section, we adopt the same approach using the DNNs trained on acoustic unit and present our results in Table 5.12. Each of the systems depicted uses the exact same DNN trained to obtain its respective result in Table 5.3.

We can see that the results in Table 5.12 are indeed better than the results of more traditional phonotactic approaches from Table 5.9; however, they are still significantly worse than the acoustic approaches shown in Table 5.3. In fact, the Transcribed SWB Benchmark result from both Tables 5.12 and 5.3 represent, to some extent, the supervised upper bounds on the performance potential of phonotactic and acoustic approaches, respectively, since the DNN is trained using transcribed English and
Table 5.12: Results on LRE11 for various test segment lengths (30, 10, and 3 seconds) using SMM-based i-vectors extracted from expected senone counts obtained by accumulating the DNN softmax over each frame of an utterance; the numbers shown are the average detection costs, \( C_{\text{avg}} \times 100 \). Each of the systems depicted below uses the exact same DNN trained to obtain the results in Table 5.3.

<table>
<thead>
<tr>
<th></th>
<th>30 sec</th>
<th>10 sec</th>
<th>3 sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>AUD(LRE-subset, MFCC) SD</td>
<td>8.69</td>
<td>14.7</td>
<td>25.5</td>
</tr>
<tr>
<td>AUD(LRE-subset, SWB-BN) SI</td>
<td>5.98</td>
<td>12.9</td>
<td>25.6</td>
</tr>
<tr>
<td>Transcribed SWB Benchmark</td>
<td>4.81</td>
<td>10.5</td>
<td>23.2</td>
</tr>
</tbody>
</table>

involves no acoustic unit discovery. The significant gap in performance isn’t surprising, as acoustic approaches to language recognition have surpassed phonotactic approaches in recent years. The typical strategy for a NIST LRE submission is to fuse together a select subset of these systems that covers both approaches [106].

Finally, the performance gaps between the rows of Table 5.12 are readily apparent. The final row portrays the benefit of expert linguistic knowledge, while the first row represents the outcome of acoustic unit discovery given no initial supervision. The middle row, which uses SWB-BN features for acoustic unit discovery, presents results in between. Yet if SWB-BN features are based on expert linguistic knowledge and acoustic unit discovery can purportedly adapt to new and unseen languages, we should expect to see results that are an improvement to those shown in the final row. As it stands, acoustic unit discovery actually makes matters worse. While we have demonstrated the ability to achieve gains via fusion and language specificity, there remains much to be done to improve the acoustic unit discovery process (and its input feature representation) in such a way that it can ascertain more salient linguistic knowledge. We embark upon this investigation in the following chapter.

5.7 Future Work

As we have commented throughout this chapter, there exist many avenues for future work. Apart from a cursory visual inspection, we have not done much to measure, using existing metrics [123], the quality of the discovered acoustic units using such a large set of multilingual data. To bridge the gap between running unit discovery on MFCCs and discovery acoustic units on SWB-BN features, we could consider incorporating autoencoders of stacked MFCC features, such as in [124], or adopting a bootstrapping approach, in which we learn an initial set of units on MFCCs, train a DNN on those targets, and use the resulting bottleneck features as input to another round of acoustic unit discovery, and so on. We can also update our DNN
architecture to account for language specificity at the output layer; for example, each target class could be a language-specific senone where, during training, we compute our softmax only for the senones pertinent to the current language [125, 126]. Lastly, it might be useful to consider developing a new architecture altogether that can integrate the acoustic unit discovery, context-dependent modeling, and bottleneck feature extraction into a single, data-driven process.

Continuing to explore different language-specific perspectives is certainly ripe with possibilities, especially in the context of LRE15 and our observations with the English and French language clusters. Another easy extension would be to consider the use of different acoustic features for different languages – for example, we mentioned earlier that running unit discovery using MFCCs is far less meaningful on tonal languages such as Chinese. If we were to view the notion of language specificity as a weak form of supervision, then it is evident that even just a little supervision of any form and from any language can be extremely useful. There are many ways to incorporate this that can still be explored, including equivalence constraints on acoustic sequences (e.g., examples of the same word) [127, 128, 129].

5.8 Summary

In this chapter, we explored the application of large-scale acoustic unit discovery as a tool to obtain features for language recognition. To do so, we implemented a parallelized version of a Bayesian nonparametric model from previous work, which let us scale the acoustic unit discovery process from operating on 10 hours of data to discovering acoustic units on hundreds of hours of multilingual data. We use these per-frame sequences of units (or states or senones) as targets to train a DNN that, given stacked spectral features as input, provides a bottleneck feature representation that can be used for i-vector language recognition. We found that a score-level fusion with a baseline system built from acoustic features yields substantial gains and significantly closes the gap between the baseline and a benchmark system built using transcribed English, suggesting that discovered acoustic units may be complementary to spectral features. Subsequently, we also found that using an improved representation of speech (i.e., supervised bottleneck features) as input to our acoustic unit discovery system can yield substantial performance gains, thus motivating the need for a better understanding of the speech signal. We validated the generalizability of our proposed approach by presenting results that exhibit similar trends on the LRE’s from both 2011 and 2015. Finally, we demonstrated on LRE15, as well as in our attempts at phonotactic language recognition, the continued importance and efficacy
of different language-specific perspectives for unit discovery.

In the following chapter, we dig a little deeper into possible improvements for our acoustic unit discovery process. To this end, we return to a monolingual setting and attempt to modify the original, fully unsupervised method of acoustic unit discovery such that it can take into account weak constraints. These constraints may come in the form of pairs or clusters of repeated words, phrases, or even sentences. While an appropriate segmentation and clustering still needs to be learned for each of these utterances, we hope this form of weak supervision can bring forth the discovery of more linguistically meaningful sub-word units.
Chapter 6

Improving Acoustic Unit Discovery: Analysis and Experiments

Previously in Chapter 5, we successfully applied acoustic unit discovery to language recognition and, in doing so, observed a fair amount of room for improvement in our ability to ascertain linguistic knowledge in an unsupervised (or semi-supervised) manner. We saw that an improved feature representation in the form of supervised DNN bottleneck features can yield more salient acoustic units for language recognition; however, these acoustic units were unable provide an improvement over the straightforward application of those supervised bottleneck features, suggesting that there are still many linguistic properties that are not captured by either the unit discovery model or the bottleneck features.

In this chapter, we analyze the behaviors of our acoustic unit discovery method and explore various ways to improve the quality of our discovered units in the linguistic sense. To this end, we return to a monolingual setting and exploit the human-labeled ground-truth conveniences of the TIMIT corpus [99] to run our initial experiments. Instead of using language recognition performance as our primary metric, we will use various methods to evaluate the segmentation and clustering returned by our unit discovery model and proposed modifications. These metrics will include a combination of boundary $F_1$ score (for segmentation), normalized mutual information (for clustering), word (or phone or unit) error rate (for both), and visual inspection. Our hope is that a closer look at the intricacies of the entire process may yield insights into how linguistic knowledge can be better ascertained from data.
6.1 Desiderata

Our ultimate goal is to modify the original, fully unsupervised method of acoustic unit discovery so that it can take into account weak constraints, such as equivalent realizations of words or sentences. For example, Figure 6-1 shows spectrograms for two instances of the same speaker (from Switchboard) saying the word “really;” the phonetic transcription can be found in the green box. We can see the result of our unit discovery run on SWB-BN features: underlined in blue are the parts of the unit sequence that match across both utterances, while highlighted in red are the segments that do not match. We can also see that the segmentation boundaries differ between the transcription and the result of our unit discovery. In particular, if there had been a hypothesized boundary somewhere within unit 5 on the lower spectrogram, perhaps we could have obtained a clustering that matches the 70-90 unit sequence on the upper spectrogram. That said, we should note that the two spectrograms actually look rather different; indeed, it may not be obvious to an untrained eye that these two segments are instances of the same word. It is quite remarkable that so much of the unsupervised segmentation is identical.

During the supervised training of a speech recognizer, the system is given an utterance and a corresponding phonetic sequence of finite length. Via a process known as forced alignment, the system is then tasked with fitting each frame of the utterance to the sequence of HMM states corresponding to the provided phone sequence, thus yielding a phonetic segmentation for the utterance. Recall from Section 5.2.6 that this is also how our unit recognizer training process modifies the original landmark boundaries specified by our unit discovery Gibbs sampling. The difference between traditional speech recognizer training and our unit recognizer training process, however, lies in the origin of these phone/unit sequences.

In the case of the latter, the unit sequences provided for unit recognizer training are the result of sampling from a generative model; as such, outside of the provided acoustic features and assumed (HMM/GMM) model parameters, the unit discovery process is otherwise unconstrained and, by definition, unsupervised. For example, if the respective features of a male /ah/ and a female /ah/ look different enough, then it is perfectly reasonable, from the point of view of the generative model, to have two separate acoustic units for a female /ah/ and a male /ah/. On the other hand, the transcriptions provided in the fully-supervised training of a speech recognizer will likely require that an /ah/ spoken by any speaker be modeled with the same unit. This encourages the /ah/ model to take into account gender and speaker variability, thus making it more speaker independent.

Our goal in this work is to encourage the learning of more speaker-independent
or, at the very least, instance-robust acoustic units. Since both instances of “really” in Figure 6-1 come from the same speaker and occur in isolation from potential coarticulating effects, it would be especially nice to be able to discover the same resulting unit sequence. At the end of the day, we would like to impose the same form of consistency that a supervised phonetic transcription might, but we would like to do so without the use of a lexicon or pronunciation dictionary. Instead, we imagine a scenario in which a user (or some oracle) points out clusters of two or more speech segments (i.e., utterances) that correspond to the same word (or phrase or sentence) and use this knowledge to guide our unit discovery process.

This notion of weak, cluster-based constraints likens back to our explorations using
pairwise speaker labels in Chapter 4. The scenario here is a little more involved in that we still need to obtain a segmentation and clustering at the sub-word unit level. Our weak constraints here simply serve to encourage our acoustic unit discovery to learn the same sequences for sets of corresponding utterances; the actual unit sequences themselves still need to be determined!

Other approaches to guided (i.e., semi-supervised) unit discovery have been explored in [127] and, more recently, in [128, 129]. The work in [127] used spoken term discovery to find pairs of repeated words. For each pair, they perform a dynamic programming alignment of the acoustic observations, thus generating a correspondence between cross-speaker frame pairs that can be used to partition the Gaussians of some GMM into sub-word unit models that exhibit more speaker independence. Subsequent work in [128, 129] uses these correspondences to learn a better neural network-based feature representation of the audio.

Given the relative success of pairwise constraints in [127, 128, 129] in guiding the partitioning of the mixtures of a GMM to obtain more speaker-independent acoustic units, we aim to explore the learning of sub-word unit HMMs (i.e., acoustic units) in a similar fashion. Instead of correspondences between pairs of individual frames, we consider correspondences between sub-word segments and use them to build speaker-independent HMMs. Enforcing such constraints, however, requires a more detailed understanding of each stage in the unit discovery process and the effect of perturbations at each stage. As segmentation and clustering are obviously inter-related, our subsequent explorations will separately consider the impact of segmentation on the resulting clustering, and vice versa. That is, we will begin by analyzing the effect of clustering using these pairwise constraints while assuming the existence of a consistent segmentation. Then we will explore ways to obtain a robust segmentation that utilizes these constraints.

6.2 Data

Because of its implementational convenience, we return to the TIMIT corpus used in [5] for the experiments in this exploration [99]. TIMIT is a corpus of read speech containing broadband recordings of 630 speakers of eight major dialects of American English, each reading ten phonetically rich sentences. Each utterance has been transcribed and verified, and we use these labels as a ground truth on which to base our

\footnote{In future work, we will also explore the effect of difference constraints; i.e., encouraging the learning of different unit sequences that can distinguish between pairs of utterances that contain different spoken content.}
comparisons [99]. Our work will utilize the corpus-specified training, development (dev), and testing subsets in various ways that we will explicitly detail for each experiments. The speakers present in each of the three subsets are disjoint, and none of the sentences recorded in the train subset are present in the dev or test subsets. However, the dev and test subsets share a few realizations of the same sentence recorded by different speakers; we will specify how they are used in our experiments.

The entirety of TIMIT can be broken down into three different types of sentences: the sa sentences recorded by all speakers; the si sentences are each read by two different speakers, and the sx sentences are each spoken by seven different speakers. None of the recorded sa sentences are used in the corpus-specified train, dev, or test sets. The train subset contains 8 recordings (3 si and 5 sx) from each of 462 speakers (326 male and 136 female) – yielding a total of 3696 utterances – which can be broken down as 1 recording for each of 1386 distinct si sentences and, more importantly, 7 separate recordings for each of 330 distinct sx sentences (2310 total utterances). We can see these sx sentences as providing text-equivalent constraints, in which seven different speakers provide realizations of the same text.

It is extremely important to note, however, that even though a sentence may contain the same underlying words, it may not have the same underlying phonetic transcription. For example, one of the most well-known sentences in TIMIT is sa1, which reads, “She had your dark suit in greasy wash water all year.” While this is not a part of the specified training subset that we will use, this is a sentence that all 462 speakers recorded, and the expert-level transcription of these sentences resulted in 458 unique phonetic sequences. In only four instances was there a recording whose pronunciation was exactly the same as that of another speaker!

Of course, this is largely due to utterance length and thus breaks down when we begin to consider speech segments within these utterances. For instance, the words “dark suit” has 102 instances (out of 462) of the same pronunciation: /d aa r kcl k s ux tcl t/. Another popular alternative pronunciation (72 instances) is /d aa r kcl k s ux dx/, where the unvoiced /tcl t/ from the first sequence is replaced with continued voicing in the form of a flap /dx/ in anticipation of the vowel at the start of the next word, “in.” To this end, we must stress that our goal is not to force our acoustic units to marginalize out pronunciation variability across speakers or instances. This would be extremely dangerous – confusing or combining models of inherently different phonemes due to pronunciation variability would be detrimental to our goal of ascertaining linguistic insight for any language. Rather, our intent is to enforce constraints on utterances that we know contain the same pronunciation (i.e., sequence of phonemes) to increase the speaker independence (and instance-
In some of our subsequent experiments, we limit ourselves to just the pronunciation-equivalent (pron-eq-train) subset of the training data. This set of 66 utterances contains 28 distinct sentences, where each sentence has between 2 and 6 recordings that feature the exact same pronunciation sequence from different speakers. We realize that the size of this data set is quite small and that it is possible to obtain a larger set of sub-sentences (i.e., words or phrases) from the many utterances of sx sentences, but we feel that this is a reasonable place to begin our initial explorations.

### 6.3 A Broader Perspective

Previously, the work in [130] proposed a model of unsupervised phonological lexicon discovery to learn phoneme-like and word-like units from acoustic input. Building upon the acoustic unit discovery work in [5], this model integrates an Adaptor Grammar framework [131] that allows for the unsupervised learning of lexicons from unsegmented symbolic sequences. Bridging the gap between the sequences of discovered acoustic units and the Adaptor Grammar, however, required the use of a noisy-channel model to map variations in speech production – including differences not only in pronunciation but also in stress pattern, phonetic context, et cetera – to a more unique representation [130]. In the context of the work in this chapter, we propose the use of pronunciation-equivalent constraints to improve the low-level acoustic model in a way that makes the task more straightforward for the noisy-channel model. In a subsequent exploration, it would be interesting to explore the use of the text-equivalent constraints mentioned above as a form of weak supervision to aid the adaptor grammar in its lexicon discovery process.

### 6.4 Metrics and Baselines

In this work, our goal is to discover acoustic units subject to a set of weak constraints. As such, we need a set of metrics that can measure both acoustic unit quality with respect to some ground truth, as well as some notion of consistency within our pronunciation-equivalent utterances. This sort of a tradeoff is necessary, as one could imagine satisfying the consistency constraint trivially with discovered

---

2From a practical point of view, this methodology begets the somewhat circular question of how we can guarantee without expert-level knowledge (e.g., transcribed TIMIT) that these imposed constraints satisfy our assumptions – for now, we defer this to future work.
acoustic unit sequences that are all the same.\footnote{In reference to Footnote 1 above, this motivates once again the use of difference constraints.} To this end, we will report our results in terms of both normalized mutual information (NMI) and pronunciation-equivalent unit error rate (PE-UER), as described below. Finally, in our subsequent consideration of finding improved segmentation boundaries, we will revisit the boundary precision, recall, and $F_1$ score that were also used in \cite{5}. While there are a number of other ways to measure differences between sets of sequences \cite{54}, as well as a few other existing metrics for measuring the quality of discovered acoustic units \cite{87, 123}, we believe this is a reasonable place to start for our initial explorations.

In our experiments, we will report these metrics as measured on the TIMIT test set. While unsupervised methods are, for the most part, agnostic to the strictness of train/dev/test protocols, our work now does involve some form of supervision, albeit weak. As such, we will discover our acoustic units on the train set and, where specified, enforce our weak constraints using the \texttt{pron-eq-train} subset of the training data. Then we will use the resulting model to sample a single alignment from the TIMIT test set and evaluate the NMI of that result against our ground truth.\footnote{In practice, so long as we don’t update the model using the alignments sampled from the test data, we can evaluate on multiple samples and average the results for a more statistically significant evaluation.} We can also evaluate the consistency of the model by computing the PE-UER from the pronunciation-equivalent subset of the test data (\texttt{pron-eq-test}). Lastly, computing segmentation boundary precision, recall, and $F_1$ score are similarly straightforward.

### 6.4.1 Normalized mutual information

A robust clustering approach aims to strike a balance between cluster purity and fragmentation. The purity of a hypothesized cluster can be seen as the maximal proportion of the cluster that represents a single reference entity, while the fragmentation of a reference entity can be seen as the number of clusters needed to represent it. Trivially, a high average cluster purity can be achieved by assigning each element to its own cluster; conversely, a low entity fragmentation can be achieved by assigning all elements to a single cluster. While there exist many ways in which to express the balance between these two measures \cite{54}, we choose to compute the normalized mutual information (NMI) between the per-frame phone sequences given by the ground truth annotation and the corresponding per-frame unit sequences discovered automatically. Formally, for reference sequence, $R$, and hypothesized sequence, $S$, we have

$$
\text{NMI}(R, S) = \frac{I(R, S)}{\frac{1}{2}(H(R) + H(S))},
$$

(6.1)
where $I(R, S)$ denotes the mutual information between $R$ and $S$, and $H(R)$ and $H(S)$ are their respective marginal entropies. For completeness,

$$I(R, S) = \sum_{r \in R} \sum_{s \in S} p(r, s) \log \left( \frac{p(r, s)}{p(r) \cdot p(s)} \right),$$

(6.2)

and

$$H(X) = -\sum_{x \in X} p(x) \log(p(x)).$$

(6.3)

The mutual information, $I(R, S)$, can be seen as a measure of the information that $S$ gives us about $R$, and vice versa. Normalizing the mutual information with their respective entropies scales the range of NMI to be between 0 and 1.

### 6.4.2 Pronunciation-equivalent unit error rate

We derive our measure of pronunciation-equivalent unit error rate (PE-UER) from the traditional word error rate (WER) metric typically used to evaluate the quality of speech recognition systems. Given a reference transcription, $r$, and a hypothesized word sequence, $h$, the WER is simply the number of word substitutions (S), deletions (D), and insertions (I) required to obtain the reference sequence from the hypothesis normalized by the length of the reference:

$$\text{WER}(r, h) = \frac{S + D + I}{|r|}.$$ 

(6.4)

Instead of words, we can use phones to obtain a phone error rate or, in our case, a unit error rate (UER) for discovered acoustic units. To obtain a PE-UER for our set of discovered acoustic sequences in TIMIT, we compute the average UER for each unit sequence $u_P$ against all the other unit sequences in its pronunciation-equivalent subset, $P$, and average this across all pronunciation-equivalent subsets $P \in E$. That is,

$$\text{PE-UER}(E) = \frac{1}{|E|} \sum_{P \in E} \frac{1}{|P|} \sum_{u \in P} \frac{1}{|P| - 1} \sum_{w \in \{P \setminus u\}} \text{UER}(u, w),$$

(6.5)

where $E$ is the set of distinct sentences whose set of realizations, $P$, contain two or more equivalent pronunciations. Each $u \in P$ gets used as a reference in the UER($u, w$) computation and is compared to all the other sequences $w \in \{P \setminus u\}$. From our earlier discussion of the pron-eq-train data subset in Section 6.2, $|E_{\text{train}}| = 28$ and $|P_{\text{train}}| \in [2, 6]$. And for evaluation on the pron-eq-test subset of our TIMIT test set, $|E_{\text{test}}| = 5$ and $|P_{\text{test}}| = 2, \forall P_{\text{test}} \in E_{\text{test}}$. Of course, our benchmark using the
ground truth TIMIT annotations is PE-UER(\textbf{E}) = 0.

### 6.4.3 Evaluating segment boundaries

We assess the quality of our segmentation boundaries using the precision, recall, and \( F_1 \) score metrics explored in [5]. Here, we ignore cluster labels and simply measure the presence or absence of segmentation boundaries. Precision is defined as the fraction of hypothesized segment boundaries that correspond to reference segment boundaries as given by the ground truth annotation. Recall is the proportion of reference segment boundaries that have a corresponding hypothesized segment boundary. The \( F_1 \) score is then defined as the harmonic mean of precision, \( P \), and recall, \( R \):

\[
F_1 = 2 \cdot \frac{P \cdot R}{P + R}
\]  

### 6.5 Clustering

In this section, we consider the problem of clustering assuming a fixed segmentation. In particular, assuming that we are provided with a meaningful segmentation, how consistent is our resulting clustering? To assess this, we use a segmentation derived from TIMIT’s ground truth annotations and run the same acoustic unit discovery system as described in Chapter 5, but with a single modification: we enforce a fixed segmentation by setting strong priors on the boundary variables; i.e., \( P(b_t = 1) = 1 \) if the \( t^{th} \) frame corresponds to a ground truth segment boundary, and \( P(b_t = 1) = 0 \) otherwise. This causes our unit discovery system, which we run on MFCC features for all experiments in this chapter, to focus solely on the clustering of segments. The result of this approach can be seen in Row 1 of Table 6.1, denoted TIMIT segmentation, unconstrained clustering. Note that we have not yet used any information about pronunciation-equivalence, but both the NMI and mean PE-UER are already substantially better than the results of the baseline system shown in Row 0, which were obtained by running the exact same acoustic unit discovery system as described in Chapter 5. This demonstrates the impact of a consistent segmentation.

#### 6.5.1 Incorporating sequence constraints

We take into account our pronunciation-equivalence constraints in the accumulation of statistics during the HMM-GMM model update step of the unit discovery process. Given utterance, \( u \), and a corresponding pronunciation-equivalent utterance, \( w \), we further assume that \( w \) has a corresponding segmentation such that each of the
Table 6.1: Boundary $F_1$ scores, normalized mutual information, and pronunciation-equivalent unit error rates (PE-UER) obtained by our various acoustic unit discovery configurations. Both $F_1$ and NMI are evaluated against the respective ground truth annotations of our TIMIT train and test subsets, while the respective PE-UER values shown are evaluated on the 28-sentence, 66-utterance pron-eq-train subset and the 5-sentence, 10-utterance pron-eq-test subset described in Section 6.4.2. Our results here examine the effect of different clustering configurations assuming a fixed segmentation obtained from the TIMIT ground truth annotations.

<table>
<thead>
<tr>
<th></th>
<th>$F_1$</th>
<th>NMI</th>
<th>PE-UER (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>train</td>
<td>test</td>
<td>train</td>
</tr>
<tr>
<td>0</td>
<td>0.856</td>
<td>0.860</td>
<td>0.361</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.554</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0.561</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

subsegments in $u$ has a corresponding subsegment in $w$. Then during inference (at train time), after we sample a unit sequence for $u$, we can update our models by accumulating statistics from both $u$ and $w$ as though we had sampled the exact same unit sequence on $w$ as we did on $u$. In practice, we use the unit sequence sampled from $u$ to sample a corresponding HMM state sequence on $w$ and update our models using the accumulated statistics from the sampled state sequences of both $u$ and $w$. During each pass through the data, we sample $u \in P$ uniformly at random and then accumulate additional statistics for all $w \in \{P \setminus u\}$.

One of the limitations of this method is that it will only work if every utterance in $P$ has a respective segmentation that corresponds exactly with one another. While this is not an issue for the segmentation derived from TIMIT’s ground truth annotations, we consider ways to automatically obtain a consistent segmentation in Section 6.6. Until then, Row 2 of Table 6.1, denoted TIMIT segmentation, constrained clustering, shows that enforcing constraints on the pron-eq-train subset of the training data (i.e., the 66 pronunciation-equivalent utterances from the 27 distinct sentences out of 3696 total utterances of 1716 distinct sentences) can still improve our NMI and PE-UER compared to the unconstrained clustering shown in Row 1 and described above, thus suggesting that this constrained accumulation of state sequence statistics really can increase the speaker independence of our acoustic unit models, at least to some degree. Nevertheless, the magnitude of this impact is still rather small.
6.5.2 Varying the composition of the training data

We should expect that the impact of constrained clustering depends on the size of the pron-eq-train subset relative to the rest of the training set. While Table 6.1 shows the slight positive effect of a pron-eq-train subset that is less than 2% of the total training set, Table 6.2 offers a glimpse of what might happen with training sets composed in different ways. In these experiments, we only vary the composition of the training data; the results shown are still obtained from evaluating on the full TIMIT test set and, as such, are comparable to those in Table 6.1. Because each system will feature a separate subset of training data, we will focus on just the test NMI and PE-UER, as all $F_1$ scores are 1 due to the use of a fixed segmentation obtained from the TIMIT ground truth annotations.

In this subsection and Table 6.2, we use as our new baseline the results of acoustic unit discovery on just the pron-eq-train subset of the training data – this is shown on Row 0. From here, we introduce additional training data along two dimensions: speaker variability and phonetic variability. Note that this additional training data is not subject to any constraints; these utterances do not have any pronunciation equivalents. In the unconstrained and unsupervised setting, this does not matter, as additional data simply gets modeled along directions of maximal variance in the feature space. We will see in the constrained setting, however, that this can affect results.

Row 1 of Table 6.2 shows the result of introducing speaker and pronunciation variability without introducing additional phonetic content. In particular, we use only the sentences present in pron-eq-train, but we include all realizations of those sentences. This yields 189 utterances of 28 distinct sentences spoken by 169 different speakers. While the unconstrained result is largely unaffected by the additional data and perhaps even offers a minor improvement, the PE-UER for the constrained data increases from our previous result in Row 0. This may be because the added unconstrained data is quite similar to that of the constrained data, and because no phonetic variability is introduced, some of the acoustic units that are not subject to pronunciation-equivalence constraints begin to model speaker-specific differences.

On the other hand, we see in Row 2 the result of introducing additional phonetic content without introducing additional speaker variability. In this system, we include all sentences spoken by each of the speakers present in pron-eq-train. This yields a substantial increase in the amount of training data, which explains the increase in NMI compared to the effect of simply switching from our landmark segmentation (Row 0) to the TIMIT-based segmentation.
for both the constrained and unconstrained clustering scenarios. What is even more profound, however, is the resulting decrease in PE-UER of the constrained clustering, which seems to suggest that increasing within-speaker training data can potentially lead to the learning of more consistent, speaker-independent acoustic units. While additional experiments are necessary to make this notion more concrete, this may point to better ways to utilize data for more robust acoustic unit discovery.

Table 6.2: NMI and PE-UER obtained by our various acoustic unit discovery configurations. NMI is obtained against the ground truth annotations of our TIMIT test subset, while the PE-UER values shown are evaluated on the 5-sentence, 10-utterance pron-eq-test subset described in Section 6.4.2. Our results here examine the effect of differences in training data composition and unconstrained vs. constrained clustering for acoustic unit discovery assuming a fixed segmentation obtained from the TIMIT ground truth annotations.

<table>
<thead>
<tr>
<th></th>
<th>NMI unconst.</th>
<th>NMI const.</th>
<th>PE-UER (%) unconst.</th>
<th>PE-UER (%) const.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>pron-eq-train only</td>
<td>0.476</td>
<td>0.515</td>
<td>26.4</td>
</tr>
<tr>
<td>1</td>
<td>pron-eq-train + spkr-var</td>
<td>0.522</td>
<td>0.528</td>
<td>24.2</td>
</tr>
<tr>
<td>2</td>
<td>pron-eq-train + phn-var</td>
<td>0.561</td>
<td>0.568</td>
<td>26.3</td>
</tr>
</tbody>
</table>

6.5.3 The effect of different numbers of units

Clustering quality is inherently dependent on the number of units discovered. Since this is a parameter specified as input to our acoustic discovery model, we should examine the effect of varying the number of discovered units on both constrained and unconstrained clustering. A quick look at Figure 6-2, however, seems to suggest that the number of units learned is far less significant than the quality of the initial segmentation. As such, we defer to future work further optimization of the number of units to learn and consider ways to improve our initial segmentation.

6.6 Segmentation

We saw in Figure 6-2 and in the results from the previous section that a linguistically relevant initial segmentation (from TIMIT ground truth annotations) helps significantly in the discovery of better acoustic units. In this section, we explore techniques to automatically obtain an initial segmentation given our set of text-equivalent constraints. We make the distinction here that our goal is not necessarily to obtain at a perfect segmentation from the point of view of the TIMIT ground truth; instead, our
Figure 6-2: A plot of NMI on the TIMIT test subset versus number of units learned. Here, we sweep across the number of units learned for two different segmentations: the TIMIT ground truth segmentation and the unconstrained, landmarks-based segmentation from Chapter 5. While the number of units may make a minor difference, it seems as though segmentation quality is a much more significant factor.

goal is to obtain a form of consistency within our segmentation that can yield similarly consistent acoustic units. Following the work in [127, 132], we aim to utilize a dynamic programming alignment of text-equivalent utterances to find candidate segmentation boundaries that correspond across all utterances of the same text. Ideally, these resulting segmentations will also yield an exact correspondence that allows us to incorporate the sequence-constrained accumulation of model statistics as discussed in Section 6.5.1.

6.6.1 Parameter marginalization

So far, our experiments in acoustic unit discovery focused on the use of a pre-segmentation algorithm developed in [98, 102]. As mentioned in Section 5.2.5, this method essentially hypothesizes phonetic boundaries where the difference in spectral energy is large in magnitude. Despite its conceptual simplicity, the inherent variability of speech makes it extremely difficult to guarantee a consistent segmentation across all utterances, even if they contain the same spoken content. Furthermore, there are a number of parameters that can be adjusted in this landmark segmenta-
tion algorithm, and our work in Chapter 5 focused solely on the output of a single set of parameters tuned separately on a set of development data.

Here, we consider the effect of marginalizing over the entire set of landmark segmentation parameters, \( \Theta \), and obtaining, for each frame in a given utterance, an estimate of its likelihood as a landmark boundary. That is,

\[
\hat{p}(b_t = 1) = \frac{1}{|\Theta|} \sum_{\theta \in \Theta} \delta(b_t; \theta),
\]

where the indicator variable \( \delta(b_t; \theta) = 1 \) if a boundary at frame \( t \) is hypothesized under parameter setting \( \theta \), and \( \delta(b_t; \theta) = 0 \) otherwise. The idea is that different sets of parameters may yield different segmentations, but the more obvious boundary locations should be fairly persistent across many parameter settings.

\[6.6.2\quad \text{Pronunciation-dependent utterance marginalization}\]

While the method described above yields a segmentation that obtains an \( F_1 \) score that is not significantly better than that of our original, unconstrained baseline (Row 0, Table 6.1), the benefit is that we can extend the probability distribution in Eqn. 6.7 to additionally marginalize over all pronunciation-equivalent utterances. In particular, suppose we chose an exemplar utterance \( u \in P \) and mapped the frames of all the other utterances, \( w \in \{ P \setminus u \} \) to \( u \) via the Dynamic Time Warping (DTW) algorithm [133]. Then we can write

\[
\tilde{p}(b^{(u)}_t = 1) = \frac{1}{|P|} \sum_{w \in P} \frac{1}{|\Theta|} \sum_{\theta \in \Theta} \delta(b^{(w)}_t'; \theta),
\]

where \( t' = \text{DTW}_{u \rightarrow w}(t) \) is the frame index of \( w \) corresponding to frame \( t \) in utterance \( u \) under a DTW alignment.\(^5\)

Given these aggregated statistics, we can choose a segmentation for \( u \) from \( \tilde{p}(b^{(u)}_t) \), \( \forall t \) via a local peak-picking algorithm and subsequently obtain a segmentation for the rest of \( w \in \{ P \setminus u \} \) using their corresponding DTW alignments. An example of this segmentation can be seen in Figure 6-3, which shows spectrograms of a male (top) and a female (bottom) speaker saying the TIMIT sx390 sentence, “He picked up nine pairs of socks for each brother.” Above each spectrogram is an enumerated segmentation (0-27) where each numbered segment is supposed to correspond across both spectrograms. Despite missing a few stop releases (e.g., the /p/ in “pairs” in segment 13), we can see that the location of these proposed segment boundaries

\(^5\)Trivially, \( \text{DTW}_{u \rightarrow u}(t) = t \).
mostly make sense and correspond fairly consistently across both spectrograms. In the region highlighted, however, we can also see a source of inconsistency. This region spans the /s/ (realized as the voiced fricative, /z/) in “pairs” and the /s/ in “socks” with a short vowel (i.e., a schwa, /ax/) in between. This should be three segments; however, our segmentation hypothesizes only two. Furthermore, segment 14 in the male spectrogram contains the schwa, whereas the schwa is attributed to segment 15 in the female spectrogram. Indeed, despite the ability to do quite well on a majority of the speech segments, our developing methods still have to contend with many of these inconsistencies.

Table 6.3 shows the result of an initial experiment using this segmentation method. For consistency, we simply discover our units on just the pron-eq-train subset of data. Because we do not have any pronunciation-dependent constraints for the test set, we obtain a segmentation using the parameter marginalization method described previously in Section 6.6.1. Despite the promise of our proposed segmentation approach as seen in Figure 6-3, there is still much work to be done on this front. One reason for such a wide performance discrepancy is that the proposed DTW-constrained segmentation is unable to provide a segmentation at a high enough resolution compared to both the TIMIT segmentation and the parameter-marginalized segmentation method from Section 6.6.1; we saw evidence of these missed segment boundaries in Figure 6-3. The marginalization over utterances seems to act as a low-pass filter of sorts that blurs out finer spectral differences within individual utterances, thus yielding long segments that cannot be faithfully modeled by single acoustic units consisting of 3-state HMMs. Since our acoustic unit discovery sampling method will use only a subset of these segment boundaries, the fact that this method is unable to err towards hypothesizing more segments is a disadvantage.

In light of this, perhaps our DTW-based correspondences can serve instead as constraints for a subsequent consolidation step after a more fine-grained, initial unit discovery, such as an extension to the noisy channel model of [130]. As an alternative to this top-down approach to segmentation, we subsequently discuss a bottom-up approach that involves bootstrapping the discovery and modeling of broad-class acoustic units.

6.6.3 Towards a bootstrapped approach to segmentation

In Section 6.5.3, we saw that clustering performance in both the NMI and PE-UER sense remained fairly stable in the face of varying the number of units discovered. This brings to bear the idea of replacing the landmark segmentation algorithm altogether and leveraging both clustering and unit recognizer training to bootstrap a
Figure 6-3: Spectrograms of a male (top) and a female (bottom) speaker saying the TIMIT sx390 sentence, “He picked up nine pairs of socks for each brother.” We show the result of our proposed segmentation method that uses DTW alignment between the two utterances and marginalizes over all landmark detection parameters. While the segmentation is fairly reasonable, we highlight one area of inconsistency. This region spans the /z/ in “pairs” and the /s/ in “socks” with a schwa, /əx/, in between. While this should be three segments, our segmentation hypothesizes only two. Furthermore, segment 14 in the male spectrogram contains the schwa, whereas the schwa is attributed to segment 15 in the female spectrogram.
Table 6.3: NMI and PE-UER obtained on the TIMIT test subset using our DTW-constrained segmentation proposed in Section 6.6.2 and constrained clustering discussed in Section 6.5.1. Our results here demonstrate a need for continued improvement in our DTW-constrained segmentation algorithm.

<table>
<thead>
<tr>
<th></th>
<th>NMI</th>
<th>PE-UER (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 TIMIT segmentation</td>
<td>0.515</td>
<td>25.1</td>
</tr>
<tr>
<td>1 DTW-constrained segmentation</td>
<td>0.327</td>
<td>36.4</td>
</tr>
</tbody>
</table>

new segmentation. In particular, we considered running acoustic unit discovery on a uniform segmentation – e.g., enforce a new segment every 3 frames – and merging consecutive segments at every sampling iteration. That is, if a cluster sequence had consecutive repeated values, we would remove the boundary between the repeated values and train an HMM on the longer segment. To make such merges more likely, we allowed for only a very small number of acoustic units (e.g., 5-10) in hope that our discovered units would correspond to broad phone classes, such as vowels, fricatives, stops, et cetera. After the unit discovery, we exploit the recognizer training step to further refine these boundary locations and used these final locations as our initial segmentation to learn our final set of (50-100) acoustic units. While results using this method were not unreasonable, they did not yield any improvement over the original landmark segmentation algorithm. Furthermore, with respect to the primary objectives of the explorations in this chapter, this approach provided no straightforward way to exploit text-equivalent constraints. Despite the negative result, we can see this as a step towards a multi-scale approach to segmentation and, potentially, a top-down approach to acoustic unit discovery that can be guided by human input.

6.7 Summary

In this exploratory chapter, we examine various ways to increase the speaker independence of our discovered acoustic units. We propose a simple way to use pronunciation-equivalent constraints by appropriately accumulating statistics during the model update step of our unit discovery process. We also observe the effect of varying the composition of the training data from which we learn these units and find that proper selection of what data to use can have a significant impact on the quality and consistency of our resulting units. In addition to clustering, we further consider a method for constrained segmentation and develop a dynamic programming-based approach to take into account pronunciation-equivalent constraints. We find, however, that our proposed top-down approach may not yield segmentations that are temporally fine.
enough to be robustly modeled by our acoustic units. As such, despite the promise observed in the visualizations of our segmentation output, there is still much work to be done. Incorporating weak constraints into unit discovery is just the first step in a new saga of work in resource-constrained speech processing.
Chapter 7

Conclusion

In this thesis, we explored the themes of unsupervised domain adaptation and learning from weak supervision in the context of speaker and language recognition. We began in Chapter 3 by motivating and defining a task for domain adaptation in speaker recognition, in which labels are only available for the subset of training data that does not match our evaluation task. Without obtaining additional labels, we drew from our previous work on large-scale speaker clustering and proposed an approach that utilizes both agglomerative and graph clustering techniques to close the gap between our setup and that of a fully supervised system by 85%.

In Chapter 4, we entertained a different set of resource constraints in which we began with no labels of any sort and are tasked with selecting a subset of the training data to be labeled. In this exploration, we develop a greedy algorithm based on active learning that obtains speaker labels in the form of binary pairwise comparisons. We find that the actual number of pairwise comparisons needed to obtain state-of-the-art results is both consistent with the theoretical guarantees in active learning and manageable in practice.

Turning to language recognition in Chapter 5, we employed the use of a large-scale system for acoustic unit discovery to alleviate our reliance on transcribed, multilingual speech. Along the way, we observe the importance of different language-specific perspectives as a form of weak supervision as well as the profound impact of even small bits of linguistic knowledge.

Ultimately, this led us to explore ways to improve our methods for acoustic unit discovery in Chapter 6 so that they can incorporate weak, pronunciation-equivalent constraints and ultimately obtain more speaker-independent acoustic units.
7.1 Future Work

During these investigations, we came across many avenues for future work. Some of these ideas were alluded to towards the end of their corresponding chapters; here, we elaborate upon them at a higher level.

7.1.1 Adapting to broader domains

The domain adaptation task in Chapter 3 involved adapting between two disjoint sets of telephone data. In our exploration, we surmised the cause of this mismatch was driven, in part, by the progress in telephone technology moving from landline to cellular. Another natural source of mismatch is between telephone and microphone recordings, which has been explored in a fully supervised setting [134, 135]. It would be useful to develop methods that can leverage the abundance of telephone data and deploy practical speaker recognition systems built on other recording devices without the need to train on additional labeled data. This moves towards the theme of channel-robustness in general.

7.1.2 Out-of-domain detection

With the problem of domain adaptation comes the problem of detecting a need for it in the first place. In general, this problem can be seen as an instance of the anomaly/outlier detection problem [136, 137], but the ability to do such detection is key to the deployment of more organic spoken language systems, which we motivated at the start of this thesis. For our systems to be aware and able to adapt to ever-changing scenarios, they must start by recognizing when they don’t know. Once we have attained the ability to robustly detect an out-of-domain situation, we can then find ways to attribute this mismatch to various factors – in speaker recognition, some possibilities might include utterance length, channel condition, speaker similarity, et cetera. Along these lines of uncertainty attribution, some recent work takes into account utterance length when making speaker recognition decisions [138, 139]; it would be nice to add to that perspective.

7.1.3 Noisy labels and active learning in the real world

Our simulations in active learning for speaker recognition were based on the existence of a noiseless oracle, but previous work has shown that both naive and expert human listeners can be imperfect [59]. A possible extension of our work would involve actually deploying crowd-sourced system for speaker recognition and developing new ways to
handle potentially noisy labels. Furthermore, an analysis of the collected data would likely yield new insights into how humans themselves ascertain and evaluate speaker similarity.

7.1.4 Discovering improved feature representations

Our development and use of a large-scale system for acoustic unit discovery yielded insights into the importance of language-specific perspectives as well as the impact of an improved feature representation for speech. In a sense, we verified that “language matters;” that is, any knowledge about the language currently being processed – even information as broad as other closely-related languages – can be helpful and should be exploited. As a direct extension of our explorations in Chapter 5, we should consider using different feature representations to learn acoustic units in various languages. Perhaps this will also help explain the discrepancies in our phonotactic experiments. Automatically uncovering phonotactics is an extremely difficult problem, but our developed ability to process large volumes of data should provide a good place to start.

We also observed the unequivocally positive impact of an improved feature representation for speech, which was obtained using explicit transcriptions. We should continue to extend our work in acoustic unit discovery to automatically learn improved representations for speech by better leveraging speaker, language, and pronunciation-based side information. This may result in features obtained via correspondence autoencoders [128] or a bootstrapped acoustic unit discovery system on acoustic features or even some combination of both. We also have yet to explore the use of more recent developments in recurrent neural network architectures; better features tend to be better at representing longer-term contexts, which may be a task well-suited for LSTMs.

7.1.5 Towards crowd-supervised development of speech technologies

The thesis in [7] brings to bear the potential of crowds of non-expert humans to improve the quality of existing spoken language systems, while the thesis in [97] demonstrates the potential of fully unsupervised methods for discovering linguistic structures in speech. Our work in this thesis attempted to simulate the potential of crowd-based guidance to obtain better acoustic models, and there are many possibilities in which we can enhance our current methods.

We see a future in which speech technology reaches all corners of the world, where
robust and strong performance in speech recognition is not limited to the major languages in which we have ample amounts of training data. We imagine the development of systems that can automatically ingest unlabeled recordings from a new language and present non-linguist speakers with queries designed to make better sense of that language’s acoustics, semantics, and everything in between. We hope to see a day in which a speech recognizer can be grown from nothing more than the input of a few benign, native speakers.

Our work exploring the use of pronunciation-equivalent constraints were the first steps along those lines. But while we focused on pronunciation equivalence, we have not addressed the notion of pronunciation differences. In particular, knowing that the realizations of two sounds are distinctly different is just as valuable to learning a language’s set of phonemes as knowing when two sounds correspond to the same acoustic unit. These bits of information should be relatively straightforward to obtain through the crowd-sourcing of native, but not necessarily expert-level, speakers. And incorporating both positive and negative constraints into our framework would be instrumental.

We should also extend from pronunciation-equivalent constraints to that of text-equivalent constraints. We limited our initial experiments to pronunciation-equivalent utterances to ensure that our discovered acoustic units do not consider variations in pronunciation as a source of noise. When modeling at a level higher than that of acoustic units, however, incorporating textual constraints would likely be a tremendous source of help in, say, automatically building a lexicon for a particular target language [130].

In this thesis, we explored a variety of methods to make better use of unlabeled data. Yet, by the end of it all, we seem to have come around to looking for convenient ways to obtain more labels! As it stands, labeled data is still essential for our development of speech technologies, and while we have discovered many ways in which unlabeled data can help, it seems as though a combination of weakly and semi-supervised approaches will prove to be most useful in the future. In the vastness of this space in between, there are innumerable ways to leverage the powers of both fully supervised and fully unsupervised approaches; we are just getting started.
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