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Abstract

In this thesis we present ShowMe++, an immersive mobile collaboration system that

allows a remote user to communicate with a peer using video, audio and hand gestures.
We explore the use of a Head Mounted Display (HMD), depth camera and wearable

haptic devices to create a system that (1) enables a remote user to be immersed in

another first-person's point of view, (2) offers a new way for the remote expert to

provide guidance through three dimensional, real-time hand gestures and voice, (3)
allows natural interactions with interfaces of Internet of Things (IoT) devices and (4)

provides haptic feedback when interacting with remote or virtual interfaces. Using our

system, both users feel present in the same physical environment and can perceive real-

time communication from one another in the form of 2-handed gestures and voice. We

discuss the design and implementation of the system as well as applications scenarios

such as remote maintenance, 3D exploration and remote ghost presence. The user

study demonstrates that hand transmission, first person point of view and immersion

improve the feeling of co-presence and make remote teaching more effective.
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Chapter 1

Introduction

ODAY more than ever, people are distributed around the world. We live in a

T globalized world that drives us to have friends and family living in different

parts of the planet. Companies are increasingly distributed as well. Most of the

projects in today's companies involve people distributed in a large range of offices

around the world. Moreover, the exponential growth of Internet helps to find world-

wide customers for our products. This is one of the main drivers for improvements

and innovations in communications technologies. Using these systems, we can stay

in touch and can work together remotely.

Today we enjoy several commercial teleconferencing technologies that are cheap,

portable and more immersive than traditional voice-only phone calls. Most of the

commercial systems tend to focus on face-to-face communication, offering a window

to another part of the world. They allow users to have an easy channel for discussions

and meetings. Some commercial tools generate virtual meeting rooms such as Skype

or Hangouts, or create shared worksheets (like Google Docs or Dropbox).

However, a lot of collaborations involve physical tasks or shared 3D workspaces.

When it comes to performing a physical task collaboratively, existing technologies

offer limited ways to convey gestures or interact in the remote user's environment.

One problem derives from the users' need to have both hands to interact with their
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environment, while also using their hands to hold their devices in order to share their

workspace with the remote participant. When using teleconference systems on smart-

phones or tablets, people tend to switch between the front and back camera or they

may put the device in a fixed position so as to have freedom of movement [1]. In

most cases, the user has to move the camera around in order for the remote person

to perceive the entire scene.

In this thesis, we will focus on the subset of remote collaborations problems that

involve physical tasks and virtual or physical interfaces. Both of these require the

usage of natural interfaces to interact with the content. We propose the use of hands

gesture transmission, first person point of view and wearable haptic devices to in-

crease the effectiveness of remote collaborations for physical tasks. We run different

user studies in order to prove the contributions of each proposed feature in the remote

collaboration experience. We report our findings along with conclusions in the User

Study section of this thesis.

This thesis introduces ShowMe++, a solution for the proposed problem in the form

of an immersive, mobile system that enables easy communication between remote

users about a physical task and remote interfaces. The prototype is designed for use

by two users (Figure 1-1). For convenience we will refer to the user who would like to

share his point of view and receive guidance as the "novice" user, and the one who is

remotely assisting as the "expert" user, even though the roles may well be reversed.

Both users wear a HMD and perceive the same view, namely the first-person point of

view of the novice. The novice user has two cameras attached to their HMD and the

expert has a depth sensor camera attached to theirs HMD. In a future version, we

would want the headsets of both parties to have identical sensors, so that roles can

easily be reversed. This set up allows the remote expert to perform hand gestures

that are superimposed in real-time onto the novice user's immediate environment

(Figure 1-2). The novice sees his/her own hands as well as the hands of the expert

in real-time in their immediate physical surroundings.

18



Figure 1-1: In the left picture, the expert uses hand gestures to teach a novice user

(right picture). The picture in the nillddle shows the field of view of both users.

ShowMe { can be used iin a. variety of applications where remote collaboration is

useful, for example in remote maintenance of complex machinery, training how to op-

crate devices or collaborations around IoT devices. Our proposed system looks to aid

in reducing travel expenses by allowing manual problems to be solved collaboratively

at a distamce.

We have built a proof of concept system to iNvest igate how we can provide a iore

useful system for remote assistance with manually oriented tasks. The system shares

the point of view of the novice user with the expert who iin turn can make their

hands inhabit that space so as to offer assistance. It also provides haptic feedback to

the users through a robotic wearable device attached to their arms. The systemi is

portable and the users also communuicate between theim using audio.

1.1 Motivation

This thesis is motivated by the idea of' not having to split the attention between re-

ceiving remote instructions through a conimunication platform and performing these

instructiomls ill the real world. hstead, we reinder il the ilnovice's visual field the hand

gestures of the remote expert who is providing tit' instructions. One of the advan-

tages is that the users can be more focused oil solving the problem as they don't need

to split their attention. Moreover, both users feel closer to the problem and to each

other as they are inmersed in the same space and looking at the problem from the

same point of view.

19
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I
Figure 1-2: Exaimples of different hand gest ures perforiiied dluring the user stundv

9

Our proposed systeiii is especially useful for applications such as set up. repair

and imaintenance of home applianCes, Cars or industrial equiplieit. where We need

to pjerforim complex actios that (an be only t aught Ihy the small uiances performed

withii our hand gestures.

1.2 Approach

We express emotions andl messages unconsciously usin armis, hands and legs. This

inforimiatil is known as 1)o(dy laNiguage. We perceive these Imessages while we are

20
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talking face to face to someone, and it changes our perception of the verbal message

12]. Moreover in a collaborative setup, the information that we express with our hands

goes beyond body language. We use them to put more emphasis on something, to

point at things and model gestures or simply to make the information clear to the

listener. However, current technologies used for collaborations do not focus on this

important aspect of human communication. Rather, commercial tools for remote co-

operation offer abstract features such as voice, cursors, spotlights or comments.

With the growth of social media, we increasingly share our daily experiences and

moments with others. Sharing these instants, we enable others to feel the same emo-

tions and sensations. We upload our experiences in a first person point of view with

systems such as GoPro or Google Glass. However, current technologies for collabora-

tion are mainly focused on supporting face to face interactions. We hypothesize that

viewing the scene from the same point of view as the remote user will make remote

collaboration more effective in that the remote expert can see what the novice is

doing from the same perspective and can give visual as well as auditory instructions

augmented onto the novice's field of view.

Touch is often depicted as the sense which cannot be deceived 13], it is how we

convince ourselves this is real. As Margaret Atwood [41 writes in 'The Blind Assassin':

"Touch comes before sight, before speech. It is the first language and the last, and

it always tells the truth". However collaboration technologies don't pay attention to

this sense, even though it could help improve accuracy and immersion.

ShowMe++ offers solutions for including hands representation, first person point

of view and haptic feedback into a platform for remote collaboration. It explores

how the hands of a remote expert can reach into the environnient of a novice user

to teach actions using gestures, manipulate virtual interfaces (Figure 1-4) or interact

with physical interfaces (Figure 1-3) of IoT objects while receiving haptic feedback.

The novice user sees the live 3D hands of the remote expert in her field of view. The

21
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Figure 1-3: Virtual hand of' a reinote expert manipulating the knob buttllon of an IoT
I -ad 1o

expert ns('r wears a device on is ann that provides baptic feedback for thie interactions

with reimote initerfaces such as push buttons or kob buttois. The haptic feedback

provided bY the wearalble device allows the user to increase the accilracv and precision

of the lit eractioiis.

I
1.3 Contributions

This work oflers several contributionis to the field of remote collaboratioll technologies:

(1) The impleinentation of a hardware prototype of ShowNle ! I . achieved by inodi-

fying existing devices adding a depthli sensor and canieras.

(2) The software implementation for real-tine integration of 3D hand gestures into

vir tial alid augilentcud reality spaces.



Figure 1-4: User manipulating a virtual interface and receiving haptic feedback for

the interaction

(3) The ini)lcmeitation of a rol)otic wearable for ihaptic feedback.

(4) The evaluation of the system through two user studies cvaluations.

1.4 Road Map to the Thesis

Chapter 2 reviews the related work in the area of collaboration systems that focus on

face to face collaboration as well as shared workspaces. Chapter 3 describes the user

experience design of our system and discusses the hand representation as well as the

first persoii )oiiit of view and the haptic feedback provided by the system. Chapter 4

discusses the iiplcimlentatioi of the systeiii detailing the overall system architecture

with all its individual parts such as the tracking, network implementati as well

as the virtual representations. Chapter 5 preselits two user studics to evaluate the

effectiveiiess of ihand gestures transmission. first person point of view and hiaptic

feedback in ilinersive collaborative systems. III Chapter 6 we give an overview of

possible usage scenarios for our system. Finally Chapter 7 concludes the thesis with

a discussion of conclusions and future work.
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Chapter 2

Related Work

HIS thesis falls at the intersection of Human Computer Interaction (HCI) and

T Computer Supported Cooperative Work (CSCW). Our system is built on top

of several years of research by the academic community. Irene Greif and Paul M.

Cashman coined the term CSCW in 1984 at a workshop [5].

One of the most common ways of analyzing a CSCW system is to consider the

context of a system's use. Table 2.1 reproduces the CSCW matrix introduced by

Johansen in 1988 [6]. It considers work contexts along two dimensions: one, collabo-

rations in the same place or remote collaborations, and two, whether users collaborate

at the same time or not.

Our work falls into the category of different place and same time communication

systems. In the following sections, we will describe the related work and interactions

used in synchronous distributed communications systems.

Same place I Different place

Same time Face-to-face Telephone
Different time Sticky note Letter

Table 2.1: Johansen's CSCW matrix for classifying types of remote collaborations

25



2.1 Shared Spaces

Commercial videoconiferencing systems (Figure 2-1) are abundaIt (Skype. Google

Plus Hangouts, Cisco WkebEx Conf'Orencing. etc.). Most of these systems enable face-

to-face coinimIIIicationi from disparate locations but they do not allow remiiote users

to share 8a1(d reference a common physical workspace. Researchers tried to overcome

this limitation using a variety of approaches 17]. ranging froll projected initerfaces

|81 191 to HMD technology. Pioneering work aimed to create an interactive shared

drawing surface (Figure 2-2) that both users could work oi1 1101 11|. Nevertheless.

researchers still try to understand and build tools to support collaborative work so

as to create a llore heightened sense of physical co-presence.

E6

Figure 2-1: Cisco videoconferencing system for remote ineetings. It supports face-to-
face comnlulllllicatioll 1)etweeNl users.

Over the past several years, researchers have Introduced video collllulllicatioll sys-

tems (Figure 2-3) that support collaborative work by remote users in a shared virtual

space 1121. 1131,1141, |1;51. These systems integrate depthl sensors that analyze body

interact ions auld create a shared depth mirror that allows users to work together iII

the same space. Unlike ShowMe I , these systems are not focused on sharing a first

person view of the content amnd they are not mobile.
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Figure 2-2: ClearBoard is a pioneering systen1 supporting collaborative drawing in a

slhared space while seeing each other.

Figure 2-3: WaaZami is a networked video environment for people to build their own

worlls and have sbaired experiences at a distance.

Soie researchers have focused on proving the efficiency of gestures in shiareld

workspaces. Kirk et A. 161 determined that gestures aid visuial iiiforiiation iiprove

the speed and accuracy of reiote collaboration activities, and Fussell (t. al. 1171,

deillionstrated that colliborat ing users rely imore oii visual actions thaiil on spech.

Tang et. al. JI 8j confirined that 35(%( of the gestures performed iii a collaborative task

are performed to eiigage the other user and express ideis. This research i1(otivited

our work on Showle I to enable gestural comununication iII mi reimiote collaborat1011

systei.
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Figure 2-4: The first, virtual reality HMID linked to a computer-generated world. Ivan
Sutherland designed and presented it, in 1961

HMIDs have lately att racted considerable attention as a 11n11a interface technol-

ogy (Figure 2-4), even though they have been researched since the 60's 1191 1201.

One of the most closely related projects to ShowMe is the JackIn project (Fig-

ure 2-5). which explores integrating a first person view with oit of body vision for

1111111a-huliain conimiiiicat ion 1211. One of I ie users wears a transparent H MD and

shares his view to a remote user who sees al1 out of the body view displayed oil a

static desktop monitor. The (difference between JackIn and ShowMe ! is that we

create a mobile system where both users are wearing HMDs and are inunersed in

the same view, instead of having an ilout of body view. Ill contrast with 3c(ckI and

other related research 1221. in ShowMe 1 both hands can be tracked and displayed

using 3D hand models (instead of using a flat graphical user interface that supports

tele-poinit ing).
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Head Mounted Camera

®nsparent 
HMD 

Screen

Gesture input device

The Body User The Ghost User
Figure 2-5: Jackln is an inunersive experielice tiransnissioin architecture with a wear-

able oiniiicdirectional camera for "Human to Human Telepreseiice"

Another interesting project related to our work is "3D Helping Hands". In this

systemi both users are fised in the same 3D reidleriig space aiind the reniote expert

uses an HMD to perforlii hanld gestures in a shared virtial space 1231. However, in

conitrast with ShowMe Ii , the novice iuser is imot using an H1ID and has to look

through a screei. therefore s he is not imnmersed in the same View as the expert.

BeThere 1241 is aiother (losely related project (Figure 11). It explores the use of

3D gestures aid remote spatial iput without any type of HMD. BeThere allows users

to leverage a basic pomiting gesture alld orientation of the fimiger ill orde' to control a

virtual 3D lammd. One linitation of BeThere, besides the fact that it only detects one

gesture aid one hand, is that the whole device is too heavy to hold1, fomoimig the user

to use a iloiiopod. The differeice between SliowMe 1i 1a1d these systems is that in

ShowIle the miser is able to performn full hamnd gestulmes with both hamlds anid that

the iovice anid expert are comipletely inunersed in the samime experieice. NMoreover,

we desigmied a portable. wearable setup witih the novelty of imorpooratilig a wide field

of view that tracks full iovenients of both misers' haiids and shares this data over the

Internet. A similar setlmp is used in recenmt work by Oda et . al. 1251 which preseits a
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systei to guide the user to the perfect viewpoint of an object. To achieve their goal,

they employ a 3D imodel and several pre-recorded anigles. IIm contrast, Show~l ii

proposes a imobile systein that can lbe used in mNew enivironniment s and relies on hand

gestures to perform reinote collaborative work.

a sY\stein designed to explore 3D input for mobile collabo-Figure 2-6: BeThere3D is
rat ive iit craction s.

I
2.2 Haptic Feedback

Our work is informied by theories about the seiise of touch an1d its role in sense of

self. imiemory an1d education. A good overview of the sense of touch, its physiological

and neurological basis ca be foundll in [3I. They cover in detail topics such as tactile

perceptual organization, tactile attenit ion, the social aspects of touch and technologies

of touch (including virtual realitv). Eimbodied cognition offilers us new ways to think

about bodies. nminid and technology 1261. When a person holds a tool. his sense of self

extends to absorb the end-point of the tool 1271.

Another important alpplication area for touch and haptic feedback is in education.

Tanhua et, A. have proved that t ouch is one of the most important Seiises in everyday

life. however it has beei not used extelisively to support learning at school. For that.
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they have conducted a study with 8th grade physics students 1281.

Soine notable projects that recreate the illusion of touch at a distance are inTouch

1291, which is a systeini that creates the illusion that two people, separated by dis-

talice, are interacting within the saine physical environment (Figure 2-7). Another

project by Brave et al 1301 presents a new approach to enhance reinote collaboratio

based on touch and physicality. Physical Telepresence 1311 presents a shape display

as a shared workspace for remote collaboratioll.

Figure 2-7: inTouch is a project to explore new forims of interpersonal conlillunicationl
through touch

There are inany approaches for implementing haptic feedback in virtual and auig-

nented reality. Early and ongoing efforts have focused oil creating haptic gloves 1321,

which react when the user reaches for a virtual object. Anotlher solution that has

been ext ciusively u5s(d to provide haptic fec(lback is the PHANToM. a six-degree of
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freedoin foice feedaick device that has been used by tlie VR mid AR conimiiity.

The systen developed by Araijo et al. |:331, uses a robotic armI attached to a table

to provide feedback in VR. They allow interactions with a VR object beyond posi-

tion and texture. Meyer et al. describe an ultrasonic and electrostatic surface liptic

device, which ca create tactile perceptions of surface features or textures 1341. A

similar approach was iiopleineite Oil frictioi-based touch displays ii the work of
Israr I351. AIREAL 1241 is a haptic technology. which delivers tactile sensations in

free air, without requiring the user to wear a physical device (Figure 2-8).

Figure 2-8: AIREAL is a low cost, highly scalable haptic technology that (elivers
expressive tactile sensations in mid air.

Our systeiii differs froii previous solutions in that it provides a wearable that

allows a iser to Interact accurately with differelit user interfaces. The device is focused

oi specific physical afordamices such as knob buttonis and puish1 buttoii. Moreover. it

has the form factor of a wearable device, enabling free imovemieiit around tie scenie.
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Chapter 3

System Design

HOWME++ is a remote collaboration platform that has been evolving in order to

S support different scenarios for collaboration. In this section we explain how the

system has been extended, and the different experiences that are currently supported.

All of the proposed improvements share two main features: hand gesture transmission

and support of remote collaboration.

The initial system was created to improve remote collaboration around physical

tasks. Later, the system was updated with new software features that enabled remote

control of interfaces of IoT objects. Then, the same hardware and a lot of the same

software was used to create shared virtual spaces for collaboration. Finally, we added

haptic capabilities to improve the accuracy and precision for remote interactions per-

formed with the hands.

3.1 Hand Gesture Transmission

Hand gestures are part of our daily life (Figure 3-2). We use them to point to things,

hold objects, feel textures, express emotions and even as a temperature sensor for

liquids or surfaces (Figure 3-1). However, digital platforms for collaboration don't

give hands the importance that they deserve.
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Figure 3-1: Hands are often used as sensors to inieasure the teniperature or to feel
textures of objects around us.

Hands are especially iimportant in collaborative and learning environients. We

cannot restrict the freedoi of iinoveiients that call be perf(Orilled in such eniviroinients,

as an infiite inumber of itioveitents are perforniied to show actions or instructi onls.

Therefore, tlie systein needs a depthi sensor to capture any ladii gestures froin the

user and a iicans for reconstructing tlie hands' poses in the virtual enviroiment. The

depth sensor lieeds to be placed ill such a way as to nieet certain requireiinents:

" It nieeds to 1e placed ill a spot that offiers iobilitY to tlie user and systeim, and

" It needs to be placed in a coiinfortable location for the user to perforuil gestures.

After considering different options. we decided to attach the depthi Sensor on the

front part of the HMD. This location offers a great area and range off interaction for

the user (Figure 3-3). It also covers H ie area where users perfi mlnost of tle actions
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Figure 3-2: An expert uses his hands to teach cerainics to a novice user.

with the hands. TherefOre, the user can turn their bodv a1rounld and the system will

continue tracking the gestures.

3.2 ShowMe: Basic System for Sharing First-person

POV

The first version of ShowMe consists of two reiote setups with HMDs 136.1 One

side is used by a liovice user d811d is equipped with 2 cameras iII order to reproduce

a live feed of the environment into the HNMD. The other (1d is used by an expert

user and is equipped with a depth sensor (Figure 3-4). Both users are iminersed iII

the same vi(eo feed. We use the depth sensor to capture the hands of the expert,

an1d then superimpose the virtual copy of the hands onto t he novice user's field of view.
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Figure 3-3: Area of interaction for the user wearing the systeni.

The siipliit.v of the hardlware involved, and the freedomi of interactions and ges-

tures that call be perforied allow the system to )e used in any eniviroinillent withIi

Internet connection (Figure 3-5). The systeim is also conpact anid as such cal fit into

a back pack or briefcase ( and used anywhere, anytine.

3.3 Remote-JO: Adding IOT Integration

Lately, we have seen an eniergence of hite ruet colilected devices il ou houses and

workplaces. This opens up the possibility for a rcinotc expert to interact remotclY

with tfhiese devices and fix a problein. We updated our systeni to nake it possible

to make actual changes to the physical interfaces of remiote IoT objects simpily by

making hand gestures. This way the system caii fill the gap betweei renote (listaiice



Figure 3-4: Diagrain of basic ShOw~le system.

Figure 3-5: Thec iiage shows different Scenarios withl the overlaid hands uised for

teaching.

anld physical presenice t4hrouigh reinlotclyv controlled lInternet deviCes.

This version of, the systein is built onl top of' the previouis ShiowVNI systei, bit,

adds t~o it Support for reni ote( opera~it i of In1t('rne t, connected de-vices 1371, 1381. Thc
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reimote experl is able to operate devices iII the nlovice's emiviroiniiieiit and bring about

physical chanlges by using tlie sailie 11h1a(1 gestures they would use if they were physi-

callY presenit. We built a simart radio where the knobs of the radio call be controlled

by local and remote user alike (Figure 3-6).

(A) (B) (C)()

Figure 3-6: The siart radio prototype call be reiiiotelv controlled by anl expert.

The design of the radio includes a remotely controllable knob that can be either

operated by the physical hand of the novice user as well as by the virtual hand of

the remote user. The expert user can modify the behavior of the remotely located

radio by performing 1hand gestures such as tuning the volume of the radio by placing

the 1(and over the knob and performing 1 rotation gesture with the fingers. Once

the system detects Such a gesture, the knob button will physically move and turn

according to the virtual hand gesture.

3.4 Diveln: Immersive VR Version

Motivated by the huge increase of 3D data provided 1by, sensors, and the difficulty to

collaborate reiiiotely around such conitent, we decided to adapt the Show~le systeill

to support these types of situations. We (developed a coimpact and portable systeiin to

collaborate around entirely virtual 3D moxdels. such as geological models and sinula-

tions. The so-called Diven (Figure 3-7) system enables 2 (Ir more workers to ininierse

themselves in a virtual 3D model and interact with that model using natural hand

gcst irs.
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Users can use simple hand gestures to perform operations such as zooming in or

out and navigating in the virtual model. They can perform other gestures to enter

data, change views, etc. Users are aware of the location, the gaze and the hands of

the other persons currently working with the model.

To create this system, we used the same hardware as the previous systems. How-

ever, we updated the software to create a virtual world that immersed both users.

First, we import the data into the environment and then users can interact with the

content through natural hand gestures.

3.5 Feel-IO: Adding Wearable Haptic Feedback

After testing the ShowMe system with different people and scenarios, we realized that

haptic feedback plays a crucial role in making the experience realistic and effective.

Certain actions, such as when we are teaching instructions to a collaborator, require

haptic feedback in order to be executed correctly and accurately. Haptic feedback

is also relevant, if not necessary, for interacting effectively with a remote physical

interface such as in the Remote-IO version of the system. We built an integrated

wearable robotic device into our platform to provide portable haptic feedback to the

user (Figure 3-8).

We designed a system that can be worn on the user's arm, and is hidden when we

don't need to use it. Once the user is reaching for an interface, the wearable device

opens up and provides the needed physical affordance for such interaction. The cur-

rent implementation offers knob buttons, push buttons and regular 3D objects such

as cubes or spheres that can be grabbed in the virtual space (Figure 3-9).
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Figure 3-7: A user is immnersed in a virtual world witih geological 3D models. The
user is perforliling a gestilre to the olier user who is also present in the virtual world.

40



'rF rn~p1u~r

Figure 3-8: The wearable robotics device that is Worn ol the ari of the user.

Figure 3-9: The wearable robotics device that is woru oi the ari of the iser.
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Chapter 4

Implementation

HE ShowMe++ system is currently implemented using two Oculus Rifts con-

T nected to an Apple MacBook Pro 13", a pair of headphones and the internal

camera microphones. For most of the applications, the HMD of the novice user also

has two Logitech Pro 9000 cameras attached and the expert user's HMD has a Leap

Motion depth sensor attached to capture and track her/his hands (Figure 4-1). For

other applications the expert and novice user wear a robotic wearable system that

provides haptic feedback for virtual interactions. We designed the system to be mo-

bile, comfortable and small enough to fit in a daily handbag or backpack.

Both computers are sharing information remotely via Wi-Fi, which allows the user

to wear the system in mobile situations. ShowMe++ uses the Oculus Rift Develop-

ment Kit 2 which has a horizontal field of view higher than 900 and a diagonal field

of view higher than 1100 to create an immersive experience.

4.1 Depth Sensors

The Leap Motion uses optical sensors and infrared light to capture the environment.

These sensors are directed upward and have a field of view of 150 degrees wide and

120 degrees deep. It captures images at a rate higher than 60 fps and has an effective

range of approximately 25 to 600 millimeters above the device (Figure 4-2).
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Figure 4-1: This figure shows users wearing the ShowMe system. Both tlie novice's
field of view and the virtual hands are displayed II the figure.

Figure 4-2: Diagraim that represents the Leap Motion range (if trucking.

T o capture the data froi the envirovii eIenL, the ray of light enters on the Leap
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Motioni Cameras and the lens beds the light ray so it hits th sensors. The Leap

Motion records it as a, grey scale brightness value at a specific pixel location. As we

can not have perfect lens, the light (toes not land oil the perfect spot of the sensor.

Leap Motion has software calibration map (Figure 4-3) that corrects this imperfec-

tioni, allowing us to calculate the true angle of the original ray of light. Having the

distortion-free image, and using the angles from both images, the system can trian-

gulate the 3D location of a feature identified in both inages.

14. 4)

PA 193-

tanIlul(2 4/1

4 44, 4,4:

Figure 4-3: Softwan r( cAlbration done by the Leap Motion SDK.

We now understand how tlie systein tracks the position of a feature in the range

of view. However, we need the device to track the hands and fingers of the users. To

(1o so, the Leap Motion software uses an internal model of a hiiinaii hand to predict

the posture of the hand and fingers even when they are not visible. The software uses

the visible parts of the hiaid, the internal models, and past observations to calculate

the most likely positions of the parts not visible.
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The internial 11 (ode1 of the han1d is represented in Figure 4-4. The systein tracks

the position of each finuger with four points. However, the iiodel for the thinumub does

not quite inatch the standard anatoi1(ical aling system. A real thumlb has one less

bone thai the other fingers. For ease of programmning, the Leap Motion internal

thullini 11od1 inchldes a zero-length inetacarpal bone so that the t humnb has the samie

inunber of b1oiies as the other fingers.

Distal phalanges

Intermediate phalanges

Proximal phalanges

Metacarpals

0-length thumb metacarpal

I
Figurie 4-4: Internal 1mode1 of tracking used by the Leap Motion software.

4.2 Network Protocol

The syst(211 is set 111) with a peer-to-peer connectioll (Figure 4-:5). We use two differ-

ent 1lmethods to share the two types of data: the data from the vide(o st realing an1d

the data exchianged about position, rotation and vclocity of vi rtual objects a1(d hands.
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To create a live video feed fron the caineras attached to the JHMD of the novice

user to the HMD of the expert user, we hard-coded a system of UDP Sockets. The

640x480 images are captured fraine ly frame in the novice's coimputer, and they are

comlpressed ill a JPG format to be sent through the socket. The image is sent and

decompressed in the expert's comiputer, and then it is presented as the next frame of

the video for tlie expert user.

Video

Audio

Hands 7

UDP

Unity
Networking

Objects

Novice Expert

Figure 4-5: Network protocol implemented in the system.

On the other hand, we use the Unity Network LibrarY to synchronize the virtual

objects in the scene as well as the hand of the users. It offers us a simple way of

connecting the transformnation of the objects present on both (1ds.
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4.3 3D Game Engine

We used a 3D ganie engine to design our experiences and the software for the

ShowMe I platformI. We used the Unity Editor (Figure 4-6) as it enables the crc-

ation of 2D a1nd 3D gaines. apps and experiences for mnultiplatform. There is a 3D

virtual space where you design the visual part of the experience. In order to provide

intelligence to the scenario, it uses scripts III or JavaScript that are assigned to

different object in the environment. In our case we designed the whole experieNce

with C scripts.

I - ~ *Itbe N

Ez .j

a -$.~xnaaM. - -- - -~ -~

Figure 4-6: Unity3D development screen.

Unity offers a built-in physics engine to handle the physical sinulation. However,

it is still possible to adjust paralleters and cliange differeit options of the physics.

Moreover, it also includes a rendering engine that offers lighting. cameras, materials,

shaders, textures and particle effects.
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4.4 HMD

To create an ilinnersive experience we decided to use HMDs that ofter the illusion of

being in a differenit world. For our prototyp1e we are using an Oculus Rift DK2 that

has a field of view of 10 degrees and can refresh the display up to 90 fps (Figure 4-7).

0

081

Figure 4-7: Comparison about the field of view l)etween Oculus HMD and Sony

HMZ-TI, one of the first personal HMD.

To create the trick of ininersion, there are two important things inside the HNID.

One of tlieii is the lenses. V3 lieadsets use either two feeds seit to one display or two
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displays. one per eye. The lenses (Figure 4-8), which are placed between the user's

eyes aid the pixels, focus and reslhape the picture for each ee to create a stereoscopiC

3D image by angling the two 2D iiages.

Existing Panel

Lenses

I

Figure 4-8: The lenses of the HNID are directing the light froin the screen to our eyes.

The other important feature is the head t racking. Current HIDs include an IMU

that tracks the rotation of the head. It is a critical part of the systein as it provides

the sinooth virtual rotation when moving our head (Figure 4-9).

4.5 Robotic Wearable

To implenent the robotic wearable for haptic feedback. two different aspects had to

be considered: the 3D design and tle electroiics.

50



Figure 4-9: IMT embedded in the Gear VR Headset

4.5.1 3D Design

We designed tie structure of the wearable using the

tire 4-11). It is designed with three separate arnis

Each arni iesures 22cin long and remains in folded

can unfold to offer capabilities to the user or hide by

user's arin (Figure 4-10).

Rhinoceros CAD software (Fig-

actulades by two servo-iiotors.

position by default. The arns

moving backwards towards the

I
4.5.2 Electronics and Communication

The system is implemented with an Arduino Mini Pro that serves as the brain for the

wearable device. It sends, receives and processes the information that flows between

tihe computer, the servos and the sensors of the wearable device.

The wearable is made with two servos; three 3D printIed resin pieces that work

as the skeleton, tihe phYsical interfaces and tHie Arduino (Figure 4-12). Two servos

cont rol the movement of separate parts of tHie arn. We used the Goteck Metal Gear

Micro Servos that each can apply a torque of 2.5kg. The servos move the arns to the
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Figure 4-10: Wearable unfolded, allowing the user to interact with the knob button.

AC ~

'I

'Nrc

Figure 4-11: 3D design of the wearable haptic device in Ithe Phnoceros software.

I
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ServosButtons

1

Figure 4-12: Distribution of the differenit colmp)onents that are eimbedded in the wear-

able device (Button, Kiiob, Servos mid Electronics)

two positions, folded and iifolded on the user's arm. The entire wearable device is

powereld froim a computer's 5V USB port.

The wearable device also offers the liaptic feedback while we are gral bbilg a virtual

object. For that, we need to add diflerenlt object shapes ollto the tip of the arnh.

These physical shapes (cubes, spheres... ) are nmade of condictive inaterial, so we use

a capacitive seInsor to detect when we are touching it (so the virtual object follow the

lhan() or when itr is not l)eing touchdIco (the virtual 1)ject remains still).

Electronics
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Chapter 5

User Study

5.1 First Person Point of View and Hand Represen-

tation

We conducted a user study to test if users were able to perform different tasks success-

fully and to evaluate whether ShowMe++ is an effective system for remote guidance.

The emphasis of the evaluation was to test the usability of the system and explore

which kind of hand gestures and practices were used in ShowMe++ versus a standard

videoconferencing setup. In addition, we were specifically interested in understanding

the tradeoffs of viewing through someone else's point of view.

We recorded the participants' behavior during the task performance and compared

the experience with the same task when performed on a videoconference system.

After performing all tasks, users filled a qualitative questionnaire summarizing their

experience and offering feedback for possible improvements.

5.1.1 Participants

Eighteen subjects (11 males, 7 females) from our laboratory were recruited in pairs to

participate in the study. All participants were familiar with teleconferencing systems

to keep in touch with relatives or for work purposes. Each pair of participants had
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some type of relationship between them (friends, couple or workmates). The duration

of each study was approximately 30 minutes and the ages of the participants ranged

from 20 to 28, with a mean of 24.

5.1.2 Set up

The test scenario employed two separated rooms in the same building. Given a pair

of users, we randomly selected who would perform what role - the expert user (who

was going to teach the tasks) or the novice user (who was going to perform the tasks).

In the videoconferencing setup we used two tablets with Skype installed (one for the

novice and one for the expert). The two participants were located in different rooms

and were able to place their tablets in a mount in order to have freedom of movement.

In the case of ShowMe++, the expert user was located in one of the rooms wearing

an HMD with the depth sensor attached to it, and in the other room, the novice user

was sharing his/her view to the expert through the two cameras attached to their

HMD.

5.1.3 Conditions

In the first five minutes of the study, we explained to both users which roles they

were going to perform and what the tasks were about. Before starting each task,

we privately taught the expert how to solve the tasks, and to memorize and identify

what s/he was going to teach the novice user.

Each pair of users needed approximately 30 minutes to complete the user study

and questionnaires.

5.1.4 Measurements

We conducted the experiments using a within-subject design. Each task was divided

in three different sub-tasks or activities, meaning that each pair of participants per-

formed six sub-tasks using the two systems.
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The subtasks were slightly difIerent for each con1dition, to ensure that the liovice

user was coni)pIetely inexperienced every tirie. Each of the subtasks took approxi-

uiately 2 to 3 ininutes to complete. We describe the three different tasks below.

* IM

Figure 5-1: User Study - Task 1: 390 Lego Pieces are spread out on a table. The

IrOVice user has to locate a specific, unique Lego piece in this pile (the yellow. brown

or blue one).

Task 1: Sciclctin a particular Leqo p/ece

We randonlv (list ribut ed 390 Lego pieces with an equitable (list ribut ion of colors

onto a table. Three unique Lego pieces were hidden il three different locations (Figure

0-1). The expert user knrew iII advance the color. shape and tire location of these

pieces. The reimote expert taught the novice where the pieces were located (one piece

for each of the subtasks).

Task 2: RJp(ic compouwnts and play in PC cabl, s



We placed a Dell OptiPlex GX280 desktOp computer on a table to be repaired

by the novice user. The expert user taught the novice user how to (1) ext'ract two

RAM memories, (2) p1g-in an 8 pins header and (3) plig-in a 16 pins lieader into

the miothlierboard.

Task 3: Buildiny a Lcqo tnodel

We designed three different models with Lego Duplo, soie regular Lego pieces

and some big Lego pieces (Figure 5-2). The expert had to teach tie novice how to

build each model. The novice did not have any other guidance on what sj ie had to

build.

Aim

Figure 5-2: User Study-Task 3: Thiree differeit tlypes of Lego models, which the
expert has to instruct the novice to build.

5.1.5 Evaluation

Once the tasks were concluded, tie participaits filled out a post-test (1ulestionimaire.

We analyzed the data collected as well as th1(r11 comumiient1 s and remarks. All the users

successfullv completed the tasks with both ShowMe I i and the Sklype system. In the

ShowMe i I conditiomi. users were able to guide and receive giidance through hand

gestures from tlie ex)ert and oviCe user.
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Many of the users took time to get used to ShowMe++. During the first minutes

they felt disoriented because of the HMD, and did not know whether to use speech,

visual cues or hand gestures, which biased the results against it: "it was difficult to

coordinate eye-to-hand coordination during the first task" (novice). These results

were somewhat expected since ShowMe++ is not as familiar as Skype and we did not

give the users much time at all to get used to this new style of interaction. Several of

the novices complained about the fact that their view of the workspace was indirect

(because of the HMD) and therefore somewhat restricted: "It was a little distracting

viewing my field of vision through a digital device and not my own eyes" (novice).

In contrast, some of the users acting as experts remarked that a first person point of

view offers the best angle to teach another person, as the expert can see where the

novice is looking and at the same time offers the same perspective for their own hands.

Despite some of these drawbacks, in these tasks and under these conditions, en-

abling the viewing of first-person hand gestures helped users to successfully perform

the tasks, which suggests that ShowMe++ can be effective for remote collaboration

around manual tasks. Overall, users found ShowMe++ to be more helpful for task 1

and 3, and rated ShowMe++ as almost equal to videoconferencing for task 2. Figure

5-3 shows the results of the questionnaire regarding the helpfulness of ShowMe++

and videoconferencing for each task.

These results coincide with the time spent for each pair of users completing the

tasks in that users spent on average less time the complete the tasks with ShowMe++

than with the Skype set up. However, given the number of users we tested, these

timing results are not statistically significant. Users on average needed 8 seconds less

to successfully finish task 1 using ShowMe++ than with Skype (31s versus 39s), 6

seconds more using ShowMe++ in task 2 (48s versus 54s), and 5 seconds less in task

3 (43s versus 48s). Some of the comments were "Task 1 is the best for ShowMe++

scenarios, there were so many different color pieces and sizes, that it was almost im-
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possible to know to which he was referring during Skype" (novice), "Finding the Lego

piece was the most difficult task to describe. I couldn't tell which piece was being

looked at with just voice and no pointing" (expert). Most users agreed with the

usefulness of being able to use gestures to communicate between novice and expert

in order to point to objects, indicate sizes or comnnunicate orientation of elements.

Users also agreed that ShowMe-++ worked less well in Task2. They felt that the reso-

lution of the Oculus Rift was not accurate enough to interact with small components.

We will continue updating the hardware with new HMDs, to meet the requirements

needed for such interactions.

"Did the interface/system help you to perform the Task?"

VidCiUL014rI~ring Siuw Me

Task~ 3

Task 21

Task i

1 1.5 2 2.5 3 3.5 4 4.5 5

Figure 5-3: Helpfulness comparison between ShowMe and videoconferencing for each
task.

Oie of the curiosities we noticed was that somie experts were performing liaid

gestures even wliei they were not using ShowMe+- and the remote novice user

could not see them. Research has shown that hand gestures play a crucial role in the

learning process and enrich comiunication among collaborators [39]. In the case of

videoconferencing, the body laiiguage was lesser and slightly more abrupt than with

ShowMei +. In contrast, the gestures that experts performied while usimig ShowMe++
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Helpfulness

not usable very usable

Usability

lot of motion sickness none motion sickness

Motion Sickness

1 1.5 2 2.5 3 3.5 4 4.5 5

Figure 5-4: Result of the post-test questionnaire. Users rated Show~le as a systeli

that, does not cause imotion sickness and that is usable and helpful. Motion Sickness

(mean 4.28, st(d 0.4) Usability (mean 3.53, std 0.38) Helpfulness (mean 4.38,

std 0.22).

were munch more smooth, specific and clear. The miost conllon gesture was to point

at an o)ject (Figure 5-5 - A). followed bly the gesture to express that an action was

doe correctly (Figure 5-' - B - C). Participants used bothli hands to show the orien-

tat ion of a piece, and how to connect lmultiple pieces (Figure 5-5 - E). and omne or two

hands to show the size of a specific compoinent or to simulate the shape of it (Figure

5-5 - D). The majority of gestmires perfornlled inclIded pointinig, Size descriptioi and

orientation, and empt)hlasizing nuinbers (Figure 5-5 - F).

Finally. users were asked for the helpfulness. usabilitly ammln motion sickness t hey

experienlced while using ShowMe i (Figure 5-4). Users were also asked which systemmm

(Skype or SlhowMe 1 1 ) they would like to use for real collaborative aid learning

tasks 1i1 the future, taking into account that ShowMe I I was a proof of colcept and

still a research project. 94.5% selected SlowMe i I as their preferred systemi over

xvideocolnferelicing. These results suggest that SlowMe 1 1 is a usable and hlelpfil

systeim for remote collaboration tasks that potentially could he used effectively ill
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(A) (B C

(D)
C

4
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7-

I
(E)

I

(F)

Figure 5-5: Example of (hand gest Ores performed f ) traiisimiit iniforniati1 to the otliei
user (iuring the user studly.

real life applications.

5.2 Haptic Feedback in a Virtual Collaborative

1W11 r 8 prehil liIIIary evaluatiOl with several users to gather qualitative dat a Ibollt

the haptic feedback system]. Ihle goal of tie st ldy was to let iisers try the wearable to
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(1) analyze if they felt the haptic feedback was realistic and convincing, (2) understand

the ease of use and (3) analyze if they felt tired while or after using the system.

5.2.1 Participants

Ten subjects (7 males, 3 females) from our laboratory were recruited to participate

in the evaluation. All participants received instructions about the system prior to

the trial, and they performed the test in pairs. The duration of each evaluation was

approximately 10 minutes and the ages of the participants ranged from 23 to 30, with

a mean of 26.

5.2.2 Set up

The test scenario was done in two separated rooms where users where sitting in a

stool that can rotate 360 degrees. The users had an Oculus Rift DK2 with a Leap

Motion attached to the headset and the wearable haptic feedback device on the arm

of their dominant hand. They were immersed in a collaboratively virtual world that

had different scenarios, interfaces and objects to grab and interact with.

5.2.3 Conditions

In the first 3 minutes of the study, we let the users try the system to get familiarized

with it. Prior to the trial, we explained to them how the system works and what they

would feel and experience while in the virtual world. It is important to notice that

all the participants had previous experiences with VR.

5.2.4 Measurements

The users were immersed in a shared virtual space with an industrial scenario. The

users had three different activities that they had to perform with haptic feedback.

The tasks included a knob button turning to a specific value, pushing a specific but-

ton, and transporting spheres from one table to a basket (Figure 5-6).
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WXI also asked each participant to perforin 81 individual timied task. Each partiC-

ipant had to) tune a virtual radio with and wit lout the liaptic feebIl ack. W\e tested

the tiiiie illInjroveilent offered b v the wearable device.

The main goal for the was to get qualitative feedback about users' feelings

and opinions about, the systein.

on Off
~-On__

Figure 5-6: Top-left: the knob bu ton interface used ii the stud y. Top-right: the puish
butto ilterface used in the study. Bot toni: the spheres that needed to be imoved in
the test.

5.2.5 Evaluation

After tHie test, users were asked 8 series of questions about their experielice during

the activities that they had just performed. All of thein fund the system really casyv

to use, as they (didn't iieed t-o learn avNything iiew to interact with VR literfaces.

Users were also asked about realisi of the lilter action (and Iost of them 1(1found the

int ractims very realistic (Figure 5-7). None of the users felt any fat igue using our

levice. lcy all agried t'hat aft cr iusing t he wcarable. they got used to it 81d remiarked
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the improvement offered for actions tlit require high accuracy in VR.

How realistic is the interaction with the wearable
device?

10
9

4A

4-
E8
0

3-2

1U-
0

1 2 3 4 5

1- Not very realistic / 5- Very realistic

Figure 5-7: The graph represents the answers of the users about realism.

All of the users pointed out that the system provides higher precision with the

knob button interface. However, a couple of users found a small misaligmnent between

the position of the real knob button and the virtual one. Nevertheless, it was not a

problem for them to interact with it, as they both rated the interaction as very useful.

Regarding the use of the knob button interface, one user sai( "It is really difficult to

tune a virtual radio without the wearable", another said "it would be great to use

the wearable as an always-available knob button to interact with my TV or speakers".

The users were asked to move virtual spheres from one table to a basket in the

scene, with and without the help the wearable device. Some of them noticed that the

device does not reproduce the weight while grabbing objects. Although these users

wanted to feel the object's weight, they all remarked that the haptic feedback helped

them feel more innersed in the system. User innersion and engagement with the

systei will lead to better collaboration between peers in a virtual workspace.
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As part of the experiient. we iiieasured 1tsk omnpletiol ime with id witliout

haptic feedbak. We iiiiinersed the user1 iII 8 virtil roo1 that 11s a virtuA rhiO

with an initeraetive knob buttonl. The angle of the knob buttoii repreesents the radio

statioii S frequelncY, which is displayed o1 top of it. We asked the p)articilants 1 o tuine

the radio to 102Mhz. It was the first time that these 11sers were interacting with a

virtual interface with and without haptie feedba(k. Thlerefore, none of theimi hadl any

previous knowledge relevant for the interact ion.

The positive (iqalitative feedback about the haptic device is ii line wvith the lesser

tiie users spent ill completing the task using the device, as opposed to without it.

The tining results are not statistically significant due the low llllnumber of uisers we

tested. Users o average needed 21 seconds less to successfully finish the task with11

the haptic feedback than without. (33s versus 17s) The results are shown Figure 5-8.

110

J e Haptic

108 No Haptic

Se

106 j

aJa
104 0 a

> Lb

102 *%<cQ ha d i

Sf
100 b f

98
0 10 20 30 40 50 60

Time (Seconds)

Figure 5-8: In the figure the tunned value is plotted vs. time, where squares mark
iioui-hiaptic feedback and diaioiid's are with haptic feedback



We also measured the accuracy users achieved when rotating the knob button.

Accuracy was measured as the average of the final value selected by the users. We

got an average value of 103.69 (std of 2.41) without feedback and 102.3 (std of 1.82)

with feedback. These results mean that the values collected from users with haptic

feedback were closer to the desired value (102MHz), which once more is in line with

the qualitative feedback received from the users.
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Chapter 6

Applications

6.1 Remote Assistance

The SholwMe i systeii can be llsed in a variety of application0s for reinote collalb-

ration, for exalllple ill reinute mnaintenanice of coniplex inachinuery 01 in the training

process for how to operate devices (Figure 6-1). Our prolposed systein looks to aid

ill reducing travel expenses (cost saving inpact) by allowing incanual problemis to be

solved at a distance (time saving inipact).

Figure 6-1: Ai expert reinote uscr is teaching how to replace fle A\ I iuinory of a

coiullter.
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6.2 Remote Manipulation of IoT devices

Another possible applicatiol iiiNvolves imounting the novice's HIMD oVI a 1cle-operated

robot. It &Allows the einiiote lise' to iiove arOlnd 1 8spae and iintIet withi light

switches, radios, TV o otherl home a ppliaiices. The local uiser will see chaliges in the

enviioiiineit and iII the phlysical position of the 1it eiface.

Another application relates to remote help. A remote expert trains the Novice

operat or how to prograimi or use an industrial iiiachine. Both of them wealr the systeim

so the iemiiote user call show the operator how to imanipulate the smart mnachine, by

performiing the actions (Figure 6-2).

Figure 6-2: A remote expert manipulates the knob button of anl Internet coinected
radio).

6.3 Collaboration around 3D Models

The system can he used to enable workers to iinerse thenselves into 3D models

from any location, using siiple. portable equipment (Figure 6-3). They can interact
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with 311) iodels in this virttial wor1d along with coliborators using audio and hand

gestures. Applications include collbo1t1on around design and architectural models.

geological 1 1odels, biological 1odels and 1ore.

Figure 6-3: Users are interacting around a 3D geological 1model in a VR environient.

Another application is inspired by the gane FoldIt 1401, an online puzzle video

gaime about protein folding. The objective of FoldIt is to fold the structures of se-

lected proteins using tools provided in the game. Since the structures presented are

in 3D, we impleilented 1 an)ppliCatioi for our systeii, where a user cali use their

hands to inaniipulate proteins (Figure 6-4). Moreover, the 11er is i1 (ersed ill the

(nviromliient with aiother user, aid both of thein c1 work closely to solve the gane

and can see each other's actio1s.
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Figure 6-4: Two users manipulating and collaborating around proteins and cells in a
virtual sharedl enivironiun1ent.
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Chapter 7

Conclusions and Future Work

E described ShowMe++, an immersive mobile collaboration system that merges

W the advantages of videoconferencing with 3D hand gestures and haptic feed-

back to achieve a mixed reality experience. We offer a solution for remote collabora-

tion around manual tasks where both users are immersed in the novice user's point of

view, which is augmented with real-time visualization of the expert's hand gestures.

We showed through preliminary studies that participants were able to successfully

collaborate around remote tasks, and found ShowMe++ to be a helpful and usable

system. In particular, the system enabled them to establish a common understanding

of the space, objects, sizes and orientations.

We are encouraged by the feedback from the users to continue adding more features

to the system. The communication between novice and expert was very effective, and

mainly focused on hand gestures and almost no voice. We observed that the richer

the variety of hand gestures used was, the more fluent the resulting collaboration.

Novice users were mimicking what the experts were pointing at, whereas when using

Skype novices relied on the experts' verbal description of objects. One of the most

used techniques for novices while videoconferencing was to randomly point to multiple

elements waiting for the approval of the expert followed by "is it this one?" or "this?".

Since there is not a captured 3D model of the novice's local environment, the
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expert's 3D hands can not be properly depth merged into it, and as the results have

showed, it is still worth the complexity of creating 3D reconstructed hands rather

than a simple plain segmentation of the expert's hands if we do not have a captured

3D model of the novice's local environment.

Some users mentioned that it was difficult to understand other user's emotions

during remote collaboration. The reason is because in some scenarios, peers are rep-

resented as full inexpressive avatars and in others as virtual hands. In future work,

we could capture the states of the users and represent them in the virtual model with

the recent advancements in affective computing and physiological sensors. For exam-

ple, we could change the color of the avatars or hands to represent these emotions.

This would offer users deeper insight into the other users emotional state during the

collaboration process.

We could also consider analyzing brain activity to improve shared virtual workspaces.

Technology can now capture and categorize brain signals. We could collect this in-

formation to make virtual workplaces more pleasant for the users.

Study participants mentioned that they would like to use the haptic wearable

device for scenarios unrelated to VR. We could use the wearable as an extension of

our physical body. It could offer us just-in-time access to interfaces in the physical

world. For example, user point his hand at a TV, the robotic arm could unfold and

provide an interface to flip between TV channels. If the user moves his hand towards

the speaker, the robotic arm could open to provide an interface to change the volume.

As part of the future work, we would like to integrate our system with home

appliances and teleconferencing systems. Additionally we plan to study the use of

our system in fields such as online education, remote learning, and remote assistance.
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