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Abstract

In my thesis, I present the methods I use to predict NBA games using matrix factorization.
Matrix factorization is popular through the Netflix recommendation problem, but in general, one
can apply it to data that are best modeled as the result of pairwise interaction. My thesis contains
three parts. First, I explain how I model NBA prediction as a matrix factorization problem and
use the basic low-rank matrix factorization approach to discover structure in the data. I also
explain some differences between using matrix factorization for NBA prediction versus that in
the Netflix recommendation problem. Second, I use probabilistic matrix factorization (PMF) to
incorporate the fact that when two teams play each other, the scores will be different each time.
Lastly, I incorporate supplementary information such as the date of the game by combining
multiple PMF problems using Gaussian process priors. I replace the scalar latent features with

functions of this supplementary information to aid with prediction.
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1. Introduction

The National Basketball Association (NBA) is the premier men’s professional basketball
league in North America. The NBA consists of players not only from North America, but also
from different countries worldwide. Therefore, the NBA’s influence permeates around the world.
Since the NBA is a multi-billion dollar industry and involves millions of fans, many studies have
been conducted to try to predict game outcomes based on the large amount of data and statistics
available. Moreover, in general, predicting the results of sporting events is a natural application
of machine learning. It is also particularly well-suited for the NBA because we can measure
players’ performances across different positions using the same set of statistics (ie. points,
rebounds, steals, assists, blocks, etc.).

Trivially, by looking at teams’ previous records of win to loss ratio, we can somewhat
infer how good one team will be when playing against an opponent team. However, predicting
basketball outcomes is very complicated and tricky because there are many factors that affect the
results. These factors are, for example, whether a team has a superstar player like LeBron James,
whether a team has an exceptional coach like Gregg Popovich, or whether a team has home court
advantage. On December 9th, 2004, the Houston Rockets played at home versus the San Antonio
Spurs. Down 76-68 with 42 seconds left, the Rockets seemed very unlikely to win. However, its
superstar player Tracy McGrady miraculously scored 13 points in 33 seconds to allow the
Rockets to defeat the Spurs 80-81 [1]. Situations like this make it tricky to predict the outcomes.
Moreover, what makes it especially difficult is the fact that the score during a game can change
very quickly. Even a fraction of a second makes a difference, as can be seen in game 5 of the

2004 Western Conference Semifinals when Derek Fisher scored a two-pointer with only 0.4



seconds remaining to allow the Los Angeles Lakers to defeat the San Antonio Spurs 74-73 [2].
This quick change in score is unlike other sports such as soccer, football, or baseball where the
average time to score is much higher than that for basketball.

The majority of previous work on NBA prediction involves assembling features for each
game and using these feature vectors as input into some machine learning algorithm like logistic
regression, support vector machine (SVM), neural networks, or Naive Bayes. Most features are
obtained from the readily available game statistics such as points or rebounds. In section 1.1, I
describe the types of data available that can be used as features. In section 1.2, I summarize the
majority of the previous work that has been done. These previous work mainly focus on
engineering new features by combining different game statistics. In section 1.3, I discuss how
matrix factorization is a more interesting and suitable approach to the problem of predicting
game outcomes.

In chapter 2 of my thesis, I describe modeling the problem using the basic low-rank
matrix factorization technique. In chapter 3, I describe using probabilistic matrix factorization
(PMF) to incorporate the fact that when two teams play each other, the scores will be different
each time. In chapter 4, I incorporate supplementary information such as the date of the game by
combining multiple PMF problems using Gaussian process priors. This involves replacing the
scalar latent features with functions of this supplementary information.

1.1 Data Available

The NBA records 3 types of data:
e Box-score data

e Play-by-play data
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e (Camera-tracked data
1.1.1 Box-score Data
A box score contains the information about a game between two teams. Here is an

example box score (from NBA.com) for one of the teams in a game. The opponent team’s box

score has the same format.

FIELD GDALS REBOUNDS
POS MIN | FGM-A | 3PM-A | FTM-A +- OFF DEF TOT AST PF ST TO BS BA PTS

H. Barnes F 30:31 610 2-5 1-2 +2 v & ] 1 2 ] 2 4] 4] 15
D. Green F 29:47 4-8 2-4 1-2 +20 3 [+ ] 7 1 1 ] 1 0 11
A. Bogut c 18:54 2-2 0-0 0-0 +7 1 3 4 1 3 ] 2 2 4] 4
K. Thompson G 28:21 6-13 4-10 0-0 +9 [} 2 2 2 1 o 0 1 0 16
5. Curry G 29:46 15-24 10-19 &6-6 +20 1 3 4 6 2 2 2 4] 4] 46
A. lguodala 28:31 1-4 0-3 1-2 +25 1 3 4 T 1 1 2 0 0 3
5. Livingston 2123 2-4 0-0 2-2 +13 v] 3 3 10 1 1 2 4] 4] [
F. Ezeli 1322 2-3 0-0 0-0 +9 2 4 ] ] o ] 0 1 0 4
L. Barbosa 18:14 2-5 1-2 0-0 +3 1 5 ] 1 1 ] 2 1 1 5
M. Speights 12:01 58 0-2 2-2 +6 1 3 4 ] 2 2 0 0 0 12
B. Rush 0418 1-1 1-1 0-0 -1 "] 0 ] [+] 4] ] 4] 4] 4] 3
J. McAdoo 02:56 0-2 0-1 0-0 +1 1] 0 ] o o ] 0 1 0 a
A Varejao 01:56 0-2 0-0 0-0 +1 2 1 3 [+] 4] ] 4] 4] 4] 4]
Total 240 46-87 20-47 13-16 12 39 51 35 14 T 17 7 1 126

52.9% 426% B1.2% TEAM REBS: 3 TOTAL TO: 17

Figure 1: Box score data for a team. Source: NBA.com

The box score records, for each player, the following statistics:
e The number of minutes played (MIN).
e The number of field goals made and attempted (FGM-A).
e The number of 3-point field goals made and attempted (3PM-A).
e The number of free throws made and attempted (FTM-A).

e The plus/minus score which determines how the team performs with that player on the
floor (+/-).

e The number of offensive rebounds (OFF).
e The number of defensive rebounds (DEF).
e The number of total rebounds (TOT).

11



e The number of assists (AST).

e The number of personal fouls (PF).

® The number of steals (ST).

e The number of turnovers (TO).

e The number of times that player blocked a shot (BS).

e The number of times that player had a shot blocked against him (BA).

e The number of points (PTS).

The first five player names are bolded in blue to indicate that they are the starting players.

The box score also includes information at the team level. We can see the total statistics, such as
total number of points scored, the percentages for field goal, 3-point field goal, and free throw,
and team rebounds, which are rebounds allocated to the team as a whole and not specifically to
one player. The official site of the NBA [3] contains box score data from the 1946-1947 season
to present, although it is very rare to use or require data that further back because the rules,
teams, and overall league have changed and evolved over time. Another popular source is
Basketball Reference [4], which contains box score data from the 1985-1986 season to present,
albeit in a slightly different format.

1.1.2 Play-by-play Data

Play-by-play data is similar to box score data, except it is more detailed. Specifically, it

tracks every play and timestamps it so that you know exactly when each play occurs.
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MEMPHIS GRIZZLIES (42-40)

GOLDEN STATE WARRIORS (73-9)

START OF 1ST QUARTER

(12:00) JUMP BALL BOGUT VS ANDERSEN (K THOMPSON GAINS POSSESSION)

Farmar Rebound [(Off:0 Def:1)

Barnes Jump Shot: Missed

Farmar Foul: Sheoting (1 PF) 2 FTA) (B Speoner)

Andersen Rebound (Off:.0 Def.1)
Randolph Hook Shot: Missed
Randeclph Rebound (Off:1 Def:0)
Randolph Jump Shot: Made (2 PTS)

Randeolph Jump Shot: Made (4 PTS) Assist: Barnes (1 AST)

Barmes Rebound [Off:.0 Def:1)
Bames Turnover : Bad Pass (1 TO) Steal:Curry (1 ST)

Team Rebound

Randelph Hook Shot: Missed

Barnes 3pt Shot: Missed

11:39
11:38
11:23
11:22
11:08
11:08
11:05
11:05
11:05
11:05

11:05

11:05
[GSW 1-0]

11:05
11:00
10:48

10:45

10:44
[MEM 2-1]
10:30
[GSW 3-2]
10:12
[MEM 4-3]
08:59

09:58
09:49
09:44
09:43
0921
09:20
09:13
[GSW &6-4]
08:04
08:04
08:01

Green 3pt Shot: Missed

Green Rebound (Off:0 Def:1)
Barnes 3pt Shot: Missed
Green Rebound (Off:1 Def:1)
Green Tip Layup Shot: Missed
Green Rebound (Off:2 Def:1)
Green Layup Shot: Missed
Green Rebound (Off:3 Def:1)

Green Free Throw 1 of 2 (1 PTS)

Green Free Throw 2 of 2 Missed

K Thompson Jump Shot: Made (2 PTS) Assist: Curry (1 AST)

K Thempson 3pt Shot: Missed

Curry 3pt Shot: Missed

Green Rebound (Off:3 Def:2)
Curry 3pt Shot: Made (3 PTS) Assist: Green (1 AST)

Curry Rebound (00 Def:1)
K Thompson 3pt Shot: Missed

Figure 2: Play-by-play data for two competing teams. Source: NBA.com

With play-by-play data, you know not only how many points or rebounds a player has
from the box score data, but also when he scored those points or when he grabbed those
rebounds. Other things we learn from the play-by-play data that we can not obtain from box
score data are, for example, when player substitutions are made, when timeouts are called, who

blocked whom or who assisted whom, the type of field goal attempted (three-pointer, layup,

dunk, etc.), the fouls drawn, and the times when possessions change.
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The most important characteristic of play-by-play data is that it provides context for
events that occur. Knowing which players are on the court at different times allows us to
determine the value of having different combinations of players or the value that individual
players provide.

1.1.3 Camera-tracked Data

Camera-tracked data contains the (x, y, z) location of every player on the court and the
ball relative to a fixed point. This information is updated 25 times a second. As of May 2013, 15
of the 30 NBA teams kept track of this data [5], but by now, every team is doing this.

This data offers much finer granularity than box score data or play-by-play data. The
downside of using this data is that it only became available starting in 2010 and by 2013, only
half of the teams in the NBA kept track of it. Therefore, it is incomplete and there is not much
data to work with. Also, the data is very low-level; you have to convert the data into a higher
level format in order to do something useful with it and doing this conversion is a challenge and

another project by itself. Lastly, the data is not publicly available; you must purchase it [6].

1.2  Previous Work

The field of basketball analytics involves descriptive and predictive analytics. Most of
traditional analysis are descriptive, focusing on describing what has already happened, for
example, evaluating players or teams. There are many descriptive models, but the majority of
them can be categorized as follows:

1. Team based analysis: analyzes factors such as points scored per possession and points

allowed per possession that motivate winning at a team level.
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2. Box score based analysis: looks at each player’s box scores and assigns values to each of
the individual box score statistics in order to judge a player’s value on a per-minute basis.

3. Plus-minus based analysis: analyzes the number of points a player’s team scores against
the number of points the opposing team scores while that player is on the floor.

Most of the predictive models attempt to predict the outcome of one game because there
are 1230 games in one season to work with. This is different from trying to predict, for example,
the season’s most valuable player (MVP) in which there is only one per year. Moreover, most
models simply apply machine learning techniques such as logistic regression, SVM, neural
networks, or Naive Bayes to statistics in the box score data. For example, one model uses linear
regression on box-score data from 1992 to 1996 to predict 69% of the games correctly [7]. Some
models also attempt to use methods for feature selections or come up with new, interesting
features.

1.3 Modeling with Matrix Factorization

As mentioned, most of the approaches to NBA prediction involve designing some
features for each game and then training some off the shelf binary classifier that outputs a label
indicating whether the home team or the away team won. This approach is reasonable, but it tries
to fit the problem into a typical format instead of trying to design a solution that suits the
problem. An important thing to note about a basketball game is that it is an interaction between
two teams. Therefore, it makes more sense to learn features for teams and directly model the
interactions between teams rather than engineer or learn features of games.

Many data are best modeled as the result of pairwise interactions. These interactions are

typically between items from different sets, but can be between items from the same set. The
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most noticeable aspect is that the observations are the result of interactions. For example, in the
Netflix Prize example, you are given user/movie ratings and must predict the ratings of unseen
pairs. We can model the pairwise interactions by treating the observations as a matrix and then
using matrix factorization to discover structure in the data. Therefore, we can apply this

technique for modeling interactions between two teams in an NBA game. In this context, each
entry (4,7) in the matrix corresponds to team 7’s score when playing against team J and

vice-versa for entry (4, %),

1.4 Data Format

In my project, I have access to regular season games from the 1985-1986 season to the
2014-2015 season as training data. For each game, I have the date (year, month, day, time), home
team name, away team name, home team score, and away team score. Each team’s full name (i.e.
Los Angeles Lakers) is a combination of the team’s city (Los Angeles) and the team’s name
(Lakers). Because team cities and names change throughout the years, I remove the team cities
and keep only the team names to have the data in a consistent format. For example, I use only
“Lakers” rather than “Los Angeles Lakers”. Also, the same team today may have used different
names in the past. [ format my data so that every game lists the two teams’ current names. Here
are the important naming issues:

e New Jersey Nets changed to Brooklyn Nets (use Nets)

e Vancouver Grizzlies changed to Memphis Grizzlies (use Grizzlies)
e Washington Bullets changed to Washington Wizards (use Wizards)
e Toronto Raptors was formed in 1995

e Minnesota Timberwolves was formed in 1989
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http://www.codecogs.com/eqnedit.php?latex=(i,%20j)
http://www.codecogs.com/eqnedit.php?latex=(i,%20j)
http://www.codecogs.com/eqnedit.php?latex=i
http://www.codecogs.com/eqnedit.php?latex=i
http://www.codecogs.com/eqnedit.php?latex=j
http://www.codecogs.com/eqnedit.php?latex=j
http://www.codecogs.com/eqnedit.php?latex=(j,%20i)
http://www.codecogs.com/eqnedit.php?latex=(j,%20i)

For the games in the following seasons, the team names are listed as follows, but use the current

name (Pelicans):

1988-2002 Charlotte Hornets

2002-2005 New Orleans Hornets

2005-2007 New Orleans/Oklahoma City Hornets

2007-2013 New Orleans Hornets

e 2013-Present New Orleans Pelicans
For the games in the following seasons, the team names are listed as follows, but use the current
name (Hornets):

e 2004-2014 Charlotte Bobcats

e 2014-Present Charlotte Hornets

2. Basic Low-Rank Matrix Factorization

The most popular application of matrix factorization is the Netflix Prize example in

which there is a set of users and a set of movies. The data contains tuples (u,m,7) which
specifies the rating r that user u gives to movie m and the goal is to predict the ratings for the
movies that users have not yet rated. By placing this data in a matrix, where each row
corresponds to one user and each column corresponds to one movie, we have that each entry
corresponds to a user’s rating of a movie. Although user-based or item-based collaborative
filtering methods are simple and intuitive, matrix factorization techniques are usually more
effective because they allow us to discover the latent features underlying the interactions
between users and movies. The technique is simply a mathematical tool that can be used in

scenarios where one would like to find out something hidden under the data.
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http://www.codecogs.com/eqnedit.php?latex=u
http://www.codecogs.com/eqnedit.php?latex=u
http://www.codecogs.com/eqnedit.php?latex=m
http://www.codecogs.com/eqnedit.php?latex=m

2.1. Matrix Factorization Review

The basic idea behind matrix factorization is to find two matrices such that multiplying
them gives you back the original matrix. The intuition behind using matrix factorization is that
there should be some latent features that determine how a user rates a movie. For example, two
users would rate a movie similarly if they both like the actors or actresses of the movie or if the
movie is of a genre preferred by both users. Therefore, if we can discover these latent features,
we should be able to use them to predict a user’s rating of a movie that he has not yet rated
because the features associated with the user should match with the features associated with the
movie.

Mathematically, we have a set M of users, and a set N of movies. I? is the matrix

containing all ratings that the users have assigned to the movies and we have K latent features
that we want to discover. The task is to find two matrices U (a (M| x K matrix) and V' (a
N[ x K matrix) such that their product approximates 1.

R~UxV' =R
Therefore, each row of U represents the strength of the associations between a user and the
latent features and each row of V' represents the strength of the associations between a movie

and the latent features. To get the predicted rating of a movie n by user m, we calculate the dot

product of the two vectors corresponding to 1 and n:

K

~ T

Tmn = UV, = § Um,k * Un,k
k=1

18


http://www.codecogs.com/eqnedit.php?latex=M
http://www.codecogs.com/eqnedit.php?latex=M
http://www.codecogs.com/eqnedit.php?latex=N
http://www.codecogs.com/eqnedit.php?latex=N
http://www.codecogs.com/eqnedit.php?latex=R
http://www.codecogs.com/eqnedit.php?latex=R
http://www.codecogs.com/eqnedit.php?latex=K
http://www.codecogs.com/eqnedit.php?latex=K
http://www.codecogs.com/eqnedit.php?latex=U
http://www.codecogs.com/eqnedit.php?latex=%7CM%7C%20%5Ctimes%20K
http://www.codecogs.com/eqnedit.php?latex=V
http://www.codecogs.com/eqnedit.php?latex=V
http://www.codecogs.com/eqnedit.php?latex=%7CN%7C%20%5Ctimes%20K
http://www.codecogs.com/eqnedit.php?latex=R
http://www.codecogs.com/eqnedit.php?latex=R
http://www.codecogs.com/eqnedit.php?latex=R%20%5Capprox%20U%20%5Ctimes%20V%5E%7BT%7D%20=%20%5Chat%7BR%7D
http://www.codecogs.com/eqnedit.php?latex=U
http://www.codecogs.com/eqnedit.php?latex=V
http://www.codecogs.com/eqnedit.php?latex=V
http://www.codecogs.com/eqnedit.php?latex=n
http://www.codecogs.com/eqnedit.php?latex=n
http://www.codecogs.com/eqnedit.php?latex=m
http://www.codecogs.com/eqnedit.php?latex=m
http://www.codecogs.com/eqnedit.php?latex=m
http://www.codecogs.com/eqnedit.php?latex=n
http://www.codecogs.com/eqnedit.php?latex=%20%5Chat%7Br%7D_%7Bm,n%7D%20=%20u_%7Bm%7Dv%5E%7BT%7D_%7Bn%7D%20=%20%5Csum_%7Bk=1%7D%5E%7BK%7D%20u_%7Bm,k%7D%20%5Ccdot%20v_%7Bn,k%7D%20

2.2. Adapting to NBA Games

When modeling NBA games with matrix factorization, the interactions are no longer
between users and movies, but between one team and another. I adopt the following approach: 1
assume that each team has two latent vectors describing how good its offense and defense are in
certain attributes [8]. For example, since there are five positions in the NBA: point guard,
shooting guard, small forward, power forward, and center, one possible representation of the
latent vectors is how good the players of each position on each team are in terms of offense and
defense. For example, a team’s offensive and defensive vector, listed in order of the positions

mentioned, can be:

Offense: [5’ 3,6,7, 9]

[1, 3,8, 4, 6}

Defense:
This indicates that the point guards have a score of 5 on offense and 1 on defense. In this model,
I assume that higher numbers are better for offense and lower numbers are better for defense. For
a game between team ¢ and team J, team i’s score is the dot product of team i’s offensive
vector and team J’s defensive vector and vice versa. Team i scores more points if its offensive
vector has higher values (better offense) and if team J’s defensive vector has higher numbers
(lower defense).

To learn these offensive and defensive vectors, I find latent matrices U (offense) and V'
(defense) that minimize the sum of squared error between the predicted scores and observed

scores for all games in the training set. The total error for a game between team 7 and team J is:
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http://www.codecogs.com/eqnedit.php?latex=i
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http://www.codecogs.com/eqnedit.php?latex=i
http://www.codecogs.com/eqnedit.php?latex=j
http://www.codecogs.com/eqnedit.php?latex=U
http://www.codecogs.com/eqnedit.php?latex=V
http://www.codecogs.com/eqnedit.php?latex=V
http://www.codecogs.com/eqnedit.php?latex=i
http://www.codecogs.com/eqnedit.php?latex=i
http://www.codecogs.com/eqnedit.php?latex=j
http://www.codecogs.com/eqnedit.php?latex=j

K K
=D Ui Vie)*+ ZUM Vi) A (3 U2+ U3+ V24 V)
k=1 k=1 k=1

K K
=D U= Vi) &= (s;— > Up-Vir)?
k=1

Let k=1 ,

This error is equal to the sum of the squared difference between team i’s actual score and
predicted score, the squared difference between team J’s actual score and predicted score and
the regularized entries in both team’s offensive and defensive vectors. Performing gradient
descent results in the following updates to the offensive and defensive vectors:

Ui! =Up +2-a-(6; - Vi, — X~ Ui)

Ui/ =Uj +2-a- (05 - Vig — X - Ujg)

Vit = Vig +2-a- (8- U, — A - Vig)

Vil = Vi +2-a-(6; - Uy — A Vi)

2.3. Results

First, I use game results from the 1985-1986 season up until the 2014-2015 season as
training data to learn the latent offensive vectors and defensive vectors. I do this for dimensions
K =1,2,..,10 for the latent vectors. I use the models to make predictions on the test set, the
games for the current 2015-2016 season. The 4D model yields the best training accuracy at
0.5769 and the 3D and 5D models yields the best test accuracy at 0.5234. These accuracies,
especially on the test set, are very low and not that much better than flipping a coin. This is
because I use data all the way back from the 1985-1986 season. Between then and now, a lot of

things have changed in terms of team composition, strengths, and weaknesses. Therefore, a team

20


http://www.codecogs.com/eqnedit.php?latex=e_%7Bij%7D%20=%20(s_%7Bi%7D%20-%20%5Csum_%7Bk=1%7D%5E%7BK%7DU_%7Bik%7D%20%5Ccdot%20V_%7Bjk%7D)%5E%7B2%7D%20&plus;%20(s_%7Bj%7D%20-%20%5Csum_%7Bk=1%7D%5E%7BK%7DU_%7Bjk%7D%20%5Ccdot%20V_%7Bik%7D)%5E%7B2%7D%20&plus;%20%5Clambda%20%5Ccdot%20(%5Csum_%7Bk=1%7D%5E%7BK%7DU_%7Bik%7D%5E%7B2%7D%20&plus;%20U_%7Bjk%7D%5E%7B2%7D%20&plus;%20V_%7Bik%7D%5E%7B2%7D%20&plus;%20V_%7Bjk%7D%5E%7B2%7D)
http://www.codecogs.com/eqnedit.php?latex=%5Cdelta_%7Bi%7D%20=%20(s_%7Bi%7D%20-%20%5Csum_%7Bk=1%7D%5E%7BK%7DU_%7Bik%7D%20%5Ccdot%20V_%7Bjk%7D)%5E%7B2%7D
http://www.codecogs.com/eqnedit.php?latex=%5Cdelta_%7Bi%7D%20=%20(s_%7Bi%7D%20-%20%5Csum_%7Bk=1%7D%5E%7BK%7DU_%7Bik%7D%20%5Ccdot%20V_%7Bjk%7D)%5E%7B2%7D
http://www.codecogs.com/eqnedit.php?latex=%5Cdelta_%7Bj%7D%20=%20(s_%7Bj%7D%20-%20%5Csum_%7Bk=1%7D%5E%7BK%7DU_%7Bjk%7D%20%5Ccdot%20V_%7Bik%7D)%5E%7B2%7D
http://www.codecogs.com/eqnedit.php?latex=%5Cdelta_%7Bj%7D%20=%20(s_%7Bj%7D%20-%20%5Csum_%7Bk=1%7D%5E%7BK%7DU_%7Bjk%7D%20%5Ccdot%20V_%7Bik%7D)%5E%7B2%7D
http://www.codecogs.com/eqnedit.php?latex=i
http://www.codecogs.com/eqnedit.php?latex=i
http://www.codecogs.com/eqnedit.php?latex=j
http://www.codecogs.com/eqnedit.php?latex=j
http://www.codecogs.com/eqnedit.php?latex=U_%7Bik%7D%5Cprime%20=%20U_%7Bik%7D%20&plus;%202%20%5Ccdot%20%5Calpha%20%5Ccdot%20(%5Cdelta_%7Bi%7D%20%5Ccdot%20V_%7Bjk%7D%20-%20%5Clambda%20%5Ccdot%20U_%7Bik%7D)
http://www.codecogs.com/eqnedit.php?latex=U_%7Bjk%7D%5Cprime%20=%20U_%7Bjk%7D%20&plus;%202%20%5Ccdot%20%5Calpha%20%5Ccdot%20(%5Cdelta_%7Bj%7D%20%5Ccdot%20V_%7Bik%7D%20-%20%5Clambda%20%5Ccdot%20U_%7Bjk%7D)
http://www.codecogs.com/eqnedit.php?latex=V_%7Bik%7D%5Cprime%20=%20V_%7Bik%7D%20&plus;%202%20%5Ccdot%20%5Calpha%20%5Ccdot%20(%5Cdelta_%7Bj%7D%20%5Ccdot%20U_%7Bjk%7D%20-%20%5Clambda%20%5Ccdot%20V_%7Bik%7D)
http://www.codecogs.com/eqnedit.php?latex=V_%7Bjk%7D%5Cprime%20=%20V_%7Bjk%7D%20&plus;%202%20%5Ccdot%20%5Calpha%20%5Ccdot%20(%5Cdelta_%7Bi%7D%20%5Ccdot%20U_%7Bik%7D%20-%20%5Clambda%20%5Ccdot%20V_%7Bjk%7D)
http://www.codecogs.com/eqnedit.php?latex=K%20=%201,%202,..,%2010

ranked very highly back then can be ranked poorly now. As the learning algorithm sees each
game from the 1985-1986 season up until the 2014-2015 season, it makes adjustments to the
corresponding two opposing teams’ offensive and defensive vectors. This means that having
outdated scores is not helpful in making predictions for the games in the current 2015-2016
season.

It makes sense that the most recent data is the most useful for predicting the games for
the current 2015-2016 season because there are lower chances of changes to team compositions.
So next, I use only the previous season, the 2014-2015 games as training data. The 10D model
yields the best training accuracy at 0.7341 and the 1D model yields the best test accuracy at
0.6515. Restricting the training set improves the test accuracy by about 13%.

In the Netflix recommendation problem, each entry in the matrix corresponds to one
user’s rating of one movie. In my model for NBA games, entry (4,7) in the matrix corresponds
to team 1’s score when team ¢ plays against team J and entry (J, 1) corresponds to team J’s

score. However, within one season, two teams can play each other more than once, and

especially when considering games among multiple seasons, there are many matches between
two teams. To handle this case so that entry (4,7) and entry (J:7) each has only one value, entry
(4,J) holds team 7’s average number of points that team ¢ scores against team J throughout the
games they play in the training set used and vice versa for entry (J: 7).

Since using the 2014-2015 games (most recent season) as the training set seems to give
the best predictions for the 2015-2016 games, I first use the 2014-2015 games (with scores

averaging) to learn the models. Then, I expand the training set to use seasons 2013-2015,

2012-2015, all the way back to 2000-2015, all with scores averaging. I stop at 2000 because
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2000 is a nice number to use and the Toronto Raptors was formed in 1995 so using data after

1995 allows me to have every season include matches for all teams in the NBA. Here are my

results:
Seasons (Training Data) Best Training Accuracy & Best Test Accuracy & Model
Model

2000-2015 0.5732 (10D) 0.5531 (7D)
2001-2015 0.5744 (9D) 0.5647 (4D)
2002-2015 0.5783 (2D) 0.5734 (3D)
2003-2015 0.5863 (3D) 0.5743 (6D)
2004-2015 0.5908 (8D) 0.5830 (4D)
2005-2015 0.5912 (3D) 0.5898 (3D)
2006-2015 0.5955 (8D) 0.5994 (9D)
2007-2015 0.6002 (10D) 0.6062 (6D)
2008-2015 0.6075 (9D) 0.6178 (3D, 7D)
2009-2015 0.6194 (9D) 0.6264 (7D)
2010-2015 0.6290 (3D) 0.6274 (4D)
2011-2015 0.6392 (4D) 0.6226 (9D)
2012-2015 0.6450 (7D) 0.6313 (8D)
2013-2015 0.6737 (9D) 0.6409 (9D)
2014-2015 0.7130 (9D) 0.6535 (4D, 8D)

Table 1: Best training and test accuracy when using the training set with scores averaging.

Notice that the averaging process yields a slight improvement over non-averaging when using

the 2014-2015 data as training examples. The accuracy on the test set increases from 0.6515 to

0.6535.
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The next thing I implement is a rolling learning approach. I start with the 2014-2015 data
as training set and then use this data to learn 1D - 5D models (as opposed to going up to 10D for
the interest of time). Next, I use the models to predict the first game. Then, I use the 2014-2015
data plus the first game as a new training set to learn a new set of models and use those models
to predict the second game. I repeat this for every game in the 2015-2016 season. The accuracy I
obtain on the 2015-2016 test set is 0.7075 which is significantly higher than 0.6535. When
implementing this method, I predicted games in order by date. However, from a prediction
standpoint, it makes more sense to start with the 2014-2015 data as the training set, learn the
models, and use the models to predict however many games there are on the first day of the
2015-2016 season since there is at least one game on each game day. Then, incorporate these
games into the training set, learn the new set of models, predict the games on the next day and
repeat. This yields a slightly higher accuracy with 0.7095.

3. Probabilistic Matrix Factorization

The probabilistic matrix factorization (PMF) method was designed to address two issues
of existing approaches to collaborative filtering on the Netflix Prize dataset that contains 480,189
users, 17,770 movies, and over 100 million observations. The first issue is that existing
approaches cannot scale well with large datasets and the second issue is that they cannot make
accurate predictions for users with very few ratings. The dataset is large, sparse, and imbalanced
in the sense that some users rate less than 5 movies whereas some rate over 10,000 movies.
These two issues do not necessarily apply to my problem of NBA game prediction because the
dataset I use is not that large and the matrix representing the scores is not sparse and imbalanced

since every team plays every other team at least once. Using the basic matrix factorization
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approach in the previous section gives rise to the same scores for two teams playing against each
other since the teams’ learned offensive and defensive vectors are fixed. Therefore, the main
purpose of using PMF is to incorporate the fact that when two teams play each other, the scores
will be different each time.

In the paper describing the PMF model [9], the conditional distribution over observed

entries is defined as

M N
2 T 211745
p(RIU.V,0%) = [ [ [ [INR51UTV;, o))"
i=1 j=1
Where M = |U | N = |V|, Rij is user i’s rating of movie 7, Ui and Vi are user-specific and
: . . N(z|p, 0?) ; . .
movie-specific latent feature vectors, respectively, H, is the probability density
function of the Gaussian distribution with mean M and variance 02, and 1ij is the indicator
function that is equal to 1 if user ¢ rated movie J and equal to 0 otherwise.
For modeling NBA games, M = N. We can break up the conditional distribution
defined above and see that for a game between team ¢ and team J
p(R;|U;, Vj,0%) = N(R;|UV;, 0%)
17 1“2y Vg VR I BV
p(R;i|U;, Vi, 0?) = N(R;|UT'V;, 0%)
Jri=30 Y gt~ g Vo
are the conditional distribution of team ¢’s score when playing against team J and team J’s
score when playing against team 17, respectively. Ui is team i’s offensive vector and Vi is team
J°s defensive vector. The total conditional distribution over all observed entries is just the
product over all pairs of team matchups. I use the scores averaging method from chapter 2 on the

training data to ensure that every matchup between team ¢ and team J corresponds to one
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observation for team ¢’s score and one observation for team J’s score. There are also zero-mean

spherical Gaussian priors on offensive and defensive feature vectors:

p(Ulo) = [ N(Wil0, 03 T) p(VIey) = [ N(V;l0,031)

i=1 Jj=1

5

The rows of U and V' are independent draws from two K - dimensional Gaussian distributions.

Oy Oy

&y

i=1,...,N

j=1,...M

e)

Figure 3: Graphical model for PMF.
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The log of the posterior distribution over the offensive and defensive features is given by

M N
1
Inp(U,V|R, 0%, 0%, 0%) —TZZIZJ(RM UTv;)? ZUTU
ZVTV - ((ZZIU) In o>+ MD In o2+ ND In ov) +C
i=1 j=1

where C is a constant that does not depend on the parameters. Maximizing the log-posterior over

2 2 2
offensive and defensive features with hyperparameters (9 »%0>9Vv) fixed is equivalent to

minimizing the sum-of-squared errors objective function with quadratic regularization terms:

U %
= QZZIM(RM —UV;)? + 72 1UI? + o > Ivil?
] j =1 7j=1

=1 j=1

[\]

o O'2

A = Av =

where 91, Ty . We can find a local minimum of the objective function by running

gradient descent in U and V.

We can choose values for o2, UIQJ , and (7\2/ by using the soft weight-sharing methods
[10], but for simplicity, I use point estimates obtained from the data. Minimizing the objective
function gives a local minimum, which is a maximum a posteriori (MAP) estimate. I use the
utilities built into PyMC3 [11] to find the MAP estimate with Powell optimization. To make

predictions for team ¢’s score when playing against team J using the latent offensive and
T 2

defensive vectors U and V, I draw from IV (Ui Vj,07) and average over X = 10 samples so

that

K
1
P(Ryj|0? 0%, 0%) ZN (UL'V;, 0
k:l
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Using the 2014-2015 season as training data and the point estimates to predict the 2015-2016

season games yields the best accuracy of 0.7102.

4. PMF Incorporating Supplementary Information

When using probabilistic matrix factorization to model data associated with pairwise
relationships, knowing supplementary information about the events can help with prediction. For
example, for Netflix movie ratings prediction, it is useful to know when the ratings occurred or
what actors appear in the movies. However, it is difficult to directly incorporate this
supplementary information into the PMF model and doing this for the low-rank matrix
factorization model limits the effect to only simple, linear interactions.

In this chapter, I summarize the paper [12] that presents the Dependent Probabilistic
Matrix Factorization (DPMF) model, a generalization of probabilistic matrix factorization that
replaces scalar latent features with functions, whose inputs are the supplementary information,
that vary over the covariate space. The model attempts to connect several related PMF problems
and incorporate the supplementary information into the latent features. I adopt the model and
techniques presented for my project.

4.1. Summary of DPMF
Let X be the space of supplementary information and « € X (x is a point in X). We
: ions Um (7)1 X — RE
replace latent feature vectors Um and Un with latent feature functions Y“m and

. K
Un(z) : X = R® (o allow for dependence on the supplementary information. If R is the

matrix of observations we wish to estimate, we can use a generative model for R that draws R

A

from a distribution parameterized by R, which is now a function £2(Z) of the supplementary
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A

information: £2(z) = Ux)V (x ). By instating this dependence on X, we can say that R(x)

A

is drawn from a distribution parameterized by R(7) We model each 12(Z) as conditionally

A

independent given R(x). This representation allows the latent features to vary according to x,
rather than be constant, which illustrates that the supplementary information should be important
to the problem. We construct a nonparametric Bayesian model of the latent features using
multi-task Gaussian process (GP) priors for these vector functions.

The Gaussian process is a useful prior because it allows us to use
/ .
1. A positive-definite covariance kernel Clz,2): X x X = R

2. A mean function #(z) : X — R
to generically specify distributions on functions mapping X — . We use a multi-task

Gaussian process for the K scalar component functions rather than use K independent
Gaussian processes so that each component within a feature function um(x)’ and analogously
for Un(@, can have a structured prior. However, it is fine for one individual’s Um(Z) to be
independent of another individual’s u;n@: ) We use a matrix Lo , the Cholesky decomposition

_ T
v = LyyLyy, todoa point wise linear transformation of the

of an intertask covariance matrix
. . . . 9:4 /
K independent latent functions. The members of M share the covariance functions “ (2, z')

U 14 v
and hyperparameters O and analogously, the members of N share Cy (z, xl) and % . After

the linear transformations, we add constant mean functions #U (z) and pv () to each function.

The intra-feature sharing of covariance function, mean function, and hyperparameters (i.e.

U / U, . .. . . ..
Cy (z,2 ), Hu (x), and Ux ) indicates that there is consistency among variations of features for
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members of the set. The inter-feature covariance matrix (i.e. EU) indicates that some features
have information (which can be shared) about other features.

Overall, the model relates several PMF problems indexed by X. There are two
interesting behaviors in the limit of the length scales of the Gaussian process increasing or
decreasing:

1. The length scales of the Gaussian process increase and & becomes uninformative. In the
limit, this reduces to one PMF problem.
2. The length scales of the Gaussian process decrease and x becomes very informative. In
the limit, each unique x has its own PMF model.
We see then that the length scales of the covariance functions on X indicate how relevant the
supplementary information are. The standard choice is to use the automatic relevance
determination (ARD) covariance function:

Carp(r,") = 637]?{ - %Z(Qfd - x:i)z/lgl}

d=1
. . {QU}
where there are 2K sets of length scales corresponding to the covariance hyperparameters 1Yk

and {el‘cf} Also, we let R(x) = U(x)yp (V! (x)) where V(%) = In(l+€") jsa component

wise transformation that restricts entries of V' to be positive. This is done to avoid invalid modes
in the posterior distribution caused by sign flips in the functions.

Here isa summary of the steps of the DPMF model:

U 1%
1) Draw K Gaussian process hyperparameters for {0c} and also K for {0k} from

top-hat priors.
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2) Draw K(M + N) functions from the 2K Gaussian processes:

f,g{m ~ GP(x,,09) and f,zn ~ GP(z,,0))

3) Draw 2 K -dimensional mean vectors HU and KV from vague Gaussian priors.

4) Draw 2 K X K cross-covariance matrices v and 2v from uninformative priors on
positive definite matrices.

5) Apply the corresponding Cholesky decomposition and add the mean vector.
Un(2) = Ly frn + 10 and Va(2) = Ly, f,| + pv

6) Apply the transformation Y(x) = In(1+€”) elementwise to 19n(2)} to make them
strictly positive.

7). Yman () = U, (2)1(vn(2))

8) R(x ) parametrizes a model for the entries of R(x),
R(x) = U(x)¢ (V" (2)) ang R(x) ~ p(R|R(x))

We use Markov Chain Monte Carlo (MCMC) to sample the parameters and latent

A

variables from the posterior distribution on R(2) and use the samples to construct a Monte
Carlo estimate of the predictive distribution.

The state of the Markov chain is defined with:

1. U(x ) and V(x ) evaluated at the observations.

U v
2. Hyperparameters {0} and {0x }.
3. Feature cross-covariances 22U and 2V .

4. Feature function means YU and MV .
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A

5. Any parameters controlling the conditional likelihood of R(x) given R(z),

We use elliptical slice sampling (ESS) rather than a transition operator such as
Metropolis-Hastings or Hamiltonian Monte Carlo because they require extensive tuning. It is
often difficult to sample from the posterior distribution over latent functions with Gaussian
process priors so ESS enables efficient slice sampling without needing to tune or use gradients.
ESS can make transitions that are never rejected by the Gaussian process prior by taking
advantage of invariances in the Gaussian distribution. In depth details on getting slice sampling
to work well when sampling the hyperparameters can be found in the paper.

4.2. DPMF for NBA Prediction

I use the DPMF model and techniques presented in the paper [12] to model the scores of
games. The matrix R(z) contains the actual scores of the games with supplementary
information .

o Run(2). points scored by team 1 against team 7n.

o Rum(2). points scored by team n against team m.
There are two matrix entries (scores) for each observation so I model them with a bivariate
Gaussian distribution by placing a joint distribution over them. I use one variance value for all
observations, allowing for a correlation between the two team scores. U(z) represents latent
feature functions of offense and V' (%) represents latent feature functions of defense as before.

I set up a rolling censored-data problem using scores of games in the 2005-2006 to

2015-2016 season to determine the value of using supplementary information. I divide each

season into four-week blocks and use the model to make predictions about the games for each
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block using only past information. For example, the model could only use data from 2005 to
November 2006 as training data to make predictions for December 2006. I roll over each block
over the entire dataset and retrain the model each time to make predictions.

I use a conditional likelihood function that parametrizes the distribution over the entries

in 22() in terms of R(x) as:

[ ]~ ([ ] [ 7
Ry () Roym(z) |’ 2 g2
where 0 € R and » € (—1,1) parameterize the bivariate Gaussian on scores.

When using temporal information (the time of games) in the models, the goal is to see
how the latent features change, possibly due to changes in players or coaches on the teams.
However, the idea of time scale is different depending on whether it is the off-season because
there are 28 weeks between the end of a regular season and the start of another. To handle this, I
use the effective number of weeks between seasons as another parameter. This number is
expected to be smaller than the true number of weeks. I use this as a hyperparameter in the
covariance functions and include it as part of inference, using the same elliptical slice sampling
technique.

Overall, I construct DPMFs using temporal information, home/away information, and
both of these together. For temporal information, the original paper only uses the date of the
game, but I also include the time as I expect there to be a difference in latent features for a game
during daytime versus during nighttime. I apply each of these model using numbers of latent
features X = 1,2,3,4,5 1 run 15 separate Markov chains to predict each censored interval.

For a warm start within a year, I initialize the Markov state from the previous chain’s ending
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state. In every chain, I run the cold start at the beginning of the year for 1200 burnin iterations
and run the warm start for 150 iterations. I keep 100 samples of each predictive score from each
chain after burning in and thinning by a factor of 4.

I only provide data from the current season and previous two seasons to the DPMF model
to prevent it from being highly affected by old data. Also, it is costly to sample the covariance
hyperparameters because it requires computing multiple Cholesky decompositions. To make it
more efficient, I run an extensive Markov chain to burn in these hyperparameters and use them

for all further sampling. Results from the evaluations are in the table below.

K 2005 | 2006 | 2007 | 2008 [ 2009 | 2010 | 2011 | 2012 | 2013 | 201 2015 | 2016 | All
(T) 1 37.1 1390 |343 |[342 | 355 |36.1 |344 (350 |382 |352 |332 (324 | 387
2 38.8 1399 |34.0 |[335 |379 |343 | 350 |[342 | 363 |348 |31.7 |[30.6 | 379
3 355 | 378 | 364 (329 |323 |328 |339 (329 |37.1 |358 |329 (312 | 381
4 349 | 388 |355 |[351 |355 |331 |341 |[33.6 |354 |358 |306 (339 |377
5 35.1 | 381 |359 |[34.0 | 348 |335 |332 |[348 | 350 |345 |33.0 (322 | 390
H) 1 342 | 383 |375 |[333 |30.1 |37.0 |36.0 (341 |332 |333 |[341 |[31.7 | 355
2 35,6 | 37.7 |37.7 |339 |31.1 |356 |356 (357 |341 |31.7 [322 |332 | 368
3 347 1362 |390 |[346 | 304 |343 |359 |[321 |353 |350 |355 (303 |37.0
4 359 | 380 |37.6 |[347 |321 |36.1 |36 (338 |329 |31.2 [347 |[299 | 362
5 344 |37.6 | 38.0 |[33.8 |30.0 |337 |344 |[34.0 |33.0 |32.7 |314 (308 |[37.1
(TH) | 1 348 | 383 | 335 (319 |37.6 |325 |322 (333 |[335 |331 |302 (297 |343
2 347 1386 |333 [322 |355 |319 |335 (349 [|322 |31.0 |302 |[31.1 | 341
3 329 | 368 | 344 |31.6 (299 |328 |31.2 |331 |[326 |303 |292 |287 |339
4 350 | 366 | 328 (315 |304 |332 |340 [32.0 [338 |29.0 |289 [29.0 [343
5 33.1 | 36.0 |33.0 [31.6 |31.8 |339 |339 (327 |31.0 |293 |282 (279 | 33.6

Table 2: Percentage errors of winner predictions using DPMFs with different number of latent features.
(T) uses only temporal (date and time of game) information, (H) uses only home/away information, and
(TH) uses both.
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We can see that for the 2015-2016 season, the DPMF with temporal and home/away information
with K = 5 yields an error of 27.9% or an accuracy of 72.1%, which is great improvement over

71.02% with the standard PMF model.

5. Conclusion

In my thesis, I introduce basketball prediction as a natural application of machine
learning. 1 present the different available data: box-score data, play-by-play data, and
camera-tracked data. Box-score data and play-by-play data are publicly available and have been
around for a while, but camera-tracked data has only been around since 2010 and it is not
publicly available. Next, I discuss about most of the previous work in basketball analytics, which
can be categorized as descriptive or predictive analytics. Descriptive analytics focuses on
describing what has already happened, for example, evaluating players or teams, but my project
is about predictive analytics. Most predictive models attempt to predict the outcome of one
game. They mainly use features from box-score data and simply apply off the shelf algorithms
such as logistic regression, SVM, neural networks, or Naive Bayes or engineer new features
from box-score data and play-by-play data. Since many data are best modeled as the result of
pairwise interactions and an NBA game is an interaction between two teams, I discuss how
matrix factorization is a more interesting and suitable approach to the problem of predicting
game outcomes. My goal is to predict game outcomes for this regular season (2015-2016). First,
I use the basic low-rank matrix factorization approach and achieve an accuracy of 70.95%. Next,
I use probabilistic matrix factorization (PMF) to incorporate the fact that when two teams play
each other, the scores will be different each time. This yields an accuracy of 71.42%. Last, I

incorporate supplementary information, the date and time of the game and information about
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home/away team into the PMF model. This model, named the Dependent Probabilistic Matrix
Factorization (DPMF) combines multiply PMF problems using Gaussian process priors. This
involves replacing the scalar latent features with functions of this supplementary information.

Overall, this yields the best accuracy of 72.1%.

5.1. Future Work

For the basic low-rank matrix factorization approach, I use the scores averaging method
so that entry (4,7) holds team i’s average number of points that team 7 scores against team J
throughout the games they play in the training set used and vice versa for entry (J,%). 1 do this so

that although two teams can play each other more than once, entries (4,7) and (J>%) in the
observed matrix each has only one value. Perhaps, it is more useful to use an exponential running
average, which emphasizes more recent scores since those scores are more indicative of how the
team’s current strengths and weaknesses are.

In the probabilistic matrix factorization paper [9], the authors present an alternative
version called the Constrained PMF. When applying to the Netflix Prize problem, the basic idea
is that users who have seen the same or similar movies will have similar prior distributions for
their feature vectors. Perhaps, I can apply something similar to NBA teams. Certain NBA teams
with similar team dynamics or with coaches with similar styles will probably have similar prior
distributions for their offensive and/or defensive feature vectors.

In the DPMF model, the obvious possible future work is to use other supplementary
information, such as information about coaches, besides information about the date and time of

the game and the home/away information. A suggested future work in the paper is that the
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Gaussian process allows for only smooth variation in latent features. However, critical events

like players being traded or getting injured are reflected better with a changepoint model.
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