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Abstract

Logging daily food intake and nutritional information is a proven way to lose weight.
However, research shows that existing approaches for the prevention and treatment
of excess weight gain are ineffective, burdensome, and often times, inaccurate. Thus,
we have developed a natural language processing based nutrition application that
translates spoken food diaries into nutritional database entries. These food diaries
are compiled from a comprehensive list of specific food items from various databases,
including the United States Department of Agriculture (USDA), that sum to more
than 10,000 food items.

In this thesis, we describe the main components of the current nutrition system,
the overall flow of the system architecture, and modifications of the previous system.
We also discuss the creation of a constrained nutrition system specifically designed for
user testing of 100 specific food items and the user studies that will assess the accuracy
and efficiency of the application. We include an analysis of the modifications made for
the user study, such as an alternate method for storing images, and an evaluation of
the additional features added, such as the ability to save audio recordings. The work
described in this thesis is part of an ongoing data collection, language understanding
experiments, and updated user interface design conducted as part of a larger effort
to create a nutrition dialogue system that can support the larger database of food
items.

Thesis Supervisor: James Glass
Title: Senior Research Scientist
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Chapter 1

Introduction

Access to exact records of what patients have eaten is a powerful tool to help nutri-

tionists track how their patients are doing and the nutrition areas in which they need

to improve. Dietary assessment can help manage obesity and chronic diseases, such

as diabetes and cancer [9]. However, most interfaces designed to help users track their

daily food intake are frustrating and very time intensive. In fact, when individuals

are asked to track each meal, most stop by the third day, or intentionally modify their

food intake to make it easier to log [20]. This large abandonment rate has created a

serious problem for both the nutritionists and their patients. The following sections

provide additional background information on obesity, which motivates the creation

of a nutrition dialogue system prototype.

1.1 Obesity in the United States

Obesity is at epidemic levels in the United States and worldwide. According to the

National Institute of Health, it is the second largest cause of preventable deaths in the

United States [12]. More than one-third of American adults are obese and over two-

thirds are overweight [5]. In addition to the rise in health related concerns caused

by obesity, obesity related diseases and health problems account for 61 percent of

healthcare costs in the US every year [4].

If the obesity rate continues to rise at the current pace, medical costs for treating
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obesity-related diseases are expected to rise on average $48 billion each year year

[4]. The next section describes the prevalence of current dialogue systems and its

application in the medical domain.

1.2 Current Dialogue Systems

Voice controlled personal assistants have become increasingly widespread. From Siri

to Cortana, these built-in assistants offer a seamless way of interacting with mobile

devices and accomplishing tasks and queries. Among many tasks, these hands free

personal assistants can read emails, text coworkers, and retrieve the latest weather

updates [23].

While dialogue systems have recently become extremely popular and advanced,

there is still a large focus on their research and development due to the inherent com-

plexities of natural language processing: speech recognition, language understanding,

dialogue management, and response generation [10].

Though dialogue systems have been explored in the context of many applications,

one relatively unexplored application is the medical domain. In this work, we inves-

tigate whether dialogue will be effective in helping users track their nutrient intake.

Food diaries are not only helpful for nutritionists, but they are also valuable to pa-

tients themselves for personal accountability. However, most interfaces designed to

help people track their food intake can be cumbersome and inefficient, which has

posed a consistent challenge to both nutritionists and their patients [22]. Improved

methods are needed for the assessment of food intake that are more accurate and less

burdensome that existing techniques.

Thus, in collaboration with the Tufts School of Nutrition, the work presented in

this thesis describes a web-based nutrition system that uses natural language pro-

cessing to automatically extract food concepts from a user’s spoken meal description.

The system described in this thesis allows individuals to track their daily food intake,

while decreasing user fatigue and providing a more natural and efficient way for users

to interact with the system.
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1.3 A Nutrition Dialogue System

In an effort to combat the rise in obesity in the United States, researchers have begun

to explore the application of speech in the medical domain, specifically regarding

food diaries. A review by Ngo et al noted that investigator burden may be reduced in

the new methods compared to maintaining a traditional 7-day food record, but that

under-reporting continues to be a limitation [14]. These new methods include the use

of personal digital assistants, digital photography, and diet history assessments. In

some cases, user burden may actually increase in association with searching the food

database for specific foods [16]. Thus, there is a need to reduce user burden and in

consequence, increase method accuracy when assessing food intake.

Existing applications, such as MyFitnessPal, for tracking nutrient intake require

users to manually enter each food consumed by hand and select the correct item from

a list of possibilities [21]. Another nutrition application, Calorie Count, does use

speech recognition, but the user still only says one food item at a time and selects

the correct food from a list, rather than our novel approach of using an understand-

ing of long food descriptions to automatically select the appropriate food item and

attributes [15]. With a spoken nutrition system, users can describe their meal, and

the system automatically determines the nutrition content. The remainder of this

thesis discusses a nutrition system prototype, initially implemented by members of

the Spoken Language Systems group in an effort to address the problem of obesity.

1.4 A Nutrition System Prototype

This section describes the state of the current prototype and the flow of the nutri-

tion dialogue system. Thus far, we have built an initial prototype that allows users

to describe their meal and displays a food diary with exact nutritional information

[8]. The display shows the segmented results of the speech recognizer, color coded,

grouped by quantity, brand, food, or description. In the example shown in Figure 1-1

the user has described a breakfast of “a bowl of oatmeal followed by a banana and a
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Figure 1-1: A diagram of an example use case where the user has described their
breakfast to the system. In return, they receive a food log with exact nutritional
information.

glass of milk.”

Once the user provides a meal description, a speech recognizer recognizes the

recording and sends the recognized text is sent to the language understanding com-

ponent of the system, shown in Figure 1-2. Here, tokenization, feature extraction,

semantic tagging, and food-property association are performed. The results of the

language understanding result are sent in a MySQL query to the USDA database,

where we perform a lookup for the most accurate food item. After this search is

performed, the system displays the nutrition facts for the user, shown in Figure 1-1.

In the remainder of this thesis, we provide additional background information and

describe the system architecture and flow of a constrained nutrition system with 100

food items. Then, we explore my main contribution to this project: the modifications

and improvements to the system, specifically the ability to save and store audio,

separating the client and servers, and optimizing the image search mechanism. We

discuss ways in which we evaluate the system’s performance and accuracy. Lastly, we
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Figure 1-2: This flowchart describes the steps the nutrition prototype takes to display
a food diary for the user.

conclude with a summary of contributions and directions of future research.
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Chapter 2

Background

In this chapter, we provide background information on the initial prototype, includ-

ing existing nutritional applications and previous work by members of the Spoken

Language Systems group.

2.1 Existing Nutritional Applications

Many applications currently exist that allow users to track nutritional intake. One

of these applications, Nutricam, shown in Figure 2-1, is a mobile application that

records dietary intake in adults with type 2 diabetes [16]. Through a research study,

Nutricam allowed users to capture a photograph of food items before consumption and

store a voice recording to explain the contents of the photograph. This information

was then sent to a website where it was analyzed by a dietitian.

Furthermore, Tufts investigators have recently developed and tested a new remote

system for self-monitoring of energy and macronutrient intakes in research studies,

called NutriMeter, which has informed development of this project [3]. NutriMeter

runs on a Windows Mobile-based smartphone with cellular wireless connectivity ca-

pabilities, allowing the automated transfer of remote data from subjects in near real-

time. Nevertheless, it uses acquired knowledge from previous interactions to decrease

the number of questions that are generated to identify each specific food and its

amount [19].
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Figure 2-1: A screenshot of the mobile application, Nutricam, an improvised system
of educating patients with diabetes that targets three fundamental aspects of eating:
scanning, cooking, and consuming the food.

Two popular applications, My Fitness Pal, shown in Figure 2-2, and Calorie

Counter, assist users in manually inputting their food diary, but with increased bur-

den. In these applications, users search for their food and select the correct item from

a list of related foods. The users then select the appropriate quantities from a set

list, adding the selected food to their breakfast, lunch, or dinner meal.

Our project seeks to use many of the capabilities of these existing applications,

while incorporating speech understanding to assist a user in pursuing a healthier

lifestyle. The following sections describe previous work on this project done by mem-

bers of the Spoken Language Systems group.

2.2 Previous Work

Previous work on this project includes preliminary language understanding, populat-

ing the database, and data collection [7]. These components were in place to allow

our work in the system’s refactoring and refinement.
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Figure 2-2: Screenshots of the mobile application, My Fitness Pal, a calorie counter
that allows users to manually enter in their food items.

The nutrition system uses a Conditional Random Field (CRF) model for semantic

tagging and labels the relevant food items in the inputted sentences, as well as a

variety of their properties, including brand, quantity, and description [17]. These

models were trained using data from food diaries connected and processed using

Human Intelligence Tasks (HITs) on Amazon Mechanical Turk (AMT). The language

understanding and proper attribution of items and properties is currently an area of

active development and will continue to evolve in accuracy.

Furthermore, our nutrition application has the capability of reconciling the most

food items to reasonable database entries. Former Masters of Engineering student

Rachael Naphtal constructed a cache of roughly 20,000 typical food items from a

combination of databases, including USDA and Nutritionix [13]. This cache is used

to generate default results for many food items [13]. Additionally, the nutrition

system uses web-based deployment using Spoke, a JavaScript framework for building

interactive speech-enabled web applications [18]. This is described in additional detail

in Chaper 3.5. The remainder of this thesis describes the system in further detail,
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including modifications and implementations made to the previous system, and the

metrics used to evaluate the performance of the current nutrition system.
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Chapter 3

Previous System Description

In this chapter, we give an overview of the previous system, including its architecture,

language understanding, and database lookup mechanism. This will provide a base-

line understanding of how the previous system functions and the work that was in

place prior to our contributions to the system. In the following sections, we describe

previous work on the nutrition system and include an overview of the flow of the

system.

3.1 Previous Configuration

In this section, we discuss the main features of the previous system that will provide a

general understanding for the rest of the thesis, where we explain specific components

of the system that were modified and an analysis on the performance of the system.

In the previous system’s configuration, once the user records his/her spoken meal de-

scription, a speech recognizer sends the recognized text to the language understanding

component of the system. Here, tokenization, feature extraction, semantic tagging,

and food-property association are performed. The results are sent as an object to the

client, where the tagged results are displayed.

Next, the system sends the recognized text back to the language understanding

mechanism a second time to perform the database lookup and create the food diary.

The same information to display the tagged result is generated a second time to
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Figure 3-1: A diagram of the nutrition system’s previous architecture, where the
client and server were not separated.

display the table of food items. This was initially implemented to decrease latency,

the time it would take for the system to perform the language understanding and

display the table. When only one call is made to the language understanding server

to generate both the tagged result and table in the same call, there is a significant

delay after the user’s recording to display the food diary.

In the previous system, all components of the system, shown in the diagram in

Figure 3-1, including the language understanding and database lookup mechanism,

were treated as a monolithic system, free of any modularization among the various

components. The language understanding component is not a server, but rather a col-

lection of algorithms that performs tokenization, semantic tagging, and segmentation

of the recognized text.

This method of making two calls to the server was the solution to provide the user

initial feedback while waiting a few extra seconds for the table to appear. From the

user’s perspective, he/she records their meal description, sees the tagged result first,

and then sees the food table with nutrition information shortly after.

In the following sections, we describe the language understanding and database

lookup components that provide a basis for how the nutrition system works.
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3.2 Language Understanding

In the language understanding portion of the system, we assume that individuals will

be able to consistently enter information about their food consumption verbally [7].

For this project, we focused on American English and leveraged the advanced auto-

matic speech understanding and natural language processing that we had previously

developed [6]. The speech recognizer is a critical tool because it is able to process

spoken utterances, and the language processor converts naturally spoken language

into an internal semantic representation. In this project, we collect spoken data from

users describing their food consumption, and this data is used to train and evaluate

the stochastic models used by the speech recognizer and natural language parser.

The language understanding component of the nutrition system has two phases:

semantic tagging to identify foods and their properties and segmenting these tag

into food segments [7]. In the following sections, we provide an overview of these

two phases, semantic tagging and segmentation, and the system’s ability to perform

context resolution.

3.2.1 Semantic Tagging

The first phase of the language understanding component of the system is the seman-

tic tagging of the user’s input. When generating the user’s food diary, we use the

Condifitional Random Field model (CRF) to tag and label the relevant food items

in the inputted sentences as well as their properties, such as brand, quantity, and

description. These models were trained using data from 1,304 food diaries connected

and processed using HITs on AMT [7].

For the semantic tagging of the user’s meal description, there is a first CRF that

learns various features and their weights. These are used to calculate the probability

of a sequence of tags, such as Other Other Quantity Food, given the sequence of

words (e.g. I had two eggs). Some features indicate whether a word’s part-of-speech

is a noun, since foods are often nouns, whereas brands and descriptions are often

adjectives. Figure 3-2 shows an example of the results of the semantic tagging of “I
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had a bowl of Kellogg’s frosted flakes,” where “a bowl” is identified as a Quantity,

“Kellogg’s” is tagged as a Brand, “frosted” is tagged as a Description, and “flakes”

are considered the Food.

Figure 3-2: Semantic tagging of a user’s input, identifying each word in the sentence
as a Quantity, Brand, Description, Food, or Other [7].

3.2.2 Segmentation

In the second phase of the language understanding component, the system segments

the user’s input by assigning attributes (Quantity, Brand, and Description) to the

correct food items identified from the semantic tagging in the first phase.

There is a second CRF that associates foods with properties by taking the pre-

dicted tags from the first CRF (e.g. Other Other Quantity Food) and predicting

“food segments.” These food segments are represented with BIO labels. The label

“B” indicates the Beginning of a segment. The label “O” refers to a word that is Out-

side any segment, and the label “I” refers to being inside a segment. Once we know

where the segments are from this second CRF, we assign all the attributes (Brand,

Quantity, and Description) to the foods inside each segment [7]. In Figure 3-3, the

second CRF predicts two segments: “a bowl of cereal” and “two cups of milk.” It

then associates the properties to the food item in each segment, understanding that

“a bowl” is referencing “cereal” and “two cups” refers to “milk.”

For a complete example, if the user’s meal description is “I had a bowl of Kellogg’s

frosted flakes,” the first CRF semantically tags the relevant words in the sentence

as either a Quantity, Brand, Description, or Food, as shown in Figure 3-2. Then,

the second CRF uses the predicted tags from the semantic tagging and predicts the

food segment “bowl of Kellogg’s frosted flakes,” represented as “O O B I I I I I.”

The label “O” refers to “I had,” indicating that these tokens, or words, are outside
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Figure 3-3: Sentence segmentation of a user’s input into two food segments “a bowl
of cereal” and “two cups of milk” [7].

Table 3.1: An example of the results of the CRF, which semantically tags each word
in a user’s meal description and segments the sentence into food segments.

Token CRF Label Segment
I Other O
had Other O
a Quantity B
bowl Quantity I
of Other I
Kellogg’s Brand I
frosted Description I
flakes Food I

of the food segment. The label “B” refers to “a,” indicating the beginning of the

food segment “a bowl of Kellogg’s frosted flakes.” The label “I” refers to the words

“bowl of Kellogg’s frosted flakes,” indicating that these tokens are inside the food

segment. Table 3.1 shows an example of the output of the first and second CRF

that tags and segments a user’s meal description. These two phases of the language

understanding component, semantic tagging and segmentation, comprise the majority

of the natural language processing that allows the system to understand the user’s

meal description. This BIO labeling mechanism is not the best method, but it is

the logic used in the nutrition system. In the next section, we discuss the system’s

ability to perform context resolution and augment the user’s food diary when provided

additional information.

3.2.3 Context Resolution

It is important for the system to associate attributes to the correct foods, particularly

in the case when a user provides additional context to their previous meal description.
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Figure 3-4: When the user first describes his meal of a glass of juice, the system does
not know the exact type of juice unless the user provides additional context.

There may be times when either the user misspeaks or the language understanding

misunderstands the user’s query. The user can also choose to provide additional detail

to their previous meal description. For example, if the user says “I had a glass of

juice,” shown in Figure 3-4, they may proceed to clarify the type of juice by saying

“It was orange juice.”

Our system is designed to handle such queries. This algorithm is based on simple

rules. For example, if the identified food in the follow-up utterance is the same as a

previous food in the same session, the system updates the previous attributes to as

the new attributes in the new utterance [13].

If the user refines their previous meal description, the system will not create an

additional row, indicating another food item. Rather, it will recognize that the user

most likely is referring to the same type of “juice,” and “Orange juice” is clarifying

the previous query of “I had juice,” shown in the example in Figure 3-5. In the case

of context resolution, the system highlights the changed cell in the food matrix. In

the next section, we discuss the second main component of the system, the database

lookup, where the system searches through our MySQL database of food items to

retrieve the most relevant match and display the nutritional information to the user.
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Figure 3-5: When the user provides additional information, the system is able to
perform context resolution and update the food description in the USDA Hits column
to reflect the user’s meal.

3.3 Database Lookup

The second part of this application was developed by connecting the food items people

consume to entries in reputable nutrition databases, such as the U.S. Department of

Agriculture Standard Reference (USDA) [2] and Nutritionix [1], and delivering this

nutritional information to end users. In this section, we discuss the database lookup

component of the nutrition system that automatically extracts food concepts from a

MySQL database to retrieve the relevant nutrition information.

After the system retrieves the results from the language understanding component,

it sends the data to the database lookup component. Here, it must determine which

database hits match the user’s spoken food concepts, select the most similar hit for

each food item, transform the user’s spoken quantity into the standard quantity used

by the database, and obtain the nutrition facts [7].

The USDA Nutrient Database for Standard Reference returns a list of potential

food item matches from the database. In the database lookup algorithm, the system

makes a series of binary decisions that result in a short list of matches that the user

selects from [13]. The more information the user provides, including a specific brand,

then the less hits are likely to be selected. In this case, the system is able to display

a USDA hit that is likely a close or identical match to the user’s intended food item.
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Figure 3-6 describes the mechanism used to search for a specific food item in the

USDA database. For each food item that is tagged with a corresponding description

and brand, the system first checks the cache to see if the food item already exists. If

it does not, then the system generates a SQL query that searches the USDA database

for relevant matches. After this search is performed, the system creates and dis-

plays a food log with exact nutritional information. In the next section, we discuss

the previous system’s image search mechanism, where the system searches for the

corresponding image to display in the user’s food log.

3.4 Image Search

In the previous system, the images of the food items from the USDA database are

cached into the /scratch/images directory on the machine that the system is deployed

on. The system uses the parsed, tagged words from the recognized text to search for

the corresponding image filename in the file directory [13]. For example, if the user

ate “strawberry chobani yogurt” for breakfast, the system semantically tags the text

and searches for “strawberry%20chobani%20yogurt.png” in the images directory. If

unsuccessful, it then searches for “chobani%20yogurt.png,” then “yogurt.png.” If

unsuccessful again, the system searches for the image on the internet.

This method sometimes results in inaccurate images and sometimes fails to find the

correct image, depending on the user’s food description. Though the image of “straw-

berry chobani yogurt” does exist in the image cache, if the user happens to describe

their yogurt as “chobani strawberry yogurt,” where the description is in a different or-

der, the system searches for an image with the name of “chobani%20strawberry%20yogurt.png”

and concludes that this image does not exist in the cache, when in fact, the image

does exist. It is just saved under the name “strawberry%20chobani%20yogurt.png.”

Instances such as these resulted in an unreliable image search process that we sought

to improve in Chapter 4.3. In the next section, we discuss the user interface represen-

tation of the components described earlier in this chapter: language understanding,

database lookup, and image search.
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Figure 3-6: A diagram of the system flow that shows how the system searches for the
most relevant database match [13].

3.5 Previous User Interface

The user interface is an important part of the system, especially because it has been

a primary reason for the abandonment of existing nutrition applications [14]. In this

section, we describe the user input process and user interface of the initial prototype.

We also introduce Spoke, a framework for building speech-enabled websites [18].
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Figure 3-7: The system cannot find the image for“Chobani strawberry yogurt” be-
cause it is searching for a different image name than the one it was initially created
under. It does, however, exist in the image directory.

The interface of the previous system is configured with a single button in the

shape of a microphone to initiate speech recording. The recognized words are dis-

played on the web-page, where each word is semantically tagged with a property (e.g.

Brand, Description, Quantity, and Food). Other members of the project continue to

investigate the association of properties corresponding to food items through neural-

network based approaches in order to improve upon the current CRF model described

in Section 3.2 [7].

After a user records their meal description, a table matrix is then created whose

rows correspond to individual food items, and whose columns correspond to the

Brand, Quantity, and Description properties. Then, a web image result for each

food item is also displayed. Finally, for each food, the top ten matching items re-

turned from the nutrition database search are displayed. Figure 3-8 shows an example

of the previous user interface of the nutrition system prototype.

The interface is a visual representation of the information that is stored and

retrieved on the back-end. For example, it displays the associations of each food item

in a simple matrix, such as the quantity, brand, and description. In the next chapter,

we discuss its refinement in additional detail.
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Figure 3-8: The previous user interface of the nutrition system prototype, displaying
a food log of the user’s meal of “3 eggs over easy and a stack of pancakes.”

Figure 3-9: Previous work on the nutrition system includes Spoke’s Web Speech API,
integrating visual feedback using Spoke’s volume meter. When the user clicks the
microphone, the microphone turns red to indicate that it is recording.

3.5.1 Spoke

Spoke is a JavaScript framework for web based deployment of speech applications [18].

The previous nutrition system has a microphone icon that acts as a button for users

to click to start and stop recording, and it is augmented with Spoke’s volume meter

for visual feedback, shown in Figure 3-9. When the microphone icon is clicked, it

changes from blue to red to indicate that it is recording. In Chaper 4.2, we discuss an

additional application of Spoke, where we use its recording framework for collecting

and storing utterances. In the section to follow, we provide the results of the system

evaluation on the previous nutrition system.
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3.6 Previous System Evaluation

An Amazon Mechanical Turk (AMT) task to evaluate the previous system’s overall

performance and accuracy was launched. Turkers were asked to record two meals,

then select whether the semantic tags, USDA hits, and quantities were correct. Upon

completion of the task in its entirety, there were 437 meal descriptions that contained

a total of 975 food concepts [7]. Turkers indicated that 83% of the semantic tags

were correct, 78% of the quantities were correct, and 71% of the USDA HITs were

correct matches. Figure 3-10 shows an example of a partially completed HIT, where

a Turker is asked to select in the semantic tags, quantity, and USDA hits are correct

for each food item, “oatmeal” and “banana.”

Figure 3-10: An AMT task for evaluating the accuracy of the previous system’s ability
to match the USDA hit, tag the user’s meal description, and match the quantity [7].
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3.7 Conclusion

In this chapter, we have presented the previous work of the nutrition system, in-

cluding its overall flow, language understanding component, and database lookup.

Additionally, we discussed the system’s previous user interface and the results of the

system evaluation performed on the previous system.

Once the user records his meal description, a speech recognizer sends the language

understanding component the recognized text, where tokenization, semantic tagging,

and segmentation occur. These results are used to display the tagged results to the

user.

Meanwhile, the same language understanding component occurs a second time

during the database lookup, where the system uses the tagged food items to search

in the MySQL database for relevant matches. Then, the system displays the USDA

hits as a food diary with exact nutritional information, the quantity, and an image

for each food item.

In the next chapter, we discuss the areas in which we refactored the previous

system that led to the implementation of the current nutrition system. These mod-

ifications include the separation of a central planner and our two servers (language

understanding and database lookup), implementing the ability to save audio record-

ings, and optimizing the image cache and lookup.
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Chapter 4

Refactoring the System

The previous system was created to accomplish the task of interpreting a user’s spoken

meal description and generating an accurate food diary. Upon further inspection

of the system, we noticed many areas that called for improvement in refactoring,

including the creation of a central planner and server architecture.

In the following sections, we describe the modifications made to the previous

system that bring us to our current system today. These changes include separating

the central planner and language understanding server, the ability to save audio, and

a new mechanism for retrieving images and updating the image cache.

4.1 Central Planner/Server Architecture

This section discusses the changes to the previous system architecture, described in

Chapter 3.1 that resulted in cleaner code and a more efficient system, specifically the

separation of the system into a central planner, Language Understanding Server, and

Database Lookup Server.

4.1.1 Separating the Central Planner and Servers

In the previous configuration, there was no distinction between the calls that were

being made to the language understanding and database lookup components, meaning
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the system followed a linear model that lacked any form of a central planner. We

sought to separate the system into different components to modularize the system,

and result in better software construction.

In the current system, we extracted the elements that comprise the language

understanding component of the system and created a new http servlet that contains

the natural language processing files. We named this Language Understanding server

“Nutrition103-NLP” to distinguish it from the central planner, which we defined as

“Nutrition100.” Nutrition100 refers to the smaller nutrition system created for a user

study that accesses a subset of 100 food items, rather than the larger database of more

than 10,000 items. This smaller system is discussed in more detail in Chapter 5. These

extracted files in “Nutrition103-NLP” include the CRF model for semantic labeling,

segmentation of the spoken meal descriptions, and the assignment of attributes to

the correct food items.

The resulting architecture of the current system, shown in Figure 4-1, now allows

us to independently work to improve the CRF model and explore other algorithms

without affecting the database lookup or the display of the food diary itself. In the

following section, we discuss the process of saving and storing audio recordings of a

user’s meal descriptions. This allows us to evaluate the system’s performance and

train a nutrition-specific speech recognizer to improve the system’s recognition.

Figure 4-1: This flowchart describes an overview of the system’s current architecture.
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Figure 4-2: A screenshot of the mappings of each deployed system to their respective
tomcat server in uriworkermap.properties.

4.2 Saving Audio

In this section, we discuss a modification to the previous system, described in Chapter

3, and describe the process of saving the user’s meal recordings. The previous nu-

trition system does not store audio recordings. However, this capability allows us to

retroactively replicate a user’s recording to evaluate and identify flaws in the system.

We can also use these recordings to train a nutrition-specific speech recognizer. Thus,

we implemented a framework that would capture the user’s meal description in the

form of a .wav file upon recording and save it to a specified directory. The sections

to follow describe the process of saving audio, including using the Spoke framework

to record and store audio to the server.

4.2.1 Using Spoke to Capture Audio

Spoke is a JavaScript framework for building interactive speech-enabled web appli-

cations that integrates custom speech technologies into the website back-end. It has

two components: the client-side framework and the server-side library. The client-side

framework enables audio recording to the server for processing, speech recognition,

and playing audio from the server. The server-side of Spoke provides a Node.js server-

side library with a set of modules that interface with a handful of custom speech

technologies, such as speech recognition [18].

For this project, we used Spoke’s client-side framework to record and store audio to
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the server. The Recorder is a module that hooks audio recording onto the microphone

of the web page and records audio to the server. When it is toggled, the Recorder

streams raw audio data to the server over socket.io. This audio sample is transformed

to a 1024 byte buffer, which is then written directly to the socket stream.

4.2.2 Creating a Proxy Server

In the previous system, after the user records their meal description, a speech rec-

ognizer sends the the recognized text to the language understanding component, but

neither the text nor the audio are saved.

To address this issue, we created a proxy server to run on ursa.csail.mit.edu,

another local workstation. Now, in the current system, when the Spoke browser is

running, the Spoke client will connect to the Spoke server on ursa.csail.mit.edu,

which acts as a proxy server on a local workstation. This is done to provide https

encryption.

By integrating Spoke and running Node.js as a service through a proxy server, we

are able store the audio files in a wav format and the recognized text in a specified

directory on the local machine. The client-side usage of Spoke directs the socket.io to

our proxy server, ursa.csail.mit.edu. For each socket.io connection or each time

a user arrives at the landing page of the system, the server creates a new directory to

store the subsequent recordings. Then, it handles an audio stream and its metadata

by saving the transcoded wav file with the Spoke server-side Recorder, and save the

recognized text from the metadata to a txt file. The filenames for these two files

include the date and time of the recording and the unique utterance ID included in

the metadata.

4.2.3 Storing the Recordings

In addition to integrating Spoke to save audio, we created a systematic process in

the file system to store the recordings for the main purpose of training a speech

recognizer from audio. In anticipation of user testing, these audio recordings are
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saved according to the date and time recorded, where each year, month, and date is

a different directory. This will be in the format of

/recordings/year/month/day/time sessionID/utterance ID.wav

The capability of storing the recordings of meal descriptions from users will mainly

allow us to train a nutrition-specific speech recognizer. We can also retroactively

recreate food diaries to debug and address the holes in the system. The following

section discusses the optimization of the image cache implemented to change the

system’s mechanism for searching for images to display in the user’s food diary.

4.3 Optimizing the Image Cache

To make the process of finding images faster and more robust, we refactored the

image search mechanism to move away from keyword search on the image names and

linked the image to its corresponding USDA food ID. In this section, we discuss the

challenges of the previous implementation, the process of optimizing the image cache,

and the changes made to improve the image search algorithm.

4.3.1 Challenges of the Previous Implementation

In the previous system, the image cache is populated with 4,791 images of food

items, named after the corresponding food description, described in Chapter 3.4.

The challenge to this previous implementation lies in the accuracy of these images.

In the example provided, if the user simply says “I had chobani yogurt,” intending

“strawberry chobani yogurt,” the system populates the food diary with the correct

nutritional information of Chobani strawberry yogurt, but without an image nor the

option of changing the image, shown in Figure 3-7. However, the user can select

further adjectives to obtain the exact nutritional information for strawberry Chobani

yogurt, but they must keep the incorrect image.

Furthermore, different users may call the same food item various names. An

example of this is the food item, “fried chicken.” The USDA entry for a particu-

lar type of fried chicken is “KFC, Fried Chicken, Original Recipe, Drumstick, meat
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and skin with breading.” As shown in Figure 4-3, there are many variations of

names that the actual image could be stored under, including “fried%20chicken.png,”

“kfc%20chicken%20drumsticks.png,” etc, without interfering with other distinct USDA

entries, such as “Popeyes, Fried Chicken, Milk, Drumstick, meat and skin with bread-

ing.”

Figure 4-3: There are many entries in the USDA Standard Reference database for a
keyword search of “fried chicken.”

By exploring the edge cases of the previous framework of retrieving images, we

discovered glaring holes that would cause the system to fail to produce an image for

the user, even if the image exists. For this reason, we changed the framework of

loading images by linking the image name to the corresponding USDA entry in the

MySQL database [13]. Specifically, we recreated the image cache, but instead renamed

the image to its corresponding USDA food identification number (ie. “1001.png” for

the food item “salted butter”). This way, when the system searches for the correct

entry in the database, it will not only retrieve the exact food description and nutrition

information, but it will also have access to the file path of the image. The next

section discusses our exploration of different methods of populating the food diary

with accurate images in a logical manner.

4.3.2 Linking Images to USDA Entries

Instead of relying on keyword search to retrieve images, we opt to link each image

directly to a food ID, making the search process much more predictable. We explored
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adding the file path of each image to the corresponding food entry in the MySQL

database.

The system maintains a cache of the most relevant USDA, Freebase, and Nu-

tritionix equivalents to food items [13]. Freebase is a crowd-sourced database that

contains information about many topics, including 8,619 food item names, of which

916 food items contain data on their equivalent USDA database entry [13]. Addition-

ally, Nutritionix is another nutritional database that contains nutrition information

of thousands of food items [1]. In the MySQL database, there is a table called

foodsWithNutrients that contains the name of each food item, freebase ID if applica-

ble, the food ID, and the macro and micronutrients, such as calories, grams of protein,

carbohydrates, etc. This is outlined in Table 4.3.2.

Field Description
NDB No 5 digit Nutrient Databank number
Long Desc 200-character description of food item
calories Calories per serving in the food item
protein Grams of protein per serving in the food item
fat Grams of fat per serving in the food item
cholesterol Milligrams of cholesterol per serving in the food item
sodium Milligrams of sodium per serving in the food item
carbohydrates Grams of carbohydrates per serving in the food item
fiber Grams of dietary fiber per serving in the food item
sugar Grams of sugar per serving in the food item

Table 4.1: Outline of the foodWithNutrients database in MySQL.

Once the system identifies the specific food item from the database, it extracts

the file path of the corresponding image and retrieves the image from the specified

path. This allows for greater accuracy in the images populated and reduced error in

the edge cases.

However, when looking into scaling this method to the 7,000 food items in the

USDA database, we discovered that we needed an automated way of populating the

image column of the table. For this reason, we looked into using previous Amazon

Mechanical Turk tasks [13]. The following section describes the process of using
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Amazon Mechanical Turk to recreate our image cache and restructure the way our

system searches for images.

4.3.3 Amazon Mechanical Turk

In order to repopulate our image cache by linking each image to its corresponding

USDA entry, we used Amazon Mechanical Turk to launch two distinct tasks to help

scale this process to the 7,000 food items in the USDA database.

We implemented two AMT tasks to create the initial image cache [13]. For the

current system, we launched an initial Human Intelligence Task (HIT), shown in

Figure 4-4, that asked Turkers to find the URL of a relevant image for each of the

food items. We included more specific instructions and a hidden entry to allow for

the USDA food ID (ie. 1001). From this task, we asked for images of 6,441 food items

from the USDA database and requested 3 hits per food item. This task resulted in

a total of 19,323 images, which were processed in a format to feed into the second

AMT task.

Figure 4-4: In the first AMT task, the instructions asks users to find the URL of a
relevant image for four food items. It also provides examples of ideal images.
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Figure 4-5: For each hit in the first AMT task, Turkers are given four distinct food
descriptions from the USDA database and are asked to find the URL of the best
image for each item. Here, the Turker was asked to provide an image for butter,
coffee, McDonald’s hotcakes, and macaroni and cheese, and babyfood. We provided
examples, indicating our standard for the most relevant image, to help them in the
task.

In the second AMT task, for each food item, we asked users to evaluate the three

images that previous Turkers had submitted from the first HIT and select the image

that best represents that food item. This method increases the accuracy of each image

and eliminates images misrepresenting the food item presented. Figure 4-6 shows an

example of a typical HIT, where Turkers were asked to choose the best image given

a food description.

From the results of the second task, we had a match for every food item, its ID

number, and an image that Turkers deemed the correct image for each food descrip-

tion. We then loaded the resulting 6,049 images onto the workstation to create an

image cache, naming each image after its USDA identification number. With this

recreation of the image cache, the system can more efficiently retrieve more accurate

images based on the food’s USDA ID. In the next section, we describe the updated

image search mechanism in the current framework in additional detail.
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Figure 4-6: For the second AMT task, the user is given three images that previous
Turkers from the first task had selected for the specific food item. In this case, Turkers
were asked to select the image that best represents “cheese, cottage, creamed, with
fruit.”

4.3.4 Image Search in the Current Framework

From the results of the two AMT tasks described above, we now have an updated

image cache, with 10,704 images named after each food item’s corresponding USDA

ID (e.g. “14023.png”). In the current system, we created an additional column in the

foodsWithNutrients table in MySQL, shown in Table 4.3.2, that holds the relevant

information for each food item.

First, we added the image name of the corresponding image for each food entry

to the new “image” column, as seen in Figure 4-7. However, upon further inspection,

we decided, instead, to populate the image column with the direct image path, rather

than simply the image name, as shown in Figure 4-8. This mechanism does not rely

on the image name to retrieve the image, and lends to scalability when the food items

are not in the USDA database.

In the current framework of the nutrition system, the system searches the USDA

database for a match on the parsed food description, provided by the language under-

standing server. Unlike the previous system, it uses the food ID to access the image
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Figure 4-7: A MySQL database table, foodsWithNutrients, stores all of the infor-
mation for each food item in the USDA database. For the modified image search
mechanism, we created an additional column that stores the image name for each
image.

Figure 4-8: Rather than storing the image name in the additional column in
foodsWithNutrients, for the modified image search mechanism, we store the direct
image path (e.g. “/scratch/images/1101.png”).
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path, such as “/scratch/images/1001.png.” Through access to the direct image path

from the “image” column in foodsWithNutrients, the system creates a hashtable of

food items and their image encodings to display the user’s food log on the landing

page.

In instances where a food item is not in the USDA database, our system searches

Nutritionix and Freebase, both nutritional databases. As a result, there may not

be a USDA ID associated with the food item. In this case, the current system uses

the previous system’s image search as a fallback mechanism and will still produce an

image. In the future, however, we will populate the additional column in the MySql

table of USDA entries with the image path of the food items without USDA ID’s,

rather than just limiting the images to USDA food items. This allows for a greater

range of food items outside the USDA database, where the image name is irrelevant,

but the image path directs the system to the corresponding image.

Figure 4-9 describes the current framework of the system, including the previous

mechanism for retrieving images. This figure demonstrates that the current frame-

work we implemented is more efficient, streamlined, and does not depend on the user’s

food description to search for the corresponding image. In sections to follow, we dis-

cuss the user interface of the current system and conclude with a general overview of

the nutrition system as it stands today.

4.4 Current User Interface

In the user interface of the current system, we reduce the information displayed to

the user and allow the option of updating the quantity of each food item. We also

condense the USDA hits to a single description.

Instead of displaying all possible database hits, we limit the number of database

hits to 4 entries. Although this does not speed up the database lookup, it is less

overwhelming for the user. Figure 1-1 displays the user interface of the current system

after these modifications that allowed for more efficient use of the the landing page

and a more learnable interface.
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Figure 4-9: In the current framework, the images are retrieved as soon as a USDA
entry is matched to the user’s meal description.

Furthermore, if the database hit that the system displays is not the correct food

item, the user has the option to “See more options.” They can select from a list of

database hits that are similar to the food items tagged in the user’s meal description,

as shown in Figure 4-10, where the user is given the option to select from a list of

“tomatoes.” This provides additional accuracy in the nutrition information displayed

for the user.

This application focuses on self-assessment of energy and macronutrient intake.

Our system is a Java-based application that runs on Google Chrome, but in the

future, the system will run on Android phones. In the next section, we conclude with

an overview of the current system that encompasses all of the modifications described

earlier in this chapter.
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Figure 4-10: The user has the option to further define their meal description of
“tomatoes” and select adjectives such as “crushed,” “green,” and “red.”

4.5 Overview of the Current System

The entire architecture of the current system is shown in the diagram in Figure 4-1.

Once the user records his meal, the recording is sent to a speech recognizer, where

the recording is transformed from a .wav file to recognized text. This recognized text

is then sent to the central planner, which contains the content and formatting of the

data. The central planner sends the recognized text to the Language Understanding

server, where tokenization, semantic tagging, and segmentation occur to understand

the user’s query.

Once the central planner receives the search results, it searches in the MySQL

database server of USDA food items for matches to the user’s query. With the exact

nutritional information and corresponding images, the central planner is then able to

display the food log for the user, which is shown in Figure 1-1.

4.6 Conclusion

In this chapter, we have presented modifications made to the previous system de-

scribed in Chapter 3, such as the separation of the central planner and two servers,
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the ability to save audio, and a new mechanism to retrieve images. These modifica-

tions have been implemented as features of the current system.

Separating the central planner and the language understanding servers allows for

cleaner software construction that is easier for future researchers to follow. This way,

we can work to improve the language understanding algorithms without affecting the

results of the nutrition system itself. As long as we are passing the results of the

speech analysis to the central planner, the system is able to search the database for

a matching food item.

The ability to save and store audio provides the capability to review users’ spoken

meal descriptions, evaluate the system, and provide additional modifications. This

will improve the accuracy and allow us to recreate scenarios from actual events.

We also created a new mechanism to update the image cache and retrieve images,

even though the user may not notice an obvious change in the way images are now

retrieved. This mechanism of accessing the image through the USDA identification

number is much more accurate than searching through the file directory for an image

whose name matches the food item described by the user.

Lastly, we discussed the updated user interface, where we limited the information

we presented to the end user and added the ability to change the quantity and USDA

hit.

In the next chapter, we discuss the user study performed for nutritionists at Tufts

University. Here, we created a nutrition system that only accesses 100 specific food

items extracted from the USDA database. We also present the results of the Amazon

Mechanical Turk task that we launched to assess the performance of the system.
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Chapter 5

System Evaluation

One of the specific aims of this thesis is to conduct a pilot study to assess the ability

of the new program to reliably capture and code information on amounts and types of

consumed foods. Through our partnership with nutritionists at Tufts University, we

created a separate system, called Nutrition100, that selects from a smaller subset of

100 food items. We used this smaller system to launch an Amazon Mechanical Turk

(AMT) task asking Turkers to evaluate the system’s performance on three separate

components: quantity, USDA, and image matching.

5.1 Extracting a Subset of Foods

There are currently over 10,500 food entries in our database, 6,500 from USDA [2] and

roughly 4,000 entries from the Nutritionix database [1]. When testing for accuracy,

however, it is difficult to manually evaluate user choices with so many food items.

Thus, part of this work includes extracting a subset of 100 food items from the USDA

database specifically to perform user studies and evaluate the accuracy of our system.

These 100 food items were manually selected a user study. A list of the food items is

provided in Appendix A.1.

All of the food IDs were compiled into a list, and we used MySQL to query

the entries in the foodsWithNutrients table, outlined in Table 4.3.2, and placed this

subset in a new table. In the system code itself, rather than querying from the larger
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database of food items, the smaller system queries from this subset of 100 food items.

This will allow us to verify the deficiencies in the logic more easily given a smaller

subset of foods to choose from. In the sections to follow, we describe the user study

performed on Amazon Mechanical Turk. We conclude the section with an evaluation

of the results from the AMT task.

5.2 User Study

The user study will be the next step in the development of the nutrition applica-

tion. Results gathered from the user study will lead to continued development of the

accuracy of the system. In the next section we describe our system evaluation on

Mechanical Turk and analyze the results of the performance of the system.

5.2.1 Amazon Mechanical Turk

The performance of the system, which we named “Nutrition Eval,” was assessed using

Amazon Mechanical Turk (AMT), a crowdsourcing marketplace for users, referred to

as “Turkers,” to complete various Human Intelligence Tasks (HITs). These HITs

were designed by [13] and [11] to evaluate the system on three main components: the

language tagging, database matching, and image retrieval. As shown in Figure 5-1,

in each HIT, Turkers were asked to record at least two meal descriptions from a list

of the 100 food items provided. We recommended that Turkers interact with the

system by altering the quantities and narrowing down to one USDA hit if necessary.

After the Turkers successfully recorded two meals, we asked them to evaluate the

system by answering three yes or no questions and optionally providing feedback for

improvements. Upon completion of each HIT, Turkers were paid $0.20.

For each of their meal descriptions, the system displayed a tagged result of the

user’s query and a table of food items with exact nutritional information. Turkers

were then asked to assess the accuracy of the system, specifically whether each part

was correct. For each tagged food item, Turkers were asked to if the quantity, USDA

hit, and image were correct. By asking them these targeted questions, we are able
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Figure 5-1: This figure shows the instructions for the AMT HIT launched to test the
accuracy and performance of the nutrition system.

to identify specific holes regarding the main components of our nutrition system. An

example of a partially completed HIT is shown in Figure 5-2.

In the next section, we discuss and evaluate the results of the system based on

the responses from Turkers.

5.3 System Evaluation

From the results of the AMT HIT described above, we collected meal descriptions

from 512 Turkers. These Turkers were based in the United States and had an overall

approval rating that was greater than 80%. This ensures that the Turkers are able to

read the instructions and have a history of submitting HITs that meet a Requester’s

standards.

From the 512 Turkers who participated in the HIT, we collected 743 meal descrip-

tions containing a total of 1548 food concepts (or items). For each food item, Turkers

were asked if the corresponding quantity, USDA hit, and image were correct. The
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Figure 5-2: This figure shows an example of the results of a user’s meal description
while performing the AMT task to evaluate the system’s performance.
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Previous System Current System Change
Correct Quantity 78.0% 85.9% +7.9%
Correct USDA Hits 71.0% 87.6% +16.6%
Correct Images N/A 88.1% N/A

Table 5.1: Comparison of the accuracy of the quantity, selected USDA hit, and image
between the results of the previous system and the results of the current system.

results of this task indicated that 85.9% of the quantities were correct, 87.6% of the

USDA hits were correct, and 88.1% of the images were correct.

From the results of the system evaluation on the previous system, described in

Chapter 3.6, the results of the AMT task testing the performance of the current sys-

tem show an improvement in both the percentage of correct USDA hits and estimated

quantities [7]. The system evaluation of the previous nutrition system did not test

the accuracy of the images, so we do not have previous data for comparison.

Table 5.1 compares the results from the previous system’s evaluation and the cur-

rent system’s evaluation based off of the AMT HIT, indicating that the percentage

of correct quantities increased by 7.9%, and the percentage of correct USDA hits in-

creased by 16.6%. This shows a distinct improvement from the results of the previous

system to that of the current system. It is important to note that the previous system

searches the larger database of 7,000 food items, whereas the current system, specif-

ically the smaller nutrition system designed for the Tufts user study, uses a database

of 100 food items.

It is interesting to note, however, the accuracy of the system in retrieving the

correct images. The results from the 1548 food items generated by the 512 Turkers

indicate that 88.1% of the images were accurate. As explained in Chapter 3.4, the

previous system searches for images based on a keyword lookup. The image search

of the current system, described in Chapter 4.3, links the image of each food item to

its USDA ID and uses the filepath of the image to retrieve the corresponding image.

Because of this, the accuracy of the image matching should directly correspond to

the accuracy of USDA matching. Based on the results, we see that the accuracies are

similar, with only a 0.05% difference.
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Though we do not have data for the accuracy of the images in the previous system,

this new image search mechanism displays an incorrect image only 11.9% of the time.

Of the 1548 food concepts, the system produced an incorrect image for 184 food

concepts. In the following section, we explore the 11.9% of images and USDA hits

that were inaccurate and address the main areas of improvement.

5.3.1 Analysis of Incorrect Images and USDA Hits

When analyzing the results from the AMT user study, 5.4% of the incorrect images

and USDA hits were due to the limited number of 100 food items. There were a

total of 184 inaccurate images, and 77 of those were a result of food items outside of

the specified list. Although we provided Turkers with a list of 100 food items, there

were meal descriptions that included food items not in the list (ie. Doritos, Sriracha,

honey, etc). The smaller nutrition system is not designed to handle foods outside of

the database of 100 food items. As a result, it does load the incorrect image, if at

all, and USDA entry for “foreign” food items not in the list of 100. Future will will

include a better mechanism to detect no matches.

Of the remaining 6.5% inaccurate images and USDA hits, 3.5%, or 57, of the

errors were a result of the differences in various descriptions of food items. Due to

the search mechanism in the nutrition system, if a user describes a meal of “toast,”

the current nutrition system for the user study does not identify “toast” as the corre-

sponding USDA entry of “bread, wheat,” as seen in Figure 5-3. However, in the full

nutrition system, the search mechanism uses Freebase (described in Chapter 4.3.2) to

create a cache of 916 food items described in everyday language [13]. A table of the

common image and USDA mistakes from the user study due to the specificity of the

USDA description is shown in Table 5.2. The “Freebase Description” column shows

the corresponding entry in the Freebase database, described in Chapter 4.3.2, which

links USDA descriptions to commonly used terms, such as “toast.” The current nu-

trition system used for the AMT system evaluation task does not include the Freebase

database, because the search mechanism integrates both Freebase and Nutritionix in

a manner than cannot be separated without refactoring the entire search mechanism.
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Figure 5-3: Because the system identifies “toast” as a food item, it searches for the
word “toast” in the database of 100 food items, where it exists as “bread, wheat.”
As a result, the system will not load the correct image or USDA hit.

USDA Description Freebase Description
Bread, wheat Toast

Fast foods, potato, french fried in vegetable oil French Fries
Carbonated beverage, cola Soda

Chicken, broiler or fryers, breast, skinless, boneless,
meat only, raw

Chicken Breast

Table 5.2: Common mistakes from the user study of image and USDA matching.

For the purpose of this user study, we did not want results from Nutritionix that are

generated from the cache (outlined in Figure 3-6). As a result, we opted to remove

the search to both Freebase and Nutritionix, which is a main cause of the errors that

Turkers noted. Though many of these issues are resolved in the larger nutrition sys-

tem, the system’s search mechanism is an important direction of future work that we

hope to address.

The remaining 3.0%, or 50, of the errors in image and USDA accuracy were due

to the search mechanism’s keyword search of the USDA database. For example, one

of the Turkers commented, “I said tuna sandwich and cracker sandwich came up.”

When we regenerated this meal description in the current system, the system does

indeed populate the food diary with the food item “cracker sandwich,” shown in

Figure 5-4. In the current system configured for the user study, the system searches

based off of the tagged word. Because there is not a USDA entry for “tuna sandwich”

in the list of 100 food items, shown in Appendix A.1, the system searches the database

of 100 food items for the food “sandwich,” resulting in the USDA entry “crackers,

standard snack-type sandwich, with peanut butter filling.” However, when expanded
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Figure 5-4: With the food item “tuna sandwich,” the current nutrition system of
100 food items for the user study populates a food diary with the USDA hit “crack-
ers, standard snack-type sandwich, with peanut butter filling,” rather than a tuna
sandwich.

Figure 5-5: In the complete nutrition system, the food item “tuna sandwich” does
produce accurate results, unlike in the smaller nutrition system due to the larger
database of food items.

to the larger database of 7,000 USDA items, this issue is resolved due to the existence

of “tuna sandwich” in the USDA database, shown in Figure 5-5. This exposes a

weakness in the search mechanism of the nutrition system, which is an area of future

work.

5.4 Conclusion

In this chapter, we analyzed the performance of the nutrition system with a subset

of 100 food items. We discussed the results of the AMT user study, where there
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was a slight improvement in the percentage of correct quantities and USDA hits.

The noticeable result, however, was the percentage of correct images, where Turkers

stated that 88.1% of the images of the food items were the correct image. In the next

chapter, we provide a summary of contributions and directions for future research.
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Chapter 6

Conclusion

The contents of this thesis result in a centralized document containing documentation

on all of the parts of the complex nutrition system. It pulls together resources and

previous work, including our contributions to the current system. This will allow

users and other researchers to understand the depth and complexity of the different

components that comprise the current nutrition dialogue system we have today. We

have also presented the results of our system evaluation on Mechanical Turk, where

we see an increase in the percentage of correct quantities and USDA hits from the

results of the previous system. In the following sections, we provide a summary of

our contributions and directions for future research.

6.1 Summary of Contributions

The work presented in this thesis uses natural language understanding to interpret a

user’s meal description and provide a food diary. In addition to describing the system

architecture, we describe the modifications made to the previous system, including

the separation of the client and the servers, the optimization of the image search, and

the integration audio saving capabilities. We also discuss the creation of a smaller

nutrition system aimed at performing a user study for Tufts nutritionists. In the

sections to follow, we summarize the primary contributions of this thesis.
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6.1.1 Current System Description

We presented an overview of the current system, discussing the central planner/server

architecture and walking through the system flow from the user’s meal description

to the display of the food diary. We also provided a framework for the language

understanding component of the system and the database lookup, which were one

previously part of a linearized model in the previous system. Furthermore, we dis-

cussed the changes to the user interface from the previous system to the current

system as it stands today.

6.1.2 System Refactoring

The changes and modifications made to the previous system resulted in a cleaner,

more efficient system. By separating the central planner from the language under-

standing server and database lookup server, we are able to improve the understanding

of the user’s meal description in parallel without affecting the rest of the system. This

way, we can work to continually advance the neural network-based approaches that

tag and segment a user’s query.

Furthermore, we implemented a mechanism for saving and storing audio that will

allow us to use these recordings to train a nutrition-specific speech recognizer. These

recordings are also used to retroactively create food diaries to research inconsistencies

and areas for improvement. Lastly, we optimized the image search mechanism of the

previous system to include a more intuitive way of retrieving images. Rather than

performing an image search based on keyword search, we changed the way the system

retrieves images by linking each image to the corresponding food entry in the MySQL

database. Each of these modifications improved the system’s efficiency and accuracy,

which is demonstrated in the results of the AMT task described in the section to

follow.
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6.1.3 System Evaluation

We discussed the creation of a smaller nutrition system that queries a subset of 100

food items. THese food items were selected by Tufts nutritionists in an effort to test

the system on their own patients. Furthermore, we also evaluated the system’s overall

performance on real users from Amazon Mechanical Turk, where Turkers rated how

well the system performed on three distinct components: quantity matching, correctly

identifying the USDA hits for matching foods, and image results.

Upon completion of the user study, 512 Turkers completed meal descriptions that

contained a total of 828 food items. From these results, 78.65% of the quantities

were correct, 83.60% of the USDA hits were correct, and 98.63% of the images were

correct. The results from the previous system’s evaluation indicate an increase in the

accuracy in both the quantity and USDA hit matching. The image accuracy was not

tested in the system evaluation in the previous system, so we do not have data on its

improvement. In the next section, we discuss potential directions for future research,

including multimodal dialogue interaction, offline functionality, and personalization

of the user’s food log.

6.2 Directions for Future Research

While the work presented in this thesis is a substantial component of the nutrition

system, there are many directions for future research that will improve the system

capabilities and ultimately, work to address the problem of obesity in the United

States. In this section, we discuss a few of these directions, including the addition

of a multimodal dialogue interaction, offline functionality, and personalization of the

user’s food diary.

6.2.1 Multimodal Dialogue Interaction

We cannot assume that speech input will automatically be precise, especially if the

user is untrained for the purpose of self-assessment of food intake. In the future, our
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program will include a dialogue manager to act as a buffer between the user and the

database. The dialog manager will interact with the user to clarify information, so

that precise nutritional data can be logged. Both spoken and written prompts and

the option to type specific words will ensure that foods can be accurately specified

by the user. Furthermore, this multimodal dialogue interaction can provide search

options when a new food is not recognized by the nutrition system.

The use of a multimedia environment will allow the manager to display alternatives

to the user, such as portion size options with descriptors, so that a simple touch

gesture may be the easiest means of providing clarification. We plan to support

both spoken and gesture input to the system to provide the most flexibility to users

depending on their personal preference and the context in which they are using the

application. As part of this work, we will determine what kinds of dialogue are

effective in resolving ambiguities, whether prompts for recording of foods that were

not initially mentioned add additional items to the record, and whether a multimedia

environment can be efficient for making clarifications and corrections both at the time

of food consumption and during later review of the daily record.

6.2.2 Online and Offline Functionality

Furthermore, in future iterations, we anticipate that our solution will have an online

and an offline mode to decrease the user burden of logging their food entries through

a learnable, efficient, and reliable user experience. The online mode will interact with

the user directly via the dialogue manager described above. This multi-modal version

of the application will allow the user to populate their food diary semi-automatically

with speaking and then using touch or voice to finish. In the offline version of the

application, the user would record their meal description and return at a later time

to process and enter in the quantities and brand descriptions.
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6.2.3 Cache Expansion

Our image cache currently contains images of 10,840 food items. However, the USDA

database does not encompass a full range of potential food items, such as foods from

restaurants, much like the Nutritionix and Freebase databases do. In future iterations,

we plan to expand the image cache to include images from the other databases as well

that do not have a USDA ID to index from. This will include running additional AMT

tasks to ask Turkers to select the most relevant image for each food item, but devising

an alternate way of naming the images and populaing the foodsWithNutrients table

in MySQL with the direct image path.

6.2.4 Customization and Personalization

As it stands, the current nutrition system does not provide additional analytics for

the user, such as the total number of calories consumed or the percentage of macros

consumed. Future iterations of the system could include data analytics based on the

meal descriptions provided and even stray from the current user interface of a matrix.

We plan to implement additional views for the user, such as an index card view, where

the nutrition information is displayed much like that of a nutrition label on the back

of a food package.

6.3 Looking Forward

In this thesis, we describe a speech enabled nutrition system that extracts exact nu-

tritional information from spoken meal descriptions. We have described the previous

work of the nutrition system and the modifications made that have led to the state

of the current system. These improvements include the creation of a central planner,

language understanding server, and database lookup server. We optimized the image

search mechanism and implemented the ability to save and store audio recordings,

which will allow us train a nutrition-specific speech recognizer. We conclude the the-

sis with a system evaluation that assesses its accuracy in quantity, USDA hit, and
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image matching. The work described in this thesis combines components from pre-

vious works on the project and work on the current system. We hope that through

these modifications and implementations, this nutrition system is one step closer in

making advances towards solving the problem of national obesity.
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Appendix A

User Study

This section provides additional information regarding the user study for the con-

strained nutrition system. We include a list of the 100 food items that the system

searches from.

A.1 List of 100 Food Items

The following table is a list of the 100 food items selected from the USDA Standard

Reference database by Tufts nutritionists. The nutrition system created for this user

study, Nutrition100, matches meal descriptions only to this list of 100 food items in

a separate database.

Table A.1: A list of the 100 food items for the user study.

NDB No Food Description

1001 Butter, salted

1028 Cheese, mozzarella, part skim milk

1129 Egg, whole, cooked, hard-boiled

1281 Yogurt, Greek, Non fat, Strawberry, Chobani

4639 Salad dressing, ranch dressing, commercial, regular

4679 Oil, PAM cooking spray, original
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5062 Chicken, broiler or fryers, breast, skinless, boneless, meat only, raw

5068 Chicken, broilers or fryers, drumstick, meat and skin, cooked, fried,

flour

6019 Soup, chicken noodle, canned, condensed

6026 Soup, chili beef, canned, condensed

6080 Soup, chicken broth or bouillon, dry

6116 Gravy, beef, canned, ready-to-serve

7023 Frankfurter, beef and pork

7081 Turkey breast, sliced, prepackaged

7953 Pork sausage, link/patty, fully cooked, microwaved

7972 Meatballs, frozen, Italian style

8013 Cereals ready-to-eat, General Mills, Cheerios

8030 Cereals ready-to-eat, Kellogg, Kellogg’s Froot Loops

8060 Cereals ready-to-eat, Kellogg, Kellogg’s Raisin Bran

8122 Cereals, oats, instant, fortified, plain, dry

9003 Apples, raw, with skin

9038 Avocados, raw, California

9040 Bananas, raw

9209 Orange juice, chilled, includes from concentrate

9316 Strawberries, raw

9513 Juice Smoothie, Odwalla, Original Superfood, fruit smoothie blend

10862 Pork, cured, bacon, pre-sliced, cooked, pan-fried

11090 Broccoli, raw

11124 Carrots, raw

11172 Corn, sweet, yellow, canned, whole kernel, drained solids

11252 Lettuce, iceberg (includes crisphead types), raw

11286 Onions, yellow, sauteed

11357 Potatoes, white, flesh and skin, baked

11457 Spinach, raw

11531 Tomatoes, red, ripe, canned, packed in tomato juice
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11584 Vegetables, mixed, frozen, cooked, boiled, drained, without salt

11935 Catsup

11940 Pickles, cucumber, sweet (includes bread and butter pickles)

12061 Nuts, almonds

12637 Nuts, mixed nuts, oil roasted, with peanuts, with salt added

13494 Beef, ground, 70% lean meat / 30% fat, crumbles, cooked, pan-

browned

14003 Alcoholic beverage, beer, regular, all

14096 Alcoholic beverage, wine, table, red

14148 Carbonated beverage, cola

14209 Coffee, brewed from grounds, prepared with tap water

14475 Tea, ready-to-drink, ARIZONA iced tea, with lemon flavor

15126 Fish, tuna, white, canned in water, drained solids

15151 Crustaceans, shrimp, mixed species, cooked, moist heat

15237 Fish, salmon, Atlantic, farmed, cooked, dry heat

15262 Fish, tilapia, cooked, dry heat

16006 Beans, baked, canned, plain or vegetarian

16059 Chili with beans, canned

16070 Lentils, mature seeds, cooked, boiled, without salt

16089 Peanuts, all types, oil-roasted, with salt

16098 Peanut butter, smooth style, with salt

16147 Veggie burgers or soyburgers, unprepared

16158 Hummus, commercial

16316 Beans, black, mature seeds, canned, low sodium

18064 Bread, wheat

18141 Cake, yellow, commercially prepared, with vanilla frosting

18151 Cookies, brownies, commercially prepared

18164 Cookies, chocolate chip, refrigerated dough, baked

18231 Crackers, standard snack-type, sandwich, with peanut butter filling

18243 Croutons, seasoned

75



18264 English muffins, wheat

18274 Muffins, blueberry, commercially prepared (Includes mini-muffins)

18290 Pancakes, plain, dry mix, complete, prepared

18350 Rolls, hamburger or hotdog, plain

19002 Snacks, beef jerky, chopped and formed

19047 Snacks, pretzels, hard, plain, salted

19183 Puddings, chocolate, ready-to-eat

19270 Ice creams, chocolate

19335 Sugars, granulated

19404 Snacks, granola bars, soft, uncoated, chocolate chip

19411 Snacks, potato chips, plain, salted

20052 Rice, white, short-grain, cooked

20100 Macaroni, cooked, enriched

20137 Quinoa, cooked

20321 Spaghetti, cooked, enriched, with added salt

21005 Fast Foods, biscuit, with egg and sausage

21080 Fast foods, nachos, with cheese, beans, ground beef, and tomatoes

21090 Fast foods, cheeseburger; single, regular patty, with condiments

21130 Fast foods, onion rings, breaded and fried

21138 Fast foods, potato, french fried in vegetable oil

21237 McDonald’s, Big Mac

21302 Fast Food, Pizza Chain, 14” pizza, pepperoni topping, regular crust

21401 Fast foods, chicken tenders

21425 KFC, Fried Chicken, ORIGINAL RECIPE, Breast, meat only, skin

and breading removed

22899 Ravioli, cheese-filled, canned

22906 Chicken pot pie, frozen entree, prepared

22916 Lasagna with meat & sauce, frozen entree

25028 Tortilla chips, yellow, plain, salted

28241 SUNSHINE, GRIPZ, Cheez-It Crackers
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36012 Restaurant, family style, fried mozzarella sticks

36035 Restaurant, family style, coleslaw

36052 Restaurant, Mexican, cheese quesadilla

36417 Restaurant, Mexican, spanish rice

36601 Restaurant, Chinese, egg rolls, assorted

42289 Oil, corn and canola
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