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Abstract

By kindergarten, our knowledge of agents has unfolded into a powerful intuitive theory that enables us to thrive in our social world. In this thesis I propose that children build their commonsense psychology around a basic assumption that agents choose goals and actions by quantifying, comparing, and maximizing utilities. This naïve utility calculus generalizes infants’ expectation that agents navigate efficiently, and captures much of the rich social reasoning we engage in from early childhood. I explore this theory in a series of experiments looking at children’s ability to infer costs and rewards given partial information, their reasoning about knowledgeable versus ignorant agents, and their reasoning about the moral status of agents. Moreover, a formal model of this theory, embedded in a Bayesian framework, predicts with quantitative accuracy how humans make cost and reward attributions.
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Chapter 1

Introduction

1.1 The inner life of goals

Our social skills are a strikingly different from those of other animals [61]. We reason about others in terms of mental states [158, 29], we help those in need [152], we cooperate in joint goals [54], we transmit knowledge efficiently [50] and make inferences by assuming others do the same [12].

Despite our natural pro-social tendency [109] we do not interact with all agents in the same way. From early on we are sensitive to the competence of teachers and distrust ignorant ones [77]. We distinguish between helpers, hinderers, and bystanders, and prefer the former [78, 57]. We extend this preference transitively, based on how agents interact with antisocial others [78, 134], and we punish transgressors, even at our own expense [33, 60, 68, 90].

Together, our understanding of others’ minds, our tendency to act pro-socially, and our selectivity with whom we interact, allow us to reap the benefits of living in social groups (See also [24, 149]). These abilities are enabled by our commonsense psychology -an intuitive causal theory about agents, their thoughts, intentions, and personalities- [29, 42, 87]. Current work suggests that the origins of this theory are grounded on our understanding that agents have goals [160, 15] that they complete as efficiently as possible [36]. Through these assumptions, making sense of others’ behavior reduces to finding target states that the agent is navigating towards in an
This understanding is likely to be necessary for navigating the social world, but it is not sufficient.

1.1.1 Beyond goal attribution

Suppose you’re in preschool and both you and your classmate Anna ask the teacher for help at the same time. The teacher looks at each of you for a second, and goes to help Anna. Her goal is clearly to help Anna. But why? Maybe the teacher likes Anna better. Or maybe the teacher likes you better and she’s helping Anna first so she can spend more time with you later. More likely, the teacher doesn’t have a favorite student and Anna needs more help than you do; or maybe Anna is doing something dangerous; or maybe the teacher happened to be closer to Anna; or maybe the teacher believes you’re more patient. There are thousands of reasons for why the teacher chose to help Anna first, and making sense of the underlying causes is crucial for navigating the social world.

We face this kind of challenge everyday. And although we cannot always uncover why people do what they do, we are also not hopelessly blind to the causes behind their goals. Somehow, we infer goals and break them open to infer their inner structure. This thesis aims to answer how we do this.

1.2 Thesis roadmap

This work has three parts. The first part consist of Chapter 2 and focuses on theory. In this chapter I propose a theory -the naïve utility calculus- for how we reason beyond goal-attribution and I argue that this proposal enriches past accounts of social reasoning and captures a large set of empirical phenomena. In Chapters 3-5 I present empirical evidence testing the predictions of the naïve utility calculus. Chapter 3 shows how the naïve utility calculus enables us to reasoning beyond goal attribution, Chapter 4 shows how naïve utility calculus supports reasoning about agents who do not know what they like, and Chapter 5 shows how the naïve utility calculus supports reasoning about social goals. Finally, Chapters 6-7 present a formal
account of the theory. In Chapter 6 I show how a formal computational model of the naïve utility calculus, embedded in a Bayesian framework, predicts adult judgments with quantitative accuracy, and in Chapter 7 I show how the same model can explain the success of other preference-inference models. I end with a brief discussion on the origins and development of the naïve utility calculus (Chapter 8).
Chapter 2

The naïve utility calculus

This chapter is based on Jara-Ettinger, Gweon, Tenenbaum, & Schulz. The naïve utility calculus (in prep).

2.1 Commonsense Psychology

Theories of decision-making have been at the heart of psychology since the field's inception, but only recently has the field turned to the study of how humans - especially the youngest humans - think humans make decisions. When we watch someone make a choice, we explain it in terms of their goals, their preferences, their personalities, and moral beliefs. This capacity - our commonsense psychology - is the cognitive foundation of human society. It lets us share what we have and know, with those from whom we expect the same in return, and it guides how we evaluate those who deviate from our expectations.

The representations and inferential power underlying commonsense psychology trace back to early childhood - before children being kindergarten, and often even in infancy. Work on how children reason about other agents' goals [11, 159, 160, 139, 92, 85, 36, 38], desires [80, 157, 110] beliefs [101, 2, 154, 155, 156, 142, 104], and pro-social behavior [23, 37, 74, 78, 57, 152, 153, 107, 134, 55, 53, 138, 148] has advanced our understanding of what's at work in early infancy [15, 143, 93] and what develops [155, 154, 42, 44, 43]. Nonetheless, major theoretical questions remain
unresolved. What computations underlie children's social judgments? Are there a small number of general principles by which humans reason about and evaluate other agents, or do we instead learn a large number of special case rules and heuristics? To what extent is there continuity between the computations supporting social cognition in infancy and later ages? Is children's social-cognitive development a progressive refinement of a computational system in place from birth, or are there fundamentally new computational principles coming into play?

In this thesis we advance a conjecture about the fundamental computational character of human social cognition that offers answers to each of these questions, and provides a unifying framework in which to understand the diverse social-cognitive capacities we see even in young children. We propose that human beings interpret others' intentional actions through the lens of a naïve utility calculus: that is, people assume that others choose actions to maximize the rewards they expect to obtain relative to the costs they expect to incur. We argue that this principle is at the heart of social cognition, possibly from early infancy. It can be made precise computationally and tested quantitatively (see chapters 6 and 7). Embedded in a Bayesian framework for reasoning under uncertainty, and supplemented with other knowledge children have about the physical and psychological world (e.g. knowledge about objects, forces, action, perception, goals, desires, and beliefs), the naïve utility calculus supports a surprisingly wide range of core social-cognitive inferences. It persists stably in some form through adulthood, guiding the development of social reasoning even as children’s thinking about others undergoes significant growth.

Figure 2-1 illustrates some of the basic social intuitions that go beyond goal attribution which the naïve utility calculus aims to explain. These examples illustrate the same abstract principles that drove our intuitions in the cookie scenario above, but the principles are not specific to cookies and children; they apply to a wide range of situations in which intentional agents of any sort (child, adult, animated ball) interact with each other and move toward, reach for, or manipulate objects. We focus our discussion on behaviors such as those shown in Figure 2-1 where even young children can immediately grasp the costs and rewards involved: the naïve utility calculus
likely applies to more abstract situations as well, but its application may be complex in ways we do not consider here (e.g., cases where cultural norms are in play). Also although we focus on intentional behavior (as opposed to habits, reflexes, accidents, etc.) some of the most revealing choices are decisions not to act; our proposal aims to account for these as well.

The ideas behind this naïve utility calculus have a long history, tracing back to classical philosophers like Adam Smith [135] and John Stuart Mill [94]. Its formulation as an intuitive theory was anticipated in some form by pioneers in social cognition Fritz Heider [59], Harold Kelly [72], and Roger Brown [14], but with the development of new computational cognitive modeling tools these ideas can be formulated and tested more precisely [45, 48, 3, 147, 84, 39].

Critically, the naïve utility calculus is not a scientific account of how people act; it is a scientific account of people’s intuitive theory of how people act. These two notions may diverge - indeed, the mathematics of utility theory was originally proposed by early economists [151] but fails to predict actual human behavior in many important economic contexts ([1]; see [69] for review). But this does not mean the naïve utility calculus is not in some sense a reasonable and useful model of human behavior. In physics, our intuitive theory is oversimplified with respect to how the physical world actually works [118], yet it still helps us navigate everyday life because it tends to support accurate predictions on the spatial and temporal scales that matter most to us [6]. Similarly, the naïve utility calculus does not require that agents actually compute and maximize fine-grained expected utilities in order to be a useful guide in many everyday social situations.

In the remainder of this article we first describe the crucial ideas of the naïve utility calculus in their simplest, most ideal form. Next we move on to more nuanced features of the intuitive theory necessary to apply it to real-world decision making. We follow by reviewing studies that directly test the proposal, as well as the broader literature on goal-directed action, sampling-sensitive and preference judgments, communication, pedagogy, and social and moral evaluation that can be explained by our framework. We conclude with a discussion of how the naïve utility calculus relates to accounts
of first-person decision-making, and the proper relationship between intuitive and scientific theories of intentional action.

2.2 Naïve utility theory: Agents as utility-maximizers

We propose that humans reason about behavior through the assumption that agents associate a utility with each possible goal, and then pursue the goal with the highest utility. This understanding takes the form of a generative model, which, embedded in a Bayesian framework, supports predictions about future behaviors (running the model forwards) and inferences about the causes of observed behaviors (working backwards from the model output through Bayes’ rule). A formal version of the proposal is presented in Chapters 6 and 7.

2.2.1 Forward model: From costs and rewards to actions

When agents decide how to act (e.g., whether to pursue a goal or which goal to pursue), they estimate the expected utility of each goal. Each goal’s utility is calculated by estimating the rewards the agent would obtain if she completed the goal, and subtracting the cost she would need to incur to complete the goal. Through this process, agents build a utility function that maps possible plans onto expected utilities. Agents then pursue the plan with the highest positive utility. That is, agents are only willing to pursue plans where the rewards outweigh the costs. As such, if a plan has negative utility, the agent will be unwilling to act upon it, even in the absence of any alternatives.

2.2.2 Reversing the model: From actions to costs and rewards

By assuming that agents behave in accordance with the forward model, observers can work backwards to infer the set of costs and rewards, which could have generated the observed behavior. In line with previous work (e.g., [3]), we propose that this inference is done through Bayes’ rule (see Chapter 6).
2.2.3 Reasoning through a naïve utility calculus

The naïve utility calculus (an intuitive theory of agents as described in the forward model and a way to reverse this model) makes some key predictions about how humans reason about others’ behavior, some of which are shown in Figure 2. These predictions not only involve people’s qualitative judgments but also their confidence, supporting inferences about the ambiguity of exact rewards and costs underlying others’ behaviors. For simplicity, here we only consider the rewards associated with outcomes and the costs associated with sequences of actions; as we note below however, an outcome can be costly and the sequence of actions be rewarding, too.

2.2.4 Real world reasoning with a naïve utility calculus

Reasoning about decision-making in the real world, however, has several complications that the idealized naïve utility calculus cannot handle. These complications reveal more sophisticated aspects or the naïve utility calculus that give it traction and point to ways in which commonsense psychology may develop (see Chapter 8).

Expected utilities.

Rather than choosing the options with the highest utilities, agents select the option with the highest expected utility. In familiar scenarios, agents should make accurate estimates. Most people, for instance, can estimate their costs for walking a block and their rewards from eating a cookie. However, agents often pursue novel outcomes in novel ways. In these contexts, it is critical that learners understand that agents act based on the expected rather than true costs and rewards. Learners should be less likely to infer that agents’ choices are stable if they have reason to believe the agent was ignorant or mistaken about the true costs or rewards of her actions (Figure 2-1g and 2-1h; see also Chapter 4).
Individual differences.

For most agents, two cookies are better than one and longer distances are costlier to travel than short ones. However, some people find walking more difficult than others, and some people like cookies more than others. These individual differences may be observable or may have to be inferred as part of explaining an agent’s actions, similar to classic attribution theories [71]. By integrating both agent-invariant (objective) and agent-dependent (subjective) aspects of costs and rewards, the naïve utility calculus allows learners to parcel out known agent-invariant contributions to how an agent acts in a given situation and thereby infer latent costs and rewards that differ across agents (see Chapter 3).

Recursive content.

Crucially for social cognition, an agent’s costs and rewards can depend recursively on their expectations about another agent’s costs and rewards. If someone is motivated to help, her rewards depend on promoting the other person’s utilities, or diminishing them if she is motivated to hinder [150]. Likewise, acting against what you know another agent wants you to do may impose a cost. By integrating an agent’s own first-order (self-interested) costs and rewards with that agent’s second-order appreciation of others’ costs and rewards, the naïve utility calculus allows observers to make inferences about the nature and extent of others’ prosocial or altruistic tendencies.

Stochastic approximation.

Observers should assume not only that agents act on expected rather than actual utilities, but also that agents have to estimate their own expected utilities and that these estimates may be inexact. When two plans have very different expected utilities, it is easy to identify the better plan. However, when plans have similar expected utilities, agents may find it more difficult to decide which is best - even apart from any uncertainty in their basic costs and rewards. This assumption provides flexibility in observers’ inferences, softening the assumption that choices unambiguously reveal
the highest expected utility. It could also allow observers to infer agents’ costs and rewards from the dynamics of their decision-making: agents are more likely to deterministically choose one plan over another when their utilities are very different, and more likely to oscillate between their choices when the utilities are similar.\footnote{Additionally of course, the observers themselves have only sparse, noisy data about the observed agents; here however, we focus no on the observers’ uncertainty but on the fact that the observers should assume that other agents act under uncertainty.}

**Inductive biases.**

When agents act they may incur costs for the actions and obtain rewards for the outcome; they may obtain rewards for the actions and incur costs for the outcome; or they may obtain rewards for both the actions and the outcome. The naïve utility calculus supports all of these representations. This flexibility implies that behaviors have multistable cost-reward decompositions. As in other domain of cognitions (e.g., [88]), and consistent with the Bayesian framework [47], this challenge can be solved through inductive biases that dictate that actions are more likely to be costly and that outcomes are more likely to be rewarding. As such, we naturally parse plans as being constituted of costly actions and rewarding outcomes, but the sources of costs and rewards can get overridden when the favored explanations are unable to account for the behavior (e.g., ascribing rewards to actions [124]).

### 2.3 The naïve utility calculus as a unifying theory in social cognition

Beyond the work presented in this thesis, ascribing a naïve utility calculus to people has implications for a wide array of other phenomena in social cognitive development. As noted, researchers have looked extensively at children’s intuitions about agents’ goal-directed actions, desires and beliefs, pro-social behavior, and teaching and learning from others. Each of these aspects of social cognition has typically been treated as a separate problem, and explored through different paradigms. However, findings
in many of these areas can be unified under the assumption that humans predict and explain behavior through a naïve utility calculus, as we illustrate below.

### 2.3.1 Goal-directed actions

A large body of work in cognitive development suggests that even infants expect agents to complete their goals as efficiently as possible [132, 127, 36, 13, 38] If for instance, infants are habituated to one agent hopping over a barrier to reach another agent, infants look longer when the agent continues to hop in the absence of a barrier than when she moves in a straight line [36].

Theses inferences have been proposed to be supported by a “teleological stance” [36], a non-mentalistic representation of behavior where agents are assumed to move efficiently towards goal-states, subject to situational constraints. The teleological stance is thought to underlie infants’ earliest forms of reasoning about agents and to serve as the basis for mentalistic representations that emerge later in life. The teleological stance is compatible with the naïve utility calculus: if agents maximize utilities, they should incur the minimum costs necessary to obtain rewards. However, the naïve utility calculus expands on the teleological stance by explaining how agents select their goals, and by explaining how objective (e.g., walls) and subjective (e.g., competence) constraints not only influence goal-completion, but also goal-formation.

Is it possible that infants merely expect agents to take the shortest possible path to a goal, without an abstract representation of costs or an expectation that agents should minimize them? Several studies suggest that infants represent efficiency in terms of relative costs that go beyond simply computing the length of the path. Southgate et al. [141] showed that infants appear to expect actions with fewer number of steps to be performed, over actions that take more steps or more time. Gergely et al. [35] showed infants an actor who used their head to light up a toy when their hands were either free or occupied. Infants themselves were more likely to imitate the head action in the hands-free condition compared to the hands-occupied condition, suggesting they inferred the actor had a specific intention (indicating a source of strong reward) to use their heads only when that was clearly the more costly of
available alternative actions. Together, these findings suggest that infants’ expectation for efficient action may be driven by an abstract notion of cost-minimization. Nevertheless, experiments that directly pit a path’s simplicity, straightness, length, time and energy costs against each other are needed to reveal if a general metric of cost minimization is at work an infancy, or if it arises later, building on top of some more limited, primitive notion of action efficiency.

More generally, a number of studies suggest that infants believe that the ability to perform effortful, high cost actions in the service of salient or plausible goals is the special provenance of agents (and only agents). Abilities attributed to agents (but not to objects or physical forces) include the ability to engage in self-generated movement [85, 108], the ability to resist gravity [81], the ability to cause objects to move or change state [123, 96, 120], the ability to create order [98], the ability to generate patterns [86], and the ability to generate events spontaneously [97] and probabilistically [161].

Such studies provide evidence that infants have intuitions about the costs of agents’ actions. Other work suggests that infants also understand the rewards of goal-directed actions. Ten-month-olds appear surprised when an agent expresses a negative emotion following a completed (versus failed) goal [133], suggesting that they expect agents to find goal-completion rewarding. Ten-month-olds also attribute a preference to an agent who consistently chooses one goal over another (but not when the agent chooses the only option available; [74]) suggesting that infants understand that agents can find some goals more rewarding than others. By 18-months, children also understand that different agents can find the same goal (e.g., broccoli) more or less rewarding [110].

Collectively these results suggest that at least many key prerequisites to a naïve utility calculus emerge early in development: an expectation that agents act efficiently, an expectation that agents (and only agents) can perform effortful actions, and an expectation that agents experience subjective rewards consistent with goal outcomes.
2.3.2 Sampling and preferences

Infants as young as six-months expect randomly sampled sets, but not deliberately selected sets, to be representative of the population from which they are drawn ([27, 28, 30, 162, 163]). This sensitivity to the sampling process can support learning properties of novel objects [52]. Given a box that contains blue and yellow toys and an agent who pulls out three blue toys to demonstrate that all three have an interesting hidden property (e.g., squeaks), 15-month-olds draw different inferences about the property of the undemonstrated yellow toy depending on the ratio of the blue and yellow toys in the box; if the yellow toys were common in the box, they infer that only blue, but not yellow toys, have the novel property. In the absence of a clear purpose behind an agent’s sampling actions, infants attribute preferences [80]. For instance, if an agent pulls three frogs in a row from a box that contains mostly ducks, 20-month-olds infer that the agent prefers frogs to ducks; they do not infer this if the box contains more frogs than ducks or if the box contains only frogs.

The intuitions underlying toddlers’ and infants’ sensitivity to the sampling process can be explained through the naïve utility calculus. If all the objects in a box are equally rewarding, then agents should minimize costs by taking the objects that are the easiest to reach, generating a sample representative of the population. However, if one type of object is more rewarding than the others, then the agent should selectively draw that kind of object even if it is difficult to obtain, generating a biased sample. Reversing these inferences, if an agent generates a sample that could have been obtained purely by minimizing costs, her actions suggest that all the objects are equally rewarding or that she was ignorant of the rewards. However, if generating the sample required the agent to perform relatively costly actions (in time, effort, and attention), the rare objects must have been more rewarding (e.g., because these objects are preferred by the agent or have a special property). The reverse of these inferences is consistent with studies that show infants and children infer the presence of agents (rather than physical forces) when physical objects are sampled or arranged in order [86, 98].

2.3.3 Communication and pedagogy

Researchers have suggested that pedagogical communication is supported by the assumption that both teachers and learners expect teachers to share information sufficient for learners to infer the intended hypotheses [12, 129, 130, 111]. This assumption means that in pedagogical contexts, children are likely to infer that what they are taught is exhaustive. If for instance, a teacher shows a child that a toy squeaks, children learn that the toy squeaks, but also infer that it doesn’t do anything else (and thus explore less than they do at baseline or in non-pedagogical contexts; [12, 131, ?]). Moreover, if children themselves know the true state of the world, they recognize informants who do not provide exhaustive information, rate the informant poorly and compensate under-informative teaching with additional exploration [50].

The naïve utility calculus provides a principled explanation for how the assumptions underlying pedagogical communication emerge. If the teacher has information that she believes will be useful to the learner and can be shared at a low cost, the agent should share it in order to maximize her utilities. (That she is sharing information at all implies that sharing the information is more rewarding than costly.) As such, in small and simple domains (e.g., a toy with just a few functions) where the cost of sharing information is negligible, agents should share all the information necessary for the learner to draw accurate inferences, and observers can use this expectation to make inferences accordingly.

The naïve utility calculus has a number of other implications for cooperative communication. For instance, the costs and reward of information should affect what and how much information teachers are expected to share. We should be less surprised if teachers fail to provide exhaustive evidence about a toy with many functions than a toy with only a few. Similarly, if a toy has many equally rewarding functions but some are costlier to demonstrate than others, we should be less surprised if the teacher fails to share high-cost information than low-cost information. More generally, if costs are negligible, learners should expect informants to communicate all relevant information, but the expectation should be weaker when the costs are higher. Consistent with
this, children prefer exhaustive informants when costs are low but prefer informants who provide only information sufficient for a good inductive inference when costs are high [51]. In linguistic communication more broadly, the classic Gricean maxims [46] calling on good communicators to be both informative and concise, which are central in pragmatic inferences for both adults and children [34, 144], can be derived from the naïve utility calculus. Minimizing utterance length (communication costs) while maximizing information transfer to the listener (communicative rewards) can be seen as optimizing an overall utility function trading off these costs and rewards.

Finally, as noted, the rewards of effective communication can be recursive: how rewarding it is to provide information may depend on how rewarding it is for the learner to learn it. Consistent with this, a number of studies suggest that very young children go out of their way to communicate information that is currently unknown to the learner [100, 82, 89], relevant to the learner’s goal [49], or difficult for the learner to discover by herself [114].

2.3.4 Social and moral reasoning

Many studies have suggested that social evaluation emerges in the first year of life, with infants preferring agents who help others achieve their goals to those who hinder those goals [57, 78]. Moreover, infants’ evaluation of others’ actions is sophisticated. Infants’ evaluations are transitive (they prefer agents who hinder hinderers and help helpers; [58]) and they only positively evaluate agents if the agent actually caused the helpful action, did so intentionally, and did so with knowledge of the recipients’ preferences [55, 74]. Such studies are consistent with a naïve utility calculus: in every case, the helper or hinderer takes costly actions (i.e., goes out of his/her way to intervene), supporting the inference that the goal (helping or hindering the other) must be rewarding. Our own work suggests that toddlers also use agents’ relative costs to distinguish their motivations: if someone refuses to help when helping is costly, two-year-olds think she is nicer than a more competent agent who refuses to help at low cost (see Chapter 5).

The naïve utility calculus has many other, untested, implications for social eval-
uation. Consider for instance, that agents who underestimate rewards or costs may be more liable to abandon plans or commitments, with consequences for how others’ judge them and whether they trust them in the future. It is also noteworthy that there is a special category of moral blame ("exploitation") for those who knowingly take advantage of others’ ignorance of their utilities; it is unethical to convince someone to commit to an action when you know their expected reward is too high and/or their expected costs are too low. By the same token, agents with selective knowledge of their utilities can incur special moral credit or blame: It is particularly admirable to commit to a helpful action when you are ignorant of any extrinsic reward; it is particularly heinous to knowingly perform a costly (e.g., planned and premeditated) harmful action. In short, a wide range of intuitions underlying our judgments of others’ competence and values involve considering how agents’ might maximize their utilities given subjective and objective elements of costs and reward. In this way, a naïve utility calculus may play a critical role in social evaluation broadly.

In the following three chapters we present empirical tests of the crucial aspects of the naïve utility calculus. In Chapter 3 we show that children expect agents to maximize utilities, that they understand that cost and rewards vary across agents, and that they can use this intuitive theory to infer an agent’s costs and rewards. In Chapter 4 we show that children understand that agents act to maximize expected utilities and not true utilities. Finally, in Chapter 5 we show toddlers use their naïve utility calculus to reason about social goals.
Figure 2-1: The logic of costs and rewards underlying our commonsense psychology. (a) If the blue agent (the protagonist) chooses the orange over the apple, her immediate goal is clearly the orange, but how confident are you that she prefers oranges in general to apples? (b) If the orange were high on the top shelf and the agent climbs up to get it, would you become more confident she prefers oranges in general? (c) What if she had chosen the apple instead? Does this indicate any strong preference for apples? (d) If the blue agent wants the orange from the top shelf, whom should she ask for help? (e) If she is the tallest person in the room, is it still appropriate for her to ask for help? (f) If both the red and green agent refuse to help, are they equally mean or is the red one meaner? (g) If the blue agent cannot see the shelf and says she is going to get the orange, are you confident she won’t change her mind? (h) If both agents choose kiwanos over rambutans, but one says “Yum!” and the other says “Yuck!” after tasting it, who’s more likely to have never tasted the fruits before?
Figure 2-2: Visual schematic of utility maximization in simplified scenarios where the agent obtains a reward after completing the goal, and incurs costs towards achieving the outcome. (a) Qualitative plot of the utility function for a single goal. The utility is positive when the reward for reaching an outcome is higher than the costs the agent must incur. The utility is negative otherwise. (Green indicates the agent will act and red that she will not.) (b) If an agent completes a low-cost plan, a wide range of rewards could have produced a positive utility, thus low-cost actions do not reveal much about the agent's reward. However, if the agent completes a high-cost plan, we can be confident that the reward was high enough to produce positive utility. (c) The structure of these inferences flips when the agent refuses to pursue a plan. For low cost plans, the rewards must be low to make the net utility negative, thus we can be confident that a decision to forego acting indicates a small reward. By contrast, a range of rewards is consistent with refusing to pursue a costly plan, so if the agent refuses to pursue a high cost plan, her refusal is not very informative about her rewards. (d) The implications are parallel when we infer costs given reward knowledge. Low rewards only motivate action when the costs are low; high rewards motivate action under a wide range of costs (e) If an agent foregoes a low reward we may be uncertain about the costs of acting but if she foregoes a high reward, we can be certain the costs were high.
Chapter 3

Breaking into the inner life of goals

This chapter is based on Jara-Ettinger, Gweon, Tenenbaum, & Schulz. Children’s understanding of the costs and rewards underlying rational action (2015). Cognition.

3.1 Introduction

Although the computational details of the naïve utility calculus are not critical here (see Chapters 6 and 7), it is helpful to consider the qualitative intuitions behind them. Intuitively we can think of an agent’s utility function as the difference between two terms: a (positive) reward term associated with goals to be achieved, measuring the value of a goal to the agent, and a (negative) cost term associated with actions that can be taken to achieve these goals, measuring the difficulty of these actions. Formally, we can decompose the utility function into a reward associated with the goal state, and a cost associated with the necessary actions:

\[ U(a, s) = R(s) - C(a) \]

If we see an agent take actions \( a \) to reach state \( s \), we can conclude that the reward for \( s \) is significantly higher than the cost of \( a \); but we cannot determine their exact values. Consider Sally, who climbs over a wall to get a cookie. Sally’s goal is clearly to get the cookie, and the reward for getting the cookie must be higher than the cost
for climbing over the wall. However, we cannot tell if she chose to jump because she
likes the cookies so much that the cost of climbing was well worth it (a high cost/high
reward plan), or because the obstacle is so trivial that it is worth surmounting even for
a relatively mediocre cookie (a low cost/low reward plan). Although the underlying
costs and rewards are irrelevant when interpreting Sally’s goal (getting a cookie), high
cost/high reward plans are psychologically very different from low cost/low reward
ones. If Sally incurred a high cost for the cookie, she will likely also try to get a cookie
in other situations where the costs are lower. However, if Sally incurred a low cost for
the cookie, she may forego the cookie when the cost increases. Intuitively, inferring
Sally’s utility tells us her goal, but understanding the underlying costs and rewards
allow us to understand Sally’s capabilities and motivations and to predict her future
behavior.

Importantly, costs and rewards have both external and internal components. Some
aspects of costs and rewards apply across agents: Climbing over a high wall is always
more costly than climbing over a low one, and two cookies are typically more re-
warding than one. However, other aspects of costs and rewards differ across agents:
Some people find climbing harder than others and some people like cookies better
than others. Such intuitions motivate an account of rational action that considers
not just those aspects of the event that are constant across agents, but also those
that vary between them: not just the height of the obstacle but Sally’s competence
to surmount it, and not just how many cookies Sally gets but how much Sally values
them. We suggest that we naturally understand agents’ actions and goals in terms
that go beyond a simple maximization of the overall utilities. Instead, we reason
about the costs and rewards that form the utility function (See also [63]).

Note that this understanding of rational action requires more sophisticated rea-
soning than merely an understanding of goal-directed actions. As researchers have
noted, reasoning about the goals of an agent’s actions does not even necessarily re-
quire theory of mind. A learner could infer that actions are (or are not) efficient with
respect to a goal and environmental constraint without imputing any mental states to
agents (see [25, 23, 36] on the “teleological stance” in understanding rational action).
Such non-mentalist inferences may indeed underlie some successes at social cognition very early in infancy (e.g., [132, 139]). Researchers have similarly proposed that early studies of theory of mind (e.g., [101, 142, 140]) rely on implicit knowledge distinct from the explicit representations that emerge later in development (e.g., [105]).

However, some aspects of the naïve utility calculus might require representations more sophisticated even than many tasks that clearly do require explicit theory of mind. We might predict, for instance, that children should come to understand not only that one agent likes something and another agent does not (see e.g., [110]) but that two agents can like the same thing to different degrees. Similarly, children should come to understand not only that one agent can perform an action and another cannot ([149]) but that two agents might perform (or fail to perform) the same action and yet incur, or expect, different costs (i.e., because one agent is more competent than another). Moreover, children should be able to infer differences in agents’ subjective rewards from information about differences in their subjective costs (and vice versa), even in the absence of any explicit behavioral cues indicating that one agent is more motivated, or more competent than another, and in contexts where agents have identical epistemic access and face identical situational constraints.

In short, our study looks not at children’s understanding of rational action or theory of mind in general, but at children’s ability to infer unobservable individual differences among agents. To date, most research on children’s reasoning about individual differences has occurred in the context of children’s understanding of personality traits (e.g., that someone is “lazy” or “shy”). Research suggests that such trait understanding does not develop until seven or eight [8, 70, 112, 117, 115, 116] although more recent work suggests that it may emerge by age five [83, 128]. While our study does not require children to treat individual differences as enduring, stable traits, we do require children to reason about the unobservable, internal structure of goal-directed actions as a consequence of individual differences between agents. Additionally, our study requires children to impute different mental states to agents given identical evidence about their behavior. The ability to understand that agents who perceive ambiguous evidence might interpret it differently is also a relatively late
development [16, 19]. Thus here we focus our investigation on five and six-year-old children.

Here we test three key implications of a naïve utility calculus. First, children should understand that costs influence an agent’s choices. That is, agents do not always pursue the states with the highest rewards because obtaining those states might also involve high costs; rational agents should maximize utilities rather than rewards. We test this understanding in Experiment 1 by looking at whether children can accurately infer an agent’s subjective rewards (preferences) from the choices she makes by considering the relative costs of her choices. Second, children should understand that both rewards and costs vary across agents, are not directly observable, and differ from situational constraints that uniformly affect all agents. In Experiment 2, we test this by introducing two agents who have different preferences but make identical choices; we look at whether children can use information about agents’ preferences and choices to infer differences in their competence. Finally, children should be able to predict how changes in costs and rewards affect an agent’s actions. We ask whether children can manipulate the position of objects, or the role of agents, in order to gain information about agents’ competencies. We test this in Experiments 3 and 4.

3.2 Experiment 1

In Experiment 1 we look at whether children understand that an agent’s choices depend on the expected costs and rewards associated with an action. If children understand that agents act efficiently towards their goals but do not consider the associated costs and rewards, then they may fail to distinguish actions that maximize the rewards from actions that maximize the utility (the difference between costs and rewards). Suppose, for instance, that an agent reaches for a banana on one trial (when the banana is closer than a watermelon) and a watermelon on the next trial (when a watermelon and a banana are equidistant from the agent). If children simply believe that agents act to maximize rewards, then children might infer that the agent liked the watermelon and bananas equally because the agent engaged in efficient goal-directed
actions on both trials. If, however, children consider both the costs and rewards of actions, they should instead infer that the agent prefers the treat chosen when the costs were equivalent: the watermelon.

We test exactly this in Experiment 1. Children see a puppet choose between two kinds of treats on two consecutive trials. In one trial (different cost trial), the cost of getting each treat is different, and the puppet chooses the low-cost treat. In another trial (same cost trial), the cost of obtaining each treat is matched and the puppet chooses the treat it had previously foregone (trial order counterbalanced). If children are insensitive to costs and assume the agent is acting only to maximize his rewards, they should conclude that the puppet likes both treats equally; he chooses each treat once. If, instead, children take costs into account and expect the puppet to maximize utilities, then children should infer that the puppet prefers the high-cost treat even though he chooses it on only one of the trials.

3.2.1 Methods

Participants

32 children (mean age: 5.85 years, range 5.0 – 6.9 years) were recruited at an urban children’s museum; one additional participant was tested but excluded from analysis and replaced due to interference from a sibling (See Results). Children were assigned to a test condition or control condition (n = 16 per condition).

Stimuli

The stimuli consisted of a puppet (Ernie), a paper picture of a watermelon slice, a paper picture of a banana, and two cardboard boxes: a short box (30 cm high) and a tall box (62 cm high).

Procedure

3-1 shows the experimental setup. Participants were tested in a quiet room at the museum in the presence of their caregiver. The child and the experimenter sat on
opposite sides of a small table where the tall and short cardboard boxes were placed. In the test condition, the experimenter introduced Ernie and then directed the child’s attention to the two boxes. Participants were asked which box was the hardest for Ernie to climb. Children who chose the short box were corrected (n = 5). The experimenter then said, “It’s easy for Ernie to climb the short box!” and had Ernie climb the short box swiftly and nod in agreement. Then the experimenter said, “It’s hard for Ernie to climb the tall box. It makes him tired!” and had Ernie climb the tall box slowly, and running out of breath. Afterwards, the experimenter introduced the watermelon and the banana. The experimenter placed both treats on the short box. The experimenter had Ernie look at both treats and then choose the banana. The experimenter said, “When both treats are on the short box, Ernie always chooses the banana!” Next, the experimenter placed the watermelon on the short box and the banana on the tall box. The experimenter had Ernie look at both treats and then choose the watermelon on the short box. The experimenter said, “When the watermelon is on the short box and the banana is all the way up on the tall box, Ernie always chooses the watermelon!” The experimenter then placed both pictures on the table and asked, “Which treat does Ernie like the most?” Trial order and Ernie’s preferred treat were counterbalanced throughout.

In our design, one treat was always placed on the low box, while the other moved from one box to the other. The control condition was designed to rule out the possibility that children might simply select the moving treat over the static treat one because the moving treat was more salient. The control condition followed the same logic as the test condition except that the treats were placed next to the boxes rather than on top and the experimenter substituted “next to” for “on” (e.g., “When both treats are next to the short box, Ernie always chooses the banana!”) In this condition, both treats had equally low costs and the puppet chose each treat once; thus we expected children to perform at chance.
Figure 3-1: Example of experimental setup. All trials in all experiments consisted of a puppet choosing between two treats that could be placed either on the tall or the short box. We studied children's naive utility calculus by varying the position of the objects, the puppet's choices, and the preference or competence information participants received.

3.2.2 Results and Discussion

All videotapes were coded by the first author for inclusion and children's responses to the test question; 100% of the videotapes were recoded on both measures by a second coder blind to hypotheses and conditions. The parents of two children did not consent to videotape and their responses were judged online. Children were excluded from analyses and replaced if the second coder judged A. that the items were not placed equidistant from the child or that the experimenter had otherwise cued the child's response (no children were excluded on these grounds) or B. if a parent or sibling interfered with the task (n = 1). In the test condition, children were counted as succeeding on the task if they selected the treat that Ernie chose in the trial where both treats were equally costly to reach. Intercoder agreement on all measures was 100%. Consistent with recent concerns about null hypothesis testing (e.g., Cohen, 1994; Cumming, 2013) we report confidence intervals throughout and report exact p-values as a secondary measure (reporting one-tailed tests when directional predictions warrant).

Twelve of the sixteen children correctly selected Ernie's favorite treat (75%; 95%
CI: 56.25 – 100%); the remaining four children incorrectly selected the other treat. See 3-2. The results of the control condition suggest that these results were not due to children simply choosing the treat that moved locations. As expected, children in the control condition performed at chance: 7 of 16 children chose the treat that Ernie chose when both treats were by the short box (44%; 95% CI: 18.75 – 68.75%).

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Condition</th>
<th>Answer</th>
<th>Puppet Choice</th>
<th>Intervention Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Test</td>
<td>Moving treat</td>
<td>Cookie Monster</td>
<td>Informative</td>
</tr>
<tr>
<td></td>
<td>Control</td>
<td>Static treat</td>
<td>Grover</td>
<td>Informative</td>
</tr>
<tr>
<td>2</td>
<td>Test</td>
<td>Moving treat</td>
<td>Cookie Monster</td>
<td>Uninformative</td>
</tr>
<tr>
<td></td>
<td>Control</td>
<td>Static treat</td>
<td>Grover</td>
<td>Uninformative</td>
</tr>
<tr>
<td>3</td>
<td>Test</td>
<td>Moving treat</td>
<td>Cookie Monster</td>
<td>Uninformative</td>
</tr>
<tr>
<td></td>
<td>Control</td>
<td>Static treat</td>
<td>Grover</td>
<td>Uninformative</td>
</tr>
<tr>
<td>4</td>
<td>Test</td>
<td>Moving treat</td>
<td>Cookie Monster</td>
<td>Uninformative</td>
</tr>
<tr>
<td></td>
<td>Control</td>
<td>Static treat</td>
<td>Grover</td>
<td>Uninformative</td>
</tr>
</tbody>
</table>

Figure 3-2: Results from all experiments. Each bar shows the distribution of participant’s responses across the four experiments. Vertical black lines show 95% confidence intervals bootstrapped from the data.

Note that if the children expected Ernie to always pursue the treat with the highest reward then their responses should have been equally split across the two treats in both conditions. However, even though Ernie chose both treats exactly once, children in the test condition successfully identified Ernie’s preferred treat, suggesting they considered the relative cost of his choices. These results suggest that children not only understand the agent-invariant cost of actions (i.e., that a tall box is harder to climb than a shorter one) but can integrate this information with the agent’s actions to infer unobservable mental states: the agent’s subjective rewards, or preferences.
3.3 Experiment 2

Experiment 1 suggests that children understand that agents maximize utilities and not rewards and thus costs influence agents’ choices. However, this task only required children to understand the agent-invariant aspect of costs (i.e., that taller boxes are more costly to climb than shorter boxes). In Experiment 2 we look at whether children can use differences in agents’ expected subjective rewards (their preferences) to infer agents’ expected costs (their competencies).

In this task, children are introduced to two puppets. Each puppet can choose between a treat that is relatively costly to obtain and a treat that is relatively easy to obtain. One of the puppets likes both treats equally; the other puppet prefers the more costly treat. Children then see both puppets choose the less costly treat. Children are asked which puppet is unable to perform the high cost action. Critically, neither puppet ever attempts the costly action. Thus, in contrast to previous work (e.g., [7]) there are no behavioral cues to indicate whether agents are unwilling or unable to perform the action. However, if an agent assigns identical reward to both treats, he should never attempt the more costly action insofar as he is maximizing his utilities. By contrast, if an agent assigns a high reward to the outcome associated with the high cost action, he should attempt the action unless the costs exceed the reward. Thus the second agent’s actions are more likely to be informative about the agent’s subjective costs than the actions of the first agent. If children are able to infer expected costs based on expected rewards, they should infer that the puppet with the preference had difficulty performing the action.

3.3.1 Methods

Participants

Thirty-two children (mean age: 5.8 years, range 5.0 – 6.9 years) were recruited from a children’s museum and randomly assigned to either the Cookie-Cracker condition or the Clover-Daisy condition (N= 16 in each condition). Four additional children were tested but excluded from analysis and replaced due to experimenter error (N = 2)
and interference from siblings (N = 2).

Stimuli

A Cookie Monster puppet and a Grover puppet were used. A short cardboard box (20 cm high) and a tall cardboard box (51 cm high) were used for the puppets to climb. Paper cutouts of cookies and crackers or clover leaves and daisy flowers were used for the Cookie-Cracker and the Clover-Daisy conditions, respectively. We also used two additional pictures for the Clover-Daisy condition: one of Grover surrounded by clovers and one of Cookie Monster surrounded by clovers and daisies.

Procedure

Participants were tested in a quiet room at the museum in the presence of their caregiver. Children sat across the table from the experimenter. The two boxes were on the table. In the Cookie-Cracker condition, the experimenter showed the child paper cutouts of cookies and crackers and introduced the puppets. Children were told that Cookie Monster liked cookies better than crackers while Grover liked both treats equally (order counterbalanced). The preference information was repeated twice and children were prompted to ensure they remembered the information (e.g., “Remind me, does Cookie Monster like cookies? Yes, he loves cookies. And does he like crackers? Not so much.”). Children who gave wrong answers were corrected (N= 3). Next, children were told that both puppets could climb the short box, but the tall box was so hard to climb that only one of the puppets could climb up to the top. Children were told that in order to find out which puppet was the better climber we would place treats on the boxes and let the puppets choose a treat. In the first trial, a cracker and a cookie were placed on the short box. Each puppet approached the short box individually (while the other puppet was absent), looked at both treats, and picked the cookie (order counterbalanced). In the second trial, the cracker was once again placed on the short box, but the cookie was now placed on the tall box. Once again, each puppet approached the boxes individually and looked at both treats, but this time both puppets picked the cracker. Children were then
asked, “Which puppet do you think is the one who cannot climb?”

Because children might think that Cookie Monster could not climb for reasons irrelevant to the experiment (e.g., because cookie eaters are unhealthy), the Clover-Daisy condition was set up such that Grover was the puppet who couldn’t climb. In this condition, Grover liked clovers better than daisies but Cookie Monster liked both equally. Although we chose clovers as the preferred stimuli for Grover hoping that children would easily associate the two (i.e., because Grover rhymes with clover), pilot data showed that children had a hard time remembering the puppets’ preferences. Thus we added a picture of Grover with clovers and Cookie Monster with both clovers and daisies to help children remember the puppets’ preferences. All other aspects of the two conditions were identical.

3.3.2 Results and Discussion

All videotapes were coded blind to condition by the first author for inclusion and children’s responses to the test question; 62% of the videotapes were recoded on both measures by a second coder blind to hypotheses and conditions. The parents of two children did not consent to videotape and their responses were judged online. Intercoder agreement was 100%. In both conditions, children successfully used the preference information to make competence judgments. In the Cookie-Cracker condition, 12 of the 16 children correctly identified Cookie Monster as the incompetent puppet (75%; 95% CI: 56.25 – 100%). The remaining four children identified Grover as the incompetent puppet. In the Clover-Daisy condition, 13 out of the 16 children correctly identified Grover as the incompetent puppet (81.25%; 95% CI: 62.5 – 100%); the remaining three children identified Cookie Monster as the incompetent puppet. See 3-2.

Children’s ability to distinguish agents’ competencies here is especially striking because both puppets behaved identically: each puppet chose each treat once, and neither climbed the tall box. In fact, neither puppet even attempted to climb the tall box. Instead they always chose to climb the small box, and always succeeded in their actions. In order for children to draw different conclusions about the competence of
the two agents, children had to use the information about differences in the agents’ subjective rewards to infer that the costs of climbing the tall box influenced the agents’ choices. These results are consistent with our hypothesis that children evaluate agents through a naïve utility calculus that includes a principle of rational expectation.

We asked the children “Which puppet cannot climb?” (rather than, for instance, “Which puppet has more difficulty climbing?”) because what was at stake in this experiment was only children’s ability to use the expected reward information to distinguish the expected costs for two puppets. Even the information about the differences in the agents’ subjective rewards does not provide evidence about the agent’s absolute competence. That is, the utility functions do not distinguish a puppet that is completely unable to climb the tall box from a puppet that merely finds it very costly to do so. Critically however, children were able to recognize that the differences in agents’ subjective preferences could provide information about subjective costs for the puppet who preferred one treat to another, but was unlikely to be informative for the puppet who liked both treats equally. This suggests that children understand how graded differences in subjective rewards can provide information about agents’ subjective costs.

3.4 Experiment 3

Experiments 1 and 2 suggest that children are able to represent and infer agent-specific costs and rewards. In Experiment 3, we further investigate children’s understanding of agent-independent (external) and agent-dependent (subjective) costs by asking whether children can manipulate the external cost associated with obtaining different goals to gain information about an agent’s subjective costs. Children are given a high-reward and a low-reward treat and asked to place them in locations that incur different objective costs in order to learn an agent’s subjective expected costs. Intuitively, it is obvious that agents should choose low cost actions when they are associated with high reward; it is therefore more informative to see how agents behave in the context of high reward, high cost actions. If children understand how costs and rewards affect
an agent’s choices, they should pair the high-reward treat with the high-cost location.

3.4.1 Methods

Participants

Sixteen children (mean age: 6.0 years, range 5.1 – 6.8 years) were recruited at an urban children’s museum and randomly assigned to either the Cookie-Cracker stimuli (N= 8) or the Clover-Daisy stimuli (N= 8). One additional child was tested but excluded from analysis and replaced because she did not follow the instruction to place one item in each location (See Results).

Stimuli

The same stimuli used in Experiment 2 were used in Experiment 3.

Procedure

Participants were tested in a quiet room at the museum in the presence of their caregiver. The experimenter first introduced the puppet to the child. Children given the Cookie-Cracker stimuli were told that Cookie Monster liked cookies better than crackers; children given the Clover-Daisy stimuli were told that Grover liked clovers better than daisies. The experimenter then said, “Here’s a tall box, and here’s a short box. It’s very hard to climb the tall box, and we don’t know if Cookie Monster (or Grover) can do it.” She then gave the child two objects (a cookie and a cracker, or a clover and a daisy) and said, “We are going to put one of them on top of the tall box and the other on top of the little box. After that we are going to see what Cookie Monster (or Grover) does and see if he can climb. Where do you want to put them?”

3.4.2 Results and Discussion

All videotapes were coded blind to condition by the first author for inclusion and children’s responses to the test question; 81% of the videotapes were recoded on both measures by a second coder blind to hypotheses and conditions. The parents
of one child did not consent to videotape and the child’s response was judged online. Intercoder agreement was 100%.

As predicted, 14 of the 16 children made the informative intervention, putting the object with higher subjective reward in the more costly position (87.5% 95% CI: 75.0 – 100%). The remaining two children made an uninformative intervention, placing the object with the lower subjective reward in the more costly position. See 3-2. This suggests that children can predict how agents might act in the world as a function of the costs and rewards and can use this information to design interventions that are informative about agents’ competence.

Although the task is very simple, it illustrates how combinations of costs and rewards could be (or fail to be) informative about unobservable properties of agents. In this task, children had to combine a high-reward (HR) and a low-reward (LR) object with a high-cost (HC) and a low-cost (LC) location to generate a utility function. Although climbing the tall box is always more costly than climbing the short box (HC > LC), the exact difference between these costs is unobservable and variable across agents. For agents with high competence, this cost difference (HC – LC) is small. However, the less competent an agent is, the higher this cost difference becomes. If children place the high-reward object on the low-cost location, the agent can choose between a high-reward for a low-cost plan (HR – LC), and a low-reward for a high-cost plan (LR – HC). Here the agent’s competence plays no role; it is always better to choose the high-reward for a low-cost plan (because HR – LC > LR – HC for all values since HR > LR and HC > LC). Thus the choice between these two plans reveals nothing about the agent’s competence.

If, instead, children place the high-reward object at the high-cost location, then the agent’s rational action choice becomes dependent on his competence. If the agent is very competent, then the high-reward for a high high-cost plan is likely to have a higher utility than the low-reward for a low-cost plan (HR – HC > LR – LC). However, if the agent is less competent, then the difference between the high-cost plan and the low-cost plan is relatively large (HC – LC) and the low-reward for a low-cost plan becomes more likely to be the highest utility choice (HR – HC <
Determining the informative intervention requires generating appropriate utility functions that depend on these agent-specific attributes. Again, note that even the informative intervention does not provide evidence about the agent’s absolute competence. As in Experiment 2, the agent might be unable to climb the tall box or merely find it very costly to do so. Nonetheless, children were able to distinguish the more and less informative intervention and use information about agent’s subjective rewards to provide evidence about the agent’s competence.

3.5 Experiment 4

In Experiment 3, children manipulated the objective costs associated with each reward to make inferences about the agent’s subjective costs. In Experiment 4 we hold the objective cost associated with each reward constant and ask instead whether children can identify agents whose subjective rewards are informative about their subjective costs. Following the same logic described above, if an agent assigns the same reward to two objects, that agent’s actions are unlikely to be informative about his or her subjective costs: provided the agent is maximizing utilities, he will always choose the reward associated with lower cost. However, if an agent assigns a higher reward to one object than another, then if the agent fails to pursue the higher reward object, it suggests that the expected cost of the action was high. In Experiment 4, children are shown two treats, one in a high cost location and one in a low cost location. Children are introduced to two puppets with different preferences and asked to identify the puppet who can perform the high cost action. If children can predict how an agent will act as a function of the costs and rewards, they should select the puppet that prefers the treat on the high-cost location. Additionally, because children in Experiment 3 may have simply believed that more desirable objects should be placed in higher places (i.e., because parents often put treats out of children’s reach), in Experiment 4 we have each treat be the favorite of one of the puppets.
3.5.1 Methods

Participants

Sixteen children (mean age: 6.0 years, range 5.0 – 6.9 years) were recruited at an urban children's museum.

Stimuli

The same stimuli used in Experiment 3 were used in Experiment 4.

Procedure

Participants were tested in a quiet room at the museum in the presence of their caregiver. Experiment 4 began identically to the Cookie-Cracker condition in Experiment 2. The experimenter introduced Cookie Monster and Grover, the paper cookies and crackers, and the boxes. This time, Cookie Monster preferred cookies to crackers and Grover preferred crackers to cookies. As in Experiment 2, the experimenter told the child, "Both of our friends can climb up the small box. The big box is really hard to climb. One of our friends can climb it and one of our friends cannot. But we don't know which one can climb and which one cannot." The experimenter then placed a cookie on the tall box and a cracker on the short box (object on tall box was counterbalanced). Children were asked, "If we want to figure out which of our friends can climb, which friend should we send in?"

3.5.2 Results and Discussion

All videotapes were coded by the first author blind to condition for inclusion and children’s responses to the test question; 100% of the videotapes were recoded by a second coder on both measures blind to hypotheses and conditions. All parents consented to videotape. Intercoder agreement was 100%.

In Experiment 4, we were interested in which puppet children chose to test. The intervention was considered informative if the child chose the puppet that preferred the treat on the tall box (i.e., cookies for Cookie Monster, crackers for Grover). Twelve
of the 16 children made the informative intervention (75%; 95% CI: 56.25–100%); the remaining four made the uninformative intervention (choosing the other puppet). See Figure 3-2. To succeed in this task, children had to predict how different agents would act as a function of their utilities, given common situational constraints. The agent whose preferred treat was on the short box had an uninformative utility function: he should always climb the short box no matter his competence (because $HR - LC > LR - HC$, using the notation of Experiment 3). By contrast, the agent whose preferred treat was on the tall box had an ambiguous utility function that was more likely to be resolved by his choice. If he were competent enough to climb the tall box easily (so that $HC - LC$ is relatively small, and thus $HR - HC > LR - LC$), he would be expected to climb to get his preferred treat. If he were not so competent (so that $HC - LC$ is large, and thus $LR - LC > HR - HC$), he would be more likely to choose the less preferred treat on the short box. Additionally, in this setup each treat was preferred by one of the agents. As such, children could not have succeeded through simpler strategies like associating the high-reward treat with a location out of reach, or ignoring the low-reward treat (as the low-reward treat was dependent on the agent). These results suggest that children can assign different sets of costs and rewards to agents under the same situational constraints and predict how the agents would act upon the resulting utilities. Again, we asked about the puppet’s ability to climb the tall box, because we were primarily interested in whether children could use the information about the agent’s preferences to distinguish the two puppets. We do not know whether children interpreted the high cost action merely as very difficult for the puppet or as so costly that the agent was unable to perform the action at all. Critically however, children recognized that the intervention on the puppet that preferred the high cost treat was potentially informative whereas the intervention on the puppet that preferred the low cost treat was not.
3.6 General Discussion

The results of these studies suggest that young children understand how agents act in the world as a function of costs and rewards. Our findings suggest that children understand that there are unobservable, agent-specific aspects of costs and rewards, can make predictions about these unobservable variables, and can design informative interventions to infer them. Experiment 1 showed that children understand that agents act to maximize overall utilities and not just rewards, and as a consequence, agents will sometimes forego a high reward option because the costs of obtaining it are too high. Experiment 2 showed that children understand that competence constraints, unlike situational constraints, are agent-specific and cannot be directly observed; children were able to infer differences in agents’ competence using information about their preferences, even given a constant environment in which agents engaged in identical actions. Experiments 3 and 4 showed that, in addition to being able to infer the components of utility functions, children can predict the behavior of agents with different costs and rewards, and thus can design interventions that are informative about agents’ competence. Collectively, these studies suggest that children reason about agents’ actions and goals in terms of utility functions, consistent with the idea that a naïve utility calculus underlies our social judgments even in early childhood.

In all experiments, children’s success rate was consistently above chance (as assessed by 95% CIs). However, in several cases, the 95% confidence intervals were close to 0.5, raising a concern about the robustness of these effects. To test the overall evidence the four experiments provided for our theory, we conducted a Bayesian meta-analysis of effect sizes across all experiments using a hierarchical random-effects model (see Appendix A). The results placed extremely high confidence on an estimate of children’s overall rate of theory-correct responding being well above chance, with a mean posterior estimate of 78%, and 95% posterior CIs between 69% and 87%. The variability in children’s responses might be due to some but not all of the children having a mature naïve utility calculus, or due to other factors influencing children’s responses in our tasks, as in any complex real-world judgment. However,
taken together, the experiments support the hypothesis that children's judgments of agents' preferences and costs are consistent with intuitive utility calculations.

As argued in Chapter 2, our proposal of a naïve utility calculus is a natural extension of current accounts of goal-directed action understanding. There is mounting evidence that humans engage in relatively rich psychological reasoning even as infants (e.g., [57, 36, 101, 105]). However, such early social cognition has generally been demonstrated in the context of agent-independent, directly observable, situational and behavioral constraints. Even such sophisticated findings as early false belief understanding are predicated on knowing, for instance, that one person can see the contents of a box and one cannot [101, 140, 142]. In contrast, a mature naïve utility calculus requires understanding that even given identical epistemic access and situational contexts, agents differ in their subjective rewards and costs in ways that may affect their behavior.

Consistent with other research showing the emerging understanding of individual differences [8, 70, 83, 112, 115, 116, 128], and the ability to impute different perspectives on identical evidence [16, 19], the current findings suggest that five and six-year-olds are sensitive to the internal structure of goals and recognize both agent-invariant and agent-dependent aspects of costs and rewards. Children always saw agents who were fully informed about the location of desired objects, they never saw agents change their minds, or attempt and fail to execute an action and agents always reached their goals successfully. Nevertheless, children were able to impute different unobservable motivations and competencies to the agents. Such results suggest that at least by the age of six, the principle of rational action extends to a principle of rational choice. Children not only expect agents to take rational actions towards their goals, but also to use the expected costs and reward of actions to decide when it is worth pursuing a goal at all. Further research might look at the developmental trajectory of these abilities to see if aspects of the naïve utility calculus emerge even earlier in development.

Finally, although our results suggest that children understand that both costs and rewards vary across agents, we do not know if they understand that some aspects of
the costs and rewards are more stable than others. Agent-specific aspects of the costs and rewards can include both state- and trait-like differences. An agent might assign a high-expected cost to an action because of a transient state change (e.g., twisting an ankle) or because of a more stable trait (e.g., being weak or lazy). Similarly, some rewards have high value at some moments but not others (e.g., food when hungry) whereas other rewards may be more stable across time (e.g., long-term values or preferences). Further research might look at the development of children’s understanding of both transient and stable aspects of subjective costs and rewards.

Collectively, these studies test some of the fundamental assumptions of a naïve utility calculus, and look at whether children are sensitive to these principles even in early childhood. Children are not only sensitive to information about the subjective costs and rewards of agents’ actions, but can also act on the world gain information about these unobservable variables. These abilities emerge relatively early in development, in the absence of formal instruction, suggesting that a naïve utility calculus may be a fundamental component of human social cognition (see Chapter 2).
Chapter 4

Action under uncertainty

This chapter is based on Jara-Ettinger, Floyd, Tenenbaum, & Schulz. Children's understanding of action under uncertainty (in prep).

4.1 Introduction

Consider the simple case of watching Sally get a cookie from the jar. We might infer that Sally likes cookies and that she would get a cookie again if she found herself in the same situation. However, this inference assumes that Sally not only knew there were cookies in the jar, but also knew that she liked cookies. If we knew that Sally had never tried a cookie before, we might not be so fast to assume that Sally will eat cookies in the future (see Figure 2-1 panels f and g).

Cookies, of course, are almost universally familiar and universally liked, but in novel contexts, inferences that depend on an agent’s beliefs about her desires are both commonplace and critical for social cognition. Imagine for instance, that you are watching your friend buy food at a market. Usually, her choices reveal what she likes. However, if she’s in a foreign country and has never tasted the food before, her choices only reveal her best guess; they may not tell us anything about her stable, long-term preferences. For us to know what someone likes, she has to know it herself first. We can draw comparable inferences in reverse. If you see your friend try a chocolate from her box and then change her mind and choose a different one, you
might infer that she was initially naïve, unsure, or wrong, about what was inside the chocolate. In these cases, the instability of the agent’s preferences is indicative of the initial uncertainty of her beliefs about her utilities.

Despite extensive past work on the development of theory of mind, to our knowledge no work has examined children’s understanding of how uncertainty about one’s own desires influences behavior or at their ability to infer knowledge or ignorance about utilities using information about agents’ actions. To the degree that researchers have looked at children’s inferences regarding how agents change their mind with evidence, they have focused primarily on issues related to epistemic access: canonically, whether the agent does or does see where a desired object has been placed (e.g., [158]). However, an agent may also be aware or unaware of the value of a putatively desired object. Thus, the degree to which the agent’s initial estimates are stable depends on how much the agent knows initially.

From a naïve utility calculus standpoint, these intuitions can be explained by the understanding that agents maximize their expected utilities, and not the actual utilities. That is, agents act to select plans that maximize the difference between the rewards they expect to obtain and the costs they expect to incur (see Chapter 2). Figure 4-1 shows a visual schematic of how experience influences choice. The x-axis represents an agent’s experience with two fruits (thus, the left end corresponds to ignorant agents and the right end corresponds to knowledgeable agents) and the y-axis shows the agent’s expected rewards. Each fruit is surrounded by a circle that represents uncertainty over the reward the agent will obtain. In the low end of experience, agents have greater uncertainty over the possible rewards they may obtain. As such, when ignorant agents select the highest expected reward they are less likely to obtain the actual highest reward, whereas knowledgeable agent are more likely to obtain the actual highest reward. The naïve utility calculus makes a second prediction: ignorant agents should be more likely to revise their choices in light of new experience. This is because a knowledgeable agent’s expected rewards do not change much in light of new experience (because they are accurate), whereas an ignorant agent’s first experience can drastically change the estimates of the expected rewards.
(illustrated by the red and yellow lines in Figure 4-1).

In these studies we investigate children’s understanding of how agents’ uncertainty about their desires relates to the expected outcome of their goals, and to the stability of their behavior. Figure 4-2 shows a graphical display of the experiments. In Experiment 1 we ask whether children understand that knowledgeable agents are more likely than naïve agents to take actions that lead to a high reward. In Experiment 2, we ask whether children understand that knowledgeable agents are more likely than naïve agents to make decisions that are stable over time. Experiments 3 and 4 examine the inverse questions: In Experiment 3, we ask if children believe that
agents who obtain a high reward are more likely to have been knowledgeable, and in Experiment 4, we ask if children believe that agents who make more stable choices are more likely to have been more knowledgeable. The current study goes beyond merely representing agents’ beliefs; instead children must understand that different agents might perform the same actions with the same beliefs about the world and yet interpret the experience differently. Because children’s ability to reason explicitly about agents’ mistaken beliefs emerges between ages four and five [156] here, we focus on four- and five-year-olds.

Figure 4-2: In Experiments 1 and 2 children saw a knowledgeable and a naïve agent make the same choice. Children were asked to infer which puppet said “yum” and which puppet said “yuck” (Experiment 1), or which puppet changed their mind (Experiment 2). Experiments 3 and 4 tested inferences in the reverse direction.

4.2 Experiment 1

In Experiment 1 we test if children understand that agents’ choices are affected by their estimate of the expected rewards of their actions, and thus that knowledgeable agents are more likely than naïve agents to accrue high actual rewards. Children were introduced to two puppets who had been given a choice between two types of fruits. One puppet was knowledgeable and had tasted both fruits before; one puppet was
naïve and had not. Both puppets chose the same fruit. One puppet tasted it and said "Yum!" and one puppet tasted it and said "Yuck!" We looked at whether children inferred that the knowledgeable puppet was more likely to say "Yum!" Methods

4.2.1 Participants

16 participants (mean age (SD): 5.09 years (195 days), range 4.13-5.89 years) were recruited at an urban children’s museum. One additional participant was recruited but not included in the study because he failed to respond the inclusion question correctly (See Procedure).

Stimuli

The stimuli consisted of two pairs of gender-matched puppets, and picture cutouts of two fruits: Rambutans, and African cucumbers.

Procedure

Participants were tested individually in a quiet room in a children’s museum. The child and the experimenter sat on opposite sides of a small table. The experimenter first introduced the cutout pictures of the rambutans and the African cucumbers and placed four pictures of each fruit on the table with each kind of fruit in its own pile. Next, the experimenter introduced the two puppets by name (“Anne” and “Sally”, or “Arnold” and “Bob”, depending on the participant’s gender. The puppets were matched with the participant’s gender to ensure gender biases did not influence our task). The experimenter then explained that “Sally has never seen these fruits before and she doesn’t know what they taste like” while “Anne knows all about these fruits. She knows what they taste like.” (Knowledgeable puppet and introduction order were counterbalanced). Next, the experimenter told the participant “Earlier today, we told our friends they had to pick one fruit to each, and both of our friends picked a rambutan.” (Actual fruit counterbalanced). Next, the experimenter placed a picture of a rambutan in front of each puppet and explained, “Both of our friends took a bite
of their fruit and one of them said 'Yum!' and one of them said 'Yuck'!” Participants were then asked an inclusion question to ensure the child remembered the critical information: “Can you tell me, which of our friends has not tasted the fruits before? And which one of our friends has not tasted these fruits before?” Finally, participants were asked which puppet said “Yum!” and which puppet said “Yuck!”

4.2.2 Results and Discussion

Children who failed to respond correctly to the inclusion question were excluded from analysis and replaced (n = 1). Results were coded for adherence to the script by a coder blind to the child’s response to the test question (no participants were dropped due to experimenter error). Videotapes were then coded to record the child’s response to the test question. Children were coded as answering correctly if they indicated that the knowledgeable puppet had said “Yum.” Of the sixteen children who responded to the inclusion question correctly, 100% responded correctly to the test question (95% CI: 82.93%-100%. See 4-3).

Note that if children believe that an agent’s choices always reflect her preferences then children should have expected both puppets to say “Yum!” That is, if children recovered agents’ desires only from information about the agents’ actions and beliefs about the state of the world, then children should have responded at chance in this context. Both agents knew they had a choice of the two fruits and both agents made the same choice. Children instead recognized that the knowledgeable agent would be more likely to like the chosen fruit, which suggests that children understand that agents choose the options with the highest expected rewards and that a naïve agent’s choices may be governed by an inaccurate estimate of the actual reward.

4.3 Experiment 2

The results from Experiment 1 suggest that four and five-year-olds understand that, relative to knowledgeable agents, naïve agents are more likely to make unrewarding choices. When this happens, naïve agents will most likely reconsider their choices.
Figure 4-3: Results from all experiments. The x-axis shows each experiment and the y-axis shows the distribution of children’s choices (color coded). The dashed horizontal line represents expected chance performance and the vertical solid lines show 95% confidence intervals.

However, naïve agents may reconsider their choice even when they obtain a positive reward, especially if the reward is lower than they expected. Thus, in general, naïve agents are more likely to have unstable choices, when compared to knowledgeable agents. In Experiment 2 we test if, in the absence of knowledge about the rewards, children have expectations about the stability of the choices of knowledgeable and naïve agents.

4.3.1 Methods

Participants

16 participants (mean age (SD): 5.16 years (241 days), range 4.01-5.96 years) were recruited at an urban children’s museum. One additional participant was recruited
but excluded from the study and replaced because he declined to complete the task.

Stimuli

The stimuli were identical to those used in Experiment 1.

Procedure

The procedure was identical to the procedure in Experiment 1 except as follows: Neither puppet said “Yum!” or “Yuck!” Instead, after the puppets had tasted the fruits, the experimenter said, “Both of our friends took a bite from their fruit and one of them changed her mind and decided she wanted to eat a different fruit”. For the test question, participants were asked, “Which one of our friends changed his/her mind?”

4.3.2 Results and Discussion

As in Experiment 1, children who failed to respond to the inclusion question were excluded from the study. (No participants were dropped on these grounds.) Videos were first coded for adherence to script by a coder blind to the child’s test response (no participants were dropped due to experimenter error), and later to record the child’s answer to the test question. Children were coded as responding correctly if they indicated that the naïve agent was the one who had changed her mind. Fifteen of the 16 children responded correctly to the test question (93.75%; 95% CI: 73.60%-100%. See 4-3).

Note that in contrast to Experiment 1, participants in Experiment 2 never obtained any information about the outcome of each puppet’s choice. Thus, it was possible that either or both puppets had liked or disliked their chosen fruit. Nevertheless, children were able to infer that naïve agents are more likely to make unstable choices. Furthermore, in this experiment we used a neutral dependent measure, thus ensuring that participants couldn’t succeed by grouping together two features with a positive valence (such as knowledge and “yumminess” in Experiment 1). Together
with Experiment 1, these results suggest that four and five year-olds understand that relative to knowledgeable agents, naïve agents are more likely to make choices that lead to low rewards, and thus that their choices are less likely to be stable over time.

Experiments 1 and 2 suggest that children have different expectations about the rewards that knowledgeable and naïve agents obtain and about the stability of their actions. In Experiments 3 and 4 we ask if children can reverse these inferences, and infer an agent’s prior knowledge based on whether the agent succeeds in obtaining high rewards (Experiment 3), and whether the agent’s choices are stable (Experiment 4).

4.4 Experiment 3

In Experiment 3 we invert the question asked in Experiment 1. Here we ask if children believe that agents who make choices that result in low rewards are more likely to have been naïve prior to making their choice. Children watched two puppets pick the same fruit to eat. After learning that one puppet said “Yum!” and the other puppet said “Yuck!” children were asked to decide which puppet had not tasted the fruits before.

4.4.1 Methods

Participants

32 participants (mean age (SD): 5.12 years (194 days), range 4.12-5.98 years) were recruited at an urban children’s museum. Sixteen participants were recruited for the original experiment, and sixteen additional participants were recruited to conduct a replication (see Results). Four additional participants were recruited in the original experiment but excluded from analysis and replaced for failing the inclusion question (n = 1), declining to complete the experiment (n = 1), and declining to answer the test question (n =2). One additional participant was recruited in the replication experiment but excluded from analysis because he declined to answer the test question.
See Results.

Stimuli

The stimuli were identical to those used in Experiment 1.

Procedure

Participants were tested individually in a quiet room. As in Experiment 1, the experimenter introduced the two puppets and the fruits and explained that each puppet chose a fruit to eat. The section from Experiment 1 in which where the experimenter explained that one puppet was more knowledgeable than the other was omitted. After both puppets chose a fruit, the experimenter said “Anne and Sally (or Arnold and Bob) both took a bite from their rambutans (or African cucumbers). Anne said ‘Yum!’ Sally said ‘Yuck!’” Next, the experimenter said, “But guess what? One of our friends didn’t know what rambutans tasted like until today.” Children were then asked to remember which puppet had said “Yum!” and which puppet had said “Yuck!” For the test question, the experimenter asked, “Can you tell me, which one of our friends didn’t know what rambutans tasted like until today?” (Actual fruits counterbalanced throughout.) The replication experiment had the same procedure as the original experiment with the exception that the inclusion question was asked immediately after the puppets tasted the fruit, thus making the last part of the experiment more fluent.

4.4.2 Results and Discussion

Results were coded as in Experiments 1 and 2. Participants were coded as responding correctly if they indicated that the puppet who said “Yuck!” was the one who had not tasted the fruits before today. Of the 16 participants who made a choice in the original experiment, 75.00% (n = 12) responded correctly (95% CI: 51.56%-100%). These results suggest that children can use knowledge about the actual subjective rewards that different agents obtain to infer which agent is more likely to have been naïve in
However, four children answered incorrectly and two were excluded from analysis and replaced for failing to answer the test question. Thus, to ensure the validity of our interpretation we replicated the experiment. Out of the 16 participants who made a choice in the replication, 75% (n=12) responded correctly (95% CI: 51.56%-100%). Together, these experiments suggest that children can in fact use knowledge about subjective rewards to infer knowledge, and it provides some suggestive evidence that children may find it easier to use information about agent’s knowledge to predict their subjective rewards than to use information about agent’s rewards to recover information about their unobservable mental states.

4.5 Experiment 4

In Experiment 4 we invert the question asked in Experiment 2. Here we see if children can infer which of two agents is more likely to be naïve when one shows stable preferences and one does not.

4.5.1 Methods

Participants

16 participants (mean age (SD): 5.64 years (244 days), range 4.04-5.93 years) were recruited at an urban children’s museum. Four additional children were tested but excluded from the study because they failed to respond to the inclusion question correctly. See Results.

Stimuli

The stimuli were identical to those used in Experiment 1.

Procedure

The procedure was identical to Experiment 3 except as follows: First, children were never given any information about whether the puppets said “Yum!” or “Yuck!” after
tasting the fruits. Instead, after taking a bite from their fruit, the experimenter said, “Anne kept eating the rambutan. Sally changed her mind and said she wanted an African cucumber instead.” As in Experiment 3, at test children were asked, “Can you tell me, which one of our friends didn’t know what rambutans tasted like until today?” (Actual fruits counterbalanced throughout.)

4.5.2 Results and Discussion

All results were coded in the same way as Experiments 1-3. Four children failed to respond to the inclusion question correctly and were therefore excluded from analysis and replaced. Children’s responses were coded as responding correctly if they indicated that the puppet who changed her mind was the one who had never tasted the fruits before. Of the 16 participants who made a choice, 81.25% (n = 13) responded correctly (95% CI: 58.34-100%).

Together with Experiment 2, these results suggest children understand that relative to naïve agents, knowledgeable agents are more likely to stick to their choices. Moreover, children can infer which agents are more likely to be knowledgeable based on the stability of these choices.

4.6 General Discussion

Across four experiments, we studied children’s understanding of the relationship between agents’ knowledge of their desires and the outcome of these agents’ actions. Our results suggest that four and five-year-olds understand that, relative to naïve agents, knowledgeable agents are more likely to obtain high rewards (Experiment 1) and more likely to make stable choices (Experiment 2). Similarly, children believe that agents who obtain high rewards and agents who make stable choices are more likely to be knowledgeable (Experiments 3 and 4 respectively). Collectively, these results suggest that children understand that an agent’s choices are not always aligned with the highest utility, but rather with the highest expected utility. As such, agents who have more uncertainty about the value of a target are more likely to obtain a
low reward, and more likely to explore different alternatives.

Children’s responses in our task could have been driven by their expectations about knowledgeable agents, naïve agents, or both. Future research might see which of these expectations underlies children’s reasoning. Additionally, we have emphasized the possibility that children should infer that naïve agents are more likely than knowledgeable agents to make unrewarding choices, and this interpretation is consistent with the results of Experiments 1 and 3. However, children may also believe that, relative to knowledgeable agents, naïve agents are more likely to find exploration rewarding; this kind of reasoning could contribute to the results of Experiments 2 and 4.

Computationally, children’s intuitions may stem from a categorical distinction between knowledgeable and naïve agents, or from a continuous representation of how the amount of knowledge an agent has influences the quality of their choices. Although these two accounts make similar predictions in our task, the latter theory is more powerful, as it enables observers to reason about intermediate stages of knowledge. Further work is needed to establish exactly how children represent an agent’s uncertainty. Furthermore, it is an open question how children represent a goal’s reward. For instance, children might assume that each goal has a fixed reward value, which the agent may not know. Alternatively, children may understand that the same outcome can have variable rewards over time (an agent may find apples very rewarding when she’s hungry and less so when she’s full). Future research might investigate the precise representations underlying children’s calculations of agents’ utilities.

In these studies, we focused on agents’ estimates of the expected reward of their actions. However, the same logic applies to agents’ understanding of the cost of actions. For example, Sally might be eager (or reluctant) to run a marathon. However, if you know she does not understand the costs involved, you might not be confident that her current actions will be informative about her future ones. The converse inferences also hold. If you see Sally sign up for a committee and then fail to attend, you might infer that she had not accurately estimated the commitment involved. Future work might investigate whether four and five-year-olds also have strong intuitions
about how agents’ knowledge about the costs of action influences their preferences and choices.

The current results suggest the importance of integrating the naïve utility calculus into theory of mind models (see Chapter 6). Past research has focused on learners’ ability to draw inferences connecting agents’ beliefs, desires, and actions (e.g., [158, 4]). Almost universally however, beliefs and desires have been treated as independent, non-interacting variables, and the content of beliefs has been restricted to information about the world. The current study suggests that children understand that agents have beliefs not only about the world, but also about their own preferences. Children understand that as agents gain knowledge about the world, their preferences can change as well.
Chapter 5

Social reasoning

This chapter is based on Jara-Ettinger, Gweon, Tenenbaum, & Schulz. Not so innocent: Toddlers' reasoning about costs, competence, and culpability (2015). Psychological Science.

5.1 Introduction

So far, we have only discussed the naïve utility calculus in the context of goals directed towards objects. However, if the naïve utility calculus is the basis of all social reasoning, it should also explain how we reason about social goals. How might information about costs and rewards affect social judgment? Imagine that your neighbor, Sally, watches someone struggle to reach a package on a high shelf. Sally stands by and does nothing at all. Although there is no intrinsic relationship between height and moral worth, you may well judge Sally less harshly if she is 4'11" than if she is an NCAA basketball player.

What analysis underlies this judgment? We suggest that in predicting and evaluating behavior, we assume that the costs and rewards of an action jointly affect the likelihood that an agent will act. If we know the costs (e.g., in time and energy) that an agent is willing to incur to achieve a goal, we can make inferences about the agent's subjective rewards (i.e., her level of motivation). Conversely, if we know how motivated an agent is, we can infer the costs she might be willing to incur. These
attributions trade off: If a highly motivated agent fails to act, we may infer that achieving the goal was too costly; conversely, if an agent doesn’t pursue a low-cost goal, we may infer that she does not value it highly.

Inferences about agents’ motivations are particularly influential in moral judgment [26, 76, 166]. Moral bystanders may be exonerated if a helpful action would have cost them dearly; they are likely to be judged harshly if they merely found helping insufficiently rewarding. Ambiguity arises when agents fail to perform costly actions or do perform low cost ones. If Sally is 4’11”, we can infer that the cost of reaching the shelf is high. This renders the motivation behind her failure to act ambiguous: Did she not want to help or was helping too hard? By contrast, if Sally is a NCAA basketball player, she may not get much credit even if she does help get the package off the shelf. The costs are so trivial for her that her motivation to be helpful did not need to be high.

These kinds of considerations fall naturally from the naïve utility calculus. However, to date no empirical work has looked at how differences in the cost of actions across agents affect children’s judgments. Here we test the prediction that young children can estimate the costs associated with agents’ actions and that this analysis affects their social evaluations.

In Experiment 1, we test the basic premise that children are sensitive to the perceived cost of actions. We predict that at baseline children will prefer more (versus less) competent agents. In Experiments 2 and 3, we look at whether two-year-olds can use differences in agents’ costs to infer differences in their motivation. We predict that if two agents refuse to help, children should think the less competent agent is nicer.

5.2 Experiment 1

In Experiment 1 we look at whether toddlers distinguish agents who incur different costs (in time and effort) to achieve a goal and whether toddlers prefer agents who incur lower costs.
5.2.1 Methods

Informed by developmental studies on comparable topics (e.g., [56, 75, 102]) we predicted strong behavioral effects throughout. We use a sample size of $n = 16$ per condition in all experiments (replacing participants excluded by the decision of coders blind to condition; see Results). Low-level design features are counterbalanced throughout.

Participants

Twenty-four toddlers (mean age (SD): 21.58 months (97 days), range 17.1-28.5 months) were tested at an urban children’s museum. Twelve additional toddlers were recruited but not included in the study because they declined to participate in a warm-up task, in which the child was asked to choose between two stuffed animals. Five children were excluded from analysis: three due to experimental error and two due to parental interference. (See Results.)

Stimuli

Participants were shown two puppets and a yellow cylindrical toy with a black button at the top. The toy played music when the button was pressed.

Procedure

Participants were tested in a quiet room at the museum. The child’s parent was seated on a chair facing away from the testing table and the parent was asked to hold the toddler over his or her shoulder. Thus the child could see the stimuli but the parent could not. Once the parent and toddler were positioned, the experimenter presented the toy to the child and introduced the two puppets (puppet position counterbalanced between participants). See 5-1. He said, "Here are my two friends! They are going to show you how the toy works." Both puppets were continuously present throughout the experiment and each puppet approached the toy (order counterbalanced between participants) one at a time. During their turn, each puppet said, "It’s my turn!" and then pressed the button. When the toy activated, the toy played a song for
approximately 7 seconds, the puppet moved rhythmically to the sound, and then the puppet released the button. After releasing the button, the puppet who activated the toy said "Yay!" to celebrate the success.

The puppets differed in how many attempts it took them to activate the toy. The more competent agent always made the toy play music on the first attempt. The less competent puppet tried several times to activate the toy (flattening his hand over the button but not depressing it fully). After the third or fourth failed attempt, the less competent puppet backed away to "look" at the button, and then tried again. The incompetent puppet made a few more failed attempts and then successfully activated the toy. (The number of total attempts ranged from 5 - 8 trials across participants, allowing some flexibility in maintaining the child’s attention to the task.) After the show, the parent was asked to turn around and to place their child at a marker on the middle of the edge of a lower table. The experimenter placed both puppets on opposite sides of the table equidistant from the child and asked the child which one she wanted to play with.

5.2.2 Results and Discussion

All videotapes were coded by a coder blind to condition. Three children were excluded from analysis due to the coders’ judgment that the puppets were not placed equidistant from the child. Two additional children were excluded from analysis due to parental interference. The coder recorded the toddlers’ first contact with a puppet following the prompt. If the child did not make a choice within a 30-second window following the prompt, the experiment was ended. Three children did not make a choice. 93.75% (CI: 87.5%-100%) of subjects who made a choice preferred the competent agent (15 out of 16 subjects). See 5-2.

In Experiment 1, toddlers strongly preferred the agent who achieved his goal more easily. Future research might establish whether toddlers’ preference is driven by the agents’ overall effort to achieve the goal, the time taken to achieve the goal, the greater ease of interpreting the more fluid actions, or a more abstract judgment about these factors as indices of competence per se. However, the results of Experiment 1 suggest
that toddlers distinguish agents based on diverse cues associated with the cost of goal-directed actions and prefer agents who incur fewer costs.

5.3 Experiment 2

In Experiment 2, we look at how the cost of agents’ actions affects toddlers’ social evaluations. Because pilot work suggested that the task in Experiment 2 was more demanding than in Experiment 1 we tested slightly older children: two-year-olds.

5.3.1 Methods

Participants

Seventeen two-year-olds (mean age (SD): 2.64 years (84 days), range 2.26-2.96 years) were recruited and tested at an urban children's museum. Five additional two-year-olds were recruited but not included in the study because they declined to participate in a warm-up task, in which the child was asked to choose between two stuffed animals. One additional subject was excluded from analysis due to refusal to make a choice.

Stimuli

The stimuli used in Experiment 2 were identical to stimuli used in Experiment 1.

Procedure

Because participants in Experiment 2 were older, they were given a choice between sitting in a chair or standing in front of the testing table, behind the parent’s chair. Parents were asked to turn their back to the table so both puppets and the toy were out of sight. Parents were given a script to read explaining the experimental procedure. (The experimenter also explained the script before parents entered the testing room to ensure they were willing to participate.) The beginning of the experiment was otherwise identical to Experiment 1. (See 5-1) As in Experiment 1, the experimenter introduced two puppets: one was able to activate the toy immediately; the
other required 6-8 attempts. Then the child was told, “Now your mom/dad is going to turn around, pick up the yellow toy and ask our friends a question.” As instructed in the script, parents then turned around. They saw a single puppet and the toy; the other puppet was out of sight. As per the script, parents looked at the puppet and asked, “Can you help me?” After the parent asked for help, the puppet looked at the toy and then at the parent. The puppet said “No!”, turned around, and hid under the table. This was repeated with the second puppet (order counterbalanced). The question and answer procedure was then repeated with each puppet a second time.

After each puppet refused to help a second time, the experimenter took the toy from the parent and asked the child to stand on a marker in the center of the table’s edge. As in Experiment 1, the experimenter placed each puppet on the table equidistant from the child (left/right counterbalanced) and asked which one they would rather play with.

5.3.2 Results and Discussion

Results were coded from videotape by a coder blind to conditions, as in Experiment 1. Children were excluded from analysis if, in the coder’s judgment, the puppets were not placed equidistant from the children (no children were excluded on these grounds) or if children did not make a choice within the 30-second window (one child), resulting in a total of 16 children. (See Participants.)

Contrary to our prediction, two-year-olds did not prefer the incompetent agent. Instead, they showed a bias towards the competent agent. Of the 16 toddlers who made a choice, 68.75% (CI: 50-93.75%) chose the more competent agent (11 participants). (See Figure 5-2.)

Why didn’t children reject the competent agent, given his refusal to perform a low cost helpful action? One possibility is that toddlers distinguish agents based on the costs they incur, but fail to infer either that low costs entail an obligation to help, or that high costs exonerate an agent from helping. A related possibility is that toddlers make categorical distinctions between classes of behavior (e.g., "helping", "not helping", and "hindering") but no distinctions within categories. That is, toddlers
might distinguish the agents based on the costs they incur but find them equally blameworthy (because neither helped).

A final possibility is that two-year-olds infer that the puppet who incurred higher costs is less culpable but prefer to affiliate with agents who incur low costs. Indeed, an informal survey (see Appendix B) suggested that adults are split on analogous questions of this kind. When two agents refused to help, 44% (CI: 24%-64%) of participants preferred the less competent agent ("[the competent agent] sounds like a jerk, why didn’t he help?") and 56% preferred the more competent agent ("...I’d rather have smart friends than not so smart."). To distinguish these possibilities, and to see if children’s preferences are robust, in Experiment 3 we compare children’s choice of “which puppet they want to play with” with their choice of “which puppet is nicer.”

5.4 Experiment 3

5.4.1 Methods

Participants

66 participants (mean age (SD): 2.48 years (114 days), range 2.00-2.98 years) were recruited and tested at an urban children’s museum. One participant was dropped due to experimenter error, two participants were dropped because they left before the experiment concluded, and five participants were dropped due to parental interference. Thirteen additional two-year-olds were recruited but not included in the study because they declined to participate in a warm-up task, in which the child was asked to choose between two stuffed animals. Participants were randomly assigned to a “Play” condition, a “Nicer” condition, or a “Nicer Baseline” control condition. Ten children (two in the Play condition, five in the Nicer condition, and three in the Nicer Baseline control) were excluded from analysis because they failed to respond in the first 30 seconds, resulting in a final sample of 16 participants per condition.
Stimuli

The stimuli used in Experiment 3 were identical to stimuli used in Experiment 2.

Procedure

The procedure for the two test conditions (Play and Nicer) was identical to the procedure of Experiment 2 with two modifications. First, at the end of the experiment, participants in the Play condition were asked, “Which one would you rather play with?” (replicating Experiment 2); children in the Nicer condition were asked, “Which one is nicer?” Second, we clarified the interpretation of “Can you help me?” to ensure the interpretation “Would you help me?” rather than “Are you able to help me?” In Experiment 3, after the first time both puppets refused to help the child, the experimenter told the child “Neither of our friends wants to help your mom/dad with the toy! Let’s ask them one more time to make sure.” After the second refusal, the experimenter reiterated, “Our friends do not want to help.”

We predicted that toddlers would judge the less competent agent as “nicer”. Alternatively however, children might simply believe that less competent agents are nicer a priori. The Nicer Baseline control condition allowed us to assess children’s initial beliefs about the relative niceness of the agents. The procedure for the Nicer Baseline control condition was identical to the procedure of Experiment 1 with the exception that the experimenter introduced the puppets saying, “Here are my two friends! They are both going to play with the toy.” At the end of the experiment, participants were asked, “Which one is nicer?”

5.4.2 Results and Discussion

Results were coded from videotape by a coder blind to condition. Children were excluded from analysis if, in the coder’s judgment, the puppets were not placed equidistant from the child (no children were dropped on these grounds) or if children did not make a choice within the 30-second window (7 participants), resulting in 16 2-year-olds per condition. (See Participants.) 5-2 shows the results from the
experiment. In the Play condition, 81.25% of children chose the competent agent (13 participants; CI: 68.75-100%), replicating the findings of Experiment 2. By contrast, children in the Nicer condition chose the less competent agent. Of the 16 two-year-olds who made a choice, only 31.25% (CI: 6.25%-50%) chose the competent agent (5 participants). That is, the participants’ choice of the competent agent dropped from 81.25% to 31.25% when asked to judge which agent was nicer (CI: 21.05%-81.67%; p<0.05 Fisher exact test). Finally, participants’ performance in the Nicer Baseline control condition suggests that the switch between the Play and Nicer conditions was not due to children’s baseline belief that less competent agents are nicer. While only 68.75% of participants (11 out of 16) chose the incompetent agent in the Nicer condition, 31.25% of participants (5 out of 16) chose the incompetent agent in the Nicer Baseline control, a decrease of 37.5% (95% CI: 6.17-71.03%; p=0.075 Fisher exact test). This suggests that toddlers do not simply assume incompetent agents are sympathetic; rather they take into account the relative cost of agent’s actions.

When both puppets refuse to help, toddlers might infer that the less competent agent is nicer because they exonerate the less competent agent from performing a costly action, because they judge the more competent agent harshly for refusing to perform a low cost action, or both. Further research might shed light on the precise inferences that underlie children’s social evaluations. However, note that neither agent is canonically nice: both agents explicitly refused to engage in a helpful action. If children only understood “nice” with respect to nice, helpful behaviors, rather than with respect to internal motivations, then they should have chosen at chance or refused to answer. Instead, two-year-olds were able to use differences in the agent’s costs to identify the nicer of two unhelpful agents.

5.5 General Discussion

Consistent with the idea that a naïve utility calculus is integral to children’s understanding of agents, we found that the cost of agents’ actions affects children’s social evaluations. Toddlers are sensitive to cues associated with the relative competence of
agents and prefer agents who achieve goals quickly and easily. However, they evaluate agents differently in moral contexts; agents who fail to perform helpful actions at relatively high costs are judged to be nicer than those who fail to act at lower cost.

These findings are consistent with previous work suggesting that toddlers differentiate between agents who are unable, rather than unwilling, to act prosocially. Children make more attempts to reach for a toy if an experimenter tries and fails to transfer it than if she is clearly teasing and unwilling to share the toy [7]. Similarly, toddlers prefer to give a new toy to an experimenter who tries unsuccessfully to help than to one who teases and is unwilling to help [31]. These results suggest that toddlers distinguish agents' motivations and selectively reward helpful agents.

Our work extends these studies in two important ways. First, in the previous studies there were unambiguous cues to the agents' motivations (e.g., sincere attempts versus taunting). Even capuchin monkeys are sensitive to overt cues distinguishing unwilling and unable agents [106]. By contrast, in our study, the behavioral cues were informative only about the relative costs incurred by both agents; there were no direct cues to the agents' motivations. Additionally, note that in our study both agents were able and both were unwilling to perform the helpful action; only the cost difference supported the possibility that one agent was unmotivated to help whereas the other was merely unwilling to incur high costs.

Interestingly, the naïve utility calculus may support adults' intuition that incompetent agents are more sympathetic than competent agents. (Compare your feelings of empathy when an elderly man and a macho 24-year-old both walking into a wall; [20]). It is relatively easy to recognize when competent agents are unmotivated to be helpful (because their competence is not in question) but difficult to recognize when they are highly motivated (because easy tasks require little motivation). By contrast it is relatively easy to recognize when incompetent agents are highly motivated to help (they must be if it is difficult for them) but difficult to recognize when they are unmotivated. Therefore, given potentially ambiguous evidence, we are more likely to infer that an agent is not nice if we know she is competent and more likely to infer she is nice if we know she is incompetent. Although at baseline two-year-olds believed
the agent who incurred low costs was nicer, future work might test the speculation that over time, inferences supported by the naïve utility calculus lead to the adult intuition that less competent agents are more likely to be nice.

Our finding that children generally prefer competent agents is congruent with work in the domain of epistemic trust suggesting that children prefer reliable agents [10, 9, 64, 77, 79, 99, 103, 113, 119, 50, 136, 137, 32]. However, (with one exception; Pasquini, et al., [103]) such studies have pitted good informants against bad ones rather than looking at relative competence. Pasquini et. al. [103] did look at children’s ability to make graded judgments, and found that children younger than four fail to track agents’ reliability across independent trials. Here however, we did not vary the probability of success across trials; we varied the amount of effort agents’ needed to succeed. Thus toddlers only had to encode the agent-specific effort associated with achieving the goal. However, because we provided redundant cues to the costs of the agents’ actions, including the time and the number of times each agent pressed the button, we do not know to what extent toddlers’ preferences were driven by each individual cue, or if their choice was guided by a more abstract representation of competence. Future research can shed light on the full range of cues we use to infer agents’ competence.

The current study suggests that children are sensitive to the cost of actions early in development. At an age when children themselves are still largely incompetent and exonerated from moral responsibility, their ability to understand cues to how one characteristic might bear upon the other suggests remarkably sophisticated inferential abilities and highlights the importance of building a new theoretical synthesis for understanding the development social cognition.
Figure 5-1: Procedure for all experiments. Children were introduced to two puppets and a toy. One puppet (the Competent agent) was able to make the toy play music on the first attempt; the other puppet (the Incompetent agent) succeeded, but only after many attempts. In Experiment 1 (blue arrow), children were asked to choose a puppet to play with. In Experiments 2 and 3 (green arrows), after the child saw both puppets activate the toy, the parent turned around and asked each puppet for help with the toy. Both puppets refused. In Experiment 2 (solid green arrow) children were then asked to choose one of the puppets to play with (as in Experiment 1). In Experiment 3 one condition replicated Experiment 2 (solid green arrow); in a second condition (striped green arrow) children were asked which puppet was nicer; in a third baseline condition (not shown) children were asked which puppet was nicer in the absence of any refusal-to-help information.
Figure 5-2: Results from all Experiments. In all experiments, children were introduced to a more and a less competent agent. In Experiment 1, children were asked which puppet they preferred to play with; they preferred the more competent agent. In Experiment 2, both agents refused to help activate a toy; toddlers again preferred the more competent agent. In Experiment 3, the puppets refused to help and children were asked either which puppet they wanted to play with (replicating Experiment 2; Play condition) or which puppet was nicer (Nicer condition). Children preferred to play with the more competent agent but said the less competent agent was nicer. In a Nicer Baseline Control condition, children were introduced to the agents as in Experiment 1 (with no refusal to help), and asked which was nicer. At baseline, children chose the more competent agent.
Chapter 6

Formal implementation

This chapter is based on Jara-Ettinger, Schulz, & Tenenbaum. The Naïve Utility Calculus: joint inferences on the costs and rewards of action (in prep).

6.1 Introduction

So far, Chapters 2-5 have presented qualitative evidence for the naïve utility calculus. In this chapter we present a formal model that we use to evaluate our proposal with more precision. We begin by briefly describing the bayesian approach to modeling mental state inference and highlighting the limitations that the naïve utility calculus aims to help solve.

Current models have focused on the understanding that agents have goals [160] that they complete as efficiently as possible [127, 36]. This assumption, known as the principle of efficiency, enables humans to infer unobservable goals from observable behavior. The logic of this inference can be described and formalized using Bayesian inference, where the probability that an agent has goal $G$ given that they took actions $A$ is given by

$$p(G|A) \propto L(A|G)p(G)$$

Here, $L(A|G)$ is the likelihood that the agent would take actions $A$ if she had
goal $G$, and $p(G)$ is the prior belief that the agent goal $G$. The principle of efficiency determines the likelihood function: The more efficiently the actions $A$ complete the goal $G$, the higher their likelihood (And therefore the higher the posterior probability that the agent has that goal).

This kind of inference, called inverse planning, was formally modeled by Baker et al [3], using Markov Decision Processes (MDPs). In the MDP framework, the environment is modeled as a set of states, each with an associated utility (that can be positive or negative), which the agent can navigate by taking different actions (e.g., walk left, right, etc). With this formulation, it is possible to determine the sequence of actions that maximize an agent's utility as efficiently as possible. Using MDPs as a model for how agents act, goal inference can be formalized as inferring the unobservable utility function that is guiding the agent's actions. These models predict with high quantitative accuracy how adults infer goals in simple scenarios [3, 4, 62].

6.1.1 Social reasoning beyond goal attribution

Despite the success of these models, the power of these inferences is limited.

Explanatory limitations.

To illustrate why, consider a simple example. A man is walking and reaches a fork on the road. The left path leads to a lake where he can swim, and the right path leads to his house. The man stops for a second and then takes the right path. The man’s goal is immediately revealed after his first step, as he’s taking an efficient path towards his house and an inefficient path towards the lake. However, this inference only tells us what the man is trying to achieve, but not why. The man may be going home because he doesn’t like swimming, because he cannot swim, because he’s too tired, or too hungry.

Models that infer the utility function will treat all the above explanations as being roughly equivalent, as they all reduce to a utility function with a higher value for being
home than for going swimming. Intuitively, however, each statement tells us more about the man’s psychological state and provides some insight into why swimming had a low utility. That is, rather than only reasoning about high utilities and associating them with goals, we are also sensitive to the costs and rewards underlying these utilities.

**Predictive limitations.**

Following on the past example, after the man arrives to his house, the predictive power of goal inference vanishes. We don’t know what the man will do next, or even if he will have the same goal in the future. However, each explanation above boosts our predictive power. Knowing the costs and rewards underlying the man’s goal allows us to reason about how his utilities may change over time. A tired man might choose to go swimming after taking a nap; an incompetent swimmer will not.

**Inferential limitations.**

Desires might be in direct conflict with each other (e.g., wanting to a cookie and wanting to lose weight), they might be too costly to obtain (e.g., buying a new car), or we may not know how to complete them (e.g., wanting world peace) [95]. As such, agents have to compromise and tradeoff their true desires to choose a goal. Therefore, goals aren’t always aligned with agents’ true preferences. This makes it critical to distinguish between high utility states (what an agent wants to do at the moment) and high reward states (what an agent intrinsically likes). If your friend buys coffee next door you won’t infer that she likes it better than the coffee sold across town, but if she goes all the way across town, you’ll be confident she likes it better than the coffee from the local shop.

**Practical limitations.**

Standard goal attribution accounts assume that costs are identical for all agents. However, this is not the case. Consider this common scenario: Anne and Bob arrive to check-in at the airport and find that the entry is an empty zigzag pathway. Anne,
who is six-years-old, takes her most efficient path towards the counter: ducking under the divisions. At the same time, Bob, who is 6’ tall, takes his most efficient path towards the counter, by zigzagging through the path. If we assumed that both agents were acting efficiently with respect to the same objective costs we might infer that Bob is changing his goal at every bend in the zigzag path. Thus, to infer goals we need to understand that costs vary across agents, and we need to be able to infer them.

6.2 The naïve utility calculus

In light of these limitations, our intuitive theory must also include some understanding of how costs and rewards jointly influence people’s behavior. Recent developmental evidence suggest that we assume that agents estimate the costs and rewards associated with a goal, and chose what to do based on the difference of these two values: the utility. Formally, the utility for taking a sequence of actions $A$ to reach state $S$ is given by

$$U(S, A) = R(S) - C(A)$$

The higher a goal’s utility, the more likely the agent will pursue it. Despite the simplicity, decomposing utilities into costs and rewards has powerful implications. Plans with high rewards and medium costs (e.g., doing something because you truly want it) are now different from plans with low rewards but even lower costs (e.g., doing something simply because it is convenient). Conversely, plans with low rewards and medium costs (e.g., foregoing something because you don’t want it) are now different from plans with high rewards and even higher costs (e.g., foregoing something because it’s too costly). However, the exact costs for different actions and the rewards for reaching different states vary across agents and are partially unobservable. Thus, for an observer to have the advantage of representing an agent’s costs and rewards, they need to be able to infer them.

Despite the qualitative evidence for a naïve utility calculus early in development
(Chapters 3-5, the exact nature of these inferences, and the precision to which humans can make them, are open questions.

6.3 Computational framework

To test people’s ability to jointly infer an agent’s costs and rewards, we implemented the naïve utility calculus model and a main alternative basic goal inference model (based on [3]). In addition, to get better insight into how each difference between the two models affects the cost-reward inferences, we implemented three additional intermediate models.

6.3.1 Naïve Utility Calculus model sketch

This model is a direct extension of past goal-inference models [3]. However, rather than inferring the agent’s utility function, we take the inference further and decompose the utility function into the underlying costs and rewards. This joint cost-reward inference can be seamlessly adapted into the inverse planning framework, where the probability that an agent who took actions \( A \) has cost function \( C \) and reward function \( R \) is given by Bayes’ rule:

\[
p(C, R|A) \propto L(A|C, R)p(C, R)
\]

Here, the likelihood that the agent takes actions \( A \) given their costs and rewards \( C \) and \( R \) is determined by the resulting utility function (Equation 2). That is, this model performs Bayesian inference over a generative planning model (formalized as a Markov Decision Process; See [3] for a detailed explanation of inverse planning through MDPs) by combining the cost and reward function to generate the utility function. Critically, the model understands that costs depend on the type of action (some actions are more costly than others) and on the agent (different agents incur different costs), and, similarly, that the rewards depend on the outcome (some outcomes are more rewarding than others) and on the agent (different agents place different rewards on
the outcomes).

Simple goal inference alternative model As the main alternative we implemented a simple goal-inference model based on Baker, et al., [3]. Like the naïve utility calculus model, this model infers the unobservable utility function. However, rather than inferring an agent’s costs, it assumes that all agents incur the same costs, independent of the action they take. Thus, this model is unable to infer agents’ costs functions or to use them to infer the magnitude of the rewards.

6.3.2 Intermediate accounts

Competence inference model.

This model extends the simple goal inference alternative model by allowing the costs to vary across agents. That is, this model assumes that agents incur a fixed cost for taking any action. However, it allows different agents to have different cost constants (their competence). As such, it understands that some agents may forego a high reward if the costs they would have to incur are too high. The difference between this model and the simple goal inference model quantifies the advantage an observer obtains by understanding that some agents are broadly more competent than others.

Motivation inference model.

This model is the complement of the competence inference model. As in the naïve utility calculus model, this model assumes that the cost for travelling depends on both the specific agent and the specific terrain. However, rather than inferring a separate reward value for each object, this model assumes that all objects have a constant reward value. Nevertheless, the model allows this value to vary across agents. Intuitively, the model attempts to explain agents’ behavior by inferring their full cost function, and an overall level of motivation to complete goals. This model allows us to test if people’s inferences can be explained by simply considering an agent’s overall motivation to navigate the world and the cost they incur for navigating different types of terrains.
Competence-motivation inference model.

This last model assumes that agents' behavior is determined by two parameters: their overall competence and motivation. That is, the model assumes that each agent incurs a cost \( c \) whenever it takes an action (regardless of the terrain) and obtains a reward \( r \) whenever it collects an object (regardless of which object it collects). Although these two values are fixed for each agent, the model infers their specific value for different agents. This model, compared with the naïve utility calculus model enables us to quantify the inferential gain from giving the cost and reward functions more flexibility by allowing them to vary as a function of the objects and the terrains.
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Figure 6-1: a) An agent moves from south to north towards two fruits. In the orange path, the agent moved in a straight line, while in the black path the agent circumvented the water. b) naïve utility calculus and simple goal inferences. Bars are color coded in accordance with the map.

To illustrate how the naïve utility calculus model and the simple goal-inference model differ, consider the sample path shown in Figure 6-1a. An agent is travelling
from south to north, where he can pick up either, or both, of the fruits. The terrain consists of dense jungle (in green), water (in blue), and mountains (in brown). Figure 6-1b shows the two model’s inferences for two potential paths. In the straight path (orange line) the agent travelled up north in a straight line, crossing the water. In the curved path (black line), the agent travelled up north circumventing the water. As the top row shows (Figure 6-1b), for the naïve utility calculus model, the straight path implies that the agent doesn’t mind crossing water, and the curved path implies that he dislikes water. In contrast, the simple goal-inference model is unable to consider these differences. The second row shows each model’s inferred reward functions. When the agent takes a straight path, both models infer that he probably likes both fruits. However, when the agent takes the curved path, the naïve utility calculus model now infers that the agent prefers grapes, while the simple goal inference model does not. This is consistent with the predictions about the agent’s future actions (last row). Once again, the simple goal- inference model makes similar predictions for both paths. In contrast, the naïve utility calculus model infers that the agent is more likely to pick up the grapes when it observes the curved path, but not when it observes the straight path. Although simple, this example highlights how joint cost- reward inferences help overcome the limitations raised in the past section. The naïve utility calculus can infer why the agent circumvented the water, and it can use this knowledge to predict what the agent will do next. In contrast, the pure goal-inference model interprets all actions as attempts to reach the fruits through the shortest possible path.

6.3.3 Experiment

To test people’s ability to perform precise cost-reward inferences, we designed a simple experiment where participants were asked to infer the abilities and preferences of different agents navigating a grid world (as a static image) with three types of terrains and two types of objects.
Design

The stimuli consisted of an 8x6 grid world with jungle, water, and mud (See Figure 6-2 for examples). Each stimulus contained the agent’s starting point (which could be any of the four red squares shown in the examples in Figure 6-2), the end point (always located in the top left spot), two targets (located in any of the three possible locations shown in Figure 6-2; the apple and grape images were randomized across trials), and the agent’s path. To generate the test stimulus we first ran 12,000 simulations (1,000 in each of the 12 possible worlds) of agents with random costs and rewards navigating the world (Cost and reward values were sampled from exponential distributions with parameters 0.1 and 10, respectively; these parameters were set qualitatively to ensure the simulations produced a wide range of paths). These simulations generated 189 unique paths. To reduce the stimuli size we first calculated each path’s recoverability score, defined as the residual sum of squares (RSS) between the true parameters and the parameters inferred through Bayesian inference over the generative model (taking the posterior’s expected value). Thus, paths with low recoverability indices had enough information for a rational observer to infer the underlying costs and rewards. Next, we calculated a discrepancy score for each alternative model, defined as the RSS between the naïve utility calculus predictions and the alternative model’s predictions. Stimuli were reduced by removing all paths with a recoverability index greater than one, and then by selecting the 30 paths with the highest discrepancy score for each alternative model. The resulting 120 paths (30 for each of the four alternative models) reduced to 42 paths after removing duplicates. These 42 paths were thus ensured to contain enough information for observers to be able to make cost reward inferences (because they had a low recoverability index), and a high likelihood of helping us disambiguate between models (because they had a high discrepancy score). For each of the 42 paths we created an object version, where the map contained two fruits the protagonist could collect (See Figure 6-2), and a social version, where the map contained two agents the protagonist could help (The stimuli was otherwise identical). This allows us to test if humans make different cost-reward inferences when
reasoning about social (helping someone) and non-social goals (collecting food). For instance, humans may infer a separate reward for each outcome in non-social goals (as the naïve utility calculus model does), but only an overall level of prosociality when reasoning about social goals (as the motivation inference model does).

Participants

80 U.S. residents (as determined by their IP address) were recruited and tested through Amazon’s Mechanical Turk platform (Mean age = 38.59 years. Min=19 years, max=68 years).

Procedure

Participants were randomly assigned to the object (N=40 participants) or the social (N=40 participants) condition. In order to keep the experiment short, each participant only completed half (21) of the trials. These trials were selected by performing random splits, guaranteeing that each path was rated exactly 20 times in the social condition and 20 times in the object condition. Participants first completed a tutorial and a brief questionnaire to ensure they understood the task. Participants who responded one or more question incorrectly were automatically redirected to the beginning of the tutorial. Participants who responded all questions correctly were given access to the test stage. In each trial, participants saw a test path on the left side of the screen (See Figure 6-2 for examples; all images were static) and five slidebars on the right side of the screen. The first three slidebars asked about the agent’s ability to navigate through each type of terrain (ranging from “Extremely exhausting” to “Extremely easy”, with “average” in the middle) and the last two slidebars asked about the agent’s strength of preference for each fruit, or about their motivation to help each stranded agent, depending on the condition (ranging from “Not at all” to “A lot” with no text in the middle).
6.3.4 Results

As predicted, participants’ average judgments were highly similar in the social and the object conditions ($r=0.95; 95\%\ CI: 0.93-0.97$), suggesting that people use the same type of reasoning when inferring an agent’s social or non-social rewards. In light of this, all further analyses were performed using the merged judgments from both conditions.

Figure 6-2 shows example paths with the naïve utility calculus inferences and the average human judgments. Although the model qualitatively matched human judgments, there were also high discrepancies. For example, in the path on the bottom left of Figure 6-2, humans inferred that the agent had a high reward for picking up both objects (or helping both agents). In contrast, the model inferred a high reward for the first target the agent reached and a substantially lower reward for the second object, as it was conveniently located on the agent’s path towards the exit state (the top left of the map). This same path illustrates how the naïve utility calculus model showed more sensitivity to costs than humans did. At the beginning of the path the agent travelled north and moved two squares across the jungle before diving into the water. The model took this as strong evidence that the agent prefers navigating through the jungle relative to the other terrains, but humans did not.

We next performed a quantitative model comparison by calculating each model's correlation with human cost and reward inferences (See Figure 6-3). To do this, each participant’s data was standardized (z-scored) and then averaged. Similarly, each model’s predictions were standardized (z-scored). On the cost dimension, the naïve utility calculus correlated the highest with human judgments ($r=0.72; 95\%\ CI: 0.65-0.79$), followed by the motivation inference model ($r=0.50; 95\%\ CI: 0.40-0.61$). The naïve utility calculus inferred the full reward function while the motivation inference model only inferred a single motivation parameter. Thus, this correlation difference ($0.22; 95\%\ CI: 0.09-0.34$) suggests that inferring the reward function also helps recover the costs with more precision. The competence inference and the competence-motivation inference models both had correlations close to zero ($r= -0.04$ and $-0.01$, respectively).
respectively. The 95% CI for both models was between -0.20 and 0.16), suggesting that humans do not treat costs as being uniform for each agent. Last, the simple goal inference alternative model makes no cost predictions and is thus incomparable on the cost dimension.

On the reward dimension, the naïve utility calculus model showed the highest correlation (r=0.88; 95% CI: 0.83-0.93), but it was not reliably higher than the competence inference model (r=0.87; 95% CI: 0.82-0.93) or the simple goal inference model (r=0.82; 0.74-0.90) (95% CI difference between naïve utility calculus and competence inference and simple goal inference: -0.07-0.09 and -0.03-0.16, respectively). The motivation inference and motivation-competence inferences performed considerably worse (r=0.34 and 0.42, respectively; 95% CI: 0.44-0.68 and 0.32-0.57, respectively). Thus, our paradigm did not reveal any significant improvement in the ability to infer rewards by simultaneously inferring costs.

Last, we examined participants’ individual performance by calculating their correlation with each model (See Figure 6-4). Because both cost and reward inferences were z-scored for participants and each model, we were able to calculate a joint cost-reward correlation score. All participants were correlated with the predictions generated from the model prior to data collection and no parameters were fit to individual participants. On average, participants had a correlation of 0.624 (95% CI: 0.60-0.66) with the naive utility calculus model. Furthermore, 93.75% of participants (N=75) showed the highest correlation with this model. Three of the remaining five participants (6.25%) correlated better with the goal inference model and the other two participants correlated better with the motivation inference model (See Figure 6-4). This suggests that, although the naive utility calculus model did not fit human inferences perfectly, it nevertheless clearly outperformed all other models at a global and individual level.

Discussion

Here we proposed that the ability to reason about the costs and rewards underlying rational action is crucial for social reasoning. Inspired by developmental studies (See
Chapters 3, 4, and 5) we implemented a formal model of the naïve utility calculus and tested its performance against human inferences.

Overall, the naïve utility calculus model outperformed the simple pure goal inference model as well as intermediate models both at a global level (averaging the responses of all participants) and at an individual level (correlating model predictions with individual participants). Importantly, the naïve utility calculus was able to infer the cost function in a quantitatively similar way to human’s inferences (See Figure 6-3), which no other model was able to do. However, we also found unexpected results.

First, although the naïve utility calculus made better cost inferences compared to the other models, its reward inferences were matched by the simple goal-inference and the competence inference models. Thus, we failed to find evidence that the ability to infer an agent’s costs helps to infer rewards with more precision. However, a closer look at the data (See Figure 6-3) suggests that, although the models showed a high numerical reward correlation, none of the models was able to predict human judgments with high accuracy. Critically, humans’ reward inferences were bimodal, with participants mostly inferring that the agents’ rewards took the highest possible value, or no value at all. In contrast, the naïve utility calculus model made graded predictions. One possibility is that humans were judging whether the agent placed a reward on the outcome or not, rather than inferring its exact magnitude. Further work is needed to determine if this effect is task specific or if it fundamentally reflects how humans make reward inferences.

In addition, our experiment only used complete paths. However, as Figure 6-1 shows, a significant advantage of jointly inferring the costs and rewards comes into play before the agent has completed their goal. Models that don’t take into account an agent’s costs assume the agent is always taking the shortest path towards their goal (which may not necessarily be the most efficient; see Figure 6-1) and thus can make incorrect inferences. As such, it is possible that the naïve utility calculus model would outperform the other models when making reward inferences in incomplete paths.
Importantly, participants performed identically in the object and the social conditions. This suggests that humans use the same kinds of inferences to reason about social goals. Having found overall support for human’s naïve utility calculus, in future work we can bring this quantitative paradigm to study how humans make social and moral evaluations. Behavioral work suggests that the same kinds of inferences influence our social evaluations (see Chapter 5 and [63]). As such, models of people’s quantitative cost-reward inferences may help us understand the precise computations underlying our social evaluations and moral judgments.
Figure 6-2: Example stimuli showing different starting points, object arrangements, and paths. Grey bars show average human judgments (z-scored per participant) with 95% confidence intervals. Teal bars show naive utility calculus predictions.
Figure 6-3: Scatterplot of model predictions (z-scored) compared to average human judgments. The x-axis shows the model predictions and y-axis shows the human (z-scored per participant) average judgments. The left column shows the cost inferences (three points per path) and the right column shows the reward inferences (two points per path). Each row shows a different model.
Figure 6-4: Individual model correlations with each participant. 93.75% of participants correlated best with the naïve utility calculus model. The x-axis shows all 80 participants. The y-axis shows each participant’s correlation with each model. Participants are sorted by their correlation with the naïve utility calculus model. All model predictions were obtained prior to data collection and no individual parameters were fit.
Chapter 7

Unifying early social cognition

This chapter is based on Jara-Ettinger*, Sun*, Schulz, & Tenenbaum. The Naïve Utility Calculus unifies spatial and statistical routes to preference (in prep).

7.1 Introduction

Given the quantitative evidence for the naïve utility calculus (Chapter 6), here we return to the proposal that our theory may unify other inferences in the developmental literature (Chapter 2), and evaluate this proposal quantitatively with respect to account for how we infer preferences.

Our ability to infer other people's preferences, in the service of interpreting their actions and predicting their future behavior, is at the heart of this ability. A large body of work suggests that preference inferences rely on spatial information. When we watch an agent navigate, a first focus is on the path's end state: Agents navigate to complete goals that fulfill their desires [159]. A second focus is on the path's directedness: We expect agents to navigate efficiently, and we use this expectation to attribute goals [36]. Thus, if an agent does not take the shortest path towards a goal this implies there is a constraint in the way [22], a subgoal that the agent completed within the path [3], or that the actions themselves are the goal [124].

When we infer preferences, however, we not only rely on what agents choose; we also take into account what they don’t choose. Suppose that an agent can pick a
fruit from a bag filled with a hundred apples and one orange. If the agent takes an apple, she doesn’t necessarily like them better than oranges. But if she takes the only orange, then she probably likes them better than apples. Intuitively, the second situation reveals a stronger preference, even though the agent could have chosen either fruit in both cases. In other words, the strength of the preference inference depends on the statistical information of the possible choices. The ability to infer preferences using spatial and statistical information are both at work from early in life. Infants as young as three months old expect agents to navigate efficiently to some extent [132] and show a robust expectation by their first birthday [36]. Similarly, the ability to draw inferences from statistical information has its roots in infancy and it plays a role in how we learn what other people like [80, 157], how we learn about the world [52], and even how we learn the meaning of new words [165, 164]. Together, these two lines of evidence suggest a dual system for inferring preferences: one that relies on spatial information, and one that relies on statistical information. But real-world situations do not break down so cleanly. Agents usually combine both spatial and statistical distributions of potential rewards in their environment, and so should our judgments about their preferences from observing their actions. Here we propose that, rather than being supported two systems of knowledge, preference inferences from spatial and statistical information are derived from a single intuitive theory of agents: the naïve utility calculus (2). Here we show how the naïve utility calculus supports inferences from spatial and statistical information. We test our proposal formally by implementing a suite of preference inference models and by comparing them with adult performance on a preference-inference task. We end by discussing the implications of our findings on understanding the development of commonsense psychology.

7.2 The Naïve Utility Calculus

A growing set of studies suggests that humans reason about agents in terms of utility maximization (Chapters 3-5; see also [84, 66, 67]). Specifically, humans have an
intuitive theory of how utilities are comprised of costs and rewards, and how, together, they guide what others do. According to this Naïve Utility Calculus, agents decide how to act by estimating the costs and rewards associated with each possible plan, and by selecting the plan with the highest utility (the difference between rewards and costs). That is, when people watch an agent, they assume that her behavior yielded high utilities, and they use this assumption to infer the agent’s competence (her costs) and her motivation (her rewards). To illustrate inferences through the naïve utility calculus, consider an agent who chooses an apple over an orange. This implies that the utility for the apple, \( U(a) \), is higher or equal than the utility for the orange, \( U(o) \). By decomposing each utility into its costs (\( C(a) \) and \( C(o) \), respectively) and rewards (\( R(a) \) and \( R(o) \), respectively), the agent’s choice implies that \( R(a) - C(a) \geq R(o) - C(o) \). If both fruits were equally easy to get, then \( C(a) = C(o) \) and, therefore, \( R(a) \geq R(o) \). That is, when two options are matched for costs, agents choose what they like best. Suppose instead that the apple, the agent’s choice, was more costly to get than the orange. Because \( R(a) - C(a) \geq R(o) - C(o) \) and \( C(a) > C(o) \), then \( R(a) > R(o) \). That is, agents unambiguously reveal their preferences when they choose the more costly option. Last, if the apple was easier to get, then \( R(a) - C(a) \geq R(o) - C(o) \), and \( C(a) < C(o) \). Under these circumstances, \( U(a) (R(a) - C(a)) \) may be higher than \( U(o) (R(o) - C(o)) \) because the apple’s reward \( (R(a)) \) was high, or because the orange’s cost \( (C(o)) \) was high. Thus, when agents choose low cost options their preferences are not revealed.

### 7.2.1 Inferences from spatial information

The naïve utility calculus explains why humans are sensitive to spatial information (see 2 for a longer version of this argument). Suppose an agent takes a sequence of actions to complete a goal. If the agent maximized utilities, then two things must be true. First, the reward must outweigh the costs. Otherwise, the plan’s utility would be negative and the agent could obtain a final higher utility by not acting at all. Second, the agent must be minimizing costs: the smaller the costs the agent incurs, the higher the utility she obtains. In spatial contexts, cost minimization
reduces to efficient navigation. Thus, expecting agents to maximize utilities implies that a path’s directedness and end state can help reveal preferences. If, however, humans do so through a naïve utility calculus, then, as the example above reveals (see apple-orange example), humans should also be sensitive to a third feature of spatial navigation: its cost.

7.2.2 Inferences from statistical information

Inferences from statistical information ultimately rely on the assumption that rare choices reveal stronger preferences. Although intuitive, the causes underlying this assumption are unclear. The naïve utility calculus, however, naturally produces this expectation (see 2 for a longer version of this argument). Suppose that an agent can take any object from a box. If she doesn’t have a preference, then taking whichever object is easiest to get maximizes her utilities (if all objects have the same reward, the option with the lowest cost yields the highest utility). In contrast, if the agent prefers one type of object to the others, then she will have to incur a higher cost in terms of time, effort, attention, and distance to locate the object of the desired category and to retrieve it. The less common an object’s category is, the higher the cost the agent must incur to locate it and obtain it. Thus, retrieving rare objects suggests that the agent incurred a higher cost, and, if agents maximize utilities, this cost is only warranted if the reward associated with the rare object is higher than the reward associated with more common objects.

7.3 Computational modeling

If humans infer preferences using their naïve utility calculus, then a formal implementation of this idea should quantitatively predict adult preference judgments. Alternatively, if humans infer preferences through simpler ways, then simpler models should predict human inferences with equal or better accuracy. To test if participants integrate spatial and statistical information through the assumption of utility maximization we ran a preference-inference task with adult participants and we compared
their performance to seven computational models: our full naïve utility calculus model and two naïve utility calculus lesioned models, as well as three alternative models; two that focus purely on spatial information and one that focuses purely on statistical information. Next, to test if participants infer these preferences in a Bayesian way, we compared participants’ self-reported confidence judgments with estimates from each model.

7.3.1 Alternative models

Empirical estimate

The empirical model only uses a limited source of spatial information: the end state. This model assumes that the distribution of choices an agent makes matches her underlying preferences. For instance, if an agent collects two red objects and one blue object, then the reward for collecting a red object is $R_{\text{red}} = 2R/3$ and the reward for collecting a blue object is $R_{\text{blue}} = R/3$, where $R$ is a constant set to 1 (changing the value of $R$ does not change our results as model comparison was done by $z$-scoring model predictions. See Results).

Sequential choice model

Similar to the empirical estimate model, this model also relies purely on spatial information. This model assumes that the agent goes through a decision making process to find objects that will give her high rewards. Specifically, the sequential choice model assumes that the agent considers one object type at a time (in a random order) and decides whether to collect an object of this type based on its reward. That is, if the agent considers taking an object from category $k$, she will take it with probability $R_k/\sum_{i=1}^{n} R_i$, where $R_k$ is the reward associated with objects of category $k$, and $n$ is the total number of categories. In this model, the observer assumes that the agent considers each type of object with uniform probability (if there are $n$ types of objects, the agent considers each object type $i$ with probability $1/n$).

Given the theory of how an agent chooses what to collect, we use Bayesian infer-
ence to recover the agent's preferences given her choices. Specifically, because in our experiment we use two types of objects (see Stimuli), we use Bayes' rule to estimate the relative magnitude of one reward type over the other (with 0 indicating that the first category contains all the rewards, 0.5 indicating that both categories are equally rewarding, and 1 indicating that the second category contains all the rewards), using a non-informative (uniform) prior.

**Statistical model**

Next we implemented a model from previous studies that relies purely on statistical information [52, 165, 164]. These models were formulated in simpler domains than the one we test in our experiment so we extended them to fit our experimental design. As in the sequential choice model, the observer assumes that the agent considers one random object at a time and decides whether to collect it or not based on its reward. However, in contrast to the sequential choice model, here we assume that agents consider specific objects (rather object categories) one at a time. This assumption implies that more common object categories are more likely to be considered and that less common categories are less likely to be considered. As such, selecting an object from a rare category suggests that the agent incurred additional costs in locating the object. As in the sequential choice model, we use Bayes' rule to infer the agent's preferences given information about her choices, using a uniform prior. This model extends sensitivity to statistical information [52] to scenarios where the space of possible reward values is continuous rather than binary. That is, this model can infer how rewarding each object category is, rather than only inferring whether the category is rewarding or not.

### 7.3.2 Naïve Utility Calculus models

The last three models are implementations of the naïve utility calculus (naïve utility calculus), but they integrate costs in different ways, enabling us to understand how humans may reason about costs, rewards, and utility maximization. All models are
formulated as generative models that predict agent choices given their preferences, and the inference from choices to preferences is done through Bayes’ rule with a non-informative prior over the possible distribution of rewards over the object categories.

**Full Naïve Utility Calculus**

The full naïve utility calculus model assumes that agents maximize utilities. Costs are function of the number of actions the agent takes and rewards are exponentially discounted over time. Intuitively, the future discount corresponds to the assumption that the longer an agent takes to reach a reward, the less likely the reward will still be there. Thus, this model relies on spatial information in three ways: first, it expects agents to navigate efficiently because smaller sequences of actions incur fewer costs (minimizing costs), and because collecting objects faster results in higher rewards (maximizing exponentially discounted rewards); second it assumes that the agent’s goals have sources of rewards; and last, and in contrast to the alternative models, it assumes that longer distances reveal stronger preferences.

**Future-discount lesion**

The future-discount lesion is identical to the naïve utility calculus model but rewards aren’t discounted over time. Thus, this model integrates statistical information in a full manner, and spatial information in a simplified manner. The model expects agents to navigate efficiently only because lower costs lead to higher utilities, but not because longer distances increases the chance of losing the target reward.

**Action cost lesion**

Conversely, the action cost lesion model is identical to the naïve utility calculus but it ignores action costs. Nevertheless, the model assumes that the agent’s rewards are discounted over time. This model therefore integrates spatial information through the expectation that agents act efficiently because the longer it takes them to reach a reward, the less likely it will still be there when they arrive.
7.4 Experiment

To test our models we designed a simple task where participants watched a miner collect minerals in mines with variable distributions of minerals.

7.4.1 Methods

Stimuli

7-1 shows examples of the stimuli. Each stimulus consisted of an animated display of an agent (the miner) entering a mine (a 12x12 grid world) and collecting green and/or red minerals. Each map contained 24 minerals in the same locations (which were chosen at random and kept constant across stimuli), but the proportion and the distribution of these minerals varied. The proportion varied according to three levels: more green than red (20 green and 4 red), more red than green (4 green and 20 red), or an equal number of each (12 of each). The distributions of these minerals varied according to three levels: red minerals closer, green minerals closer, or all minerals intermixed. This generated a total of nine different maps. By varying the proportion of the objects, we can test how statistical information influences preference inferences; by varying the location of the objects we can test how spatial information influences preference inferences.

The miner’s paths were obtained by simulating agents who either only wanted one specific type of mineral, or agents who liked both minerals equally. These paths were generated in three different manners. In the first condition, the miner collected one mineral and exited the mine. In the second condition, the miner collected three minerals in a single trip and then exited the mine. And in the last condition the miner collected three minerals, but had to return to the mine’s exit after collecting each object. Thus, the first and second conditions test how the amount of data an observer receives influences observers’ inferences, and the second and third conditions together test how the costs of collecting the minerals influence observers’ inferences. The combination of the two agent types (strong preference or no preference) with the nine maps produced a total of 18 test paths per condition.
Participants

90 U.S. residents (as determined by their IP address) were recruited and tested through Amazon’s Mechanical Turk platform (Mean age = 33 years. Range = 20 - 59 years).

Procedure

Participants were randomly assigned to the one mineral condition, to the three minerals in one trip condition, or to the three minerals in three trips condition (N = 30 participants per condition). Thus, each participant only completed one-third of the trials. Participants first completed a brief tutorial that explained the task. Next, participants completed a questionnaire with three questions to ensure they understood the task. Participants who responded all questions correctly were given access to the experiment, and participants who made at least one error were redirected to the beginning of the tutorial.

In the test stage, participants saw an animated display of the miner collecting the minerals and had to respond four questions. The first two questions were multiple choice control questions asking about the proportion and distribution of the minerals. Participants who answered these questions incorrectly were asked to re-examine the stimulus. The third question asked participants to rate the miner’s preference using a slider that ranged from “Red is much more valuable” (coded as a 0) to “Green is much more valuable” (coded as a 1). The last question asked participants to rate their confidence in the preference judgment using a slider that ranged from “Not at all” (coded as a 0) to “Extremely confident” (coded as a 1).

7.4.2 Results

7-2 shows the results from the experiment. As expected, all models matched the qualitative pattern of participant judgments: they predicted strong and weak preferences accurately. However, as 7-2 shows, the naïve utility calculus model appeared to capture human judgments with higher precision. To evaluate model performance
<table>
<thead>
<tr>
<th>Model</th>
<th>Correlation (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Empirical estimate</td>
<td>.84 (0.79, 0.92)</td>
</tr>
<tr>
<td>Sequential choice</td>
<td>.82 (0.76, 0.91)</td>
</tr>
<tr>
<td>Statistical</td>
<td>.81 (0.74, 0.90)</td>
</tr>
<tr>
<td>Naive Utility Calculus</td>
<td>.97 (0.96, 0.98)</td>
</tr>
<tr>
<td>Future-discount lesion</td>
<td>.93 (0.90, 0.96)</td>
</tr>
<tr>
<td>Action cost lesion</td>
<td>.96 (0.92, 0.97)</td>
</tr>
</tbody>
</table>

Table 7.1: Model correlations with participant responses along with 95% bootstrapped confidence intervals.

more precisely we computed each model’s correlation with average human judgments (z-scored within each participant and averaged). 7.1 shows the results from the analysis.

**Comparison with alternative models**

Overall, the naïve utility calculus model had the highest correlation ($r=0.97$) between its predictions and participant responses. To evaluate this correlation we bootstrapped the correlation difference between the naïve utility calculus and the alternative models. The naïve utility calculus reliably outperformed the empirical estimate model (correlation difference=0.12; 95% CI=(0.03, 0.18)), the sequential choice model (correlation difference=0.15; 95% CI=(0.05, 0.21)), and the statistical model (correlation difference=0.16; 95% CI=(0.05, 0.22)).

7-1 shows four example trials that reveal how the naïve utility calculus outperforms the alternative models. The empirical model fails to capture differences between trials A, B, and C, as it is not sensitive to the amount of evidence. The sequential choice model fails to capture differences between trials B and D, as it is not sensitive to the location of the objects. The statistical model roughly captures human responses, but it attributes a stronger preference to the miner in trial B, as it neglects the spatial distribution. In contrast, the naïve utility calculus models show sensitivity to the amount of data, the spatial information, and the statistical information.
Comparison with model lesions

Both model lesions had a lower correlation with participant judgments compared to the full naïve utility calculus model (see 7.1). Removing the future-discount parameter led to a significant decrease in the model's correlation with human judgments (correlation difference = 0.042; 95% CI = (0.004, 0.072)). This suggests that participants are sensitive to an exponential discounting of the mineral rewards over the length of the miner's trajectory. Similarly, removing the cost of travelling decreased the model's correlation with human judgments (difference = 0.022; 95% CI = (-0.007, 0.047)). However, 13% of the mass of the 95% confidence interval was on the negative region. This suggests that integrating a linear cost over the future-discount may better fit human judgments, but the results are inconclusive.

Confidence judgments

Our evidence so far suggests that humans infer preferences through the assumption of utility-maximization. Nevertheless, this inference is not necessarily Bayesian. To explore this possibility, we asked participants to report confidence judgments on each trial (see Methods section) and we compared them with a rough measure of each model's uncertainty: the posterior distribution's standard deviation. If participants are inferring preferences in a probabilistic manner, then the naïve utility calculus' standard deviation should correlate with participant confidence judgments. Moreover, because two of the alternative models also produce confidence judgments (the empirical model generates a single estimate with full confidence), this enables us to further test their validity.

7-3 shows each model's negative standard deviation along with participants' confidence judgments. Although the alternative models all captured preference inferences in a coarse way (see 7-2), their measures of confidence did not resemble participant's confidence judgments (see 7-3). In contrast, the naïve utility calculus model and its lesions predicted with far higher accuracy participants' confidence judgments. 7.2 shows the correlations and confidence intervals. Although the naïve utility calculus'
<table>
<thead>
<tr>
<th>Model</th>
<th>Correlation (95% CI)</th>
<th>Single cat correlation</th>
<th>Both cat correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sequential choice</td>
<td>0.04 (-0.25, 0.32)</td>
<td>0.03 (-0.26, 0.32)</td>
<td>-</td>
</tr>
<tr>
<td>Statistical</td>
<td>0.28 (0.04, 0.56)</td>
<td>0.29 (0.05, 0.57)</td>
<td>-0.43 (-1, 0.01)</td>
</tr>
<tr>
<td>Naïve Utility Calculus</td>
<td>0.65 (0.49, 0.83)</td>
<td>0.91 (0.88, 0.95)</td>
<td>-0.45 (-1, -0.04)</td>
</tr>
<tr>
<td>Future-discount lesion</td>
<td>0.33 (0.12, 0.51)</td>
<td>0.84 (0.79, 0.89)</td>
<td>-0.45 (-1, -0.04)</td>
</tr>
<tr>
<td>Action cost lesion</td>
<td>0.68 (0.53, 0.86)</td>
<td>0.91 (0.88, 0.96)</td>
<td>-0.32 (-0.98, 0.18)</td>
</tr>
</tbody>
</table>

Table 7.2: Correlation between the standard deviation of the model’s posterior distribution and participant confidence judgments, along with 95% bootstrapped confidence intervals. The first column shows the overall correlations, and the last two columns show the correlations after splitting the stimuli into the group where miner only collected one type of mineral (single category) and when the miner collected a combination of red and green minerals (both categories). The empirical model is not presented as it only produces a point estimate rather than a probability distribution. The sequential choice model produced the same prediction for all stimuli in the “both categories” group and its standard deviation was therefore incomputable.

correlations were reliably greater than 0, 7-3 reveals that it failed to capture the variation in a small set of stimuli (the results were qualitatively identical for the naïve utility calculus model lesions). Post-hoc inspection of these outliers revealed that they were all cases where the miner had selected a combination of red and green minerals (because of the way we generated the stimuli, the miner only took a combination of red and green minerals whenever these were the closest and the agent had no preference; see Stimuli section). Consistent with this, we found that when we decomposed the stimuli into trials where the agent collected only one type of mineral (Single category), the naïve utility calculus model and its lesions showed high correlations and performed roughly as well. In contrast, in the stimuli where the agent collected various kinds of minerals (Both categories), none of the models predicted human confidence judgments (see 7.2). Nevertheless, it is important to note that this subset of stimuli consists of seven data points, making it difficult to draw conclusions from the correlations.
7.5 Discussion

Here we reviewed evidence that, from early in life, humans can infer preferences using statistical and spatial information, and we proposed that these two types of inferences are driven by the naïve utility calculus - our intuitive theory of how agents select their goals by estimating and maximizing utilities. We tested our proposal by implementing seven computational accounts of how humans may infer preferences, and we compared their predictions to human judgments. Our results showed that adults were both sensitive to the spatial and statistical information of an agent's behavior, and that this variation was best captured by the naïve utility calculus model.

Critically, all accounts fit participant judgments qualitatively. Thus, implementing formal computational models was critical for generating precise predictions and assessing whether they explained variation in human judgments in a fine-grained manner. Our results show that the naïve utility calculus model significantly outperformed the alternative models at a detailed level.

In order to better understand the naïve utility calculus' performance we implemented two model lesions. In one model lesion we removed the future discount parameter (future-discount lesion) and in the second model lesion we removed the cost for traveling (action cost lesion). Critically, both model lesions were still sensitive to the statistical information, and they both expected the agent to navigate efficiently. The naïve utility calculus correlated with human responses better than both of the model lesions, but this difference was only reliable when comparing the naïve utility calculus model with the cost sensitive lesion and not when comparing it with the action cost lesion. Our results suggest that a non-linear reward discount is critical for how humans reason about efficiency. However, once a model integrates a future-discount parameter, adding a cost of traveling only produces a modest improvement.

Although the alternative models roughly predicted human responses, a comparison of the models' posterior standard deviation (a measure of the model's uncertainty) against participant confidence judgments revealed strong discrepancies. In contrast,
the naïve utility calculus and its lesions predicted our participant’s confidence judgments for a large set of stimuli (see 7-3 and 7.2, columns 1 and 2). Nevertheless, all models failed to capture human confidence judgments in the trials where the miner collected a combination of red and green minerals closest to the mine’s entrance (see last column of 7.2). In these situations, the naïve utility calculus models were confident that the miner liked both minerals roughly as much, and that she was therefore collecting the closest ones. Participants made similar judgments, but they reported less confidence. One possible explanation for this discrepancy is that our model assumes that the cost for traveling is fixed and observable, whereas participants may not. Instead, participants may be uncertain about how exhausting it is to travel the mine, and this may lead to a confound in the miner’s behavior: she might be taking the closest minerals because she likes all minerals just as much, or because she finds traveling deep into the mine to be very costly. A richer version of the naïve utility calculus that integrates uncertainty over the costs and rewards is needed to evaluate this possibility.

Altogether, our results show that the naïve utility calculus explains why and how humans rely on spatial and statistical information when inferring preferences. This raises two interesting hypotheses about the development of commonsense psychology. A first possibility is that the naïve utility calculus is already at work in infancy. If so, infants may use it to solve tasks involving spatial information (e.g., [36]), and tasks involving statistical information (e.g., [80]). A second possibility, however, is that the naïve utility calculus emerges later in life. Under this account, infants must then rely on simpler expectations about agents (e.g., an expectation for efficient spatial navigation, but not an expectation for cost minimization more abstractly, or utility maximization at all) to reason about spatial and statistical information. If this is true, then our results suggest that over time, these expectations provide the bedrock for a richer unifying theory: the naïve utility calculus (see Chapter 2 for other converging evidence for a naïve utility calculus).
Figure 7-1: Stimuli examples along with participant judgments and model predictions.
Figure 7-2: Experiment results. In each plot, each black dot represents a stimulus. The x-axis shows the model’s prediction (z-scored) and the y-axis shows average participant judgments (z-scored within each participant and averaged).

Figure 7-3: Confidence judgments. The models’ confidence ratings were obtained by computing the standard deviation of the posterior distribution of each stimulus, multiplying them by -1 (so as to match the qualitative order in participant judgments), and then z-scoring the values. Participant confidence judgments were z-scored within participant and averaged.
Chapter 8

Discussion

Both the studies already conducted (See chapter 2) and those presented in this thesis (see Chapters 3-7) suggest that starting early in development, humans interpret other agents’ behavior through a naïve utility calculus. This naïve interpretation of human behavior may be over-simplified, or even wrong in many respects. As noted, many studies suggest that human decision-making does not conform to the predictions of rational choice theory [1, 69]. Nonetheless, to the degree that a naïve utility calculus captures key features of human intentional action, it may support accurate prediction, intervention, and explanation of everyday phenomena, even if it fails to capture human decision-making in more complex domains (i.e., economic choices in the modern marketplace). By analogy, humans' intuitive physics is not an accurate account of the physical world; in comparison to quantum mechanics, or even Newtonian mechanics, it is over-simplified and even wrong in many respects [91]; nonetheless it suffices for many everyday predictions and inferences (e.g., [6]).

The studies reviewed in Chapter 2, along with the findings I present on Chapters 3-5, show successes of children in different age groups in different scenarios. Altogether, these open the possibility that some form of the naïve utility calculus is core knowledge. Even if this were the case, however, many aspects of the naïve utility calculus may nevertheless develop in crucial ways. In the remainder of the thesis, I discuss hypotheses about what in the naïve utility calculus may develop, how this may occur, and I present outstanding questions that this thesis does not answer.
8.1 What develops?

1. Dimensions of costs and rewards

As adults we assume that agents’ utilities integrate many sources of costs and rewards. Time, effort, attention, or even intangible things like damaging one’s reputation can be costly. Similarly, eating, learning, or having a good reputation, for example, can be rewarding. The dimensions that infants consider in utility computation are likely limited and expand over time. For instance, it is difficult to assign a cost to breaking social norms without knowing what these social norms are. I see two non-exclusive possibilities for how we may achieve this.

A first possibility is that the fundamentals of the naïve utility calculus enable us to learn new dimensions of costs and rewards. Imagine, for instance, an infant who expects agents to maximize utilities but does not realize that using time to complete a goal is costly. When this agents watches someone choose a faster route over a shorter route, the behavior will appear to fail to maximize utilities. However, if this assumption is not in question, then the actions imply that there is an additional source of costs or rewards that the observer did not consider. Situations like these may prompt infants and children to search for other dimensions in the event that may be costly or rewarding.

This account, however, faces two challenges. First, there are many ways to resolve the tension in actions that do not appear to maximize utilities. For instance, one can posit the existence of sub-goals with rewards, one can ascribe rewards to the actions themselves, or one can invoke false beliefs or uncertainty over the state of the world. Adults make these attributions to explain apparent inefficient behavior [3, 124, 4] and it is possible that toddlers or infants do so too. Second, even if children can conclude that there are additional dimensions of costs and rewards that they are failing to consider, events have a potentially infinite number of features and it is unclear how children may zoom in on the appropriate ones.
A second possibility is that infants and children learn new dimensions of costs and rewards through first person experience. Although our ability to reason about others’ behavior is likely supported by a different cognitive system than the one supporting how we generate our own behavior [121, 18], empirical evidence nevertheless suggests that, even in infancy, first person experience producing actions influences action interpretation [139, 132]. Similarly, the ability to turn our commonsense psychology around and use it to introspect about our own behavior [17, 41] may help us map features of events that we find desirable or undesirable onto cost and reward judgments about ourselves. This, in turn, may enable us to learn new dimensions of costs and rewards that we can use to make sense of others’ actions (e.g., an infant experiencing frustration waiting for a reward may use this experience to understand that time is costly for other agents).

2. Variability of costs and rewards across agents

A critical aspect of the naive utility calculus is the understanding that costs and rewards vary across agents (they are agent-dependent). Even if infants expect agents to maximize utilities, they may nevertheless assume that costs and rewards are objective properties of the world that apply equally to all agents (agent-independent). This view is consistent with studies suggesting that infants struggle to understand that different agents can have different preferences [110]. To transition from an agent-independent theory to an agent agent-dependent theory, infants face two challenges. First, they must come up with the right theory -where costs and rewards vary across agents- and, second, they must recognize that this theory is better than the agent-independent theory -where costs and rewards are the same for all agents.

The first challenge (how infants first begin to consider the theory that costs and rewards are agent-dependent) is concerned with how we generate new hypotheses. This question appears in many domains of cognition [126] and, although this problem remains unsolved, there are some clues to how this may happen.
For simplicity, I focus on learning that costs are agent-dependent, but the same logic applies to rewards. Suppose that an infant believes that the cost for taking a step is the same for all agents (agent-independent) and equal to $c$. Over time, the infant will watch agents in different situations taking a different number of steps. If the infant uses this information to infer rewards, she will necessarily need to treat the total costs as event-specific. For instance, if the infant watches an agent walk 10 steps for an apple, she can conclude that the reward for the apple was higher than $10c$ (to make the utility positive), and if she watches a different agent walk 50 steps for an orange, she can conclude that the reward for the orange is greater than $50c$. As such, even if the infant represents the cost for a step as being agent-independent, she will have to treat the cost for walking as event-dependent (depending on the total number of steps an agent takes).

The need to treat costs as event-dependent may form the basis for infants to consider the hypothesis that costs are agent-dependent as well. Once infants consider the agent-dependent model, they face the second challenge, choosing between a simpler model (the agent-independent model) and a richer model (the agent-dependent model). A very similar problem has been studied with respect to children’s false-belief understanding [40] and the same bayesian model selection approach could explain how infants transition from the agent-independent to the agent-dependent model.

3. Agent-independent priors on costs and rewards

Although individual differences in agents’ subjective costs and rewards can only be learned from individuals themselves, agents largely overlap on what they like and dislike. For instance, most people agree that eating sweets is rewarding and that spending time is costly. These priors help observers zoom in on the appropriate cost and reward decompositions. How do we obtain them?

The answer to this question may largely depend on when we learn that cost and reward functions vary across agents (see point above). If infants treat costs and rewards as agent-dependent from the outset, then learning agent-independent
properties is largely a process of finding common features of cost and reward functions. This type of inductive problem is common and may be solved by learning overhypotheses over types of actions and types of rewards [73, 146]. In contrast, if infants first treat costs and rewards as agent-dependent and learn over time that they are agent-dependent, then the initial cost and reward functions that were treated as agent-independent may be the basis for the agent-independent priors. That is, rather than learning this hierarchical structure in an upwards fashion (by learning commonalities across utility functions) they may learn it a downwards fashion (by learning differences across utility functions).

Finally, the present work leaves three outstanding questions.

### 8.2 Outstanding questions

1. Is some form of the naïve utility calculus core knowledge? That is, do we have concepts of costs and rewards, and expect agents to maximize utilities, from birth? Or is this understanding built upon simpler theories of agency? If the naïve utility calculus is core knowledge, what parts are core and which develop (see Section 8.1)? If not, what kind of experiences drive the construction of the naïve utility calculus and what role does maturation play, if any?

2. What is the relation between our intuitive theory of a common currency, and our cultural construction of a common currency? In permitting comparison of very different kinds of costs and rewards, our monetary system resembles the naïve utility calculus. Is money, and economic systems in general, a formal expression of our intuitive theories, or does learning formal systems of exact costs and rewards influence social reasoning?

3. What are the neural mechanisms that support the naïve utility calculus? For instance, the striatum (and nucleus accumbens), VMPFC (ventromedial prefrontal cortex, OFC) and DLPFC (dorsolateral pfc) receive dopaminergic (DA) projections from the midbrain that encode prediction error signals [125], and
have been consistently implicated in tasks that involve value-guided learning and decision-making as well as the integration of costs and values, in both humans and nonhuman primates [21, 5, 145]. However, most of these studies involve choices for oneself; do the same neural circuits support reasoning about others’ costs and rewards? Are they implicated in tasks in which people predict others’ behaviors or making choices on behalf of others? Also, are these computations complemented by other neural circuitries that have been found to support reasoning about others’ beliefs [122] or self-other comparisons [65, 167]?

8.2.1 Concluding remarks

I have argued that starting early in development, humans interpret other agents’ behavior through a naïve utility calculus. The connection between the naïve utility calculus as an account of intuitive decision theory and formal theories of decision-making based on expected utility maximization developed in economics may appear coincidental or simply convenient, but we believe the relation runs deep. As Fritz Heider argued [59], scientific theories, especially in their early stages, may be grounded on commonsense; what better way to formulate initial hypotheses if not by what we intuitively believe to be true? Heider quotes the physicist Robert Oppenheimer: “...all sciences arise as refinement, corrections, and adaptations of common sense.”

Suppose that scientific theories of human decision making, starting with classical utility theory and moving through their descendants in behavioral economics, really began grounded on the common sense theory we discussed here. This view has several implications. First, the reason that our models of common-sense psychology in children look like classical utility theory might be because early economists were, with a different purpose in mind, doing exactly what we do here: formalizing common-sense psychology. Second, our common-sense psychology is, at its core, right. Despite the memorable cases where we fail to understand each other, we get others right more often than not. Even if it fails to account for human decision-making in less ecologically relevant domains (e.g., economic choices in the modern marketplace), the naïve utility calculus, as the first models in utility theory, captures key features of human
intentional action in the most basic everyday situations even the youngest children appreciate. And as Heider observed, even when commonsense psychology is wrong with respect with how we make choices, it's still right in an important sense. Our most important everyday choices involve others, and our ability to reason about their own choices influences what we do. This intuitive decision-theory is therefore, by definition, a cornerstone of any scientific theory of human decision making.

Finally, the ways in which people's decision making fails to conform with basic assumptions of classical utility theory, which are often counterintuitive and surprising, are surprising precisely because they go against our common-sense. As such, these surprises may point to features of the naïve theory that we have not yet elucidated. To cite just one salient example, we may overinterpret others' failures to help in a low-cost situation as a sign that they don't value helping us. But maybe our naïve theories do not sufficiently take into account agents' non-optimal planning; they wanted to help but they didn't plan well. Or perhaps our naïve theories oversimplify by assuming we know all the relevant costs (or rewards) even when we don't, or assuming that others' costs are like ours even when they're not; both of these assumptions could lead us to mistake a failure to help as a low-cost refusal even when it isn't. Understanding how our commonsense psychology is oversimplified in these ways could advance not only our understanding of core social cognition as scientists, but also, ultimately, help us better understand each other as human beings.
Appendix A

Meta-analysis for Chapter 2 experiments

The simplest way to run a meta-analysis of the data is to aggregate the results from all experiments and analyze them as a whole. Altogether, children's success rate was 0.7875 with 95% CI: 0.7 - 0.875. This shows that the overall pattern of data supports our theory. However, this analysis does not capture the possibility that some tasks may be easier than others, and it does not consider the constraints of how the successes and failures are distributed across the four experiments. For example, if every participant succeeded in the first three experiments, and every participant failed on the last experiment, the conclusions from this meta-analysis would be almost identical, but intuitively, the fact that the failures were all concentrated in one experiment matters - in contrast to our actual pattern of data, in which similar proportions of children (around three-quarters) succeed in all experiments. In general, a meta-analysis of the overall distribution of children’s responses should also be sensitive to each experiment’s local distribution.

Supplemental A-1 shows a sketch of the model used for the meta-analysis of our study. Children’s responses in each experiment $i$ are modeled as a binomial distribution with unobservable bias. For any given experiment, the value of the bias is assumed to be drawn from a beta distribution with parameters $\alpha = \mu \kappa$ and $\beta = (1-\mu)\kappa$. This parameterization, based on Kruschke (2010), allows for a more intuitive interpre-
tation of the parameters. Here, the beta distribution is determined by its mean value \( \mu \), a real number between 0 and 1 which reflects the shared overall response rate across all experiments assumed to be due to the underlying naïve utility calculations, and a parameter \( \kappa \), varying between 1 and infinity, that reflects the amount of between-experiment variability - how much children’s response rate is expected to vary from one experiment to the next. (Greater values of indicate lower between-experiment variability.)

**Supplemental Figure 1**

Hyperprior \( U(0,1) \)

\[
p(\mu) \sim U(0,1)
\]

\[
\mu 
\]

\[
p(\theta) \sim \text{Beta}(\mu \kappa, (1-\mu) \kappa)
\]

\[
p(\theta)
\]

\[
\theta_1, \theta_2, \theta_3, \theta_4, \theta_5
\]

\[
12/16, 12/16, 13/16, 14/16, 12/16
\]

Exp. 1 Exp. 2a Exp. 2b Exp. 3 Exp. 4

Figure A-1: Sketch of hierarchical model used for meta-analysis.
Given our complete dataset $D = (D_1, D_2, D_3, D_4, D_5)$\(^1\) we can compute the posterior distribution of $\mu$ through Bayes' rule:

$$p(\mu|D; \kappa) \propto L(D|\mu; \kappa)p(\mu) = \int_0^\theta p(D_i|\theta_i)p(\theta_i|\mu; \kappa)p(\mu)$$

where $\theta = (\theta_1, \theta_2, \theta_3, \theta_4, \theta_5$ and $p(\mu)$ is a uniform (uninformative) distribution. We approximated the integral above numerically, with $\mu$ varying discretely in steps of 0.01. The inferences we make about $\mu$ depend on what inferences or assumptions we make about the variability parameter $\kappa$. Supplemental A-2 shows the expected value of $\mu$ for different values of the parameter $\kappa$, ranging in integer steps between 1 and 150. Supplemental A-3a shows some examples of the posterior distributions on $\mu$ for different values of $\kappa$. Supplemental A-3b shows the beta distributions obtained by estimating the expected value of $\mu$ for different values of $\kappa$.

We can summarize these results in several ways. As increases, the expected posterior value of $\mu$ converges to 0.78, with the 95% highest-density interval (HDI) 0.69 - 0.87 (i.e., the highest posterior probability of is in this interval, containing 95% of the total probability mass). The likelihood of $\kappa$ is strictly increasing over the range 1 - 150, so this estimate of $\mu = 0.78$, with 95% HDI between 0.69 and 0.87 also reflects the posterior on at the maximum likelihood value of $\kappa$. Note that this approach returns an estimate of $\mu$ and 95% HDIs almost identical to the simplest analysis we began with, aggregating the results of all experiments into a single large sample. In this case, that should not be surprising. The fact that the most likely value of $\kappa$ is so high reflects the inference that the underlying response rates in each of our experiments were essentially indistinguishable, intuitively because they were likely measuring the same underlying response process in similar ways. We can also place a prior on $\kappa$ and compute a joint posterior over $\kappa$ and $\mu$. Placing a uniform prior

---

\(^1\)While we presented our work as four experiments, in Experiment 2 the cookie-cracker condition and the clover-daisy condition varied slightly in the methods and, as such, we opted to allow the model to set different biases for each condition. Hence we had effectively five experiments in the meta-analysis. However, treating them as a single experiment has no impact on the conclusions.
on $\kappa$ for values between 1 and 150 produces a posterior distribution with expected values $\mu = 0.78$ and $\kappa = 88$. Under this distribution, the probability that the mean $\mu$ is higher than chance level $p(\mu > 0.5))$ is greater than 0.99999. The corresponding beta distribution resulting from these parameters is shown in the model sketch in Supplemental A-1. Placing other reasonable priors on $\kappa$, such as an uninformative prior $(1/\kappa)$ or a gamma prior, yields extremely similar results. The evidence that $\mu$ is well above 0.5, and most likely within 10% of 0.78 (as determined by the 95% HDI) is so strong that it is supported under the model for every individual value of $\kappa$ tested except the two most extreme values ($\kappa = 1, 2$) on the bottom end (see Supplemental A-2). However, these two values had the lowest likelihoods of all values tested ($p(D|\kappa = 1) < 0.0001$, and $p(D|\kappa = 2) < 0.0005$), and reflect implausibly high levels of between-experiment variability.

In sum, our inferences about the most probable values of $\mu$ are the same whether we look at the most likely values of $\kappa$, place a prior on $\kappa$ and integrate it out in a joint Bayesian analysis of $\mu$ and $\kappa$, or look at special cases of the model for any plausible specific value of $\kappa$. Taken together, the individual analyses of each of our
experiments reported in the main text, the simple meta-analysis aggregating all data into one experiment, and this meta-analysis of the underlying response rate across all our experiments all support the conclusion that children's behavior follows the predictions of the naïve utility calculus.
Figure A-3: (a) Posterior distribution of $\mu$ for a range of $\kappa$ values. (b) Corresponding beta distribution of probability of success.
Appendix B

Adult survey on competence and niceness

25 participants on Amazon’s Mechanical Turk platform read the following story:

Bob and Bill can both operate a special machine. Bob is very good at making the machine work. When he tries to operate the machine he immediately succeeds. Bill is not very good at making the machine work. When he tries to operate the machine he always needs to try many times before succeeding. For every other thing, Bob and Bill are just as good.

One day Brandon, their friend, needs help operating the machine, or else he will get fired.

Brandon asks Bob for help and Bob refuses to help him.
Brandon asks Bill for help and Bill refuses to help him.

Next, participants responded three multiple-choice questions:

1. Who’s better at making the machine go? (Bob, Bill, or Brandon).
2. If you had to choose, who is to blame for Brandon getting fired? (Bob or Bill)
3. Who would you rather be friends with? (Bob or Bill).

Last, participants were asked an open-ended question: Please explain the reason for your choice.

All participants responded the first control question correctly (selecting Bob), and all participants said Bob was more blameworthy. On the affiliation question 56%
If I had to choose I say Bob because he seems be to able to get the machine going a little better and is maybe overall smarter than Bill.

I really wouldn't prefer either. I don't know much about them.

Bob and Bill are equal except for the mastery of the 'special machine'. Even though both refused to help Brandon, Bob would have had better chance of saving Brandon's job. I would rather be friends with Bob because he can always make the special machine function.

Bob is better than Bill. Simple as that.

Bob is better and should have helped. Bob is better that's why I would rather be friends.

Bob can operate the machine better.

they both sound like jerks, but if I had to choose one or the other, I would choose Bob. At least he can work the stupid machine. Maybe if we were friends he would help me.

Bob could have helped Brandon more so it's more his responsibility.

Bob is more popular man.

he's better

I would want to be friends with Bob in case I needed to make the machine work.

Bob sounds more capable and smart. I'd rather have smart friends than not so smart.

Bill most likely understands that he's not good with the machine. He probably declined because he wouldn't be able to make it work. However, Bob is good with the machine and would have been able to make it work. His refusal had nothing to do with his ability.

At least if Bob was my friend, he could help me out with the machine successfully. especially if my job was on the line.

Table B.1: Responses from participants affiliating with the more competent agent.

of participants (N=14) chose the competent agent (Bob) and 44% of participants (N=11) chose the less competent agent (Bill).

Responses from participants who preferred to be friends with the competent agent (Bob) are show in Table B.1 and responses from participants who preferred to be friends with the incompetent agent (Bill) are shown in Table B.2
I wouldn’t honestly blame either one for Brandon’s not knowing what he is doing...why the hell did we hire him in the first place? you know what -YOU are fired. I have no preference for being either of their friends.

Bill probably refused because he knows he sucks at doing it and doesn’t want to f*** up Brandon’s situation any more. that shows self awareness and concern. I like that

Bob, having superior ability with the special machine, was in a better position to aid Brandon than Bill. Thus, Bob’s refusal could show a greater deficit in character.

Bill refused because he knew he wasn’t very good at it and would have gotten Brandon fired. Bob refused because he is a jerk.

I find it a poor choice for Bob, who has the most experience with machines, would refuse to help and not likely want to be friends with him.

Bill might have refused to help because he was afraid of being blamed for any failure. Bob is probably more selfish in his refusal to help, being skilled in machine manipulation.

Bob sounds like a jerk, why didn’t he help?

If Bob knows it only takes 1 time for him to get the machine to work then frankly he’s just being a jerk. It’s more understandable if Bill doesn’t want to help given his track record with starting the machine.

He wasn’t good at so that’s why he didn’t help.

They both refused, so neither is nice. Bob at least is good at the task...

I’d rather be friends with Bill because he doesn’t give up when he is trying to do something and tries to figure things out. I can understand why Bill wouldn’t want to help and that’s because he’d be embarrassed and it’d take him a long time to help Brandon.

Either one of them should have helped though...

Table B.2: Responses from participants affiliating with the less competent agent.
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