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Abstract

Inverse problems and inverse uncertainty quantification (UQ) are challenging issues when
dealing with complex and highly non-linear functions. Methods have been developed to
decrease the computational burden by using the Gaussian Process (GP) emulator model
framework to approximate the input-output relation of a deterministic computer code. The
GP emulator can then be used in place of the computer code to perform Bayesian calibration
techniques to determine uncertain parameter distribution. The performance of a GP
emulator is largely dependent on the quality of the points in its training set; the best
emulator exactly replicates the output of the computer code. The uncertain parameter
posterior sample space is not known a priori, resulting in GP training sets covering as much
of the prior sample space as possible in hopes of covering the posterior space well enough.
This work improves the performance of the simple GP emulator using an active learning
methodology to select additional training points which cover the posterior sample space of
the unknown parameters. Furthermore, the effect of the covariance function on the
performance of the GP is investigated with recommendations made for future GP emulator
applications.
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Chapter 1

Introduction

Uncertainty quantification (UQ) for nuclear reactor safety codes is more of an art than

a science due to the highly non-linear system response. Methods have been developed to

implement Bayesian inference techniques and calibrate parameter distributions to experimental

data. These methods are systematic and statistically rigorous, but come at large computational

costs. Bayesian methods are more expensive than other UQ methods because they require

the computer code to be run thousands, if not tens of thousands of times in series. Therefore,

a fast approximation to the computer code is required to implement Bayesian calibration

methods better. Gaussian Process (GP) emulators have been developed to be used in place of

the computer code to use Bayesian calibration methods for parameter calibration quickly. The

uncertain parameter posterior sample space is not known a priori, resulting in GP training

sets covering as much of the parameter prior sample space as possible in hopes of covering

the parameter posterior space well enough. This naive approach works well with a large

number of training points, but if the computer code takes hours to complete one iteration then

generating thousands of data points is not realistic. The work reported here seeks to improve

the performance of the simple GP emulator by developing an active learning methodology

to select training points covering the parameter posterior sample space. Furthermore, the

effect of the covariance function on the performance of the GP will be investigated with

recommendations made for future GP emulator applications.
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Chapter 1. Introduction

1.1 Organization of this Work

Chapter 2 gives an introduction to Bayesian inference and inverse problems. Approximate

inference with Markov Chain Monte Carlo (MCMC) is also introduced. This chapter illustrates

why emulators are required when performing Bayesian calibration of long running computer

codes.

Chapter 3 describes the Gaussian Process emulator used in this work. The standard

Gaussian Process Regression (GPR) emulator is introduced and demonstrated to show the

flexibility and power of the GPR framework. A friction factor demonstration problem

familiarizes the reader with simple GPR emulators.

Chapter 4 discusses the covariance function in greater detail. Various simple and complex

covariance functions are introduced, as well as methods to combine the various covariance

functions. The rest of this work requires understanding the different covariance functions.

Chapter 5 introduces the active learning methodology created to improve the training

set for the GPR emulator. The methodology requires constructing an initial GPR emulator

from a space-filling training set and then adding training points which cover the posterior

sample space. Ideally, the emulator will exactly reproduce the same output as the computer

code. The friction factor demonstration is revisited, with the emulator nearly replicating

the directly sampled computer code output. The effects of different covariance functions are

investigated with a “best” covariance function chosen for the friction factor problem.

Chapter 6 applies the active learning methodology to two reactor safety code examples

with several different covariance functions being tested. The error of the experimental data is

assumed to be constant for each experimental data point in the first case; this represents

experiments which have a known error that is unresolvable. The second case investigates

how the emulator performance changes if the experimental error scales as the mean; this

represents the experimental error of the measurement device. The “best” covariance functions

are presented for each case with recommendations for future GPR applications.

Chapter 7 summarizes the work reported here, reiterates the lessons learned for using

Gaussian Process emulators, and provides areas for future work to improve Gaussian Process

emulators further using active learning process.
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Chapter 2

Bayesian Inference for Inverse Problems

2.1 Inverse Problems

For inverse problems, we wish to estimate the values of unknown objects, such as

parameters or functions, from indirect noisy observations [1]. Consider the function y = f(x)

where the output y is considered to be a function of the input variable x. A “forward problem”

dictates the presumption that a given input produces a specific output. An inverse problem,

on the other hand, wishes to take an observation and determine which x-value produced that

particular y output value. To do this, we must compute the inverse function x = f

�1(y).

Another way to think of this process is as a forward problem using deductive logic: given a

cause, one must figure out the consequence, while an inverse problem uses inductive logic:

given a consequence, what were the underlying causes [2]. Uncertainty quantification (UQ)

works much in a similar manner. Forward UQ takes distributions (uncertainties) on the input

parameters and propagates those onto the output. Inverse UQ works in the opposite manner:

given an output distribution, what are the distributions on the input parameters. Bayesian

inference techniques can be used to perform this inverse UQ operation.
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Chapter 2. Bayesian Inference for Inverse Problems

2.2 Bayesian Inference

The fundamental concept of Bayesian analysis is that unknowns are treated as random

variables. The power of this approach is that the established mathematical methods

of probability theory are applied to develop informative representations of the state of

knowledge regarding the unknowns [1]. Bayesian analysis relies on Bayes’ theorem, which

is a fundamental relationship of conditional probabilities. Each unknown is given a prior

probability distribution reflecting the current state of knowledge regarding their possible

values. These prior distributions are then “updated” conditional on new information, through

the likelihood function. The result is a posterior distribution that represents the new state-

of-knowledge, a combination of the prior evidence and the observed data. If x is a vector

of unknown parameters we wish to learn more about and y is the vector of observed data,

Bayes’ theorem is written as:

p(x|y) = p(y|x)p(x)´
p(y|x)p(x)dx

. (2.1)

The numerator of Eq. 2.1 consists of the likelihood function, p(y|x), which gives the

probability of the observations y given the unknown parameters x, and the prior distribution

on the unknown parameters p(x) . The denominator is known as the marginal likelihood

and integrates out (marginalizes) the unknown parameters. The denominator is therefore

equivalent to:

p(y) =

ˆ
p(x|y)p(x)dx. (2.2)

The marginal likelihood does not depend on the unknown parameters and is therefore

merely a normalizing constant. Because of this, Bayes’ theorem is often written simply as

the posterior being proportional to the product of the likelihood and the prior:

p(x|y) / p(y|x)p(x). (2.3)
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2.3. Approximate Inference with MCMC

The difficulty in implementing Bayes’ theorem is computing the marginal likelihood in Eq.

2.2. Evaluating the potentially high-dimensional integral could be intractable analytically

and/or very expensive computationally. Analytical intractability results from the fact that

the likelihood function may involve non-linear mapping between the unknown parameters

and the observed output data. Such is the case for Bayesian calibration of computer models:

the output of the computer model is a function of the unknown input parameters and other

inputs that are not necessarily “unknown,” such as time. Therefore, the likelihood function is

not a function of the uncertain parameters themselves, but of the output of the computer

code: p(y|f(x)); the computer model will also be referred to as the compute code and is

represented as f(x). With closed form solutions not possible, sampling methods must be

used instead. The primary sampling method used is a Markov Chain Monte Carlo (MCMC)

sampling strategy that attempts to draw samples from the posterior distribution directly.

The next section will cover the basis of an MCMC scheme.

2.3 Approximate Inference with MCMC

The basic premise behind Markov Chain Monte Carlo (MCMC) is to construct a Markov

chain whose stationary distribution is the target density that we wish to sample [3]. In

the context of Bayesian model calibration, that target density is the posterior distribution

of the unknown parameters given the experimental data: p(x|y). MCMC is similar to the

Monte Carlo (MC) sampling technique, except that the samples are correlated in MCMC

and no longer independent and identically distributed. The samples are correlated due to

the Markov chain, and that is the price that we pay for not knowing the actual posterior

distribution. The main benefit of MCMC is that the marginal likelihood, Eq. 2.2, does not

need to be computed. This is accomplished by a scientific “guess and check” method which

will be discussed later.
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Chapter 2. Bayesian Inference for Inverse Problems

All MCMC strategies involve some sort of random walk around the sample space of the

unknown parameters of interest. The main components to MCMC sampling are:

1. An initial guess, xo

2. A proposal (or transition) distribution, q(x⇤|x), where x

⇤ is the proposed sample for

the unknown parameters

3. An accept/reject rule for whether to keep the proposed sample.

The proposal distribution, q(x⇤|x), determines the efficiency of the MCMC sampling; the

more naive and random the proposal, the less efficient the MCMC scheme. Efficiency relates

to how correlated the MCMC samples are, meaning a more efficient proposal distribution

allows the MCMC chain to “forget” the initial state faster [4].

Making a good initial guess in MCMC schemes is difficult. The prior distribution mean is

often a good initial guess (xo), but if the posterior distribution is quite different from the

prior distribution, it may take the sampling scheme a long time to shift the prior distribution

to the posterior distribution. Even so, the chain will gradually “forget” its initial state and

will eventually converge to a unique stationary distribution, which does not depend on the

sample number [5]. This means a poor starting point only affects the number of samples

required for the chain to “forget” its initial point. However, if a limited number of samples

are used, the initial sequence may impact the results. That is why it is common to discard a

portion of the sample values at the beginning of the MCMC scheme as “burn-in.”

The most common acceptance/rejection criterion is the Metropolis-Hastings (MH) criterion.

The MH criterion compares the posterior probability for the initial guess and the proposed

sample. If the posterior probability of the sample point increases, then one accepts the

proposed sample. But, if the posterior probability of the sample point decreases, then one

may randomly choose whether to accept the point with acceptance probability of:

↵M = min
✓
1,

p(x⇤|y)
p(xt|y)

◆
, (2.4)

where t is the current sample. Thus, if the proposed value of x

⇤ is less probable than the

current guess, x

t, the chain may still move there anyway. Instead of greedily moving to only

20



2.3. Approximate Inference with MCMC

more probable states, we occasionally allow “downhill” moves to less probable states [3]. This

kind of behavior ensures that the fraction of time spent at each point x, is proportional to

the posterior distribution p (x|y) [4]. One important characteristic of Eq. 2.4 is that because

it is a ratio of the posterior probabilities, the marginal likelihood cancels out and does not

need to be computed. Hence, samples are drawn from the posterior distribution without

computing Eq. 2.2.

2.3.1 Random-Walk Metropolis Sampler

The simplest MCMC scheme is the Random-Walk Metropolis (RWM) sampler. For this

scheme, the proposal distribution is centered at the current guess for the unknown parameters,

x

t, with specified covariance matrix of s2⌃. The scalar s

2 is some constant set to facilitate

“rapid mixing” [3]. It is usually assumed that the uncertain parameters are uncorrelated when

implementing a RWM sampling scheme, thus the covariance matrix ⌃ is diagonal. If the

unnormalized posterior density is written as h(x) = p(y|f(x))p(x), then the RWM update

occurs in the following manner:

1. At current guess, xt, with current unnormalized posterior h(xt), propose a move to x

⇤

with proposal density: q (x⇤|xt) = N (xt
, s

2⌃).

2. Compute the proposed unnormalized posterior h(x⇤).

3. Compute the Metropolis acceptance probability using Eq. 2.4.

4. Set the next sample value to be: x

t+1

8
><

>:

x

⇤ , with probability ↵M

x

t , with probability 1-↵M

This process is repeated for the desired number of MCMC samples (including burn-in).

The scalar constant s

2 may be tuned in order to equal some optimal sampling rate. If the

constant is too large, the proposal sample x

⇤ will be far away from the initial guess x

t and

the acceptance probability (or chance of the chain moving) will be very low. In this case, the

chain will most likely “sit” at the same value for a long time. Conversely, if the proposal is

very close to the initial guess then the acceptance rate will be very high, but the information

gained from each sample will be very low. The optimal acceptance rate (or mixing rate) is
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Chapter 2. Bayesian Inference for Inverse Problems

0.234, meaning that roughly 23% of all proposed samples are accepted [6]. The scalar value

s

2 can be tuned, but only during the burn-in phase and must remain fixed for the rest of the

sampling. This is because the tuning effects the memoryless-ness nature of the Markov chain

[4].

2.3.2 Adaptive Metropolis Sampler

Tuning the scalar constant, s2, is a simple adaptive scheme that essentially adapts the

variance of each element in x equally; remember that x = [x1, x2, . . . , xD]
T. It is possible to

tune each element of the proposal variance, but that becomes computationally expensive

as the dimension D grows. Haario et al. [7] set up an Adaptive Metropolis (AM) scheme

that adapts the entire proposal covariance matrix by using the past samples of the Markov

chain. This allows the proposal distribution to better describe the covariance between the

different elements in x and can improve the efficiency of the MCMC. In order to denote the

proposal covariance being computed on the fly for the AM sampling scheme, it is labeled ⌃̂.

The proposal matrix is now: q(x⇤|xt) = N (xt
, ⌃̂); the update steps are the same as with the

RMW, but using ⌃̂ instead of s2⌃.

In implementing the AM scheme, the initial MCMC runs do not update the proposal

covariance matrix. After the initial runs, the proposal covariance matrix is updated using a

specified number of past samples after a specific number of iterations. For example, after

every 1000 samplings the previous 1000 samples are used to compute the empirical covariance

matrix, ⌃̂. This is more efficient than computing the empirical covariance matrix at every

iteration using all past samples.
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2.4. Demonstration Problem

2.4 Demonstration Problem

In order to demonstrate Bayesian model calibration using directly sampled MCMC, a

method of manufactured solutions is used. Here the experimental data are generated using

a computer model with specified true-parameter values [4]. The goal is to see whether the

MCMC sampling yields posterior distributions around these true-parameter values. The

turbulent friction factor problem in [4] will be used as the “computer model” parameterized

as:

f = exp (b)Re

�exp(c)
, (2.5)

where Re is the Reynolds number and b and c are the two uncertain parameters. This

model is usually written as f = B · Re

�C , but the model was transformed such that

B = exp(b) and C = exp (c) in order to ensure always positive values for the uncertain

parameters. Furthermore, this transformation made it easier to use Gaussian distributions for

the priors on the uncertain parameters and give the original parameters, B and C, log-normal

prior distributions. The prior mean values were chosen such that exp(E[b]) = 0.184 and

exp(E[c])=0.2, where E [x] denotes the expected (or mean) value of a variable x; expected

values correspond to the McAdams’ friction factor correlation values [8]. The prior variance

for each transformed parameter was assumed so that 95% of the probability covered ±50%

around the prior means.

Twenty-five artificial “experimental data” points were generated at the specified true-

parameters values of exp (b) = 0.25 and exp (c) = 0.10 at evenly spaced intervals between

Reynolds numbers of 5000 and 45000. The experimental data points are denoted as

y = [y1, y1, . . . , yNo ]
T where NO = 25 is the number of experimental data points. These

experimental data points are used as if they had came from a physical experiment, but they

are artificially created for ease of use in this demonstration.

The simple friction factor model shows that usually multiple types of input variables exist:

the b and c parameters are the unknown or uncertain parameters, while the Reynolds number,

Re, is a control variable [9]. The uncertain parameters are denoted collectively as ✓ = [b, c]T
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Chapter 2. Bayesian Inference for Inverse Problems

with b and c denoting the vectors of uncertain parameters, and the control variables will

be denoted as xcv = [Re1, Re2, . . . , ReNO
]T. Denoting the prior means as µb and µc with

variances �

2
b and �

2
c , the prior distribution is a multivariate normal (MVN) distribution:

p (✓) = N

0

BBB@

2

6664

µb

µc

3

7775
,

2

6664

�

2
b 0

0 �

2
c

3

7775

1

CCCA
. (2.6)

A Gaussian likelihood function is used to relate the data to the friction factor model:

p (y|f (xcv, ✓)) = N (f (xcv, ✓) ,⌃t) , (2.7)

where ⌃t is the experimental error covariance matrix. The experimental error covariance

matrix, ⌃t, for this example is assumed to be diagonal with experimental error (variance) to

have 95% of the probability covered by ±10% around the mean data values [4]. In a real

applications, the experimental error is usually defined by the uncertainty of the measurement

device.

Two MCMC schemes were used to sample the posterior distribution directly on the

uncertain parameters, p (✓|y); each scheme used 5⇥104 burn-in samples and 5⇥104 posterior

distribution samples. The first is the Random-Walk Metropolis (RWM) sampler with the

scalar constant s2 fixed to s

2 = (0.5)2. The second scheme is the Adaptive Metropolis (AM)

sampler, which adapts during the burn-in period after an initial delay of 2 ⇥ 103 samples.

While adapting, the AM scheme recomputes the empirical covariance matrix every 1000

samplings using the past 1000 samples. Figure 2.1 illustrates the poor mixing of the fixed

scalar constant as well as the well-mixed behavior obtained using the Adaptive Metropolis.
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2.4. Demonstration Problem

Figure 2.1: MCMC sample histories

This well-mixed behavior can be observed quite clearly in the sample histories, but

also through an autocorrelation length over a specified lag as shown in Figure 2.2. The

autocorrelation length is the correlation between observations as a function of the time lag

between them defined as [10]:

rk =

N�kP
i=1

�
Xi � X̄

� �
Xi+k � X̄

�

NP
i=1

�
Xi � X̄

�2
, (2.8)

for given measurements X1, X2, ..., XN with a lag k over N observations, where X̄ = 1
N

NP
i=1

xi.

Autocorrelation is a correlation coefficient not between two different variables, but between

two values of the same variable at times Xi and Xi+k; autocorrelation is used to detect

non-randomness in the behavior of a variable [11]. In Figure 2.2, the autocorrelation is

computed with a lag of 100. The untuned RWM scheme has samples that are correlated

by roughly 0.8 at best. The AM scheme, on the other hand, has an independent sample

drawn nearly every 60 or 70 samples, and corresponds to an autocorrelation of nearly 0. The

increased mixing rate from the AM-MCMC scheme also improves the posterior predictions,

as shown in Figure 2.3.
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Chapter 2. Bayesian Inference for Inverse Problems

Figure 2.2: Autocorrelation for MCMC sampling.

Figure 2.3: Friction factor directly sampled posterior distributions.

The posterior distributions were generated using the MATLAB function, ksdensity, over

the 5⇥ 104 posterior distribution samples [12]. The AM-MCMC scheme has a much smoother

posterior distribution, attributed to the better mixing rate. Since Bayesian inference and

calibration requires tens of thousands of MCMC samples, the limiting factor in the time it

takes to perform Bayesian calibration is the speed required to evaluate the computer code,

providing numerical values for f (x
cv

, ✓). Using an emulator in place of the computer code

can greatly speed up the MCMC sampling process.
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Gaussian Process Emulators

3.1 Non-parametric Emulators

As illustrated in Chapter 2, performing Bayesian inference requires using tens of thousands

of samples from the MCMC scheme. Thus, the limiting factor is the speed in which we can

draw one sample and compute the likelihood function, p (y|f(x)). Even a “fast” computer

simulation taking three seconds per iteration to compute f (xcv, ✓) would require over 83 hours

of run time for producing 105 MCMC samples. Most codes require much more time than

three seconds per iteration, meaning that they are time consuming and too computationally

expensive. A relatively quick method for determining the input/output relation of the model

is therefore desirable. In the literature, these non-parametric models are often referred to

as emulators as they try to emulate (or reproduce) the behavior of the computer code. A

non-parametric model uses the training data to dictate the trends, rather than a modeling

choice beforehand. A popular choice for emulators is the Gaussian Process which has been

in use since the 1960s, and has recently gained much attention by the machine learning

community.
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Chapter 3. Gaussian Process Emulators

3.2 Gaussian Process

A reactor safety analysis code, such as RELAP1, is technically deterministic as it will

produce the same outputs given the same inputs. However, the output is somewhat unknown

until the computer code is run. Therefore, the output, subject to special conditions, can be

treated as a random variable. Formally, a Gaussian Process (GP) is a collection of random

variables, any finite number of which have a joint Gaussian distribution [13]. What makes a

GP special is that the covariance matrix of this multivariate normal distribution is computed

using the training dataset. This feature allows the GP to interpolate the training data,

thereby emulating the behavior of the computer code [4].

A GP is completely specified by its mean and covariance functions. The mean function

m(x) and covariance function k(xp,xq) are defined as:

m(x) = E [f(x)] ,

k(x,x0) = E [(f(x)�m(x)) (f(x0)�m(x0))] ,
(3.1)

where x is the vector of inputs and the output, fGP (x), is a random variable. The GP is

written as:

fGP (x) = GP (m(x), k (x,x0)) . (3.2)

An important part of Eq. 3.2 is that the covariance function is only a function of the inputs,

x. The mean function is often taken to be equal to zero for notational simplicity and to

not assume any trend of the data (such as linear or quadratic) [13]. A Gaussian process

is defined as a collection of random variables. Thus, the definition automatically implies a

consistency requirement, which is also sometimes known as the marginalization property [13].

This property simply means that, for example, if the GP specifies (y1, y2) ⇠ N (µ,⌃) , then

it must also specify y1 ⇠ N (µ1,⌃11), where ⌃11 is the relevant submatrix of ⌃. This means

that examination of a larger set of variables does not change the distribution of the smaller
1
The Reactor Excursion and Leak Analysis Program (RELAP) is a light water reactor transient analysis

code.
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3.3. Gaussian Process Regression (GPR)

set [13].

The covariance function depends on a set of hyperparameters which specify the covariance

function and must be learned from the training data; this keeps the GP non-parametric as

it only depends on the training data. The most common covariance function used in the

literature is the squared exponential (SE) covariance function:

k(xp,xq) = �

2
fexp

✓
�1

2
(xp � xq)

T
M (xp � xq)

◆
, (3.3)

where the subscripts p and q are two different indices of the input x. The hyperparameters

are the signal variance �

2
f and the matrix M , which is a symmetric matrix given as:

M = diag (l)�2
, (3.4)

where l is a vector of positive values, and each element l1, . . . , lD plays the role of the

characteristic length-scale for each input parameter [4]. The length-scale, loosely speaking,

represents how far a sample needs to move (along a particular axis) in the input space for

the function values to become uncorrelated [14]. This formulation of the hyperparameters

implements what is known as automatic relevance determination (ARD), meaning that the

inverse of the length-scale determines the relevance of that input parameter.

3.3 Gaussian Process Regression (GPR)

The GP model is able to interpolate the training data exactly if there is no noise. However,

noise is allowed to prevent ill-conditioning of the covariance matrix. Because of this, the

GP model is better labeled a Gaussian Process Regression (GPR) model as it is trying to

regress the training dataset within some allowable noise level [4]. The GP prior is therefore

placed on a latent (or hidden) function, fGP (x), that we wish to infer from the noisy data, y [4].
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While the computer code training output is not noisy, the output y can be related to the GP

function, fGP (x), as:

y = fGP (x) + ✏, (3.5)

where ✏ is the error structure. Assuming additive independent identically distributed Gaussian

noise ✏ with variance �

2
n, the prior on the noisy observations becomes:

cov (y) = K (X,X) + �

2
nI. (3.6)

This follows from the independence assumption about the noise [13].

3.3.1 GPR Training Set

If there are N training points for D input parameters, all of the parameters are stacked

into an N ⇥D matrix. Each row of X contains the D input parameters. The training output

values, y, are in a similar stacked matrix, that is of dimension N ⇥ 1:

X =

2

6666666666664

x

T
1

x

T
2

...

x

T
N

3

7777777777775

y =

2

6666666666664

y1

y2

...

yN

3

7777777777775

.

Since fGP(x) is a GP and the likelihood function is also Gaussian, the training set prior

is also Gaussian as:

y ⇠ N
�
0,K (X,X) + �

2
nI
�
, (3.7)

where K (X,X) is the training set covariance matrix and I is the identity matrix.
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3.3. Gaussian Process Regression (GPR)

The training set covariance matrix requires applying the chosen covariance function to

each pair of input parameter values:

K (X,X) =

2

6666666666664

k (x1,x1) k (x1,x2) · · · k (x1,xN)

k (x2,x1) k (x1,x2) · · · k (x2,xN)

...
... . . . ...

k (xN ,x1) k (xN ,x2) · · · k (xN ,xN)

3

7777777777775

. (3.8)

If the SE covariance function in Eq. 3.3 is used, then each diagonal element of K (X,X) is

the signal variance �

2
f .

For a GPR model, we want each training point to offer as much new information as

possible. That means if several training points have the same x1 with differing x2, there is

no learning of the relation between x1 and the output y(x) from those points. This is why

an initial training set wishes to cover as much of the prior sample space as possible over all

input parameters. Latin hypercube sampling (LHS) as proposed by [15] is a sampling scheme

where each input variable xi has all portions of its distribution represented in N strata with

equal probability of 1/N and one sample from each stratum. These form the xi,n component

for i = 1, . . . , I inputs and the n = 1, . . . , N stratum. The components of the various xi,n are

then matched so as to not have two points in the same i or n. Further refinement of the LHS

is the orthogonal sampling in which the full sample space is divided into further subspaces of

equal probability. This could be thought of as another implementation of the LHS within

itself. Figure 3.1 shows a visual representation of three different input sampling schemes:

random, Latin hypercube, and orthogonal.
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Chapter 3. Gaussian Process Emulators

Figure 3.1: Demonstration of different initial sampling schemes (L to R): Random
sampling, Latin hypercube sampling, Orthogonal sampling.

3.3.2 GPR Predictions

With a training set and known covariance matrix (assuming, for now, the hyperparameters

are known), we wish to make predictions at new input parameter values, or test points. For

N⇤ test points, the test input matrix, X⇤, is similar to the training set matrix and is N⇤ ⇥D.

The GP prior is of a similar structure as Eq. 3.7:

f⇤ ⇠ N
�
0,K (X⇤, X⇤) + �

2
nI
�
. (3.9)

The test covariance matrix K (X⇤, X⇤) has the same structure as the training set covariance

matrix, except that now the elements in the matrix are computed using the test input

parameters. However, Eq. 3.9 provides information of little value as it is not informed about

the structure of the training set. Therefore, the test distribution must be conditioned on the

training set distribution. First, the joint prior is written as:

2

6664

y

f⇤

3

7775
⇠ N

0

BBB@

2

6664

0

0

3

7775
,

2

6664

K (X,X) + �

2
nI K (X,X⇤)

K (X⇤, X) K (X⇤, X⇤)

3

7775

1

CCCA
, (3.10)

where K (X,X⇤) is the cross-covariance matrix between the training set and the test input of

size N ⇥N⇤, with N⇤ ⇥N being its transposed matrix.
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Standard multivariate normal theory allows us to write the conditional distribution p (f⇤|y)

and give the key predictive equations for the GPR [13]:

f⇤|y ⇠ N
�
f̄⇤, cov (f⇤)

�
(3.11)

f̄⇤ , E [f⇤|y] = K (X⇤, X) [K (X,X) + �

2
nI]

�1
y (3.12)

cov (f⇤) = K (X⇤, X⇤)� K (X⇤, X) [K (X,X) + �

2
nI]

�1
K (X,X⇤) . (3.13)

To make a posterior prediction, y⇤, in the training data space, the posterior distribution is

obtained as:

y⇤ ⇠ N
�
f̄⇤, cov (f⇤) + �

2
nI
�
. (3.14)

Eq. 3.12 and Eq. 3.13 give insight to the power of GPR models: First, for predictions

at the training points (X⇤ = X), the predictive uncertainty shrinks to the allowable error

tolerance, as shown in Eq. 3.12. Second, the posterior predictive covariance shrinks the prior

covariance by the subtraction of the first and second terms in Eq. 3.13. The computational

expense is completely determined by the cost to invert the training set covariance matrix.

Furthermore, if the training set covariance matrix is ill-conditioned, the inverse cannot be

computed. Thus, the noise is allowed in order to ensure that [K (X,X) + �

2
nI]

�1 is always

invertible [4].

3.4 Building the Emulator

When introducing GPR predictions before, the training set hyperparameters were assumed

to be known. Using the SE covariance function and noise structure as before, the complete

set of hyperparameters are � =
�
l, �

2
f , �

2
n

 
. The posterior predictive distribution is now more

formally written as f⇤|y,� ⇠ N
�
f̄⇤, cov (f⇤)

�
; the posterior predictive mean and covariance

are the same as in Eq. 3.12 and Eq. 3.13.
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Building the emulator requires the learning of the hyperparameters, �, from the training

set. Two different approaches to building the emulator are the empirical Bayes and the full

Bayesian approaches. The empirical Bayes approach uses optimization schemes to find point

estimates to the hyperparameters, while the full Bayesian approach uses the MCMC process

to draw samples from the posterior distribution of the hyperparameters [4]. The empirical

Bayes process is much faster than the MCMC process, but lacks cross-validation to determine

whether the “optimized” hyperparameters yield the “best” results.

Empirical Bayes Process

Empirical Bayes optimizes the hyperparameter values by maximizing the marginal

likelihood, Eq. 2.2. Given the notation for a training set X and training outputs y,

the marginal likelihood becomes:

p (y|X) =

ˆ
p (y|f , X) p (f |X) df . (3.15)

The prior, p (f |X), is just the GP prior specified above with the likelihood, as before, being

the Gaussian likelihood:

y|f ⇠ N
�
f , �

2
nI
�
. (3.16)

Integrating out the latent function gives the function that must be maximized during the

Empirical Bayes optimization as:

log [p (y|X)] = �1

2
y

T ⇥
K (X,X) + �

2
nI
⇤�1

y � 1

2
log

⇥��
K (X,X) + �

2
nI
��⇤� N

2
log |2⇡| . (3.17)

Eq. 3.17 is referred to as the log-marginal likelihood and has easily interpretable terms.

On the right hand side of the equation, the first term represents the data fit, the second term

represents the complexity penalty which depends only on the covariance function and the

inputs, and the last term is a normalizing constant [4].
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Full Bayesian Process

In the full Bayesian approach a prior is placed on the hyperparameters, p (�), with the

goal being to sample the posterior distribution conditioned on the training data [4]. The

joint posterior is written as:

p (f ,�|y, X) =
p (y|f ,�, X) p (f |�, X) p (�)´

p (y|f ,�, X) p (f |�, X) p (�) dfd�
, (3.18)

since the latent function is also unknown. Since the latent function variables can be integrated

out, the posterior distribution on the hyperparameters can be written as:

p (�|y, X) / p (y|�, X) p (�) . (3.19)

The likelihood, p (y|�, X), is given by Eq. 3.7, with the condition on � and X showing that

it is for constructing the emulator [4]. The hyperparameter prior must still be specified, and

the easiest prior to implement is a “flat” prior, where p (�) / 1 [4]. This means there is no

bias, a priori, on the hyperparameter values. Drawing samples from the hyperparameter

posterior distribution in Eq. 3.19 can be done with the MCMC techniques mentioned earlier.

3.5 GPR Emulator Uncertain Parameter Calibration

Once the GPR emulator is constructed, it can be used to calibrate the uncertain parameters

in lieu of the computer code. In Chapter 2 the uncertain parameter calibration with MCMC

was demonstrating a mapping function between the uncertain parameters, ✓, and the computer

code results. The experimental data points are denoted as y
e

, with the computer code output

now denoted as y in order to prevent confusion between the latent variables and the computer

code results. The total likelihood can now be broken into two parts: the likelihood between

the experimental data and the computer code predictions, p (y
o

|y), and the likelihood

between the computer code predictions and the uncertain parameters, p (y|xcv, ✓). The

posterior distribution is now written as the joint-posterior distribution between the uncertain
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parameters and the computer code predictions, conditioned on the experimental data [4]:

p (y, ✓|y
o

) / p (y
o

|y) p (y|xcv, ✓) p (✓) . (3.20)

Using NO experimental data points, the experimental data points and computer code

predictions vectors are written as y

e

= [ye,1, ye,2, . . . , ye,NO
]T and y = [y1, y2, . . . , yNO

]T,

respectively. If the GPR emulator were already built from a given training set and the

hyperparameters were determined using one of the previously mentioned approaches, the joint-

posterior distribution between the emulator predictions, y⇤, and the uncertain parameters, ✓,

would be:

p (y⇤, ✓|y
o

, {X,y} ,�) / p (y
o

|y⇤) p (y⇤| {xcv, ✓} , {X,y} ,�) p (✓) . (3.21)

Because the likelihood p (y
o

|y) and emulator posterior predictive distribution are both

Gaussian, the emulator predictions can be integrated out of Eq. 3.21. The likelihood is now

the GPR emulator modified likelihood, which is simply the emulator posterior predictive

distribution with the measurement error added to the predictive variance, yielding the result:

y⇤| {xcv, ✓} , {X,y} ,� ⇠ N
�
f̄⇤, cov (f⇤) + �

2
nI
�
. (3.22)

The (integrated) posterior distribution, conditioned upon the experimental data is then [4]:

p (✓|y
o

, {X,y} ,�) / p (y
o

| {xcv, ✓} , {X,y} ,�) p (✓) . (3.23)

3.6 GPR Demonstration

The same friction factor problem from Section 2.4 will be used to demonstrate use of the

GPR model. The friction factor equation, Eq. 2.5, uses the same parameterization. Twenty-

five artificial “experimental data” points were generated at the specified true-parameters
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values of exp (b) = 0.25 and exp (c) = 0.10 at evenly spaced intervals between Reynolds

numbers of 5000 and 45000. The general process for using GPR is as follows:

1. From the uncertain parameter prior distribution, choose lower and upper bounds on

each of the uncertain parameters.

2. Create the training set using a Latin hypercube sampling scheme.

3. Generate the training output by running the computer code at each training point

within the training set.

4. Build the emulator.

5. Calibrate the uncertain parameters using MCMC, using the emulator in place of the

computer code.

A total set of 50 training points was used to build the GPR emulator. A Gaussian prior was

used for the uncertain parameters, B and C, as shown in Table 3.1.

Table 3.1: Gaussian prior mean and variance for the friction factor uncertain parameters.

Uncertain Parameter Mean Variance Minimum Maximum

B Coefficient log(0.18) 0.179 -2.539 -0.846

C Exponent log(0.20) 0.162 -2.414 -0.805

In order to construct the training set, the LHS sampling scheme in MATLAB called

lhsdesign was used [12]. The output of lhsdesign is a set of scaled values between 0 and 1, as

shown in Figure 3.2. The scaling minimum and maximum values of the uncertain parameters

using the Gaussian priors were set at ±2� from the mean value. The training points were

then built by turning the scaled output from lhsdesign into raw B and C values; this same

process was also completed for the Reynolds numbers between 5000 and 45000. The raw

training points then were used as the inputs to the computer code (friction factor formula)

to produce the raw training set shown in Figure 3.3.

The GP emulator was built using AM-MCMC sampling with 2⇥ 104 burn-in samples and

2⇥ 104 covariance matrix samples with the AM proposal matrix, ⌃̂, being computed every
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Figure 3.2: Training set scaled values of B and C parameters.

Figure 3.3: GPR training set with 50 training points.

1000 samplings using the past 1000 samples. The posterior distributions were then sampled

using another AM-MCMC algorithm using 5 ⇥ 104 burn-in samples and 5 ⇥ 104 posterior

distribution samples. The resulting posterior predictions of the emulator are shown in Figure

3.4, with the posterior distributions of the uncertain parameters shown in Figure 3.5. As

reference, the directly sampled MCMC predictions and posterior distributions from Section

2.4 are also shown. The perfect GP emulator exactly reproduces the directly sampled MCMC

predictions and posterior distribution. The performance of the GPR is strongly dictated by

the training set, and Figure 3.6 shows that the training set covers the entire prior sample

space well, but not the posterior sample space; the posterior sample space is defined by ±2�

of the true, directly sampled B and C posterior distributions.

38



3.6. GPR Demonstration

Figure 3.4: Posterior predictions from direct MCMC sampling and GP Regression.

Figure 3.5: Posterior distributions from direct MCMC sampling and GP Regression.

Figure 3.6: Training set with posterior sample space and known true B and C values.
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Chapter 4

Covariance Functions

The flexibility of GP models raises the question of which covariance function to use for

a given problem. The covariance function is a vital part of the Gaussian Process emulator,

inherently encoding some important prior assumptions about the underlying function that we

wish to model. The notion of similarity between data points is important: a basic assumption

is that points with inputs x which are close to one another are likely to have similar target

outputs, y [13]. In the Gaussian Process framework, the covariance function defines this

similarity, or closeness. The covariance shorthand is defined as:

Cov [f (x) , f (x0)] = k (x,x0) . (4.1)

4.1 Covariance Function Properties

A covariance function is a positive-definite function of two inputs, x and x

0 [16]. A

stationary covariance function depends only on the difference x � x

0. Furthermore, if the

covariance is only a function of |x� x

0| then it is called isotropic. This means that the

probability of observing a particular dataset remains the same even if the x values are all

moved by the same amount [16]. In contrast, non-stationary covariance functions will produce

different predictions if the data are moved similarly. All of the following covariance functions

have a �

2
f term at the beginning that specifies the signal covariance for each x and x

0.
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4.2 Basic Covariance Functions

Linear (Lin.)

The linear (Lin.) covariance function is of the form:

k(xp,xq) = �

2
f (xp � c)(xq � c), (4.2)

where c is a hyperparameter used as an offset constant to determine which points all the lines

in the posterior distribution go through; at this point, the function will have zero variance.

The linear covariance function is non-stationary and therefore is dependent on the absolute

location of the inputs. The linear covariance is too simple for most applications, but it is

useful when combined with other covariance functions.

Squared Exponential (SE)

The squared exponential (SE) covariance function is defined as:

k(xp,xq) = �

2
fexp

✓
�1

2
(xp � xq)

T
M (xp � xq)

◆
, (4.3)

where the subscripts p and q represent two different indices of the input x. The hyperparameters

are the signal variance �

2
f and the matrix M , which is a symmetric matrix usually given as:

M = diag (l)�2
, (4.4)

where l is a vector of positive values and each element, l1, . . . , lD plays the role of the

characteristic length-scale for each input parameter [4].

The squared exponential (SE) function has several properties that make it the default

covariance function for many Gaussian Process applications. The SE function has relatively

few parameters to estimate, with each one easily interpretable. This function is also capable

of learning any continuous function given enough data, under some conditions; this property
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makes the SE a universally applicable covariance function [16]. The SE function is also

infinitely differentiable, meaning a Gaussian Process using this covariance function is very

smooth [13].

Periodic (Per.)

The periodic (Per.) covariance function is written as:

k(xp,xq) = �

2
fexp

✓
�2Msin2

✓
⇡

|xp � xq|
p

◆◆
, (4.5)

where p determines the distance between repetitions of the function, and M is the matrix of

characteristic length-scales [16].

Figure 4.1: Basic covariance functions with arbitrary units.
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4.3 Advanced Covariance Functions

Matérn Class

The Matérn class of covariance functions is given by:

kMatérn(xp,xq) =
�

2
f

�(⌫)2⌫�1

hp
2⌫ (xp � xq)

i⌫
K⌫M

hp
2⌫ (xp � xq)

i
, (4.6)

where �

2
f is the signal variance, � is the Gamma function, K⌫ is a modified Bessel function

[17] of the second kind of order ⌫ and M is the matrix of characteristic length-scales [13].

It was named for the work of Bertil Matérn by Michael Stein [18]. The Matérn covariance

function has an interesting feature in that it is [⌫ � 1] times differentiable [19]. Therefore,

the hyperparameter ⌫ can control the degree of smoothness. Special cases of the Matérn

covariance function exist when ⌫ is a half-integer: ⌫ = p + 1/2, where p is a non-negative

integer [13]. For these cases, the covariance function is a product of an exponential and a

polynomial of order p [13]. The first three forms are:

k⌫=1/2 (r) = �

2
fexp

⇣
�r

p
M

⌘

k⌫=3/2 (r) = �

2
f

⇣
1 +

p
3Mr

⌘
exp

⇣
�
p
3Mr

⌘

k⌫=5/2 (r) = �

2
f

⇣
1 +

p
5Mr + 5

3r
2
M

⌘
exp

⇣
�
p
5Mr

⌘
,

(4.7)

where r = xp � xq and M is the matrix of characteristic length-scales [13]. As ⌫ ! 1,

the Matérn covariance function becomes the squared exponential covariance function. For

Gaussian Process applications, ⌫ = 1/2 becomes very rough, and for ⌫ � 7/2 it becomes very

hard to distinguish between values of ⌫ � 7/2 unless there is explicit prior knowledge about

existence of the higher order derivates [13].

44



4.4. Combining Covariance Functions

Rational Quadratic

The rational quadratic (RQ) covariance function:

kRQ(xp,xq) = �

2
f

✓
1 +

1

2↵
(xp � xq)

T
M (xp � xq)

◆�↵

, (4.8)

with ↵,M > 0 can be a scale mixture (infinite sum) of squared exponential functions with

different length-scales l. In this parameterization, the RQ covariance for ↵ ! 1 becomes the

SE covariance function [13]. Similar to the Matérn class, the RQ covariance has a tunable

parameter ↵. Conversely, the RQ is infinitely differentiable for all ↵ and is therefore closer in

similarity to the SE covariance than the Matérn class covariance.

4.4 Combining Covariance Functions

A single covariance function can be used to model the data for the Gaussian Process

emulator, but the power of the covariance function lies in the ability to combine covariance

functions to reflect various aspects of the data. Combining covariance functions allows

properties from each covariance function to influence the GP predictions and uncertain

parameter calibration. In the end, combining covariance functions allows one the ability to

include as much high-level structure as necessary for the data [16]. Two ways of combining

covariance functions are through addition and multiplication. The notation for these is a

shorthand without input arguments with the understanding that:

ka ⇥ kb = ka(xp,xq)⇥ kb(xp,xq) (4.9)

and

ka + kb = ka(xp,xq) + kb(xp,xq). (4.10)
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4.4.1 Multiplication of Covariance Functions

Multiplying two positive-definite covariance functions always results in another positive-

definite covariance function [16]. Working with the covariance function allows the expression

of high-level properties of functions that do not necessarily have a simple parametric form. A

few examples are:

• Polynomial Regression

Multiplying L linear covariance functions together will create a polynomial of degree L

without having to specify a particular polynomial covariance function.

• Functions with Growing Amplitude

Multiplying by a linear covariance function means that the marginal standard deviation

of the modeled function grows linearly away from the location given by the hyperparameter

c [16].

Figure 4.2: Examples of multiplication of covariance functions for the expression of
different high-level properties.
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Each of the covariance functions contributes particular characteristics when multiplied

with another covariance function, as described in [16]:

• Multiplication by SE removes long range correlations from the original model, since

SE(x, x0) decreases monotonically toward 0 as |x� x

0| increases.

• Multiplication by Lin. is the same as multiplying the modeled function by a linear

function such that x⇥ f (x) ⇠ GP (0,Lin. ⇥ k); this causes the standard deviation to

vary linearly.

• Multiplication by Per. keeps the correlation between all pairs of functions within

one period apart, thus allowing variation within each period.

4.4.2 Sum of Covariance Functions

Additivity is a useful modeling assumption that allows for strong assumptions about the

individual components that make up the total sum [16]. Encoding the additivity into GP

models is simple, too. If fa and fb are drawn independently from GP priors:

fa ⇠ GP (µa, ka) (4.11)

fb ⇠ GP (µb, kb) , (4.12)

then the distribution of the sum of the functions is another GP:

fa + fb ⇠ GP (µa + µb, ka + kb) , (4.13)

which is identical to Eq. 3.2. The covariance functions used to generate k1 and k2 can be of

different classes, allowing for different underlying assumptions about the data, giving the user

greater flexibility with their GP models. Figure 4.3 shows several combinations of the basic

covariance functions summed together, but there is no limit to the number of covariance

functions that can be used this way.
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One of the benefits of summation of covariance functions compared to the product of

covariance functions is the difference in ability to extrapolate away from the training set.

The product of covariance functions is more limited because it allows a different function

value for every combination of inputs, making the GP uncertain about the function at values

away from the training points [16].

Figure 4.3: Sum of various combinations of covariance functions.
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Active Learning For Gaussian Process

Regression

The Gaussian Process Regression (GPR) model provides a simple, flexible framework

for modeling data. However, this simplicity does have its drawbacks. Primarily, the GPR’s

performance is limited by the ability of the training set to cover the posterior sample space.

As mentioned before, this problem is unique in that because we are running a deterministic

code we do not know the results until we run the computer code. The initial training set must

cover the prior sample space as much as possible to give an accurate posterior sample space

for the future placement of additional training points. Previous active learning methodologies

using Gaussian Process applications have been used to decide how to categorize a data point

(classification problems) or to reduce the number of data points used in the training set

(sparse Gaussian Processes) [20, 21]. In both of these instances, the domain was known

a priori when applying the active learning methodology. What makes this form of active

learning unique in this instance is that the posterior domain is not known a priori.
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5.1 Methodology

The general methodology for GPR active learning is as follows:

1. Choose lower and upper bounds on each of the uncertain parameters.

2. Create the training set using a Latin hypercube sampling scheme.

3. Generate the training output by running the computer code at each training point

within the training set.

4. Build the emulator.

5. Calibrate the uncertain parameters using MCMC, using the emulator in place of the

computer code.

6. Determine which uncertain parameter values to assign the new training point(s) and at

which control variable location to place the new training point(s).

Steps 4 through 6 are iterated upon a certain number of times to arrive at a final posterior

predictive mean and variance and uncertain parameter posterior distributions. The process

workflow structure is outlined in Figure 5.1.

Figure 5.1: Workflow for Gaussian Process Active Learning.
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5.2 Control Parameter Training Values

The training matrix, X, consists of all the input parameters, which can be subdivided into

the uncertain parameters and the “control” parameters. The control parameter is a variable

for which we already have an experimental sample space of interest and have the explicit

ability to control. For the friction factor problem, the input parameter is the Reynolds

number because the Reynolds number can easily be changed by an experimental operator

changing the mass flow rate. The decision criterion for the control parameter should favor

using locations where the emulator predictive mean is far from the experimental data values

and the predictive variance is large. Thus, the decision criterion to determine the location of

the new input control parameter is defined as [22]:

x⇤,cv = argmax
h
|y⇤ � y

o

| ·
p

var (y⇤)
i
, (5.1)

since it accounts for differences between the emulator predictive mean and the experimental

data, plus the emulator predictive variance.

5.3 Uncertain Parameters Training Values

Each uncertain parameter must provide information to the emulator, as described in

section 3.3.1, to improve its utility. The method proposed by Gorodetsky and Marzouk

designs experiments which minimize the integrated posterior variance (IVAR) of the Gaussian

Process[23]. This method aims to minimize the integrated variance of the emulator posterior

predictive variance:

x⇤,unc = argmin
ˆ
X

k (x|x) dµ(x). (5.2)

Evaluating Eq. 5.2 can be done using quadrature or Monte Carlo (MC) sampling

techniques. Since the variance is usually a smooth function, quadrature schemes may work

accurately for low-dimensional models. Monte Carlo schemes are generally better and more

robust for higher order dimensionality problems and were the schemes of choice for applications
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of this methodology. A Monte Carlo scheme replaces the integral with a summation:

ˆ
X

k (x|x) dµ(x) ⇡ 1

Nmc

NmcX

i=1

k (xi|x⇤,cv) , (5.3)

where Nmc is the number of MC samples and xi ⇠ µ [23].

5.4 Greedy and Batch Training

Addition of the active learning training points can be done either in a greedy or batch

fashion. “Greedy” refers to the best single point being added each time. A greedy algorithm,

for instance, always makes the choice that is locally optimal in the hopes that this choice

will lead to a globally optimal solution [24]. Greedy implementations are easy to implement

overall and much cheaper computationally than exhaustive searches. However, there is no

guaranteed way to recognize whether a problem can be solved using a greedy algorithm. On

the other hand, batch training, or dynamic programming, solves problems by combining

the solutions to subproblems [24]. In the context of our work, this means that training

points are added as groups of points instead of as single points at a time. This approach is

typically applied to optimization problems having many possible solutions. Batch training is

advantageous because interactions between the training points are taken into account directly

[23].

Adding greedy training points for GPR often results in point “pile-up,” with several

training points being added at, or near, another training point value. Greedily adding T

training points also requires retraining the emulator and then recalibrating the uncertain

parameters before adding another training point, thus, a total of T + 1 iterations. But, each

additional training point adds information to the covariance matrix and, in principle, provides

a more accurate covariance matrix for better future predictions and training point additions.

Adding training points in batch allows for several alternative benefits as well: avoiding

pileup, reducing the number of iterations needed to retrain the emulator and calibrate the

uncertain parameters, and providing the freedom to modify the batch size. The added freedom

to modify the batch size allows for tuning of the batch size to allow for more exploration or
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exploitation. For example, smaller batch sizes can be chosen when the hyperparameters are

changing rapidly between iterations (exploration) and batch sizes can be increased once the

hyperparameters converge (exploitation) [23]. Tuning of the batches was not explored in our

work.

5.5 Friction Factor Revisited

The friction factor problem from Section 3.2 was repeated with the active learning

methodology implemented. In the first GPR demonstration, 50 training points were selected

from a LHS scheme using the lhsdesign MATLAB function [12]. The active learning

methodology uses 20 initial training points (10 per uncertain parameter) and is created using

the same LHS scheme in MATLAB. The SE covariance function was used to demonstrate

the improvements obtained from using the active learning alone, while not modifying the

covariance function. The GP emulator was built using AM-MCMC sampling with 2⇥ 104

burn-in samples and 2⇥ 104 covariance sampling samples with the AM proposal matrix, ⌃̂,

being computed every 1000 samplings using the past 1000 samples. The posterior distributions

were then sampled using another AM-MCMC algorithm with 5⇥ 104 burn-in samples and

5⇥ 104 posterior distribution samples. After performing GPR with the initial 20 training

points, an additional 20 training points were added using the active learning methodology

described in Chapter 5. These additional points were added in a single batch of 20 points

rather than in a greedy fashion. The emulator was then rebuilt and the posterior predictions

were sampled using the uncertain calibrated parameters. Figure 5.2 shows the initial training

points (black) and the additional training points (red) with the experimental data given as

point estimates with their 95% confidence interval given by the error bars. Notice how the

initial training points hardly cover the experimental data. This is a product of the LHS

scheme trying to cover the B and C parameter sample space as much as possible. The 20

additional training points placed using the IVAR method in Eq. 5.2 at locations specified by

Eq. 5.1 cover the experimental data very thoroughly. Thus, the active learning algorithm is

able to propose new training points that cover the posterior sample space very well. But, how

well does the addition of these new training points improve the performance of the emulator?
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Figure 5.2: Active learning training set with the initial 20 training points (black) and
the additional 20 training points (red) using the squared exponential (SE) covariance
function.

Figure 5.3: Active learning posterior predictions of the GP with the initial training
points (green), additional training points (red), and the true MCMC sampled predictions
(blue) using the squared exponential (SE) covariance function.
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The posterior predictions are shown in Figure 5.3 with the true directly sampled MCMC

predictions from Section 2.4 shown in blue, the emulator predictions from the initial training

set in green, and the emulator predictions with the 20 additional training points shown in

red. Clearly, the 20 additional training points improve the predictive performance of the

emulator and match the directly sampled MCMC predictions. The 95% confidence intervals

for the predictions, shown with the transparent area of the same color as the mean prediction,

narrow when the additional training points are added and match the uncertainty present in

the directly sampled MCMC example. Therefore, this active learning methodology produces

an emulator which produces the same predictive quality as if the true computer code were

being directly MCMC sampled.

For the desired applications of this methodology, the uncertain parameter posterior

distributions are greatly important to the performance of the emulator. Figure 5.4 shows the

uncertain parameter distributions for both B and C parameters with their respective priors

(black) and true MCMC sampled posteriors (blue); the sample color scheme is the same as

before for the initial training points and the additional training points. Notice that the initial

posterior distributions have similar precision to the true posteriors, but the accuracies are

poor with each distribution being roughly 0.10 scaled distance away from the true posterior

mean. The posteriors from the additional 20 training points are nearly identical to the true

posteriors. There are small deviations from the true posterior distribution at the modes and

towards the tails, but the overall accuracy and precision of the emulator posterior distribution

matches the true, directly sampled MCMC posterior distribution quite well. Figure 5.5 also

demonstrates how the additional training points chosen by the IVAR criterion cover the

posterior sample space well. The linear appearance of the additional training points is due

to the B and C uncertain parameters being highly correlated. Thus, the active learning

methodology improves the performance of the simple Gaussian Process emulator, and even

uses fewer training points than the comparable demonstration described in Section 3.6.
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Figure 5.4: Active learning posterior distributions from the initial training points (green),
additional training points (red), and the true MCMC sampled posterior distribution
(blue) using the squared exponential (SE) covariance function.

Figure 5.5: Initial and additional training points with posterior sample space and known
true B and C values.

56



5.6. Influence of the Covariance Function

5.6 Influence of the Covariance Function

After demonstrating that the active learning methodology does improve the performance

of the GP emulator, the next step is to investigate the impact of modifying only the covariance

function. As stated before, the covariance function encodes the beliefs about the computer

code being emulated.

There are, in fact, several methods for comparing covariance functions. The marginal

likelihood is the chosen criterion here since it balances the fit and complexity of a model

[25]. Conditioned upon kernel parameters, the marginal likelihood of a GP can be computed

analytically by Eq. 2.2. In addition, if one compares GP models by the maximum likelihood

value obtained after optimizing their hyperparameters, then all else being equal, the model

having more parameters will be chosen; this introduces a bias in favor of more complex models.

Overfitting can be avoided by integrating the marginal likelihood over all parameters, but this

integral is difficult to compute in general. Instead, the integral can be loosely approximated

using the Bayesian information criterion (BIC) [26]:

BIC (X) = log [p (y|X)]� 1

2
|X| logN, (5.4)

where log [p (y|X)] is the log-marginal likelihood from Eq. 2.2 with the optimized hyperparameters,

|X| is the number of hyperparameters for the covariance function, and N is the number

of training points. This provides an adequate estimation of the “value” of each covariance

function with a penalty term for the complexity of the covariance function.

In addition to BIC, the predictive capability of the emulator is also of great importance.

Each covariance function combination requires comparing the emulator predictive mean to

the experimental data using the root mean square error (RMSE) method:

RMSE (y⇤,yo

) =

vuut 1

n

nX

i=1

�
y⇤,i � y

e,i

�2
, (5.5)

where y⇤ and y

e

are the predictive and experimental means, respectively. Table 5.1 shows
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the calculated BIC and RMSE for several covariance functions applied to the friction factor

problem. Additionally, because the friction factor example is not computationally expensive,

a comparison between the true directly sampled MCMC posterior distributions and the GP

uncertain parameter posterior distributions is possible, appearing as the final column in

Table 5.1 with the B and C parameters RMSE, respectively. The bolded values in the table

correspond to the four best values obtained for the BIC and RMSE; a higher BIC is better,

and a lower RMSE is better.

Table 5.1: Effect of covariance function on Gaussian Process emulator performance. A
larger Bayesian information criterion (BIC) values is better, while a smaller root mean
square error (RMSE) value is better. The three “best” values for each category are bolded,
while the three “worst” values are underlined.

RMSE for:

Covariance Function BIC Predictive Mean
Posterior

Distributions
[B,C]

Squared Exponential (SE) 78.24 1.609⇥ 10�4 [0.379,0.369]

Rational Quadratic (RQ) 78.27 2.155⇥ 10�4 [0.852, 0.817]

Matérn(⌫ = 3/2) 53.72 6.568⇥ 10�4 [1.080, 1.098]

Matérn(⌫ = 5/2) 74.18 1.368⇥ 10�4 [0.819, 0.777]

Product

{SE,Linear} 69.91 7.610⇥ 10�4 [3.837, 1.678]

{SE,Matérn(⌫ = 5/2)} 70.15 1.632⇥ 10�4 [0.195,0.207]

{RQ,Linear} 54.86 2.807⇥ 10�4 [1.333, 1.221]

{RQ,Matérn(⌫ = 5/2)} 77.48 1.399⇥ 10�4 [0.399,0.393]

{Matérn(⌫ = 5/2),Linear} 39.82 3.988⇥ 10�4 [0.903, 0.818]

Sum

{SE,Linear} 69.10 1.703⇥ 10�4 [0.647, 0.641]

{SE,SE} 69.70 1.008⇥ 10

�4 [0.468,0.442]

{SE,Matérn(⌫ = 5/2)} 88.92 1.041⇥ 10

�4 [0.857, 0.812]

{RQ,Matérn(⌫ = 5/2)} 87.44 1.253⇥ 10

�4 [0.869, 0.811]

{Matérn(⌫ = 5/2),Linear} 75.30 1.463⇥ 10�4 [0.714, 0.701]
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The covariance function which had the smallest RMSE error for the uncertain parameter

posterior distributions was the product of the SE and the Matérn with ⌫ = 5/2 covariance

functions. For comparison to the simple SE covariance function, the training set, posterior

predictions, and uncertain parameter posterior distributions are shown in Figures 5.6, 5.7, and

5.8, respectively. An interesting observation from Figure 5.6 is that the additional training

points are not directly on top of the experimental data as they were with the SE covariance

function in Figure 5.2. However, the BIC and RMSE values are comparable for the two

covariance functions, with the {SE,Matérn(⌫ = 5/2)} having the better RMSE value on the

posterior distributions. This helps illustrate how the “best” additional training points can

vary between covariance functions. The posterior distributions for the uncertain parameters

in Figure 5.8 with the additional points are nearly identical to the directly sampled MCMC

of the friction factor function. Overall, both sets of figures help demonstrate the power of

the active learning methodology in properly replicating the same results of direct MCMC

sampling of the true friction factor computer code.

Figure 5.6: Training set from the product of the SE and Matérn with ⌫ = 5/2 covariance
functions with the initial 20 training points (back) and the additional 20 training points
(red).
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Figure 5.7: Posterior predictions from the product of the SE and Matérn with ⌫ = 5/2
covariance functions with the initial training points (green), additional training points
(red), and the true MCMC sampled predictions (blue).

Figure 5.8: Posterior uncertain parameter distributions from the product of the SE
and Matérn with ⌫ = 5/2 covariance functions from the initial training points (green),
additional training points (red), and the true MCMC sampled posterior distribution
(blue).
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Chapter 6

Demonstration of Active Learning GPR

with RELAP Models

The friction factor model previously used is helpful for demonstration purposes, but does

not adequately represent the complex reactor safety analysis codes that this GPR active

learning methodology was developed. Problems that can be modeled with system codes

such as RELAP are the reason for GPR applications. Two RELAP simulations from Yurko

[4] were chosen to demonstrate the GPR active learning methodology and to analyze the

influence of the covariance function: the Cheng & Todreas friction factor correlation [27] and

the Gapalakrishnan & Gillette (1973) data [28]. Both of these examples use the same generic

RELAP model shown in Figure 6.1; dimensions and flow rates change for each problem, but

the overall layout is still the same. As Yurko [4] describes, the inlet boundary condition is

a time dependent junction which sets the mass flow rate. This inlet boundary condition

is attached to a dummy volume, labeled as component 200 in Figure 6.1. Dummy volume

200 is attached to the bundle/channel of interest labeled component 400 via junction 201.

When applicable to the simulation, Junction 201 is where the inlet nozzle loss coefficient

is applied. Component 400 is attached to another dummy volume, labeled as component

100. Component 100 is attached to the outlet pressure boundary condition; both dummy

volumes 200 and 100 have the wall friction turned off. Therefore, the pressure drop across

the entire model is determined by subtracting the pressures within dummy volumes 200 and

100. With the outlet pressure fixed, the pressure from the time dependent inlet mass flow
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boundary condition adjusts depending upon the specified mass flow rate and the frictional

characteristics of the components. The resulting pressure drop is considered to be the RELAP

�P value [in pascals (Pa)].

The Cheng & Todreas RELAP simulation considers channel component 400 as a single

channel called the driver fuel (DF). Furthermore, there is assumed to be no inlet nozzle loss

coefficient. On the other hand, the Gapalakrishnan & Gillette (G&G) RELAP simulation

breaks channel component 400 into three sections: the lower blanket (LB), the driver fuel

(DF), and the upper blanket (UB). Additionally, the G&G simulation does include a nozzle

loss coefficient applied at junction 201.

Figure 6.1: Generic RELAP model illustration for the two RELAP simulations; replotted
from [4].

RELAP User Defined Friction Factor Correlation

The RELAP user defined friction factor correlation is given for the laminar, transition,

and turbulent regimes as [4]:

f

L =
64

Re · �S

; for 0  Re  2200 (6.1)

f

+ =

✓
3.75� 8250

Re

◆�
f

T
3000 � f

L
2200

�
+ f

L
2200; for 2200 < Re < 3000 (6.2)

f

T = B ·Re

�C ; for Re � 3000 (6.3)
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where �S is the laminar shape factor, fL is the laminar friction factor, f+ is the transition

regime friction factor, fT is the turbulent friction factor, and f

T
3000 and f

L
2200 are the turbulent

and laminar friction factors calculated at Re = 3000 and Re = 2200, respectively. The

turbulent friction factor correlation is the unparameterized form of Eq. 2.5. The B and C

parameters are referred to collectively as the turbulent friction factor parameters, and B, C,

and �S parameters are collectively referred to as the friction factor parameters [4].

GPR Emulator Characteristics

The emulators used for the two RELAP models were constructed in the same way as

in Chapter 5. However, a key difference between the friction factor example demonstrated

in Chapter 5 and the emulators built in this chapter are the uncertain parameters’ prior

distributions. The friction factor demonstration problems used a Gaussian prior with a

mean and known variance. These priors were reparameterized using exponententials to avoid

ever having negative values, which physically aren’t possible. From now on, all uncertain

parameters prior distributions will be uniform priors between lower and upper values taken

from Yurko [4]. The uniform priors force the uncertain parameter values to stay within the

prior bounds since any value outside of the prior has a density of zero.

6.1 Cheng & Todreas (C&T) RELAP Simulation

The Cheng & Todreas (C&T) RELAP simulation calibrates the three friction factor

parameters in the driver fuel (DF) of the RELAP user-defined friction factor correlation.

As before, the initial training set requires 10 initial training points for each uncertain input

parameter, for a total of 30 initial training points. Twenty-five experimental data points

are generated ranging from 1% of nominal core channel flow to 100% core channel flow.

The experimental data used are generated from the Cheng & Todreas wire-wrapped bundle

average friction factor correlation, hence the naming convention for this simulation [27]. The

experimental error of the data is assumed to be that 95% of the probability was covered by

±33% around the mean data value of the first training point; this error was kept constant for

each of the 25 training points. Figure 6.2 shows the 25 experimental data points with the
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initial training set. The error on the experimental data is so small that it only appear as a

single line at each data point.

Table 6.1: Prior bounds for the Cheng & Todreas uncertain parameters. Values are
taken from [4].

Uncertain Parameter Minimum Value Maximum Value

DF B Coefficient 0.138 0.23

DF C Exponent 0.15 0.25

DF �S Shape Factor 0.125 1.875

Figure 6.2: Cheng & Todreas (C&T) experimental data and initial GPR training set.

As before, the emulator is built using AM-MCMC sampling and the posterior distributions

for the uncertain parameters are sampled using AM-MCMC. An additional 30 training points

are added using the active learning methodology from Chapter 5 for a total of 60 training

points. The emulator is rebuilt with the new training set of 60 points, and the uncertain

parameters are calibrated. This procedure is repeated for the 13 different covariance functions

tested, as shown in Table 6.2. The three best BIC and RMSE values are bolded, and the

three worst values are underlined. The product of the SE and Linear covariance functions

had the lowest predictive RMSE out of all the tested covariance functions. The squared
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exponential (SE) and rational quadratic (RQ) covariance functions have two of largest BIC

values, yet the worst RMSE for the the predictive mean.

Table 6.2: C&T BIC and RMSE values with constant error. A larger Bayesian
information criterion (BIC) values is better, while a smaller root mean square error
(RMSE) value is better. The three “best” values for each category are bolded, while
the three “worst” values are underlined. The product of the SE and Linear covariance
functions had the lowest predictive RMSE out of all the tested covariance functions. The
squared exponential (SE) and rational quadratic (RQ) covariance functions have two of
largest BIC values, yet the worst RMSE for the the predictive mean.

Predictive Mean

Covariance Function BIC RMSE

Squared Exponential (SE) 196.5 258.2

Rational Quadratic (RQ) 204.9 306.1

Matérn(⌫ = 3/2) 129.8 229.5

Matérn(⌫ = 5/2) 168.7 151.5

Product

{SE,Linear} 73.44 74.14

{SE,Matérn(⌫ = 5/2)} 198.4 120.6

{RQ,Linear} 100.4 112.8

{RQ,Matérn(⌫ = 5/2)} 171.2 150.3

{Matérn(⌫ = 5/2),Linear} 82.87 197.3

Sum

{SE,Linear} 196.0 187.0

{SE,SE} 190.1 146.7

{SE,Matérn(⌫ = 5/2)} 180.8 168.8

{Matérn(⌫ = 5/2),Linear} 165.2 140.6

65



Chapter 6. Demonstration of Active Learning GPR with RELAP Models

The uncertain parameter posterior distributions in Figure 6.5 are well formed and nearly

Gaussian in appearance. These results are similar to the results in Yurko where he was using

Function Factorization with Gaussian Process Priors (FFGP) and 50 training point values[4].

In his results, the C exponent was well defined with a scaled value of roughly 0.50, but the

B coefficient and �S shape factor were compressed to the prior maximum and minimum,

respectively. The fact both the B and �S parameters are well defined within the sample

space of this active learning could explain why the C exponent has shifted slightly left to a

mean of approximately 0.38. Ultimately, the active learning methodology achieved similar

results using a much simpler methodology and 60 training points.

Figure 6.3: C&T additional training points from product of SE and Linear covariance
functions.
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Figure 6.4: C&T emulator posterior predictions of the emulator from product of SE
and Linear covariance functions.

Figure 6.5: C&T posterior distributions of B, C, and �S uncertain parameters from
product of SE and Linear covariance functions.
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6.2 Gopalakrishnan & Gillette (G&G) RELAP Simulation

The Gopalakrishnan & Gillette (G&G) RELAP Simulation has the same general layout as

the Cheng & Todreas simulation shown in Figure 6.1, except that component 400 is no longer

a single driver fuel section but three sections: the lower blanket (LB), driver fuel (DF), and

upper blanket (UB). The LB and UB are assumed to be the same geometry, and thus have

the same B, C, and �S values. This means that three additional uncertain parameters are

added to the RELAP model for the LB and UB friction factor parameters. An inlet nozzle

loss coefficient uncertain parameter is also added since the G&G data is for the pressure

drop across the entire channel and not a single bundle like the Cheng & Todreas simulation.

Therefore, a total of seven uncertain parameters will be calibrated using the GPR: the three

DF friction factor parameters, three LB and UB friction factor parameters, and the inlet

nozzle loss coefficient.

The experimental data for the G&G simulation comes from Gopalakrishnan & Gillette

[28]. Their data comes from hydraulically scaled water tests, making it difficult to tell whether

the results used here come directly from experimental data or from empirical corrections.

The “data” were taken from their paper and are shown in Figure 6.6.

Figure 6.6: Gopalakrishnan & Gillette pressure drop experimental “data”
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Table 6.3: Prior bounds for the Gopalakrishnan & Gillette uncertain parameters. Values
are taken from [4].

Uncertain Parameter Minimum Value Maximum Value

LB/UB B Coefficient 0.138 0.23

LB/UB C Exponent 0.15 0.25

LB/UB �S Shape Factor 0.125 1.875

DF B Coefficient 0.138 0.23

DF C Exponent 0.15 0.25

DF �S Shape Factor 0.125 1.875

Inlet Nozzle Loss Coefficient 5 40

Only six experimental data points were taken from Figure 6.6 due to the inherent difficulty

of getting accurate “data” from Figure 6.6. The experimental error of the data is assumed

to be that 95% of the probability was covered by ±33% around the mean data value of the

first training point; this error was kept constant for each of the 6 data points. Figure 6.7

shows the 6 experimental data points with the initial training set, with the error bars barely

noticeable since they are so small.

Figure 6.7: Gopalakrishnan & Gillette (G&G) experimental data and initial GPR
training set.
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Table 6.4: G&G emulator BIC and RMSE values with constant error.

Predictive Mean

Covariance Function BIC RMSE

Squared Exponential (SE) 523.0 8406

Rational Quadratic (RQ) 551.3 4630

Matérn(⌫ = 3/2) 377.2 4215

Matérn(⌫ = 5/2) 498.2 4530

Product

{SE,Linear} 332.5 3128

{SE,Matérn(⌫ = 5/2)} 498.8 4461

{RQ,Linear} 375.6 3199

{RQ,Matérn(⌫ = 5/2)} 530.3 4578

{Matérn(⌫ = 5/2),Linear} 366.9 4776

Sum

{SE,Linear} 541.6 4313

{SE,Matérn(⌫ = 5/2)} 519.1 5777

{Matérn(⌫ = 5/2),Linear} 540.6 3409

The initial GPR emulator is built from an initial training set of 70 points (10 per uncertain

parameter) and using AM-MCMC sampling. The posterior distributions for the uncertain

parameters are also sampled using AM-MCMC. An additional 70 training points are added

using the adaptive learning methodology from Chapter 5 for a total of 140 training points.

The emulator is rebuilt with the new training set of 140 points and the uncertain parameters

are calibrated. This procedure is repeated for the 13 different covariance functions tested, as

shown in Table 6.2. The three best BIC and RMSE values are bolded, and the three worst

values are underlined.

The product of the SE and Linear covariance functions had the lowest predictive RMSE

out of all the tested covariance functions. The final training set, emulator posterior predictions,

and uncertain parameter posterior distributions are all shown in Figures 6.8, 6.9, and 6.10,

respectively. Unlike the Cheng & Todreas simulation, the G&G only had six experimental

data points. This creates several non-ideal situations for the emulator. First, there are

fewer locations to place additional training points. As shown in Figure 6.8, many of the
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training points are nearly on top of one another. As explained before in Section 3.3.1, if

several training points have a shared input x1 with other differing x2,3,...,D values, there is

no learning of the relation between x1 and the output f(x) from those points. Therefore,

it is advantageous to have more experimental data points to help prevent the additional

training points from being placed nearly on top of one another. Another shortfall of the

few experimental data points is that it forces the emulator to become piecewise linear. The

covariance functions tested all have varying degrees of smoothness associated with them, but

none of them are designed to model a piecewise linear function. Furthermore, a piecewise

linear covariance function should only be used if the true underlying function is believed

to be a piecewise linear function. This clearly is not the case, and goes to demonstrate the

necessity for more experimental data points in order to provide reliable GP results.

Figure 6.8: G&G data additional training points from product of SE and Linear
covariance functions.

Figure 6.9: G&G emulator posterior predictions of the emulator from product of SE
and Linear covariance functions.
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The posterior distributions in Figure 6.10 further confirm this due to their lack of a clear

Gaussian form. Only the inlet nozzle loss coefficient is clearly defined by the data, with

the DF B and C parameters slightly less defined; the DF �S is pushed up against the edge

and not well defined with an extended distribution tail. The LB/UB parameters are hardly

defined at all from the data, and there is little confidence in the ability of the GP to accurately

determine those parameter values. This can also be contributed to the lack of experimental

data points from the original G&G experiment. It should be noted that even obtaining the

six experimental data points in the first place, as stated before, was difficult when there was

confusion on what the data represented in the original 1973 paper from Gopalakrishnan and

Gillette. Ultimately, any use of Gaussian processes should ensure that a proper quantity

of experimental data points are obtained in order to prevent the piecewise linear function

obtained from the G&G RELAP simulation.

Figure 6.10: G&G data posterior distributions of the seven uncertain parameters from
product of SE and Linear covariance functions.
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6.3 Experimental Error Scaling as the Mean

In the previous simulations, the experimental error was assumed to be the same for each

of the experimental data points. In certain situations where the experimenters are unable to

resolve some constant error, this is an adequate assumption for the error. However, if the

experimental error is designed to model the uncertainty presented by a measurement device,

such as a pressure gauge, then a fixed experimental error is an incorrect assumption. The error

of industrial pressure gauges is often given as a fraction of the mean measured value. While

some measurement techniques are able to have uncertainty as low as 0.025%, a measurement

uncertainty of 1% seems more realistic [29, 30]. Therefore, both RELAP simulations (C&T

and G&G) were run again with the experimental error of the data assumed to be that 95% of

the probability was covered by ±1% around the mean data value. Besides the experimental

error, everything else was kept the same. Thus, only the results and implications of the

experimental error as it pertains to GPR active learning will be discussed.

Cheng & Todreas RELAP Simulation

Table 6.5 shows the results with the experimental error scaling as 1% of the mean for the

Cheng & Todreas RELAP simulation. As before, the product of the SE and Linear covariance

functions had the lowest RMSE for the predictive mean of the emulator. When compared

with Table 6.2, there is no large difference in performance for any of the covariance functions.

There are minor differences in the RMSE, largely due to the fact that there is a larger

experimental error, and that larger experimental error allows the emulator more freedom to

explore different uncertain parameter combinations. However, the best performing covariance

functions with the fixed experimental error are still, by and large, the best performing

covariance functions when the experimental error scales as the mean. The product of the

SE and Linear covariance functions was the best performing emulator with the larger error.

Figure 6.11 shows the 30 training points the active learning methodology added to the initial

training set.
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Table 6.5: Cheng & Todreas emulator BIC and RMSE values with error as 1% of mean.

Predictive Mean

Covariance Function BIC RMSE

Squared Exponential (SE) 201.8 163.0

Rational Quadratic (RQ) 200.3 155.2

Matérn(⌫ = 3/2) 82.8 286.5

Matérn(⌫ = 5/2) 186.4 167.7

Product

{SE,Linear} 116.1 111.6

{SE,Matérn(⌫ = 5/2)} 197.9 150.3

{RQ,Linear} 95.2 129.7

{RQ,Matérn(⌫ = 5/2)} 207.4 143.4

{Matérn(⌫ = 5/2),Linear} 90.6 135.7

Sum

{SE,Linear} 179.8 155.2

{SE,SE} 73.85 217.3

{SE,Matérn(⌫ = 5/2)} 177.1 158.3

{Matérn(⌫ = 5/2),Linear} 175.5 158.5

Figure 6.12 shows the posterior predictions for the same emulator. Visually, it is

indistinguishable from the fixed error posterior predictions in Figure 6.4. They both predict

the experimental data very well, but the fixed experimental error emulator performs slightly

better with a RMSE of 74.1 compared to the scaled experimental error RMSE of 111.

The posterior distributions for the uncertain parameters show the greatest difference

between the treatment of the experimental error. As anticipated, the larger experimental

error causes the variance of the posteriors in Figure 6.13 to be greater than in Figure 6.5.

The mean of the B and C posteriors are nearly the same, confirming the accuracy of the

posteriors; it would be very troubling if the posteriors from Figures 6.5 and 6.13 didn’t look

similar at all. The �S parameter, however, doesn’t have quite the same mean when the

experimental error increases. This could be a result of the B and C parameters being highly

correlated and the �S parameter not. Figure 6.14 shows that the correlation of the B and C

parameters are 1.00, while there is only a correlation of approximately 0.60 between B,C
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and �S. This would allow for the similar B and C posteriors distributions to have a different

corresponding �S posterior distributions.

Figure 6.11: C&T additional training points with error as 1% of the mean from SE and
Linear covariance functions.

Figure 6.12: C&T emulator posterior predictions of the emulator with error as 1% of
the mean from SE and Linear covariance functions.
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Figure 6.13: Posterior distributions of the B, C, and �S uncertain parameters with
error as 1% of the mean.

Figure 6.14: C&T correlation of B, C, and �S uncertain parameters.
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Gopalakrishnan & Gillette (G&G) RELAP Simulation

The results for the G&G RELAP simulation with the error scaling as the mean is much

the same as the C&T simulation. From Table 6.6 it is clear that the covariance functions

which performed well with the constant error continued to perform well with the experimental

error scaling as the mean. It is, however, interesting that with the increased experimental

error the predictive mean RMSE for the top three covariance functions in Table 6.6 is actually

lower than the top three predictive mean RMSE values in Table 6.4. This is because the larger

experimental error provides the MCMC sampling algorithm the opportunity to better explore

the posterior uncertain parameter samples space. The smaller and constant experimental

error limits the combinations of uncertain parameter values that the MCMC algorithm will

sample, causing the MCMC sampling to not be adequately mixed as discussed before in

Section 2.4. Figure 6.15 shows the 70 training points the active learning methodology added

to the initial training set, with the improved posterior predictions shown in Figure 6.16.

Table 6.6: G&G emulator BIC and RMSE values with error as 1% of mean.

Predictive Mean

Covariance Function BIC RMSE

Squared Exponential (SE) 426.4 4898

Rational Quadratic (RQ) 400.8 2713

Matérn(⌫ = 3/2) 355.3 3781

Matérn(⌫ = 5/2) 483.8 3306

Product

{SE,Linear} 407.6 2971

{SE,Matérn(⌫ = 5/2)} 498.2 4872

{RQ,Linear} 407.5 3280

{RQ,Matérn(⌫ = 5/2)} 465.6 4571

{Matérn(⌫ = 5/2),Linear} 413.2 3979

Sum

{SE,Linear} 545.6 5836

{SE,Matérn(⌫ = 5/2)} 508.2 4703

{Matérn(⌫ = 5/2),Linear} 535.8 3861
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The uncertain parameter posterior distributions in Figure 6.17 show that there is little

confidence in the ability for the data to adequately determine many of the uncertain parameters.

The nozzle loss coefficient is the only uncertain parameters that is well explained by the

experimental data in this case. Therefore, the GPR demonstrates that the G&G experimental

data is not adequate to predict the value of any of the LB/UB and DF uncertain parameters.

The best solution would be to do a simultaneous calibration of C&T DF parameters with

all of the G&G uncertain parameters so the C&T data can help inform the G&G emulator.

Ultimately, the G&G data does not provide enough information to properly determine the

uncertain parameter posterior distributions and other experimental data should be used to

determine the LB/UB uncertain parameters.

Figure 6.15: G&G additional training points with 1% error from SE and Linear
covariance functions.
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Figure 6.16: G&G emulator posterior predictions with 1% error from SE and Linear
covariance functions.

Figure 6.17: G&G emulator posterior distributions of the seven uncertain parameters
with 1% error from SE and Linear covariance functions.
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Chapter 7

Summary, Conclusions, and Future Work

7.1 Summary

Bayesian inference allows a framework for solving inverse problems that would otherwise

be analytically intractable. Observational data can be used for uncertainty quantification

(UQ) of computer model predictions and for inferring the distribution of the input parameters;

this properly performs reverse UQ. The Gaussian Process framework allows an emulator to

be constructed in place of the long running computer code in order to make Markov Chain

Monte Carlo (MCMC) sampling of the posterior distributions feasible and computationally

economical. Even a “fast” computer simulation taking 3 seconds per iteration would require

over 83 hours of run time for 105 MCMC samples. An emulator that is 1000x faster would

allow the same 105 MCMC samples to be completed in only 300 seconds. As the run time

for a computer code increases, the value added by using an emulator increases as well since

direct MCMC sampling would become impractical to even attempt.

The work reported here improves the performance of Gaussian Process Regression (GPR)

emulators through active learning to choose which additional training points should be added

to the current emulator training set. Further investigation into the role and implications of

different covariance functions within the GPR framework are also investigated. The active

learning methodology is demonstrated using a simple friction factor demonstration problem

with a function that could easily be directly MCMC sampled from, in order to provide a

benchmark for the emulator performance. The active learning methodology is then applied to
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two RELAP simulations to demonstrate the ability for the methodology to work with a long

running computer code and higher complexity. For each of the three GPR active learning

demonstrations the influence of the covariance function is also tested with several important

observations and recommendations made.

7.2 Conclusions

The GPR active learning methodology was implemented and shown to produce nearly

identical uncertain parameter distributions to the directly sampled MCMC case. Of the several

covariance functions tested with the friction factor demonstration, the squared exponential

(SE) covariance function and the product of the SE and Linear covariance functions were

shown to perform best. This comparison was only possible because the friction factor example

was simple enough for a direct MCMC sampling. For the more complex RELAP simulations,

a direct MCMC sampling of the RELAP model was not feasible. Several recommendations

for future applications of GPR are given with regards to the covariance function, including:

• The SE covariance function as the primary covariance function used in the literature

for its simplicity also holds merit as a simple, yet effective covariance function for most

applications. However, much forethought should be given to the covariance function of

choice based upon the experimental data that is being modeled.

• In GPR applications where the experimental error is much smaller than the mean of the

experimental data, a product of the SE and Linear covariance provides better results

than the simple SE covariance function.

• In some instances, the experimental data may not be adequate to properly determine

uncertain parameter posterior distributions, and simultaneous calibration from several

different sets of experimental data for different uncertain parameters will produce better

results.

Ultimately, the active learning methodology was shown to work well and produce better

emulator performance with fewer training points. Insight was provided on which covariance

functions should be chosen based on the experimental data that is being modeled.
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7.3 Recommendations for Future Work

Optimization of Training Set

Usual GPR applications utilize data sets that containing thousands, if not tens of thousands

of data points. In those situations, the goal is to reduce the number of training points by

finding the best set that models the entire data because of the cost to invert the covariance

matrix. The application of GPR in uncertainty quantification poses a similar, yet vastly

different problem: find the minimal number of training points that still model the entire

data without having an inventory of thousands of points to choose from. This becomes more

important when each training point requires running a computer code which could take hours.

While the naive approach of using 10 trainings point per uncertain parameter for the initial

training set worked, the optimal minimal number of training points would be a great area of

further research. This could provide a lower limit on the required number of training points

and further reduce the number of times the computer code has to be run to determine the

uncertain parameters, which is the ultimate goal anyway.

MCMC Mixing Rate and Optimization

For the GPR applications that have a small experimental error, often times the MCMC

mixing was not the optimal 23% from [6]. This was a result of the experimental error limiting

the combinations of uncertain parameter proposals that would be accepted by the MCMC

sampling scheme. As a result, the MCMC scheme often sat at certain values for long periods

of time, skewing the posterior distributions. The mixing rate for all GPR applications,

regardless of experimental error or even the covariance function, is a problem for the entire

MCMC community and not just for GPR applications.
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MCMC Stopping Criterion

As mentioned before, MCMC sampling is more of an art-form than a science for many

applications. Most of the time, expert knowledge and past experience with MCMC sampling

allows a user to make informed decisions about how many iterations a simulation should

use. However, this can lead to either reduced efficiency by computing too many iterations,

or poor results by computing too few sampling iterations. Several stopping criterion, or

convergence diagnostics, have been proposed in the literature. Convergence control techniques

can be based upon one single output (single chain) or on outputs from several independent

replications of the chain started from a preassigned initial distribution (parallel chains) [31].
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