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ABSTRACT 

Computational fluid dynamics (CFD) is widely adopted to predict complex flows and to inform the 
design of advanced engineering systems. In particular, the industry has seen a continuous growth of 
CFD simulations of turbulent phenomena, which has been made possible by the tremendous 
reduction achieved in cost per floating point operation. The need for accurate, yet computationally 
effective, transient methods has drawn particular attention to hybrid turbulence models, seeking to 
offer significant cost reduction over large-eddy simulation (LES). Despite promising results in 
academic test cases, the use of hybrid modeling is still scarce in general industrial simulations. Such 
a low adoption is mainly driven by limitations in the ability to provide accurate, robust, reliable, and 
grid-convergent solutions. Hybrid models are still far from presenting a viable replacement to 
unsteady Reynolds-averaged Navier-Stokes (URANS). 

This work investigates the key weaknesses of current hybrid approaches and develops a novel 
modeling strategy to overcome selected shortcomings. Hybrid approaches have mostly focused on 
identifying regions of the flow where LES could be recovered, based for example on a comparison 
between grid and flow length scales. Conversely, the new approach aims at leveraging the robustness 
of URANS in suitable flow regions while introducing controlled eddy resolution in regions of poor 
URANS applicability. This drastic change in strategy focuses on avoiding the frequent failures 
observed for existing hybrid methods while still enabling the effective resolution of scales. 

The formulation proposed identifies critical flow regions based on the absolute value of the second 
invariant of the resolved velocity gradient tensor. The variable retains several useful properties, 
including the capability to describe scale separation, deformation, shear flow, and coherent structures 
(thus motivating the name STRUCT adopted for the new approach). The method is implemented 
into a finite volume, general-purpose CFD solver and tested in unsteady flow applications on 
URANS-like grids. Results demonstrate the capability of the model to select regions of effective 
hybrid activation based on local flow variables. In all flow cases tested, the hybrid model activates 
in areas of strong flow deformation producing large resolved structures in the solution and generating 
enhanced description of low-frequency phenomena compared to URANS. This observation confirms 
the powerful consistency between regions of low URANS performance and highly deformed 
structures, and supports the potential of the STRUCT approach in applications requiring selective 
spectral information such as fluid-structure interaction analyses. 



4 
  

After a controlled evaluation of the model with fixed parameters specified before the simulation, 
two formulations are proposed to provide full closure: one based on a local averaging operator 
represented by a truncated Taylor series expansion, and a second one leveraging a Lagrangian 
differential operator to provide a smooth averaging. Both of those methods aim at providing viable 
averaged fields as needed by the STRUCT formulation while relying only on local operations for 
ensuring a low penalty on computational cost in parallel simulations. The former method determines 
the hybrid activation regions but still relies on a constant coefficient for reducing the modeled 
turbulent scales. On the other hand, the latter method assigns both conditions automatically.  

In all simulation results, significant agreement with experimental data is achieved for the first and 
second central moments of the velocity components. These results illustrate the potential of the 
STRUCT approach to provide accurate LES-like predictions with a computational cost only about 
10% higher than that of URANS while orders of magnitude lower than LES. The generality of the 
STRUCT approach is confirmed in applied work extending its applicability to real flow cases. 

The controlled STRUCT approach demonstrates significant grid consistency properties while 
preventing strong error increase as the grid is coarsened beyond URANS convergence. The 
STRUCT methodology has the potential to revert to URANS in conditions of poor hybrid model 
applicability while future work can design LES retrieval at the fine-grid limit. Due to those robust 
properties and to the safe fail-to-URANS rationale, the STRUCT concept has the potential to achieve 
through future tests and developments a reliable enhancement over URANS. 

 
Thesis Supervisor: Emilio Baglietto 
Title: Norman C. Rasmussen Associate Professor of Nuclear Science and Engineering 
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Nomenclature 

Acronyms and abbreviations 

1UD  First-order upwind discretization scheme 
2UD  Second-order upwind discretization scheme 
ARSM  Algebraic Reynolds stress model 
BCD  Bounded central differencing discretization scheme 
CD  Central differencing discretization scheme 
CFD  Computational fluid dynamics 
CFL  Courant-Friedrichs-Lewy 
CPU  Central processing unit 
DDES  Delayed detached-eddy simulation 
DES  Detached-eddy simulation 
DES97  Initial formulation of detached-eddy simulation proposed in 1997 
DNS  Direct numerical simulation 
EARSM Explicit algebraic Reynolds stress model 
E-DDES Embedded DDES 
ELES  Embedded large-eddy simulation 
FFT  Fast Fourier transform 
FSI  Fluid-structure interaction 
FSM  Flow simulation methodology 
FV  Finite volume discretization technique 
GG  Green-Gauss method 
GIS  Grid-induced separation 
GTRF  Grid-to-rod fretting 
GUI  Graphical user interface 
IDDES  Improved delayed detached-eddy simulation 
ILES  Implicit LES 
LDV  Laser Doppler velocimetry 
LES  Large-eddy simulation 
LHS  Left-hand side 
LNS  Limited numerical scales 
LSQ  Least squares 
MIT  Massachusetts Institute of Technology 
MT  Maximum-transport model for PANS 
NLEVM Nonlinear eddy-viscosity model 
NVD  Normalized-variable diagram 
OES  Organized-eddy simulation 
PANS  Partially averaged Navier-Stokes 
PDE  Partial differential equation 
PITM  Partially integrated transport model 
PIV  Particle image velocimetry 
PRNS  Partially resolved numerical simulation 
PTS  Pressurized thermal shock 
RANS  Reynolds-averaged Navier-Stokes 
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RDT  Rapid-distortion theory 
RHR  Residual heat removal system 
RHS  Right-hand side 
RMS  Root mean square 
RNG  Renormalization group theory 
SRS  Scale-resolving simulation 
RSM  Reynolds stress models 
S-A  Spalart-Allmaras turbulence model 
SAS  Scale-adaptive simulation 
SDM  Semi-deterministic method 
SI  International System of Units (in French: Système International d'Unités) 
SIMPLE Semi-implicit method for pressure-linked equations 
SGS  Subgrid scale 
STRUCT Structure-based resolution of turbulence 
STRUCT-L STRUCT-Local formulation 
STRUCT-T STRUCT-Transport formulation 
TDR  Turbulence dissipation rate 
TKE  Turbulent kinetic energy 
TRANS  Turbulence-resolving RANS 
URANS  Unsteady Reynolds-averaged Navier-Stokes 
VITA  Variable-interval time average 
VLES  Very large-eddy simulation 
WAG  Window average gradient 
WALE  Wall-adapting local eddy viscosity 
WM-LES Wall-modeled LES 
ZT  Zero-transport model for PANS 

Tensor notation 

Most of the equations in this work describe tensors by using the index notation. As an example, 
parameters with two subscript indices, ݅ ݆, indicate components of second-order tensors. In equations 
adopting the vector notation, bolded font indicates tensors, and non-bolded font indicates scalars. 

Equations in index notation follow the Einstein summation convention. Thus, a repeated index in a 
single term implies summation of that term over all values of the index. 

Accents, apices, and chevrons 

Unless specified otherwise, accents, apices, and chevrons identify statistical operations. Those 
operations applied onto a generic instantaneous flow field, ߶ሺ࢞,  :ሻ, are indicated as followsݐ

‐ Instantaneous field: ߶ 

‐ Resolved field: ߶ത 

‐ Residual field, i.e. deviation of the instantaneous field from the resolved one: ߶ᇱᇱ ≡ ߶ െ ߶ത	  

‐ Time-averaged field: ߶෠ 

‐ Deviation of the instantaneous field from the time-averaged one: ߶ᇱ ≡ ߶ െ ߶෠ 

‐ Deviation of the resolved field from the time-averaged one: ߶෨ ≡ ߶ത െ ߶෠ 

Chevrons indicate a generic averaging operation defined on a case-by-case basis.  
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Nomenclature tables 

The following tables define the notation used in the equations of this work. Units are reported in the 
International System of Units (SI).  
 

Table I    Notation: Latin alphabet characters 

Notation Unit Description 

 mଶ Area ܣ

 െ Model coefficient ܣ

 ௜௝ sିଶ Velocity gradient tensorܣ

ܽ െ Generic coefficient 

ܽ௜௝ J	kgିଵ Anisotropic part of residual stresses tensor 

 െ Courant number ܥ

 െ Model coefficient ܥ

 ୗ െ Smagorinsky constantܥ

ܿ୏ െ Kolmogorov’s constant 

ܿ௩ J	KgିଵKିଵ Specific heat at constant volume 

 m Characteristic linear size ܦ

݀ m Wall distance 

݀ െ Number of dimensions 

 െ Error ܧ

 െ Normalized error ∗ܧ

݁୲ J	kgିଵ Total energy 

 kgିଵ Force-per-unit-mass vector	௜ Nܨ

 െ Control function ܨ

 െ Convolution kernel ܩ

݂ sିଵ Frequency 

݂ (varies) Generic function 

ఌ݂ െ PANS resolution control for ߝ 

௞݂ െ PANS resolution control for ݇ 

ఓ݂ െ Coefficient multiplying the eddy viscosity 

݃ (varies) Generic function 

 m Linear size ܪ

݄ െ Activation parameter 

 sିଶ Second invariant of the velocity gradient tensor ܫܫ

Kn െ Knudsen number 
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݇ J	kgିଵ Turbulent kinetic energy 

 m Generic distance, length scale, or integral length scale ܮ

 ୏ m Kolmogorov length scaleܮ

 ୑ m Mixing lengthܮ

 ୴୏ m Von Kármán length scaleܮ

݈௜ m	sିଶ Lamb vector 

ܰ െ Generic number 

݊௜ െ Unit normal vector 

݊ sିଶ Turbulent charge 

௞ܲ W	kgିଵ Production of turbulent kinetic energy 

 Pa Static pressure ݌

 ୫ Pa Modified pressure݌

ܳ sିଶ Q-criterion 

௜ݍ
ᇱᇱ W	mିଶ Heat flux vector 

ܴ െ Relaxation (or under-relaxation) factor 

R୘ െ Turbulent Reynolds number 

Re െ Reynolds number 

 െ Ratio of resolved-to-total turbulent kinetic energy ݎ

௜ܵ௝ sିଵ Rate of strain tensor 

ܵత mଷ	sିଶ Energy density per unit wavenumber 

 െ Source term ݏ

 s Time ݐ

ܶ K Temperature 

ܶ s Generic time scale or integral time scale 

௜ܶ௝
ୈ Pa Deviatoric stress tensor 

୏ܶ s Kolmogorov time scale 

ܷ m	sିଵ Generic velocity 

,ݑsିଵ Velocity vector –  components occasionally also noted as: ሺ	௜ mݑ ,ݒ  ሻݓ

ܸ mଷ Volume 

,ݔ௜ m Position  vector –  components  occasionally also noted as: ሺݔ ,ݕ  ሻݖ
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Table II    Notation: Greek alphabet characters 

Symbol Unit (SI) Description 

 െ Coefficient ߙ

 rad Angle ߙ

 െ Coefficient ߚ

 rad Angle ߚ

Δ m Computational cell size or other length 

Δ௧ s Time step or other time interval 

 ௜௝ െ Kronecker deltaߜ

 kgିଵ Turbulence dissipation rate	W ߝ

 െ Normalized variable diagram in the bounded central differencing scheme ߞ

 Generic flow field (varies) ߠ

 െ Von Kármán constant ߢ

 mିଵ Wavenumber ߵ

 s Dynamic molecular viscosity	Pa ߤ

 s Dynamic eddy viscosity	୲ Paߤ

 sିଵ Kinematic molecular viscosity	mଶ ߥ

 sିଵ Kinematic eddy viscosity	୲ mଶߥ

 mିଷ Density	kg ߩ

 െ Blending function in the bounded central differencing scheme ߪ

 െ Turbulent Prandtl number ߪ

߬ (varies) Generalized central moment 

߬௜௝ J	kgିଵ Stress tensor, or residual stress tensor1 (formally a stress per unit density) 

߬୵	 Pa Wall shear stress 

߭ mଶ	sିଵ Velocity fluctuation scale in turbulence models 

߶ (varies) Generic flow field or STRUCT reduction function 

߰ (varies) Generic flow field 

Ω௜௝ sିଵ Rate of rotation tensor 

߱ sିଵ Specific turbulence dissipation rate 

߱௜ sିଵ Vorticity vector 

                                                 
1 The units of ߬௜௝ are those of a stress per unit density, not those of a stress. This traditional definition is 
used here consistently with the notation used most commonly in the literature. See eq. (2.7) and (2.8). 
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1 Introduction 

1.1 Motivation 

The majority of flows of practical interest are characterized by turbulence, one of the largely 
unsolved problems in physics; as the Clay Mathematics Institute 1 Million $ Millennium Prize for 
the existence and smoothness problem states: 

“Mathematicians and physicists believe that an explanation for and the prediction of both the breeze 
and the turbulence can be found through an understanding of solutions to the Navier-Stokes 
equations. Although these equations were written down in the 19th Century, our understanding of 
them remains minimal”. 

From the modeler’s point of view, turbulence is a mathematical phenomenon whose challenge is 
embedded in those partial differential equations (PDEs). This Millennium Prize award has not been 
assigned yet. Current research in the pure mathematical field is challenging and important. 
Nevertheless, those studies often proceed in a direction that is not necessarily practical for the 
achievement of approximated predictions of measurable quantities. 

The growing need for accurate prediction of turbulence cannot wait for the availability of usable 
analytical progress. Therefore, modelers resort to numerical analysis. We can learn about turbulence 
from direct numerical simulation (DNS) of one realization of the instantaneous flow, thus solving 
the discretized conservation equations through computational fluid dynamics (CFD). DNS has very 
stringent requirements regarding computational grid size and time step. The high computational cost 
makes DNS impractical in most cases, due to limitations in processing power and storage capability. 

Due to the inapplicability of DNS to industrial applications, statistical representation is adopted to 
reduce computational cost while still obtaining the needed global parameters. The loss of 
information related to the use of statistics is compensated by the introduction of turbulence closures. 

No turbulence closure is currently accepted as optimal for all applications. Different strengths and 
weaknesses exist for all models proposed in the literature. An experienced CFD analyst is expected 
to be capable of selecting the most appropriate model suited for a certain flow, geometry, set of 
boundary conditions, and computational power availability. 

A tradeoff exists between characteristics of different models. The tradeoff is critical in the case of 
unsteady simulations of complex systems, in which computational constraints often force us to make 
unsatisfactory choices. Advances in turbulence modeling could lift this limitation and extend the 
performance of CFD in complex industrial flows. The present work proposes a new direction seeking 
to enhance the applicability of CFD in simulating complex systems. 

1.1.1 Economic benefits of turbulence modeling advance 

Advances in turbulence modeling can provide significant tangible benefits. Areas that can benefit 
from those advances include engineering, earth and atmospheric sciences, biology, medicine, plasma 
science, physics, and chemistry, and many others. 

The cost for society associated with limitations in turbulence modeling capabilities is often not 
perceived in its full importance because it is distributed across multiple entities. 
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The list below contains examples of economic losses caused by turbulence modeling limitations: 

‐ Need for excessive computational power to run costly simulations 

‐ Need for numerous sets of experiments instead of less expensive calculations 

‐ Need for experimental acquisitions to calibrate and validate application-specific industrial 
codes with limited universality 

‐ Reduced efficiency of engineering systems, due to limited design optimization 

‐ Reduced operating performance of systems, due to conservative engineering margins 
introduced to compensate for our reduced understanding of physical phenomena 

‐ Limitations in the accuracy of weather forecast, resulting in enormous costs; for example, 
unpredicted natural disasters, event planning uncertainties, limited capability to plan routes 

As an example of cost figures, in 2014, the national weather prediction service of the United 
Kingdom has planned for a £97 million (about $150 million) supercomputer to be used for the 
weather forecast. 

The cost of computations has decreased over time together with advances in computer technology. 
This trend has allowed for the progressive opening of new frontiers in CFD. The combination of 
advancements in simulation methods and reduction in computational costs will likely lead to 
significant steps forward in prediction capability in future generations of CFD simulations. 

1.2 Challenges 

1.2.1 Turbulence modeling in engineering  

During the 19th century, a split occurred in the field of fluid mechanics (Schlichting, 1979). At that 
time, PDEs describing fluid motion were applied in academia but not directly usable by engineers. 
The fast industrial development required the development of usable tools. This need led to the 
formation and growth of the engineering discipline of hydraulics. Such a discipline uses assumptions 
to derive simplified equations from the complete Navier-Stokes ones. 

Generations of engineers have designed systems, including nuclear reactors, leveraging significant 
knowledge in the field of hydraulics and predicting single-phase and multiphase flows. Only in the 
last half-century, progress in computer science unwrapped the capability to leverage numerical 
solutions to PDEs. Those developments progressed in parallel with innovations in numerical 
schemes, turbulence modeling, and meshing. This progress has opened the way to more advanced 
predictions of physical phenomena; for example, drag, flow separation, vibration, heat transfer. 

Understanding complex effects of turbulence is key to designing advanced systems. For example, 
the aircraft industry benefits of technologies enhancing the performance of components subject to 
turbulent flow. Winglets and chevron nozzles represent innovations reducing respectively aircraft 
drag and jet engine noise (Bargsten and Gibson, 2011). 

The nuclear power field has been among the first ones to use CFD. However, the adoption of CFD 
in such an industry is still limited due to restrictions in computational power, efficiency, and 
robustness of numerical methods, and to the incomplete understanding of model limitations. Since 
we are currently at a turning point in which significant advances have been made in dealing with the 
first two challenges, it is imperative to revisit and address the modeling aspect. 

The multidimensional capabilities of CFD, coupled to a reliable and efficient closure for turbulence 
have the potential to deliver to the nuclear engineering industry a versatile simulation tool, 
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leveraging local instantaneous flow and temperature field predictions. This feature supports 
technical advancements and allows to eliminate during the design phase failure mechanisms that 
have often plagued the current generation of reactors. Detailed local data are necessary for example 
to support the analysis of component vibrations, boron mixing, grid-to-rod-fretting (GTRF), 
pressurized thermal shock (PTS), thermal striping, and general fluid-structure interactions (FSI).  

1.2.2 The potential of hybrid approaches to model turbulence 

Let us imagine a CFD analyst having to simulate a turbulent flow. A key task is to select which 
turbulence model to use. Such a selection is needed because a universal model does not exist. The 
optimal choice depends on several factors and requires experience on strengths and weaknesses of 
different approaches. 

A not fully inclusive list of factors to be considered in the selection comprises: 

‐ Geometry 

‐ Flow characteristics 

‐ Boundary conditions 

‐ Need for steady or unsteady simulation 

‐ Level of detail needed 

‐ Computational grid, if available: size and characteristics 

‐ Computational resources 

‐ Type of solver available 

‐ Availability of experimental data for validation 

‐ Required robustness 

‐ Similarity of flow conditions with other known validated test cases, if applicable 

‐ Type of physics, e.g. single phase, multiphase, multi-physics 

‐ Experience of the CFD analyst, including personal biases 

Here we focus on single-phase unsteady simulations. A starting point in this selection is the tradeoff 
between computational resources and accuracy. Let us observe the simplified diagram in Figure 1.1 
below, in which accuracy is plotted in the y-axis and low computational cost in the x-axis. The two 
most important model groups for applications are Reynolds-averaged Navier-Stokes (RANS) or its 
unsteady counterpart (URANS), and large-eddy simulation (LES). 

The plot, which refers to unsteady computations, assigns LES to the top-left quadrant and URANS 
to the lower-right one. In many typical engineering simulations, neither of those two points belong 
to a desirable zone of the plot. The URANS point is below such a zone, and the LES one lies to the 
left of it. In such a situation, the engineer is forced to select a turbulence model operating outside the 
most desirable range. 

In many applications, the geometry is too large and the Reynolds number too high to leverage LES, 
so URANS is selected. For example, Menter (2012) has estimated that computational requirements 
in turbomachinery simulations increase by a factor of 10ହ െ 10଻ switching from URANS to LES. 
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Figure 1.1    Simple diagram of the tradeoff between accuracy and low computational cost 

The unsteady application of the RANS equations can describe averaged flow fields accurately when 
applied to simple flows. On the other hand, URANS is not applicable for flows in complex 
geometries or with fast-varying boundary conditions. Those cases violate the underlying assumption 
of URANS of scale separation between resolved and residual scales. In those cases, our CFD analyst 
could perhaps resort to LES, but the associated computational cost, and most importantly the very 
strict mesh quality and solution requirements make it in most cases not affordable for industrial 
simulations. 
 

 

Figure 1.2    Accuracy vs. computational cost and goal of hybrid models 

Hybrid models aim at bridging the gap between URANS and LES by controlling the amount of 
modeled turbulent kinetic energy. In Reynolds-averaged Navier-Stokes (RANS) simulations, all of 
the turbulent kinetic energy is modeled, while in DNS all thereof is resolved. In between those two 
extremes are URANS, hybrid models, and LES. 

Equations for URANS and LES derive from different statistical assumptions but share significant 
similarities (Germano, 1999). Those similarities are leveraged in the derivation and implementation 
of hybrid models. Among the many hybrid models available in the literature, the most frequently 
encountered are: detached-eddy simulation (DES) (Spalart et al., 1997), embedded  LES (ELES) 

Accuracy

Low computational cost

Accuracy

Low computational cost
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(Cokljat et al., 2009), scale-adaptive simulation (SAS) (Menter et al., 2003), and partially averaged 
Navier-Stokes (PANS) (Girimaji et al., 2003). 

In the literature, there are many examples of simulations in which hybrid models appear to be 
successful in bridging URANS and LES, satisfying the condition in Figure 1.2. While those results 
confirm the potential benefits of hybrid models, a more general use of hybrid models beyond those 
known examples requires caution. The simplified two-dimensional viewpoint of Figure 1.2 does not 
show the full picture regarding the most important features of a model. Engineers cannot leverage a 
model, albeit accurate and low-cost, if it lacks other fundamental qualities. 

Those additional qualities include numerical robustness, ease of implementation and use, and 
suitability for complex flows. Weaknesses observed in those domains explain why hybrid models 
have not achieved widespread adoption in engineering applications. In particular, undesirable 
behavior has occasionally been found in applications of hybrid models; for example, lack of grid 
convergence (Gant, 2010; Spalart, 2015) and generation of significant error (Davidson, 2006; 
Gritskevich et al., 2014; Smith et al., 2011). Users typically do not tolerate those downsides in 
industrial simulations – especially in cases implying a high risk or cost. In particular, engineering 
simulations for which experimental data are not available typically require, for quality control, grid 
convergence to a level not observed in current LES or hybrid models. 

1.3 Proposing the STRUCT hybrid formulation 

The present work proposes a new hybrid approach aimed at addressing selected shortcomings 
observed in current hybrid models, namely the lack of robustness, lack of consistent behavior when 
refining the grid, and low ease of use. 

Like existing hybrid models, the new approach combines features of URANS and scale-resolving 
turbulence models. However, particular focus is placed upon robustness rather than on the capability 
of reaching full LES behavior. Therefore, the new strategy can be considered as defensive. 

A key aspect of STRUCT is that unlike many existing hybrid approaches, it does not base its 
activation on the computational grid size, i.e. by detecting fine-grid regions suitable for an LES-like 
mode, rather it aims at resolving flow regions where the resolution is necessary, therefore basing its 
activation on flow quantities computed locally. 

The model resolution is therefore controlled by comparison between resolved and modeled flow 
scales. The separation between those two scales results in suitable URANS application while their 
overlap triggers the hybrid formulation. 

Resolved scales are quantified through a working parameter defined as the square root of the absolute 
value of the second invariant of the resolved velocity gradient tensor. Among the beneficial 
properties of such a parameter is the capability to identify scale separation, simple shear flow, and 
rapid distortion. Such a parameter is also closely related to quantities commonly used to detect 
coherent structures in flow solutions – hence, the name structure-based activation (STRUCT) was 
given to the new approach. 

This work first introduces and demonstrates the applicability of the STRUCT concept in a controlled 
version, in which the model parameters are fixed a posteriori. This approach allows evaluating the 
strengths and weaknesses of the STRUCT resolution idea before introducing and validating the 
complete model formulations.  

Validation is performed on specific flow cases which have evidenced clear limitations of existing 
hybrid approaches, and focus on addressing solution accuracy as well as robustness and 
computational cost. The baseline URANS closure for the STRUCT approach is the nonlinear eddy-
viscosity k-ε model (NLEVM) proposed by Baglietto and Ninokata (2007, 2006), which offers an 
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advanced representation of turbulence anisotropy and, among other aspects, an enhanced capability 
to describe unsteady flow structures (Merzari et al., 2009). 

The results presented confirm consistently improved predictions from the STRUCT solution in 
comparison to the baseline URANS solution, on the same coarse computational grids. The STRUCT 
concept shows robust generality and applicability to a wide range of flow conditions, and its fully 
complete implementation confirms good robustness on the tested flow cases. The model will require 
further evaluation on generally complex flow conditions to become a viable hybrid option for 
industrial applications. 

1.4 Basic assumptions 

1.4.1 Inherent assumptions of the equations of fluid motion 

The instantaneous equations of fluid motion apply the conservation of mass, energy, and momentum 
to a control volume. The following basic assumptions are made: 

‐ Continuum assumption. This assumption is acceptable for most flows of practical interest 
in engineering, which are characterized by a small Knudsen number. 

‐ Non-relativistic assumption. In most engineering cases, velocities are by many orders of 
magnitude lower than the speed of light, so the validity of classical physics laws is assumed. 

The notation used in equations is defined in the Nomenclature section. All flow fields are implied to 
be dependent on space and time, so velocity is ࢛ ൌ ,࢞ሺ࢛ ݌ ሻ and pressure isݐ ൌ ,࢞ሺ݌  ሻ. Let us writeݐ
the Navier-Stokes equations in the notation used here. 

The momentum equation is: 
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The continuity equation is: 
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The energy equation is: 
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where the total energy is a sum of internal and kinetic energy: 

 ݁୲ ൌ ܿ௩ܶ ൅
௜ݑ௜ݑ
2

 (1.4) 

1.4.2 Additional simplifying assumptions 

It is often implied that the Navier-Stokes equations provide a full description of fluid motion, within 
domains consistent with their assumptions. In the description of turbulent flows, it is standard 
practice to make simplifications, to make the equations more manageable while preserving the 
relevant physics. 

 

 



26 
  

The following simplifying assumptions are made here, as often done in the literature (Nelkin, 1992): 

‐ Incompressible flow 

‐ Newtonian fluid, with constant isotropic molecular viscosity 

‐ Negligible thermal effects 

‐ Negligible effects of electric and magnetic fields 

By applying those assumptions, we obtain the basic form of the equations used in this work. The 
deviatoric stress tensor in (1.1) and (1.3), representing viscous forces, becomes: 

 ௜ܶ௝
ୈ ൌ ߤ2 ௜ܵ௝ (1.5) 

where the instantaneous strain rate is written, along with the rotation rate, as: 
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Instantaneous equations are rewritten as shown below. Let us also assume no external forces, ܨ௜. 

The momentum equation becomes the following: 
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 (1.7) 

The continuity equation is written, by considering the null density assumption, as a solenoidal field: 

 
௝ݑ߲
௝ݔ߲

ൌ 0 (1.8) 

The energy equation is not needed anymore since thermal effects are neglected. The present work 
uses all the assumptions listed above and focuses on high-Re flows. 

1.5 Thesis organization 

The logical organization of this thesis moves through the following steps: identifying the challenge, 
proposing a solution, implementing it, and testing it. The Content for each chapter is outlined below: 

Chapter 2 – Challenges of hybrid turbulence modeling 

The chapter focuses on the discussion of the overall challenge of hybrid turbulence 
modeling, both reviewing the underlying RANS closure and the hybridization concepts and 
briefly discussing strengths and limitations of relevant approaches.  

Chapter 3 – Rationale and goals of the proposed method 

The chapter starts by discussing the limitations of current hybrid turbulence modeling, 
evidenced in fundamental flow cases. It then introduces the fundamental rationale and goals 
that have driven the new modeling work.  

Chapter 4 – Proposing the STRUCT approach 

The novel STRUCT approach is introduced, starting from the selected objectives and 
constraints, and leading to its fundamental logic and mathematical formulation. 

Chapter 5 – Numerical implementation 

The solver leveraged for the model implementation and validation is discussed, covering 
relevant details of the numerical methods and simulation approaches adopted. 
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Chapter 6 – Controlled model demonstration 

The STRUCT approach is demonstrated in its controlled version, with variables optimized 
a posteriori. This validation allows us to separate the general features of the STRUCT 
approach from the influence of a specific implementation of its complete closure. 

Chapter 7 – Complete local Taylor-expansion-based model STRUCT-L 

A complete STRUCT approach is proposed and evaluated, where a local truncated Taylor 
series expansion approach is used to approximate the local flow averaging. The averaging 
is required to derive some of the model coefficients.   

Chapter 8 – Complete transport-averaging-based model STRUCT-T 

A transport-based-averaging complete STRUCT approach is proposed and validated in this 
chapter. The averaging operation used is based on a convective-diffusive transport equation 
and offers increased robustness and flexibility. 

Chapter 9 – Conclusions 

The conclusive chapter contains a summary of the thesis findings and a list of key 
contributions. Future scenarios are outlined, and additional work is suggested. 

Appendix A –  Additional discussions on equations 

This appendix discusses key equations used in this thesis. 

Appendix B – Applications of the STRUCT models 

This appendix shows further collaborative validation of the STRUCT model closures in 
complex test cases. The focus is towards practical industrial applications. 

Appendix C –  Historical highlights 

A summary of the historical importance of the concepts discussed in this thesis is included 
for reading pleasure. 

Appendix D – STRUCT equations used here 

 The equations for the three STRUCT models presented in this work are summarized. 



28 
  

2 Challenges of hybrid turbulence modeling 

2.1 Chapter overview 

The proposed hybrid turbulence approach modifies an existing NLEVM URANS formulation by 
enabling local control of the ratio between resolved and modeled scales. Before introducing the 
method in Chapter 4, we focus on the two following chapters on the evidence and reasoning that 
have guided its development. We will first discuss why hybrid modeling is chosen over other 
strategies, what specific path has been selected, and what goals are being pursued.  

Rationally, we start from identifying fundamental existing modeling strategies that have relevance 
for this work and describe their key features, objectives, and weaknesses. This discussion is provided 
in the present chapter. In the next chapter, we then combine concepts deriving from single models 
into overall ideas, identifying limitations of current hybrid and non-hybrid formulations, and 
defining a rationale for the new approach. 

The present chapter begins with a discussion of a common statistical framework that can be 
leveraged to derive the mathematical formulation for many URANS, LES, and hybrid methods 
consistently. We then focus on the relevant examples in the three categories and highlight key 
features in their formulations, including how they can be leveraged and where they will fail. 

2.2 Statistical description 

The primary interest of the present work is in hybrid models, which are usually based on statistical 
operations combining the ensemble averaging of URANS and the partial averaging or filtering used 
in scale-resolving models. Let us devote this section to discussing a statistical framework that can 
be used to derive many hybrid and non-hybrid turbulence models. 

Statistical operations are applied to the equations of fluid motion to reduce the computational burden 
of numerical solution over DNS, as identified in the seminal work by O. Reynolds (1895). In most 
engineering applications, we are not interested in the vast amount of information delivered by DNS. 
Even if such information were available, we would still need to apply statistical operations to gather 
averaged variables as useful to engineers. Using a metaphor borrowed from Borges (1999) and his 
short story “On Exactitude of Science”, let us say that the full information of DNS is as useful to 
engineers as a map of an empire that is large like the empire itself. To reduce the computational cost 
requirements, turbulence models solve directly for statistical quantities instead of applying the 
statistics after the simulation. This averaging process results in an inevitable loss of information, 
which depends on the closure. 

2.2.1 Applying no statistics: direct numerical simulation 

Direct numerical simulation solves the Navier-Stokes equations for all scales of turbulence, with no 
need for additional models. DNS is practically limited to small geometries and moderate Re. 
Argyropoulos and Markatos (2014) estimated that simulation of a channel flow with Reynolds 
number 800,000 would require computational resources half a million times larger than a current 
generation’s supercomputer. Computational cost increases sharply with the Reynolds number, being 
approximately proportional to Reଵଵ/ସ. The most stringent discretization requirements for DNS are 
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obtained directly by the Kolmogorov (1941) spatial and temporal scales, characteristic of the 
smallest eddies in the flow (in reality, it is shown (Moin and Mahesh, 1998) that this is not strictly 
necessary, and it is sufficient to resolve most of the dissipation): 

௄ܮ  ൌ ቆ
ଷߥ

ߝ
ቇ
ଵ/ସ

 (2.1) 

 ௄ܶ ൌ ቀ
ߥ
ߝ
ቁ
ଵ/ଶ

 (2.2) 

In addition to those discretization requirements, the computational domain must be able to resolve 
the largest length scales. DNS results can be considered as deterministic “numerical experiments,” 
generating one of the infinite possible realizations of turbulence, based on first principles. Results 
from DNS allow us to obtain information on the flow at a level of detail impossible to measure. 
Therefore, DNS is a valuable resource for the study of the fundamental physics of turbulence, 
assuming appropriate knowledge of the numerical error and the error associated with modeling 
assumptions. 

2.2.2 Generalized statistical description 

Let us introduce a generalized statistical description for the equations of fluid motion, following to 
a large extent the work by Germano (1992). This generalized description is valid for many RANS 
and LES closures, so it is suitable for hybrid models. Let us consider a linear and constant-preserving 
statistical operation that applies to flow fields and commutes with temporal and spatial 
differentiation. Such an operation is marked with an overbar. For two generic flow fields, ߶ and ߰, 
and a generic scalar, ܽ, the condition for an operator to be linear and constant-preserving is 
(Germano, 1992): 

 ߶ ൅ ߰തതതതതതതത ൌ ߶ത ൅ ത߰ , ܽ߶തതതത ൌ ܽ߶ത (2.3) 

The condition of commutation with spatial and temporal differentiation is (Speziale, 1998): 
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The overbar operation has a different meaning in URANS and LES. It usually denotes ensemble 
averaging in URANS and spatial filtering by convolution of the velocity and pressure fields with a 
kernel ܩ୼ሺݔ௜ሻ in LES (Leonard, 1974). Let us only consider for LES linear commuting filters.  

In LES, the resolved fields ݑത௜ and ̅݌ are random, three-dimensional and unsteady, even in a 
statistically stationary and homogeneous steady flow. On the other hand, in a statistically stationary 
and homogeneous steady URANS case, resolved fields are steady and uniform (Pope, 2000). 
Residual fields are defined as the deviation between instantaneous and resolved fields: 

௜ݑ 
ᇱᇱ ൌ ௜ݑ െ ത௜ݑ
௜݌
ᇱᇱ ൌ ௜݌ െ ௜̅݌

(2.5) 

The terms resolved and residual are used in the present work instead of model-specific ones such as 
“mean”, “fluctuating”, “filtered”. Definitions are kept general and apply to both URANS and LES, 
thereby being suitable for hybrid models. The statistical operation marked with an overbar can be 
applied to the whole equations for momentum and mass conservation. The resulting resolved 
continuity equation is: 
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The instantaneous continuity equation is linear, while the momentum equation contains the nonlinear 
convective term, making the averaging operation more complex and introducing unknowns. It is 
common practice to introduce a residual stress tensor, which is symmetric and defined as follows: 

 ߬௜௝ ≡ ఫതതതതതݑపݑ െ ത௝ݑത௜ݑ (2.7) 

We can rearrange the resolved momentum equation in a way that resembles the instantaneous one:  
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where the material derivative marked with an overbar is defined, based on resolved velocity, as: 
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The only differences between the averaged momentum equation in (2.8) and the instantaneous one 
are the overbar operation on velocity and pressure, and the residual stress term. The residual stress 
tensor is not a real physical stress. It represents the transfer of momentum into the resolved flow due 
to acceleration in the residual velocity field. Strictly speaking, considering units and sign, the 
residual stress tensor should be: െ߬ߩ௜௝. However, this work uses the traditional nomenclature: ߬௜௝. 
The system described above has 4 equations and 10 unknowns. Engineering closures are sought after 
to obtain the 6 missing pieces of information. The residual stress tensor can be interpreted in a more 
general way, following Germano (1992), through the concept of generalized central moment. The 
second- and third-order generalized central moments for two generic variables are defined 
respectively as: 

 ߬ሺ߶, ߰ሻ ൌ ߶߰തതതത െ ߶ത ത߰ (2.10) 

 ߬ሺ߶, ߰, ሻߠ ൌ തതതതതതߠ߰߶ െ ߶ത߬ሺ߰, ሻߠ െ ത߰߬ሺߠ, ߶ሻ െ ,߶ሺ߬ߠ̅ ߰ሻ െ ߶ത ത߰̅ߠ (2.11) 

Higher-order moments can be defined using the same logic. The residual stress tensor is: 

 ߬௜௝ ൌ ߬ሺݑ௜, ௝ሻݑ (2.12) 

Due to our limited analytical understanding of the Navier-Stokes equations, turbulence closures do 
not rely purely on mathematical derivations. Rather, they leverage a combination of physics-based 
assumptions, semi-empirical correlations, dimensional analysis, and experience. Let us assume a 
flow case in which boundary conditions do not vary with time. We can define the time-averaged 
velocity as ݑො௜. The instantaneous velocity follows a triple decomposition: 
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ത௜ݑ

(2.13) 

The same reasoning made above for the three velocity components is applied to pressure. The accents 
describing the terms in the triple decomposition are defined in the nomenclature section. 

2.2.3 Residual stress evolution and generalized turbulence energy 

The assumption of a linear, constant preserving and commuting averaging operation allows 
expanding the residual stresses analytically. 
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The following exact transport equation for the residual stresses is obtained from the equations and 
properties introduced so far (Germano, 1992): 
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(2.14) 

The RHS terms of this equation are discussed here briefly. 

‐ The first term defines the transport of residual stresses due to the effects of turbulence, the 
correlation between velocity and pressure fluctuations, and viscosity. 

‐ The second term defines the pressure-rate-of-strain relation. Being traceless, it does not 
affect the total amount of energy transferred, but only the energy distribution between 
components of the residual stresses. 

‐ The third term defines production of residual stresses from resolved velocity gradients. This 
term only involves quantities known during the calculation and does not require modeling. 

‐ The last term describes the viscous dissipation of residual stresses. 

The LHS of this equation yields the six independent components of the residual stresses. However, 
its RHS introduces 75 new unknowns (George, 2010). Expressions like in (2.14) carry the advantage 
of allowing physical interpretation of all terms. Nevertheless, the increase in unknowns makes the 
closure problem more complex. Due to this increase in complexity, the present work does not follow 
the approach of increasing the order of the statistical analysis. 

A generalized residual turbulent kinetic energy can be defined as follows: 

 ݇ ≡
1
2
߬௞௞ (2.15) 

Following Germano (1992), a transport equation for ݇ is derived by combining (2.15) and (2.14): 
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This equation is important in turbulence modeling. Let us describe the meaning of the RHS terms. 

‐ The first term describes the transport of generalized residual turbulent kinetic energy due to 
the effects of turbulent fluctuations, of the correlation between velocity and pressure 
fluctuations, and of molecular viscosity. 

‐ The second term describes the production of generalized residual turbulent kinetic energy 
from resolved velocity gradients. 

‐ The third term describes the dissipation rate of generalized residual turbulent kinetic energy 
due to viscous effects. Those effects generate heat. Such a term is also called turbulence 
dissipation rate ߝ and has the dimensions of an energy per unit mass and time. 

The resolved rate of strain and rate of rotation tensors are defined analogously to their instantaneous 
counterparts in (1.6): 
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2.2.4 Closures and Boussinesq eddy‐viscosity assumption 

Nearly2 all turbulence closures provide equations to determine the six independent residual stresses 
based on known or derived flow parameters. Physical and numerical requirements of a closure are 
discussed in the next chapter, in Section 3.6.3. 

The residual stress tensor ߬௜௝ is a second-order symmetric tensor. It can be decomposed into the sum 
of an isotropic part, depending on ݇, and a traceless part, ܽ௜௝. 
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1
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3
௜௝ߜ݇ ൅ ܽ௜௝ (2.18) 

A simple yet common way of closing ܽ௜௝ is the Boussinesq eddy-viscosity assumption, which 
relates ܽ௜௝ to the resolved rate of strain, ܵ௜̅௝, through the eddy viscosity ߥ୲ (Boussinesq, 1877). 
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The assumption of residual stress anisotropy being aligned with resolved strain rate is not supported 
by experimental evidence (Pope, 2000). This weakness explains significant limitations of such an 
approach, although its simplicity and numerical stability justify its industrial success. Models 
implying a higher order of approximation are described in Section 2.3.6. 

The features of the linear eddy-viscosity assumption can be discussed by combining its definition 
with the resolved momentum equation: 
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where the modified pressure ̅݌୫ is defined by lumping static pressure and the isotropic part of the 
residual stress tensor: 

୫̅݌  ൌ ̅݌ ൅
1
3
߬௞௞ (2.21) 

Formulation for resolved momentum in (2.20) is similar to that for the instantaneous momentum, 
except for the overbar in the velocity and pressure fields, for the modified pressure, and for the 
enlarged viscous term. The enlarged viscosity in the Boussinesq assumption is the sum of molecular 
and eddy viscosity. The latter describes the momentum transfer between residual turbulence and 
resolved scales using the same simple formula as for molecular viscosity. However, while the 
definition of molecular viscosity leverages the significant separation between the scales of molecular 
interactions and those of the flow, this condition does not apply to turbulence. Indeed, the size of 
turbulent eddies can be of the same order of magnitude as flow scales. 

2.3 Reynolds‐averaged Navier‐Stokes 

Most hybrid approaches, including the one proposed here, are based on URANS equations, which 
represent a fundamental starting point of the present work. Let us now discuss the operations needed 

                                                 
2 Practical solutions do not need the full residual stress tensor with its 6 independent components. 
They just need its divergence, which has 3 components (Perot, 1999; Wu and Zhou, 1996). 
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to derive the URANS equations. As already mentioned, in this work we mainly refer to URANS 
instead of RANS, since we focus on unsteady simulations. 

2.3.1 Ensemble averaging 

A fluid is a complex system, and we are unable to predict the instantaneous position and velocity of 
every molecule. However, we can model averaged properties. An assumption is that a fluid has many 
states all equally likely, and all of those states produce the same averaged properties. If copies of the 
system are taken, each state will appear for an equal number of times. Copies are called ensemble, 
and averaged properties are obtained through the ensemble average. 

Properties of the ensemble averaging operation lead to decomposition of velocity into a random and 
a non-random part. The Reynolds averaging statistical operation has specific properties in addition 
to those already discussed for the generic overbar operation. Those properties are (Speziale, 1991): 

 ߶ᇱᇱതതതത ൌ ߰ᇱᇱതതതത ൌ 0 (2.22) 

 ߶߰തതതത ൌ ߶ത ത߰ ൅ ߶ᇱᇱ߰ᇱᇱതതതതതതതത (2.23) 

 ߶ᇱᇱ ത߰തതതതതത ൌ ߰ᇱᇱ߶തതതതതതത ൌ 0 (2.24) 

By applying the property directly in (2.23) to the equation for the residual stress tensor, such a tensor 
can be reformulated as the covariance of residual fluctuations: 

 ߬௜௝ ൌ ఫᇱᇱതതതതതതതݑపᇱᇱݑ (2.25) 

In this case, the residual stress tensor is called Reynolds stress tensor. 

2.3.2 Reynolds stress evolution 

The use of transport equations for the six independent Reynolds stress components is a starting point 
for the derivation of many turbulence models. Closure of such an equation was first proposed by 
Rotta (1951). This equation is an extension of (2.14) that takes into account the additional properties 
of Reynolds averaging mentioned above: 
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(2.26) 

The terms in the RHS of the equation can be interpreted analogously to (2.14). 

Turbulence closures require Reynolds stresses to be determined based on known flow parameters. 
A distinction can be made (Shih et al., 1993) between Reynolds stress algebraic equation models 
and Reynolds stress transport equation models. In the former, Reynolds stresses are related 
algebraically to the mean flow field. This relation can be applied with the aid of transported 
parameters defining general local properties of turbulence. In the latter models, Reynolds stresses 
are computed using transport equations for each component. This work focuses on algebraic models, 
which serve many practical applications. Discussion on Reynolds stress transport models is made 
briefly in Section 2.3.6, explaining why those approaches are not selected here. 
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2.3.3 Turbulent kinetic energy 

In the case of URANS, all turbulent fluctuations are modeled. Therefore, the generalized turbulence 
energy shown in (2.15) is called turbulent kinetic energy (TKE). It represents the fluctuating energy 
per unit mass. By applying the property in (2.25) we obtain: 

 ݇ ≡
1
2
߬௞௞ ൌ

1
2
௞ݑ
ᇱᇱݑ௞

ᇱᇱതതതതതതത (2.27) 

A transport equation for ݇ is obtained directly from (2.26) and (2.27). 

 
Dഥ݇
Dഥݐ

ൌ െ
߲
௝ݔ߲

ቆ
1
2
ఫᇱᇱതതതതതതതതതതݑపᇱᇱݑపᇱᇱݑ ൅

1
ߩ
ఫᇱᇱതതതതതݑ݌ െ ߥ

߲݇
௝ݔ߲

ቇ െ ఫᇱᇱതതതതതതതݑపᇱᇱݑ ത௜ݑ߲
௝ݔ߲

െ ߥ
పᇱᇱݑ߲

ఫݔ߲

పᇱᇱݑ߲

ఫݔ߲

തതതതതതതതതതത
 (2.28) 

The meanings of the terms in the equation above are analogous to those described for (2.15). 

2.3.4 Steady and unsteady RANS 

The Reynolds-averaged equations have been conceived initially (Reynolds, 1895) to be solved 
numerically assuming steady-state conditions. Industrial applications of turbulence models often 
involve flows characterized by strong unsteadiness for which it is not possible to leverage RANS. 
In many of those cases, unsteady RANS is the only choice (Spalart, 2000). The URANS approach 
comes with strong limitations, as discussed extensively in the remainder of this work. 

2.3.5 Overview of industrial‐strength URANS closures 

Before moving into the specific URANS adopted here, it is worth briefly reviewing alternative 
approaches that could offer, in particular, applications and flow conditions, advantages that might 
make them preferred candidates for hybrid applications.  

We start from linear eddy-viscosity closures, which leverage the Boussinesq assumption, benefiting 
of its simplicity but carrying fundamental limitations. By making such an assumption, the closure is 
left with only one variable to be determined: the eddy viscosity. A model is needed to predict the 
eddy viscosity based on other known flow variables. Let us keep in mind that even an optimal 
evaluation of the eddy viscosity under this simplification does not translate into perfect results, due 
to the assumption that the Reynolds stresses be aligned with the resolved strain rate.  

Kinematic eddy viscosity has the units of length squared over time or equivalently velocity 
multiplied by length. Its formulation is often derived from dimensional arguments. An example of 
the time-averaged eddy viscosity in a pipe flow is shown in Figure 2.1 (left line). 

 

Figure 2.1     Mean eddy‐viscosity and velocity profiles in a pipe flow, from Garde (1997) 
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Spalart‐Allmaras model 

The S-A model (Spalart and Allmaras, 1992) transports a working variable that has the units of a 
viscosity and is used to determine the eddy viscosity directly. This variable is purposely designed to 
eliminate the nonlinear behavior in the near-wall region by including a wall-distance-dependent 
correction. This characteristic makes the model particularly simple to solve and exhibits optimal 
numerical convergence. The model is particularly popular when a fast and coarse analysis is needed.   

The terms in the original S-A model have been specifically developed for attached external flow 
applications, where the commonly adopted production term is for example simply proportional to 
the flow vorticity. It is not surprising therefore if the model does not generally demonstrate accuracy 
in flows with massive separation. 

The Spalart-Allmaras model offers an excellent demonstration of the capability to obtain an accurate 
engineering solver using just one transport equation. Many alternative versions of the model have 
been proposed in the literature. The S-A model finds successful applications, especially in the 
aerospace and turbomachinery industry. However, it shares the downsides of models based on 
isotropic eddy viscosity, and its strengths are mainly limited to external flow applications. 

Standard k‐ε model 

Many authors in the literature support the flow description of two-equation models, which are also 
widely used in industry. Debate exists in the literature on whether having two transport equations is 
the minimum requirement for a turbulent model to capture the strong variations that occur in 
turbulence both in length and in time scales (Gatski and Speziale, 1993; Spalart, 2015). The standard 
k-ε is one of the most widely used turbulence models in engineering applications. This success is 
due in part to its simplicity and robustness, and in part to the wide industrial experience accumulated 
over time. The model was first proposed by Jones and Launder (1972). It was then calibrated in its 
coefficients by Launder and Sharma (1974). 

The scales of turbulence used to specify the eddy viscosity are the TKE and the turbulence 
dissipation rate (TDR), i.e. the dissipation of turbulent kinetic energy into heat that occurs at the 
molecular level per unit time. The eddy viscosity formulation is: 

୲ߥ  ൌ ఓܥ
݇ଶ

ߝ
 (2.29) 

The two following transport equations are used for TKE and TDR: 
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The TKE equation was derived from the exact one in (2.28), except for the following assumption 
leveraging a gradient-diffusion hypothesis (Pope, 2000): 
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Such an assumption neglects, among other things, accurate description of the correlation between 
velocity and pressure fluctuations. The TDR equation in (2.31) has not been derived directly from 
the exact equation but from the assumption of analogy with the TKE equation. This assumption is 
often made because of the complexity of the terms in the exact TDR equation (Shih et al., 1995). It 
is also assumed that the production and dissipation of TDR are proportional to those of TKE, 
multiplied by ߝ/݇. The terms in round brackets in (2.30) and (2.31) are the diffusivities of ݇ and ߝ. 
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Those diffusivities are formulated as molecular viscosity plus the ratio between eddy viscosity and 
the turbulent Prandtl numbers for k and ε. 

The term describing TKE production is: 

 ௞ܲ ൌ െ߬௜௝
ത௜ݑ߲
௝ݔ߲

(2.33) 

The model coefficients, shown in Table III, have been determined empirically based on 
measurements on equilibrium boundary layers and studies on the decay of isotropic turbulence 
(Speziale, 1991). That set of coefficients is widely used and thus considered standard for the basic 
k-ε model, hence the name standard k-ε. 

Table III    Standard k‐ε model coefficients 

 ૛ࢿ࡯ ૚ࢿ࡯ ࢿ࣌ ࢑࣌ ࣆ࡯

0.09 1.0 1.3 1.44 1.92 

 

The standard k-ε has the advantage of having a vast experience accumulated in industry. It also 
demonstrates high robustness, which makes it desirable in several engineering applications. The 
main downside is the excessive eddy viscosity produced by this model in complex strains. This 
results for example in poor behavior in test cases involving any separation (Wilcox, 1993) and in 
early reattachment. The same cause produces reduced accuracy in jets, severe pressure gradients, 
streamline curvature, rotation, swirl. The extensive use of this model can be considered as a tradeoff 
between the error introduced and the inherent robustness. 

Realizable k‐ε model 

The term realizable in turbulence modeling refers to the capability to satisfy mathematical 
constraints ensuring that physical requirements be respected. The concept was introduced by 
Schumann (1977) and then extensively discussed by Lumley (1978). Here are the requirements. 

‐ The three fluctuating components that make turbulent kinetic energy must be positive: 

 ߬௜௝ ൒ 0 for ݅ ൌ ݆ (2.34) 

‐ The Cauchy-Schwarz inequality must be respected. The Einstein summation convention is 
not applied in the equation below: 

 ߬௜௝
ଶ ൑ ߬௜௜ ௝߬௝ for ݅ ് ݆ (2.35) 

‐ As stated by Schumann (1977), the Reynolds stress tensor must be real: 

 detሺ߬௜௝ሻ ൒ 0 (2.36) 

A variant of the standard k-ε model known as the realizable k-ε has been proposed by Shih and co-
workers (1995). The model modifies the standard k-ε by applying realizability and by introducing 
sensitivity to vortex stretching and dissipation. Eddy viscosity is calculated in the same way as for 
the original model, i.e. (2.29), but the ܥఓ coefficient varies, making the model realizable, as: 

ఓܥ  ൌ
1

଴ܣ ൅ ௦ܣ
௞

ఌ ୰݂ୣ

 (2.37) 
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A common implementation of parameter ୰݂ୣ is: 

 ୰݂ୣ ൌ ටܵ௜̅௝ܵ௜̅௝ ൅  ത௜௝ (2.38)ߗത௜௝ߗ

The two model coefficients in the denominator of (2.37) are ܣ଴ ൌ 4 and: 
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ିଵ/ଷ
ቁ൰ (2.39) 

The transport equation for k is the same as for the standard k-ε while a different formulation is used 
in the equation for ε. The different relation introduced is derived from the exact dynamic equation 
for the resolved square vorticity fluctuation, through simplifying assumptions including high 
Reynolds number (Shih et al., 1995). This feature of the realizable k-ε allows the model to overcome 
partially limitations of isotropic eddy-viscosity closures. This choice results in advantages over the 
standard k-ε in several complex flows, including those involving a round jet, separation or swirl. 
Due to these advantages, the realizable k-ε is widely used for industrial simulations of internal flows. 
The model is not suitable in cases in which greater flow description is sought after, as achievable 
using higher-order or nonlinear closures.  

Wilcox k‐ω model 

The present work is based on the selection of the k-ε framework, due to its proven robustness in 
internal flows. Another popular family of eddy viscosity models is instead the k-ω type. The 
following definition is often used for the specific turbulence dissipation rate: 

 ߱ ൌ
ߝ

∗ߚ ݇ (2.40) 

Such a parameter is a rate of dissipation of TKE per unit volume, which has the units of ሾsିଵሿ.The 
idea of transporting ω in a turbulence model dates back to Kolmogorov (1942). The same choice has 
been made by Wilcox (1988) in a successful model considered as a standard k-ω formulation. That 
model has the advantage of being physically valid in the resolved boundary layer, not requiring the 
use of viscous damping functions near the wall as for the k-ε. Eddy viscosity is expressed as: 

୲ߥ  ൌ
݇
߱

 (2.41) 

The transport equations used for k and ω are:  
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Model coefficients are in Table IV. 

Table IV    k‐ω model coefficients 

α ࣓࣌ ࢑࣌ ࢼ ∗ࢼ 

5/9 9/100 3/40 2 2 

 

Among the multiple k-ω model formulations, the one described above is probably the most tested in 
the literature and practical applications. It provides partial advantages over the k-ε in wall-bounded 
flows with mild pressure gradients, including adverse ones producing separation. The model is built 
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to be sensitive to adverse pressure gradients to capture separation, but this leads to overestimated 
levels of shear stress, and underestimated levels of turbulent kinetic energy in simple strains. The 
difference between results in the k-ε and k-ω models derives from the extra term that appears in the 
ω equation when writing the k-ε model in k-ω form (Pope, 2000): 

 ൅
୲ߥ2
ఠ݇ߪ

સ߱ ∙ સ݇ (2.44) 

The most notable downside of the original k-ω model is its sensitivity to the “freestream” inlet 
boundary conditions for turbulence levels (Wilcox, 1993). Conversely, the k-ε appears to provide 
stable results with respect to the inlet conditions for k and ε. This sensitivity is undesirable in 
engineering simulations requiring a high degree of robustness. 

SST k‐ω model 

The Shear Stress Transport (SST) turbulence model (Menter, 1992, 1994) combines elements of the 
original k-ω (Wilcox, 1988) and the standard k-ε (Launder and Spalding, 1974). The model was 
developed in two steps: the baseline model (Menter, 1994) and the SST itself. Its frequent 
implementation in hybrid turbulence models makes it particularly relevant to this discussion. 

As mentioned, the k-ω model offers some advantages when compared to the k-ε approach in regions 
near the boundary layer (Wilcox, 1993). Nevertheless, such a model displays strong sensitivity to 
the inlet turbulence conditions. The idea of the SST k-ω is to combine the two models in the regions 
where they perform best: the k-ω near the wall and the k-ε in the free shear layers. 

Both the baseline and the SST models switch between k-ω and k-ε through a blending function, ܨଵ 
multiplying the term differentiating the k-ε and k-ω equations, shown in (2.44). 

The resulting equations are those of a k-ε when ܨଵ ൌ 1 and those of a k-ω when ܨଵ ൌ 0. The 
formulation for ܨଵ accounts for the nearest wall distance. The SST model adds a key feature to those 
of the baseline one in the following expression for ߥ୲: 

୲ߥ  ൌ
ܽଵ݇

maxሺܽଵ߱, ଶሻܨܵ
 (2.45) 

In the expression above, ܨଶ is a function that depends, among other parameters, on wall distance. 
Such a formulation allows to avoid overestimate of the shear stress in complex boundary layers, by 
enforcing Bradshaw’s assumption (Menter, 1994) of shear stress being proportional to TKE. 

The eddy-viscosity modification and the presence of well-designed limiters in the SST provide 
measurable advantages on complex boundary layers, including a more robust description of 
separation than what is achievable with the k-ε model for this family of applications. On the other 
hand, the blending function behavior is arbitrary and often leads to unexpected results in internal 
flow applications.  

The SST maintains the disadvantages of isotropic eddy-viscosity models. For example, it is not 
appropriate for flows involving curved surfaces, rotation, swirling, or strong deformation. The SST 
is leveraged in wall-resolved simulations, which come at the cost of high wall grid resolution 
compared to approaches using wall functions.   

Other noticeable eddy viscosity models 

Many other linear eddy-viscosity approaches proposed in the literature are not discussed here either 
because they are not relevant to this work, or they are not used widely in industry. 

One class of models deriving from the k-ε approach that is certainly worth mentioning is the elliptic 
relaxation, proposed by Durbin (1991), to more appropriately resolve the near-wall effects without 
the use of arbitrary damping functions. Unlike the quasi-homogeneous k-ε, this model takes into 



39 
 

account non-homogeneous phenomena near the wall. An additional transport equation is solved for 
a scalar representing a velocity fluctuation: ߭ଶതതത and has been calibrated to correctly reproduce the 
near-wall eddy viscosity levels. The model has shown great promises but also considerable 
numerical challenges, and its evolution has resulted in the larger family of Elliptic Blending models. 
More recently, Elliptic-Blending hybrid models have been proposed (Fadai-Ghotbi et al., 2010a). 

2.3.6 Relevant higher‐order URANS closures 

The performance of URANS-based hybrid turbulence models depends strongly on the performance 
of their baseline URANS formulation. In particular, linear URANS models typically result in a 
nonphysical evaluation of the eddy viscosity in complex strains. This effect, deriving from the eddy 
viscosity simplification, hinders proper resolution of the large-scale unsteady turbulent structures 
which are central to the success of hybrid modeling. 

In this work, a NLEVM is selected instead as a baseline. Here we discuss relevant features of higher-
order closures in general and NLEVM models in specific. 

Linear eddy-viscosity models are based on the assumption that ܽ௜௝ be aligned with ܵ௜̅௝. Such an 
assumption is inaccurate not only in complex flows, but also in simple shear flows (Pope, 2000). 
Indeed, isotropic eddy-viscosity models have significant limitations in their physical description. 
The error related to the linear eddy-viscosity assumption is particularly large in flows involving 
complex features such as: streamline curvature, rotational strains, swirl, and turbulence-induced 
secondary flows. Moreover, linear models do not take into account nonlocal and history effects in 
the individual components of the Reynolds stress tensor (Speziale, 1991). 

Models based on the isotropic eddy-viscosity assumption are designed to compute mean flow 
properties in simple flows. Going beyond such an assumption allows us to account more 
appropriately for the effects of turbulence anisotropy. As an example, isotropic RANS closures fail 
to describe turbulence-driven secondary flows, also called secondary flows of the second kind. 
Secondary flows of the second kind are different from the ones of the first kind in that they are 
caused by turbulence, not by a laminar velocity field. Those phenomena can be observed in non-
circular straight ducts and are present in fully developed conditions (Demuren and Rodi, 1984). 
Turbulence produces motions perpendicular to the axial direction of the channel, as illustrated in 
Figure 2.2 below. 

 

Figure 2.2    Secondary flows of the second kind, from Pattison (2011) 

Reynolds stress transport models 

A more general approach to close the RANS equations is to model directly the six independent 
Reynolds stresses, as derived from the exact solution in (2.26). Usually, an additional transport 
equation is used for the TDR. This approach is followed by models in Reynolds stress transport 
(RST) models, also called RSMs and second-order closures.  

Fundamental work in the development of RSMs was done by Rotta (1951) and later generalized by 
Launder, Reece, and Rodi (1975), who proposed and tested a unified model. RSMs convey 
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significant information on nonlocal effects of turbulence and are generally more suitable than linear 
eddy-viscosity models for simulating complex flows that are not quasi-homogeneous. In particular, 
RSMs can be appropriate for flows containing strong swirl, streamline curvature, and resolved 
rotation (Pope, 2000). They can describe correctly flows with a rapid variation in the resolved flow 
field that two-equation models are unable to predict. 

Nevertheless, RSMs have the disadvantage of being complex and computationally intensive. Six 
strongly coupled equations represent a numerical challenge for the solver, producing increased 
computational cost and convergence issues. Equations are generally stiff due to the large source 
terms so that numerical stability issues may arise; several solutions have been proposed, as discussed 
widely in the literature, to increase their stability. Their most relevant application drawback is the 
considerable sensitivity to grid cell quality and refinement. Weaknesses of RSMs in predicting 
complex flows can be partially attributed to inadequacies in the equilibrium formulation, or to lack 
of description of non-equilibrium effects (Speziale, 1996). 

As we observed, if we try to derive an exact transport equation to compute the six independent 
residual stresses as in (2.14), we increase the number of unknowns in our problem from 6 to 75. 
Transporting all Reynolds stresses does not translate into increasing the number of known physical 
parameters. It brings the closure challenge to a higher order and increases the number of unknown 
parameters. The higher-order physical approximation compared to linear eddy-viscosity models is 
traded with more unknowns and terms complex to model. The imperfection of engineering models 
is not removed from simulations by using RSMs, but it is brought to a higher level of complexity. 

Algebraic Reynolds stress and Nonlinear eddy‐viscosity models 

A family of models was introduced by Rodi (1976) involving simplification of the RSM equations 
into fewer PDEs and using two transport equations for general properties of turbulence (e.g. TKE 
and length scale). This family of approaches is called algebraic Reynolds stress models (ARSM). 
The simplification involves adopting the equilibrium hypothesis, based on which the convection and 
transport terms in the Reynolds stress equations are neglected (Gatski and Speziale, 1993). 

ARSMs use an implicit relation between Reynolds stresses and resolved velocity gradients. They 
maintain important downsides of RSMs, such as the numerical issues in coupling multiple transport 
equations and the cost related to the solution of a complex coupled system. In practice, ARSMs have 
shown not to offer particular advantages over the full RSM models and are not commonly adopted. 
They are however the starting point for NLEVMs, which is the class of URANS models adopted in 
this work.  

Pope (1975) introduced a method to express the nonlinear formulations for Reynolds stresses 
explicit, gathering inspiration from earlier work by Lumley (1970). Such a method is commonly 
referred to as NLEVM. This concept extends the eddy-viscosity assumption by adding nonlinear 
terms to the equation for the residual stress tensor anisotropy: 

 ܽ௜௝ ൌ ߬௜௝ െ
1
3
߬௞௞ߜ௜௝ ൌ െ2ߥ୲ܵ௜̅௝ ൅ ݂൫ܵ௜̅௝, ,ത௜௝ߗ … ൯ (2.46) 

The function ݂, which includes nonlinear terms, depends on Galilean and frame invariance 
properties of the resolved velocity gradient tensor and on scalar turbulence quantities, such as the 
transported TKE and TDR. Function ݂ describes a nonlinear stress-strain relation. 

The resolved velocity described by NLEVMs is equivalent to the instantaneous velocity of an 
equivalent non-Newtonian fluid with more viscous properties (Lumley, 1970). On the other hand, 
the linear eddy-viscosity assumption approximates the resolved flow with the instantaneous motion 
of a Newtonian fluid with increased viscosity. 
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The most general formulation for function ݂ is derived through the Cayley-Hamilton theorem. 
According to such a theorem, ݂ can be written as a weighted sum of 10 linearly independent tensor 
bases, symmetric, traceless, and dependent on ܵ௜̅௝ and ߗത௜௝. The weighting coefficients can be 
expressed as a function of the invariants of ܵ௜̅௝ and ߗത௜௝. Several approaches can be used to obtain the 
model closure. 

A subset of NLEVMs is that of explicit algebraic Reynolds stress models (EARSMs). Those models 
are derived from ARSMs through simplifying assumptions (Hellsten and Wallin, 2009). One 
approach to derive EARSMs is to combine ARSMs with the expression in (2.46). A similar approach 
was used in two dimensions by Pope (1975) in his work introducing NLEVMs, based on the RSM 
of Launder, Recce and Rodi (1975) and the equilibrium assumption. 

Gatski and Speziale (1993) proposed a more general three-dimensional EARSM derived from an 
RSM at the equilibrium limit. An EARSM was developed by Apsley and Leschziner (1998) by 
approximating an ARSM into a cubic formulation. Those authors use the name NLEVM. 

Other NLEVMs are derived through calibration with experimental data and physical considerations 
like realizability (Baglietto and Ninokata, 2006; Lien et al., 1996; Shih et al., 1993; Speziale, 1987). 

NLEVM approaches have been proposed using the renormalization group (RNG) theory (Rubinstein 
and Barton, 1990), while others leverage direct-interaction approximation tools (Nisizima and 
Yoshizawa, 1987). 

By using NLEVMs, expressions for the residual stress tensor become fully explicit and do not 
require the solution of many tightly coupled equations. Such an approach reduces the computational 
cost and numerical stiffness compared to RSMs. The computational cost of NLEVMs is only slightly 
higher than that of two-equation linear models. 

Additional characteristics of NLEVM justifying their adoption in the present work and details on the 
specific NLEVM selected are provided in Section 4.7. 

2.4 Large‐eddy simulation 

Due to the importance of LES in hybrid turbulence modeling, it is worth identifying those features 
that are particularly relevant to the present work.  

Often in the literature, hybrid models are described as URANS/LES since many of those models 
combine the URANS and LES equations. Conversely, several other hybrid formulations, including 
the one proposed here, do not solve the LES equations. However, those models still have scale-
resolving features that use partially averaged or filtered statistics, similarly to LES. 

One of the purposes of LES is to achieve higher accuracy and flow description over URANS, by 
making full use of the computational grid size available. In LES, the larger and most energetic eddies 
are resolved, and the smaller turbulent scales are modeled. The underlying consideration is that the 
largest scales, which carry most of the turbulent kinetic energy, are geometry-dependent, while the 
smallest scales, which carry a small amount of the turbulent kinetic energy, are assumed to have a 
universal nature. LES closures account for the momentum exchange between resolved and modeled 
scales. Significant savings in cell number are achieved over DNS while larger scales responsible for 
dominant physical effects are described more accurately than in URANS. The accuracy of URANS 
solutions does not increase significantly if the grid is refined beyond a degree of numerical grid 
convergence, due to the statistics of the model. This limitation is not present in LES, in which grid 
refinement increases the model’s accuracy up to the DNS limit3. 

                                                 
3 However, grid convergence in LES is usually not monotonic (Spalart, 2009). 
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The computational cost of LES is affected by the requirement for a very fine grid near the wall 
compared to the boundary layer’s size. Such a strict near-wall requirement is comparable with that 
for DNS (Durbin and Pettersson Reif, 2011). The number of grid points required for LES increases 
sharply with the Reynolds number. The scaling law in aerospace applications has been estimated to 
be roughly  ܰ~Reଽ/ହ (Chapman, 1979). Those grid requirements make LES impracticable for most 
industrial CFD simulations (Spalart et al., 1997). LES has been steadily growing in popularity and 
use in the last decades due to advances in CPU technology and large-scale parallel computing. 

A useful review of LES is that by Meneveau and Katz (2000), as well as the book by Sagaut (2006). 
Turbulence models in the LES family use for the overbar operation of Section 2.2.2 a local average 
in a small region around the point of interest. This averaging operation involves the integral in the 
spatial domain of the product of a flow function ߶ and a convolution kernel ܩ୼ሺ࢞ െ   .ᇱሻ࢞

 ߶തሺ࢞, ሻݐ ൌ න ࢞୼ሺܩ െ ,′࢞ᇱሻ߶ሺ࢞ ᇱ࢞ሻdଷݐ
Թయ

 (2.47) 

This filtering operation (Leonard, 1974) averages out length scales smaller than the filter size Δ. In 
common LES closures, the filtering operation is typically not explicitly performed during 
calculations but only in the model derivation. The convolution kernel has the following property 
(Germano, 1992): 

 න ࢞୼ሺܩ െ ᇱ࢞ᇱሻdଷ࢞
Թయ

ൌ 1 (2.48) 

In most LES closures, the filter size is assigned based on grid spacing, to resolve turbulent scales as 
small as the discretization limits allow.  Due to this common choice, residual scales are often referred 
to using the term subgrid scale (SGS). Residual stresses are not described like in URANS as the 
averaged product of fluctuating components unless additional assumptions are made. Several 
conventions exist to decompose the residual stresses, among which that by Germano (1986). 

In LES, resolved parameters and residual stresses have a random-like behavior while in URANS 
they represent ensemble averages. To produce time-averaged solutions, LES requires collecting 
sufficient statistics, thus aggravating the already high computational cost deriving from the grid 
requirements. The largest turbulent fluctuations in LES need to be described by resolved fields. This 
translates into the need to simulate sufficient upstream geometrical domain to allow for turbulent 
field development. As this requirement is almost impracticable, an effective alternative for turbulent 
content at inlet boundary conditions has been to leverage synthetic eddy methods to generate 
turbulent structures. The sensitivity of results to inlet specifications can undermine the ease of use 
and robustness of LES. 

LES models for SGS stresses can usually be simpler than URANS models since it is assumed that 
the smaller scales of turbulence carry higher universality. Simple closures translate into lower 
computational cost per iteration. Such a feature is desirable given the high time and space resolution 
required in LES. The use of simple LES closures requires that the filter length be fine enough so that 
the cutoff lies in the inertial range. Such a range implies that the net transfer of energy from the 
larger to the smaller scales does not change with small filter size variations. Another limitation is 
the requirement, especially in simpler LES formulations, for grids made of quasi-isotropic cells. 

2.4.1 Relevant LES closures 

Standard Smagorinsky SGS model 

A basic SGS model has been introduced in the pioneering work by Smagorinsky (1963) and has 
been applied for the first time to an engineering 3D case by Deardorff (1970). In this simple closure, 
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residual turbulence is modeled as isotropic and in equilibrium, so production of residual turbulent 
energy equals dissipation. The Smagorinsky model uses the Boussinesq assumption in (2.19) and 
defines eddy viscosity as the product of a length scale and a velocity scale. 

The length scale Δ is usually a characteristic length scale of computational cells. The velocity scale 
is the product of Δ and a parameter representing the resolved strain rate and is representative of a 
Galilean-invariant velocity difference describing eddies of size Δ (Meneveau, 2010). The eddy 
viscosity is thus: 

୲ߥ  ൌ ሺܥୗΔሻଶට2ܵ௜̅௝ܵ௜̅௝ (2.49) 

The Smagorinsky model has several drawbacks, among which is a lack of completeness. The model 
constant ܥୗ needs to be specified a priori before the simulation and does not adapt automatically to 
its optimal value. The closure in (2.49) can be interpreted as a mixing length model that uses the grid 
size as filter. Many models have been developed addressing the shortcomings of the Smagorinsky 
SGS approach. The review by Sagaut (2006) provides useful discussion. 

Dynamic subgrid scale 

The dynamic SGS model of Germano and co-workers (1991) addresses the issue of assigning a value 
for ܥୗ automatically. A test filter with a size larger than the main filter is used to collect statistics on 
the resolved fields. Assuming that the same ܥୗ be valid for the grid filter and the test filter, this 
operation allows to have a dynamic closure. 

An approximation of the dynamic model without test filtering has been proposed by Chester, 
Charlette, and Meneveau (2001). Such a formulation approximates the test filtering operation 
through a Taylor series expansion based on single-point variables. Such a rationale has inspired an 
approximation of an averaging operation made in the present work and discussed in Chapter 7. 

WALE 

Among many LES closures proposed, the wall-adapting local eddy-viscosity (WALE) model of 
Nicoud and Ducros (1999) has been particularly successful in industrial simulations. The WALE 
model provides an advanced description of the near-wall behavior by taking into account the 
resolved strain and rotation rate tensors, instead of the strain only as in (2.49). The WALE model 
does not require explicit filtering. 

Other LES closures 

A large variety of additional LES closures has been developed, also including more complex 
transport formulation. Here we only mention some relevant ones, which have contributed in shaping 
this work. 

In implicit LES (ILES) models, the effect of SGS turbulence accounted for through numerical error 
rather than a closure. Numerical methods are chosen accordingly so that an appropriate level of 
diffusive error is produced. ILES is suitable for very complex flows, in which explicit models are 
unable to capture all of the physics, so ILES would not introduce larger error (Sagaut, 2006). In 
those cases, the diffusive numerical scheme introduces the advantage of numerical stability. 

Models exist in the LES family that use residual stress transport equations (Deardorff, 1974), which 
add complexity and computational cost to the solution. Other methods transport scalar properties of 
the residual turbulence (Deardorff, 1980). More generally, several other approaches in the literature 
propose closures representing SGS versions of URANS models. No clear distinction exists between 
those methods and hybrid turbulence modeling, as discussed in Section 2.5.1. One of the challenges 
of LES is the requirement for a very large number of grid points near the wall to resolve the relevant 
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turbulent scales. A very common alternative to this is the use of wall functions in conjunction with 
LES. This concept can be considered as a very simple hybrid model. 

2.5 Hybrid turbulence modeling  

After having reviewed the URANS component of this work, let us now analyze hybrid concepts. 
Such a discussion is central to this work, which identifies a new strategy for hybrid turbulence 
modeling. The term hybrid used here identifies models combining features of URANS and LES. 
This section discusses hybrid models starting with their rationale, definition, and categorization, 
before reviewing key aspects of selected hybrid models that can be leveraged or avoided to achieve 
the objectives of the present work. Such a critique is functional to the remainder of this thesis, in 
which a newly proposed hybrid approach addresses limitations identified in existing hybrid models. 

2.5.1 Rationale and categorization 

Many different formulations for hybrid models have been proposed in the literature since the first 
concepts appeared in the mid-1990s (e.g. Speziale, 1996). Those models are often very different 
from each other, spanning a wide variety of features and applicability ranges. 

Definition and goals 

No definition of hybrid turbulence model has gained universal acceptance in the literature. We 
should not be surprised about this lack of a definition, which is quite common in the study of 
turbulence and is related to a great extent to our limited analytical understanding of the governing 
equations. 

For example, if we decided to define as hybrid models those approaches combining URANS and 
LES, then models like SAS and PANS (described later in this chapter) would be excluded because 
they do not imply any LES closure.  Nevertheless, they both aim at achieving a behavior intermediate 
between URANS and DNS, which can be considered as an LES-like behavior. 

Even without having a strict definition, hybrid models can be identified through their goals. Indeed, 
one of the main objectives of all known hybrid models is to achieve higher accuracy than what is 
possible through URANS, while using fewer grid points than those needed for LES. Hybrid models 
can be eventually designed to converge to LES when a suitable grid is available. As anticipated in 
the introductory chapter (Section 1.2), the accuracy/cost tradeoff only provides a simplified 
description of the goals of hybrid models. Many other factors play a role. More generally, hybrid 
models aim at retaining the desirable features in the tradeoff between URANS and LES and at 
rejecting the undesirable ones. Different hybrid models focus on different features. A list of desirable 
and undesirable features of URANS and LES that has inspired the development of the new STRUCT 
approach is shown in Section 3.2.3. 

Hybrid Modeling Similarities 

An interesting aspect of the categorization of hybrid modeling approaches is the significant similarity 
often found between different concepts, which are developed from differing viewpoints but in 
practice share similar formulations. 

The term very large eddy simulation (VLES), among many uses found in the literature, identifies 
the extension of the applicability of LES to coarser grids. The name VLES is a way to look at hybrid 
modeling from an LES perspective. The wall-modeled LES (WM-LES) approach reduces 
computational cost over LES. This approach is the simplest form of URANS/LES coupling (Fröhlich 
and Von Terzi, 2008). A common characteristic of WM-LES approaches is the URANS-to-LES 
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interface being located in the inner part of the boundary layer. Conversely, in most other hybrid 
models all of the boundary layer is solved using URANS (Sagaut et al., 2013). 

We can see hybrid features, in a weak sense, also in the concept of URANS. In fact, URANS, by 
resolving unsteady averaged parameters, seeks resolution of low-frequency structures. In this work, 
for the sake of clarity, the term URANS is not used to identify hybrid approaches. Nevertheless, 
hybrid models exist that can be interpreted as extensions of URANS (Fröhlich and Von Terzi, 2008), 
including the one proposed here. 

Grid and energy spectrum 

Hybrid models proposed in the literature are based on a variety of derivations. As a result, no unique 
rule for grid requirements exists, but each model has its own. The optimal grid for a test case depends 
on the hybrid model used. Models may be particularly sensitive to grid design features, such as the 
cell size in the boundary layer region in the original DES formulations. 

Hybrid models are usually designed to run with grids coarser than those needed for LES. However, 
it is not always the case that hybrid models are designed to run on grids finer than those for URANS. 
In fact, many hybrid models, including the one proposed here, aim at running on computational grids 
typical of URANS. In a generic turbulence model, part of the energy spectrum is resolved directly 
from the instantaneous solution of the Navier-Stokes equations while the remaining part is evaluated 
with the use of models. If we sorted turbulence models based on the resolved fraction of the turbulent 
kinetic energy, we would have DNS and LES on one end, URANS and RANS on the opposite one. 
Hybrid models would fall in between those two extremes. 

A qualitative picture of the flow description of URANS and LES is shown in Figure 2.3 below, in 
which hybrid models occupy an intermediate domain. The separation between resolved and residual 
scales lies in the domain of large scales in URANS and in the inertial range in LES. Hybrid 
approaches often place such a separation in an intermediate domain, in which complex interaction 
between scales exists. This choice makes hybrid modeling challenging. 

 

Figure 2.3    Hybrid turbulence models rationale: qualitative picture 

Similarity between URANS and LES 

As discussed in Section 2.2.2, if we consider a linear commuting LES filter, we can observe that 
URANS and LES share the same unclosed continuity and momentum equations. Nevertheless, the 
statistical theory and the derivations of those two approaches are very different: one is commonly 
based on ensemble averaging and the other on spatial filtering. 

The similarity between URANS and LES allows for a simple implementation of hybrid models by 
using existing implementations of URANS equations but modifying the closure terms and the 
numerical schemes. 
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Categorization 

Multiple authors in the literature use different approaches to categorize hybrid models. A distinction 
made by Gopalan and Jaiman (2015) identifies: 

‐ Segregated models, by which URANS and LES equations are solved in two spatial domains, 
fixed before the simulation. Those models are also referred to with the term zonal, used for 
example by Pont et al. (2014). 

‐ Interfaced models, by which a transition is made between URANS and LES, using an 
interface function ୍݂ : 

 ߬௜௝ ൌ ୍݂ ߬௜௝
୙ୖ୅୒ୗ ൅ ሺ1 െ ୍݂ ሻ߬௜௝

୐୉ୗ (2.50) 

The exact statistics for interfaced closures have been formulated by Germano (2015). 

‐ Blended models, in which the hybrid residual stress tensor is provided by modifying the 
URANS one. This is done by using a function ୆݂. In these models, the LES equations are 
not used necessarily. Therefore, strictly speaking, these models do not hybridize URANS 
and LES. However, ୆݂ could also be taken so that LES equations are retrieved. 

 ߬௜௝ ൌ ୆݂߬௜௝
୙ୖ୅୒ୗ (2.51) 

‐ Uncategorized models, in which the formulation is not identified by the criteria above. 

Several other categorizations of hybrid models have been proposed in the literature. An important 
category is that identified by Fröhlich and von Terzi (2008) as second generation URANS models. 
Those are hybrid models for which no grid size dependence exists in any part of the formulation. 

A different categorization has been proposed by Sagaut (2006), who proposed a distinction into: 

‐ Zonal decomposition models, similar to zonal or segregated models. 

‐ Nonlinear disturbance equations, in which the flow is split in the frequency domain into a 
low-frequency subdomain solved using URANS and a fluctuating domain solved with an 
LES-like model. 

‐ Universal modeling, in which the model aims at extending LES to coarser meshes. This is 
usually done by combining URANS with an SGS approach. 

Useful reviews of hybrid models can be found in the work by Fröhlich and von Terzi (2008), in the 
book by Sagaut (2006), and in that by Sagaut, Deck, and Terracol (2013). 

2.5.2 Speziale Hybrid Methods 

The VLES formulation proposed by Speziale (1996) is considered the first hybrid turbulence model 
proposed in the literature (Speziale, 1998), if we exclude as hybrid approaches URANS and 
WM-LES. 

This closure aims at resolving appropriate scales in the range between DNS and URANS. The name 
VLES is used in the literature to refer to different concepts. In this case, it is intended as a hybrid 
model extending eddy-resolving capabilities to grids that are coarser than those needed for LES. 

The residual stress tensor is formulated as a function of the grid size and other parameters, using the 
following relation: 

 ߬௜௝ ൌ ൤1 െ exp ൬െ
ܿଵΔ
୏ܮ

൰൨
௖మ

߬௜௝
୙ୖ୅୒ୗ (2.52) 
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Parameters ܿ ଵ and ܿ ଶ above are two empirical constants. When the grid size Δ is very large compared 
to the Kolmogorov length scale, the exponential becomes significantly smaller than 1. This leads 
asymptotically to a URANS solution. At the other limit, when Δ is small and comparable to ܮ୏, DNS 
is retrieved. When Δ lies between these two limits, the model is designed to perform in a way that 
resembles LES or VLES. The URANS model used in the original work by Speziale (1996) is a 
NLEVM with strain-dependent coefficients. 

The Speziale VLES inspired the development of many other approaches. However, its limitations 
explain its low success in realistic applications. The model equation in (2.52) produces a behavior 
close to URANS in most conditions. Very low values of Δ are needed to enable a scale-resolving 
mode. Moreover, as noticed by Spalart (2000), the model is not sensitive to the characteristic length 
scale of URANS as many other hybrid models are. 

Nevertheless, this formulation has introduced hybrid turbulence models, opening the way to a large 
number of models developed over the two following decades.  

Limited numerical scales 

The limited numerical scales (LNS) model developed by Batten, Goldberg, and Chakravarthy (2000) 
can be considered as an evolution of Speziale’s model. In both models, a multiplier is applied to 
residual stresses: 

 ߬௜௝
୐୒ୗ ൌ ௜௝߬ߙ

୙ୖ୅୒ୗ (2.53) 

In LNS, a different formulation is used for α, the so-called latency parameter, than in Speziale’s 
model. According to the authors of LNS, the formulation in (2.52) is undesirable, because it requires 
the selection of arbitrary constants. Moreover, such a formulation requires Δ to be very small, 
approaching the Kolmogorov scale, to obtain effective hybrid behavior. A different formulation was 
proposed for the latency parameter in (2.53) (described here using the notation by Fröhlich and Von 
Terzi, 2008): 

ߙ  ൌ
min൫ߥ୲

୐୉ୗ, ୲ߥ
୙ୖ୅୒ୗ൯

୲ߥ
୙ୖ୅୒ୗ  (2.54) 

Such a formulation switches from URANS to LES for sufficiently fine grids, since it contains the 
LES eddy viscosity, which depends on the grid size. 

The formulation in (2.54) shows a straightforward approach to switch between URANS and LES 
based on flow conditions and grid size. To operate in LES mode, LNS requires a suitably fine grid 
in selected zones. LNS is an automatic version of a zonal model. Therefore, it can benefit from the 
injection of synthetic turbulence at the URANS-to-LES interface (Batten et al., 2002). 

2.5.3 Detached Eddy Simulation and variants 

Let us now discuss DES, a hybrid model that is at the same time one of the first developed and one 
of the most used in industry. The multiple versions of DES that have been proposed over time have 
been a significant source of inspiration for the development of many hybrid approaches, including 
the one introduced here.  

The concept of DES was developed by Spalart and co-workers (1997). One of its purposes is to 
overcome weaknesses of URANS in predicting massively separated flows while keeping the 
computational cost significantly lower than in LES. Subsequent modifications of the original 1997 
DES formulation have been made, so the initially proposed model is often referred to as DES97. 
When simulating massively separated flow past an obstacle using LES, the boundary layer causes a 
significant computational cost. In that zone, a very fine mesh, comparable to that needed for DNS, 
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is required. The DES concept overcomes this problem by solving URANS equations in attached 
boundary layer regions and reverting to an LES-type model everywhere else, i.e. in massively 
separated regions. The initially proposed DNS formulation is built by extending the robust S-A 
model. The parameter defining wall distance is replaced by the following expression, i.e. the 
minimum between wall distance and a parameter proportional to the grid size: 

 ݀ୈ୉ୗ ൌ minሺ݀,  ୈ୉ୗΔሻ (2.55)ܥ

The model operates as S-A near the wall, where ݀ is small. Far from the wall, the length scale is 
proportional to Δ. This sensitivity to the grid size is considered capable of delivering an LES-like 
behavior in massively separated regions in which the grid is suitable. 

A value of the model coefficient ܥୈ୉ୗ of 0.65 was obtained by Shur and co-workers (1999) in their 
work introducing the first 3D application of DES. They derived the ܥୈ୉ୗ coefficient by assuming 
homogeneous turbulence and adjusting the model’s behavior in LES mode. The approach is zonal, 
because the flow region is partitioned into attached and detached zones. 

In several models, the parameter defining grid spacing is the geometric mean of the spacing in the 
three directions. In DES, the largest among the three dimensions is used instead. 

 Δ ൌ max൫Δ௫, Δ௬, Δ௭൯ (2.56) 

Based on the above equation, DES running in LES mode uses a filter based on the largest of the 
three dimensions and does not use the extra resolution in case of strongly anisotropic grids.  

The original DES has shown success in predicting time-averaged values in many test cases, 
especially those including massive separation while exhibiting several limitations. Thick boundary 
layers are especially challenging because DES tends to switch to LES prematurely. This switch 
produces modeled-stress depletion (MSD), i.e. a decrease in residual stresses not compensated by 
the needed resolved turbulence. In such a case, nonphysical solutions may produce unwanted adverse 
pressure gradients known as grid-induced separation (GIS) (Menter and Kuntz, 2004). Due to this 
issue, grid generation for DES is not easy for CFD users. It is important that computational grids be 
built specifically for running with DES, with flattened cells closer to the boundaries to avoid near-
wall issues such as MSD or GIS. Quasi-isotropic cells are preferred in separated regions. This strong 
grid sensitivity near the wall represents a limitation of DES in engineering applications. 

It is also recognized that a limitation of DES, common with LES and with other hybrid models, is 
the lack of monotonic grid convergence (Spalart, 2009). 

As a lesson learned from DES, the approach proposed in the present work aims at eliminating the 
grid size dependency in the model formulation to avoid excessive sensitivity to the grid size and cell 
geometry, seeking ease of use and grid convergence. 

 Besides its known limitations, DES has the advantage of achieving a substantial reduction in 
computational cost over LES. Moreover, DES converges as desired to LES and DNS behavior as 
the grid is refined. The computational cost reduction over LES is sought after in the present work 
while LES or DNS convergence is not pursued and could be explored in future work. 

The DES approach has been extended past the S-A model to leverage different URANS models, 
notably two-equation ones (Strelets, 2001; Travin et al., 2002). Those formulations modify the 
characteristic length scale of the model instead of the ݀ parameter: 

ୈ୉ୗܮ  ൌ minሺܮ୙ୖ୅୒ୗ,  ୈ୉ୗΔሻ (2.57)ܥ
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where ܮ୙ୖ୅୒ୗ is the length scale according to the URANS model, formulated as a function of the 
two transported parameters. Implementation of DES consists in substituting ܮ୙ୖ୅୒ୗ with ܮୈ୉ୗ. The 
present work also implements a hybrid formulation starting from a two-equation URANS. 

Models in the DES family are designed to trigger the LES-like mode far from the boundary layer, 
and to use URANS near the wall. In this sense, DES can be seen as an advanced extension of the 
concept of WM-LES. DES still requires an LES-like fine grid far from the wall, even in stable high-
Re flows. Conversely, the present work aims at operating on URANS-like grids, without aiming at 
all at providing an advanced version of WM-LES. 

Delayed Detached Eddy Simulation 

The Delayed Detached Eddy Simulation (DDES) model is a modification of DES proposed by 
Spalart and co-workers (2006) and originally inspired by earlier work by Menter and Kuntz (2004). 
The goal of DDES is to keep DES in URANS mode even in thick boundary layers, to avoid the 
issues known as MDS and GIS. The logic is that, in those cases, it is preferable to run as URANS 
rather than as LES without the necessary resolved content. 

Following Spalart and co-workers (2006), a new length scale parameter is introduced: 

 ሚ݀ ≡ ݀ െ ௗ݂ maxሺ0, ݀ െ  ୈ୉ୗΔሻ (2.58)ܥ

Such a length scale contains a function ௗ݂ switching the behavior of the model from URANS, when 
ௗ݂ ൌ 0, to DES97, when ௗ݂ ൌ 1. Such a function is formulated as: 

 ௗ݂ ≡ 1 െ tanhሺሺ8ݎௗሻଷሻ (2.59) 

A parameter ݎௗ appears, defined as:  

ௗݎ  ≡
୲ߥ ൅ ߥ

ሺܵ̅ଶ ൅ ଶ݀ଶߢതଶሻߗ
 (2.60) 

The ݎௗ variable is designed to be equal to 1 in the logarithmic layer and significantly lower when 
exiting the boundary layer. In practice, the expression in (2.59) smoothens and inverts the behavior 
of (2.60), in order to produce suitable values for ݂ ௗ. The present work also seeks after robust physical 
description in the boundary layer, but it does not use DES formulations.  

Improved delayed Detached Eddy Simulation 

Recalibration of DDES was performed to provide consistency with WM-LES, avoiding Logarithmic 
Layer Mismatch (LLM) between inner URANS and outer LES. This approach is called improved 
DDES (IDDES) and was developed by Shur, Spalart, Strelets and Travin (2008). The IDDES 
formulation also introduces a modified expression for the subgrid length scale, different from the 
one in (2.56). The new expression for Δ is a function not only of the cell size in the three dimensions 
but also of the wall distance. This choice aims at producing a more steep variation of Δ near the wall, 
generating instabilities in the resolved field (Spalart, 2009). A lesson learned from IDDES is that a 
hybrid model can be supported that aims at generating the needed instabilities in the resolved flow 
fields, even without using artificial methods to inject momentum. A similar strategy is employed in 
the present work.  

A version of the DDES and IDDES models has been calibrated based on the k-ω SST instead of the 
S-A baseline model (Gritskevich et al., 2011). 
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2.5.4 Embedded LES 

The so-called embedded LES (ELES) is a simple zonal model that applies URANS and LES in 
distinct regions selected before the simulation.  

In ELES, URANS behavior is typically used at the inlet and outlet of the simulation region, and LES 
is used in a selected area of interest. For example, the model has been applied to a T-junction test 
case by Gritskevich and co-workers (2014). In their work, the LES region has been selected as that 
on and immediately downstream the junction, where most of the most complex mixing phenomena 
are expected to occur. The zonal selection made by those authors is shown in Figure 2.4 below. 

 

Figure 2.4    Domain decomposition in ELES of a T‐junction, from Gritskevich et al. (2014). 

In the figure, URANS, as defined in this work, is labeled as RANS 

Interfaces leading from URANS to LES are usually treated with the generation of synthetic 
turbulence. A wall model can be used in the LES zone to reduce further the required number of cells. 

The ELES approach has the major drawback of requiring the definition of URANS and LES regions 
before the simulation. Such a specification makes the model incomplete and dependent upon the 
arbitrary distinction between the two regions. 

2.5.5 Partially Averaged Navier‐Stokes and similar 

A particularly relevant concept in this work is that of Partially Averaged Navier-Stokes (PANS) 
turbulence model, introduced by Girimaji, Srinivasan, and Jeong (2003). The model was later 
described extensively by Girimaji (2006) and analyzed by Girimaji, Jeong, and Srinivasan (2006).. 
PANS can be considered to be a second-generation URANS (Fröhlich and Von Terzi, 2008) since 
its equations do not depend on the grid size. It is identified by its authors as a bridging model, aiming 
at bridging the gap between URANS and LES, and extending the capability to DNS. The derivation 
of the PANS equations are a way to answer the following question posed by Girimaji (2006): 

“If RANS represents the closure for fully averaged statistics, what is the corresponding closure for 
partially averaged statistics?” 

In PANS, the decomposition of resolved and residual flow variables in (2.5) is made using an 
arbitrary filter. This choice leads to the definition of a generalized central moment as in (2.12). Two 
key parameters are introduced. Parameter ௞݂ is the ratio between residual and total TKE, while ఌ݂ is 
the ratio between residual and total TDR. This work uses the subscript m for modeled. 

 ௞݂ ൌ
݇୫
݇

 (2.61) 

 ఌ݂ ൌ
୫ߝ
ߝ

 (2.62) 

When both of these parameters are equal to one, all of the turbulent kinetic energy and turbulence 
dissipation rate are residual, so the model behaves as URANS. In particular, if ఌ݂ is unity, then the 
smallest scales in PANS are equal to those in URANS (Girimaji, 2006). Parameter ఌ݂ is set to unity 
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in high-Re flows, such as those treated in this work. Therefore, let us only focus on the variation 
of ௞݂ and assume ఌ݂ ൌ 1. 

When ௞݂ is null, no turbulence is left unresolved, which corresponds to a DNS or a quasi-DNS if 
grid requirements are not met for DNS. When ௞݂ is in the range between 1 and 0, hybrid behavior is 
triggered. PANS is meant to be used with coarser grids than those required for LES, aiming at 
minimizing computational cost. 

The transport equations for the unresolved, or residual, turbulent kinetic energy and turbulence 
dissipation rate are shown below. 
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Those equations are the same as in the standard k-ε model, except that parameters refer to the 
modeled part of turbulence only. Moreover, the dissipation coefficient differs from the one in the 
standard k-ε according to the following equation: 

ఌଶܥ 
∗ ൌ ఌଵܥ ൅ ௞݂ሺܥఌଶ െ ఌଵሻܥ (2.65) 

The formulations for the kinetic energy and dissipation turbulent Prandtl numbers vary based on the 
assumption made for the transport of modeled TKE and TDR. Two theories (Girimaji, 2006) were 
derived representing two different hypotheses: the zero-transport (ZT) model and the maximum-
transport (MT) model. According to the ZT, the transport of TKE and TDR is not driven by resolved 
fluctuations. The two resulting turbulent Prandtl numbers are: 

௞,୫ߪ  ൌ ௞ߪ ௞݂
ଶ , ఌ,୫ߪ ൌ ఌߪ ௞݂

ଶ (2.66) 

Conversely, the MT considers the transport of TKE and TDR as proportional to the eddy viscosity 
associated with the resolved fluctuations: 

௞,୫ߪ  ൌ ௞ߪ , ఌ,୫ߪ ൌ  ఌ (2.67)ߪ

The modeled eddy viscosity is: 
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݇୫ଶ
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The performance of the PANS approach depends on the URANS model on which PANS is applied. 
For example, PANS was applied by Basara and co-workers (2011) using a k-ε-ξ-f four-equation 
elliptic relaxation URANS model. Those authors achieved an enhanced description of turbulence in 
the near-wall region compared to a standard k-ε baseline formulation. As observed in several 
examples in the literature, hybrid models gain benefit from the use of underlying URANS models 
providing a more complete description of flow anisotropy than in simple linear two-equation models. 

As another example, Liu and co-workers (2014) applied PANS over a nonlinear RNG k-ε baseline 
URANS. As a lesson learned, the performance of the baseline URANS is critical for hybrid models. 
Therefore, an advanced baseline model is leveraged in the hybrid approach proposed in this work. 

Ma and co-workers (2011) developed a low-Reynolds number treatment for PANS to obtain a more 
physical description of modeled near-wall quantities. 
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Prescribing the value for  ௞݂ 

In the earlier tests of PANS, the control parameter ௞݂ was selected a-priori to be constant in the 
whole simulation domain. This approach is not complete since the model requires an adjustable 
parameter to be prescribed before the simulation. Several attempts were made after the first PANS 
papers to obtain a formula for optimizing parameter ௞݂ universally. 

For example, a constraint for determining the smallest value of ௞݂ based on the grid size has been 
proposed by Girimaji and Abdol-Hamid (2005). Such a formulation has been obtained by applying 
the theory of the Kolmogorov length scale to the resolved turbulence only. 

 ௞݂ ൌ
1

ඥܥఓ
൬
Δ
ܮ
൰
ଶ/ଷ

ൎ 3 ൬
Δ
ܮ
൰
ଶ/ଷ

 (2.69) 

where ܮ ൌ ݇ଷ/ଶ/ߝ is the integral length scale. The formulation in (2.69) relates the resolution control 
parameter to the ratio between the grid size and the integral length scale. Other authors propose 
different variants of a formulation for ௞݂, usually including reference to the grid size and integral 
length scale (Basu et al., 2007; Elmiligui et al., 2004). 

A zonal version of PANS was presented by Davidson (2014), in which ௞݂ is switched between 1 and 
a lower constant value in prescribed regions. The model proposed here will also seek a formulation 
to prescribe locally the ratio between ݇୫ and ݇. However, unlike the formulation in (2.69) and other 
similar ones, this is done without any direct reference to the grid size. This strategy is followed 
aiming at achieving robustness and grid-converging behavior. 

Partially integrated transport model 

The partially integrated transport model (PITM) was introduced by Schiestel and Dejoan (2005) and 
by Chaouat and Schiestel (2005). PITM resembles PANS in that it introduces a damping coefficient 
reducing the amount of modeled TKE starting from a baseline URANS. This operation modifies the 
term describing the destruction of TDR with no grid dependence, as in PANS. PITM has not been 
tested extensively on complex test cases (Sagaut et al., 2013) but mainly on simpler academic flows.  

Partially resolved numerical simulation 

Shih and Liu (2008, 2004) introduced the idea of partially resolved numerical simulation (PRNS). 
Like PANS and PITM, PRNS uses a parameter to control the fraction of resolved over total turbulent 
scales. The so-called resolution control parameter is selected before the simulation, to modify the 
eddy viscosity. The approach is in all effect extremely similar to PANS. 

2.5.6 Scale‐Adaptive Simulation 

Scale-adaptive simulation (SAS) is, together with DES, one of the most successful hybrid models 
that have been implemented in engineering codes and applied to industrial flows. Similarly to PANS, 
SAS does not depend explicitly on the grid size so that it can be considered as a second-generation 
URANS (Fröhlich and Von Terzi, 2008). 

SAS was developed by Menter and co-workers (2003) who, among other motivations, aimed at 
solving the GIS problem of DES. The SAS model is described and tested thoroughly in two papers: 
one by Menter and Egorov (2010), the other by Egorov, Menter, and co-workers (2010). 

The authors of SAS started their analysis from the k-kL turbulence model by Rotta (1968) and 
removed an assumption of isotropic turbulence. As a consequence, a new term appeared in the 
URANS equations, which depends on the von Kármán length scale, ܮ୴୏. 
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This length scale is formulated based on the ratio between parameters representing the first and 
second spatial derivatives of resolved velocity: 

୴୏ܮ  ≡ ߢ
തᇱݑ

തᇱᇱݑ
 (2.70) 

The von Kármán constant is ߢ ൌ 0.41. We can write the first spatial derivative term as: 

തᇱݑ  ≡ ට2ܵ௜̅௝ܵ௜̅௝ (2.71) 

The second derivative term can be written as: 
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For the sake of brevity, let us just discuss one of the SAS formulations most used in practical cases: 
the one applied to the k-ω SST, as introduced by Egorov and Menter (2008). Implementation of SAS 
into other URANS models can be found in the literature. The SST-SAS model contains an extra 
production term in the ߱ equation of the k-ω SST. Such a term is (Menter and Egorov, 2010): 
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The relation in (2.73) evaluates the maximum between a difference and zero. When such a max 
function returns zero, then ܳୗ୅ୗ is null, and the model behaves as a k-ω SST. This occurs in regions 
in which the model does not switch to SAS mode. When the first term in the difference is larger than 
the second one, the whole difference is larger than zero and dominates, so the SAS hybrid behavior 
is enabled. A key role is played by the ratio between integral length scale, ܮ, and von Kármán length 
scale, ܮ୴୏. The former parameter is: 

ܮ  ൌ
√݇

଴.ଶହ߱∗ߚ

 
(2.74) 

The activation criterion for hybrid turbulence in SAS does not use information on the wall distance 
or cell size as in DES models. The ratio between turbulence length scales and von Kármán length 
scale distinguishes regions of stationary flow and regions with strong instabilities such as those in 
massively separated flows. The former are solved with URANS and the latter through an increase 
of ߱, thus causing a reduction of ߥ୲ and a subsequent increase of the ratio between resolved versus 
modeled TKE. In the initial formulation for SAS, the ratio between length scales was elevated to the 
first power rather than the second one. The squared ratio was applied in a later revision of the SAS 
model (Egorov and Menter, 2008). 

As often observed in the literature, SAS is similar to DES except that the grid spacing information 
is replaced with information coming from flow properties through the von Kármán length scale 
(Durbin and Pettersson Reif, 2011). This feature makes the model less sensitive to the grid. 
Moreover, parameters triggering and controlling the hybrid model in SAS are automatic and do not 
require arbitrary scaling factors as in PANS. 

The second term in the difference of the relation in (2.73) includes a max function. Such a term 
detects the presence of boundary layers. Inside those layers, that term would become very large 
because of the gradients of ߱ and ݇ being large with respect to their gradients. In this case, the 
difference in (2.73) would become negative, ܳୗ୅ୗ would drop to zero, leading to URANS behavior. 
Such an approach ensures that SAS operates in URANS mode in the boundary layer, which is the 
same intent as in the development of DDES versus DES (Durbin and Pettersson Reif, 2011). This is 
an important feature for a robust hybrid formulation, and it will be pursued in the present work. 
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A downside of SAS is that the transition between the URANS and scale-resolving behavior does not 
always produce the correct physical description unless significant unsteadiness occurs in the 
resolved fields. This issue is inherently built into the model, which, similarly to DES, was designed 
specifically assuming to capture massive unsteady separating regions, and can instead lead to 
substantial failure in configurations where mild separation or other complex strains exist. A 
representative example of this situation is described in Sections 3.2.2 and 3.2.3.  

2.5.7 Formulation by Perot and Gadebusch 

A hybrid model was proposed by Perot and Gadebusch (2007). Those authors modified the standard 
k-ε by introducing a hybrid formulation. An energy transfer variable is defined as: 

ߙ  ≡ 1.5ቌ1 െ 0.28 ൬
݇୫

݇୫ ൅ ݇୰
൰
ଶ

൥ቆ
Δݔ௜
ඥ݇୰

߲ඥ݇୰
௜ݔ߲

ቇ

ଶ

൅ 0.11൩

ିଵ

ቍ  (2.75) 

The two variables ݇୫ and ݇୰ represent respectively the modeled and resolved TKE. The energy 
transfer variable multiplies the production term in the equation for the TKE. This variable can have 
either positive or negative values. In the latter case, it accounts for energy backscattering. 

Eddy viscosity is: 
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This is equivalent to the eddy viscosity of a standard k-ε for the modeled scales multiplying the ratio 
between modeled and total TKE. The anisotropic part of the residual stress tensor is: 

 ܽ௜௝ ൌ ߬௜௝ െ
1
3
߬௞௞ߜ௜௝ ൌ  ୲ܵ௜̅௝ (2.77)ߥߙ2

The model has been extended to wall-bounded flows by Pont and co-workers (2014), showing 
comparable accuracy with SAS and DDES. This model has promising features but very low 
experience in simulations to confirm its robustness. This model uses explicit statistics to determine 
݇୰. For example, Pont and co-workers (2014) apply time averaging to the resolved fields. Due to this 
operation, the approach is not local in time. Some of the concepts introduced in this work have been 
very useful during the development of this thesis work. 

2.5.8 Further selected ideas in hybrid turbulence 

Among the numerous other hybrid concepts not covered in this review, a few deserve to be 
mentioned, as they introduce novel ideas, and have certainly, although indirectly, contributed 
shaping the approach proposed in this work. 

‐ Organized-eddy simulation (OES) (Bourguet et al., 2008). This concept is similar to that 
called semi-deterministic method (SDM) (Sagaut et al., 2013). The flow is split into a 
coherent and incoherent part. The URANS formulation is modified to allow coherent 
motions to be resolved rather than modeled, forming a triple velocity decomposition. 

‐ The turbulence-resolving RANS (TRANS) approach, proposed by Travin, Shur, Spalart, 
and Strelets (2004). Such an approach senses regions of high rotation and low strain and 
reduces the eddy viscosity locally. 

‐ The flow simulation methodology (FSM) proposed by Fasel, Seidel, and Wernz (2002) as 
a result of a collaboration with Speziale. The model modifies the approach developed by 
Speziale (1996) while keeping the same conceptual framework. 
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‐ An approach by Johansen, Wu, and Shyy (2004) applies an arbitrary filter size, different 
than the grid size, to a baseline URANS. 

‐ The approach proposed by Bhushan and Walters (2012). This model decomposes the 
residual stresses into a URANS and an LES part. The approach is used to derive a 
formulation for the hybrid model’s residual stresses based on the residual stresses of 
URANS and LES. 

2.6 Discussion 

This chapter has discussed relevant approaches that have produced an essential knowledge in the 
numerical prediction of turbulence. URANS models leverage statistics to describe fluctuating 
quantities up to the integral length scale, which is of the order of the flow geometry. Therefore, 
URANS approaches model fluctuations that can be significantly larger than the computational grid. 

The idea of LES is to make efficient use of a given computational grid by resolving all scales down 
to the grid size. This is done switching from ensemble averaging to local averaging, which is also 
interpreted as filtering. In practical applications, this idea is only feasible for very fine meshes, 
capable of resolving more than 80% of the turbulent kinetic energy. For this reason, it is argued in 
the literature (Sagaut et al., 2013) that the name LES should be replaced with large-and-medium-
eddy simulation. 

Following Sagaut (2006), grids for LES needs to be fine enough so that: 

‐ all scales responsible for production are resolved  

‐ turbulence is small enough so that it can be considered as isotropic and in equilibrium  

This requirement leads us to the problem that, in practical industrial simulations, neither URANS 
nor LES models are most desirable to engineers, for opposite reasons. This issue has motivated the 
development of hybrid models. 

Jansen’s (1999) comment on RANS very well states the issue:  

“though computationally efficient for some steady flows, has been disappointing for unsteady and/or 
complex flows.” 

Although still significantly limited, linear eddy-viscosity turbulence models, in particular, the k-ε, 
S-A, and SST, dominate the turbulence model scenario in industry. Many other turbulence models 
exist with promising features but are still less common due to open challenges in their robust 
application. A subset of them are still at the academic stage and need to undergo further testing 
before being applied widely. Broad industrial use is required for the turbulence community to 
become familiar with newer models, increasing the probability of identifying their strengths and 
getting to know their weaknesses. Even models proposing the most rigorous mathematical 
derivations require numerical testing and experience.  

A danger is associated with overly relying on theoretical derivations based on the elaboration of the 
differential equations, rather than understanding the fundamental flow physics (Menter, 1994). This 
is a central concept in this thesis work. The discussion by Menter on RSMs (2012) is consistent with 
the idea and further justifies our decision to rely on robust two-equation RANS models: 

“Considering that RANS models typically already have limitations covering the most basic self-
similar free shear flows with one set of constants, there is little hope that even the most advanced 
Reynolds Stress Models will eventually be able to provide a reliable foundation for all such flows.” 
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Similar dangers are associated with over-relying on dimensional analysis. As stated by Wilcox 
(1993): 

“Historically, dimensional analysis has been one of the most powerful tools available for deducing 
and correlating properties of turbulent flows. 

However, we should always be aware that while dimensional analysis is extremely useful, it unveils 
nothing about the physics underlying its implied scaling relationships. The physics is in the choice 
of the variables.” 

The need for more mature hybrid concepts is well expressed by a recent NASA report on the future 
of CFD (Slotnick et al., 2014), which supports the idea that hybrid models have not yet achieved in 
full their ambitious goal of providing industrially feasible simulation of complex flows: 

“Perhaps the single, most critical area in CFD simulation capability that will remain a pacing item 
by 2030 in the analysis and design of aerospace systems is the ability to adequately predict viscous 
turbulent flows with possible boundary layer transition and flow separation present.” 

Finally, a further requirement to guarantee the accuracy of hybrid models is the ability to describe 
the correct fluctuations in resolved fields. Lack of this unsteady content can result in significant 
error. Due to this requirement, particular attention during the assessment and validation of new 
models should be devoted to numerical treatment and treatment of flow boundaries. 

The numerical scheme used could undermine the description of those fluctuations. Schemes with 
excessive diffusive error, although stabilizing for URANS models, can be detrimental for hybrids. 
On the other hand, numerical schemes generating dispersive error may produce enough disorder to 
trigger the needed instabilities artificially (this aspect is discussed in Chapter 5). 

Hybrid models exist in which synthetic eddy methods are used to inject artificial fluctuations and 
generate the needed resolved unsteadiness. This injection is done especially at inlet boundary 
conditions, or at fixed interfaces as in ELES. It is more complex to introduce artificial fluctuations 
at interfaces that evolve over time, such as those in SAS or DES. In fact, in those models, synthetic 
generation of resolved fluctuations is not introduced. Multiple examples of insufficient fluctuations 
appear in the literature using those models. 

Several other methods to simulate turbulence, not mentioned in this chapter, are studied extensively 
in the literature, among which (Heinz, 2007; Pecnik et al., 2012; Speziale, 1991): 

‐ Two-point closures 

‐ Probabilistic density function and filter density function models 

‐ Algebraic structure-based models 

Although those models may have very promising features, their use in industrial applications is still 
not sufficiently mature, and they have not been considered for this work. 
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3 Rationale and goals of the proposed method 

3.1 Chapter overview 

The previous chapter has provided a critical discussion of relevant models, reviewing in succession 
URANS, LES, and hybrid concepts. This chapter will instead start assembling the various “pieces” 
together and will identify the rationale motivating the development of the new hybrid approach. 

The chapter begins with the discussion of limitations that have been observed in the literature during 
the application of current hybrid models. Strengths and limitations of URANS and LES are 
discussed, describing features that the new hybrid approach can leverage or should avoid. Finally, 
the main goals and motivations for this work are presented together with the selected requirements 
that have steered the development of the approach. 

3.2 Observations on the performance of hybrid models 

Despite the ambitious goals and promising preliminary evaluation of the significant number of 
hybrid turbulence concepts proposed since the mid-1990s, current hybrid closures do not reach a 
wide fraction of today’s industrial simulations. It is, therefore, essential to first identify the general 
weaknesses of hybrid models leading to their limited success. To do this, we focus on their 
application experience. The selected test cases, while simple, are representative of fundamental flow 
configurations that appear in most complex industrial flows. These same flow cases are then 
leveraged in Chapters 6, 7, and 8, to test and demonstrate the performance of the various 
implementations of the newly proposed hybrid turbulence approach. 

3.2.1 Flow past a square cylinder 

The test case of the turbulent wake in a flow past a square cylinder represents a basic example of an 
external flow past an obstacle. This test case has been used extensively in the turbulence modeling 
literature, as it is particularly well suited to evidence the strength of hybrid models. It allows us to 
test the behavior of turbulence models in cases with shedding and massive separation. An illustration 
of a velocity profile for this flow case is shown in Figure 3.1 below. 

 

Figure 3.1    Velocity profile from simulation of the flow past a square cylinder 
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RANS simulations are inaccurate in this test case, as the time averaged solution is dominated by the 
low-frequency shedding which is not resolved in RANS. The unsteady shedding can be resolved by 
the URANS solution. However, such a fluctuation appears usually in a single-mode shedding instead 
of the complex spectrum seen in the experiment (Menter, 2012), producing a significant error. Many 
hybrid models have been tested in flow cases involving a square or circular cylinder, showing 
general success (Elmiligui et al., 2004; Jeong and Girimaji, 2010; Lakshmipathy and Girimaji, 2010; 
Luo et al., 2014; Song and Park, 2009). In PANS, accuracy of results increases when increasing the 
amount of resolved-over-total scales (Jeong and Girimaji, 2010; Song and Park, 2009). 

Selected results 

Results from the work by Jeong and Girimaji (2010), for PANS simulations with three values of 
parameter ௞݂, 0.4, 0.7, and 1.0, are shown in Figure 3.2 below. We can observe that simple RANS 
and URANS ( ௞݂ ൌ 1) results using the k-ε model are the farthest from the experimental data. 
Meanwhile, lower values of ௞݂ produce a closer agreement with the experiment. 

 

 

Figure 3.2    Flow past a square cylinder, PANS results from Jeong and Girimaji (2010). The 

top figure plots the resolved x‐component of velocity as a function of position‐x along the 

centerline of the geometry. The bottom figures plot the x (left) and y (right) component of 

velocity as a function of position‐y at x/D=1. Velocities are normalized with reference 

velocity while positions are normalized with the cylinder’s diameter. Details on reference 

parameters and a description of the geometry can be found in Section 6.2.1. 
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This test case is very useful in the present work since it provides us with a clear-cut distinction 
between regions of massive flow separation and other flow regions. Therefore, it allows us to 
evaluate the local response to partial resolution of turbulence effectively. An example of this analysis 
is shown in Section 3.5. 

3.2.2 T‐junction mixing – blind benchmark results 

A junction with T shape with fluids mixing at different average temperatures is very common in 
industrial systems and has been tested extensively in the literature (e.g. Hu and Kazimi, 2006). This 
test case has been chosen because it represents a challenging configuration for hybrid models. A 
velocity profile for this flow case is shown in Figure 3.3 below. 

The T-junction test case reproduces turbulent mixing of a fluid with non-uniform temperature, 
causing temperature fluctuations at the wall. These fluctuations will introduce cycling, thermal 
stresses, and the risk of fatigue cracking. Component failures due to this cause have occurred in light 
water reactors (Kim et al., 1993). As an example, a break resulting from thermal striping in the 
residual heat removal (RHR) system of the Civaux reactor in France has caused a plant shutdown in 
1998 (Peniguel et al., 2003). Thermal striping can also occur in sodium fast nuclear reactors, because 
of the high thermal conductivity of the coolant. For example, accidents related to thermal striping 
have happened at both the Phénix and the Superphénix sodium fast reactors (Gelineau et al., 1994). 

 

Figure 3.3    Velocity profile from simulation of the turbulent mixing in a T‐junction 

Selected results – blind benchmark 

Due its relevance to the industry, a T-junction mixing test case was selected for the first OECD/NEA-
sponsored blind CFD benchmark (Smith et al., 2011). A total of 29 participants submitted results for 
the benchmark. Among them, 19 chose a variant of LES for the problem, while four sets of results 
were obtained using the SAS-SST model with grid sizes of 5.0, 2.3, 1.1, and 1.0 million cells. Only 
one set of results was obtained using DES-SST, on a 2.4-million-cell grid; other results were 
obtained using URANS models. 

Results from the benchmark (Smith et al., 2011), for a test section at 1.6 diameters distance from the 
junction, are shown Figure 3.4 for time-averaged velocity and in Figure 3.5 for time variance of 
velocity-y. Details on the geometry can be found in Section 6.3. Those results show the experimental 
data points, the best of four SAS results, and the DES result. 

Profiles for time-averaged velocities, in Figure 3.4 below, show a significant discrepancy with the 
experiment for DES and SAS. Conversely, the LES and k-ω SST achieve closer agreement. 

Profiles for velocity fluctuations, in Figure 3.5 below, show that all simulations are in fairly close 
agreement with the experiment except for SAS, which is significantly distant from it. Figure 3.4 and 
Figure 3.5 show examples of hybrid models generating results that are largely nonphysical. This lack 
of robustness exemplifies well their limited application and the more common reliance on URANS 
instead of hybrid models. 
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Figure 3.4    Time‐averaged velocity‐x at ࢞ ൌ ૚. ૟ࡰ, from Smith and co‐workers (2011) 

 

Figure 3.5    Time variance of velocity‐y at ࢞ ൌ ૚. ૟ࡰ, from Smith and co‐workers (2011) 

As mentioned above, the SAS results shown here are the most accurate out of four submissions to 
the blind benchmark. The sample is large enough to support the evidence, as also concluded in the 
OECD report, that such an approach does not show general robustness. Although the sample is 
reduced to 1 in the case of DES, the same type of challenge appears in Figure 3.4. 

More selected results for T‐junction flow mixing 

For the same T-junction configuration, open results produced after the publication of the OECD 
report, and obtained using hybrid models have been published by Gritskevich, Garbaruk, Frank, and 
Menter (2014). Three hybrid models, DDES, ELES, and SAS, were tested using two spatial 
interpolation schemes, central differencing (CD) and bounded central differencing (BCD). 
Simulations were run on a grid of about 5 million cells. Many LES simulations in the benchmark 
paper use a comparable grid size (Smith et al., 2011). Therefore, such a grid can be considered as an 
LES-like one. The LES activation regions in the ELES simulations are shown in Figure 2.4. 

Results for time-averaged velocity profiles (Gritskevich et al., 2014) are shown in Figure 3.6 below. 
The three hybrid approaches all provide predictions in agreement with the experiment using the CD 
interpolation scheme. When switching to BCD, the DDES and ELES models offer similarly accurate 
profiles, while SAS suddenly introduces significant and nonphysical error similarly to the two 
previous examples. Except for this strong lack of agreement with the experiment, all the other 
profiles appear to agree closely with the experiment and with each other. This result is generated 
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with an LES-suitable fine grid, which favors models operating in LES-like mode. The blind 
benchmark report has shown (Smith et al., 2011) that LES, on a similarly fine grid, provides results 
very close to the experiment. Using hybrid models on LES-like grids defeats their purpose of being 
low-cost approaches since the computational cost is expected to be lower for LES than for hybrid 
models running with the same grid and time step. 

The different behavior of SAS using the CD vs. BCD scheme is likely due to a missed activation of 
the hybrid LES-like mode in the BCD case. In fact, CD is known to produce more dispersive error 
than BCD does. The unsteadiness generated by such an error appears to be sufficient to trigger the 
LES-like behavior in this test case. Results for velocity fluctuations are not shown here but lead to 
similar conclusions as for velocities. Both for blind and open benchmark the SAS approach shows 
considerable deficiencies in robustness, as a small change in the grid quality, activation parameters 
or discretization methods will lead to sudden failure. The T-junction test case, being relevant and 
challenging in the testing of hybrid models, is used throughout this work. 

 

Figure 3.6    T‐junction results, from Gritskevich and co‐workers (2014) 

3.2.3 Asymmetric diffuser flow 

The flow in an asymmetric diffuser is used broadly to evaluate the capability of turbulence models 
to represent the challenge posed by a slight adverse pressure gradient. This test case is a challenging 
one for hybrid models since separation is mild. A velocity profile is shown in Figure 3.7. The 
phenomenon of separation is key to many engineering applications. Indeed, in many cases, we want 
machines to operate close to the onset of separation to maximize performance (Simpson, 1981). 
Nevertheless, we usually want to avoid or control separation, to prevent a sharp loss of efficiency. 

 

Figure 3.7    Velocity profile from simulation of the flow through an asymmetric diffuser 
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Flow separation violates the equilibrium assumption on which basic URANS models are formulated. 
This violation represents one of the reasons why many URANS models provide solutions in poor 
agreement with experimental data. URANS models can be capable of predicting the location of the 
recirculation region but without a fully accurate result in the whole domain (Berdanier, 2011). 

Selected results 

The work by Davidson (2006) has highlighted poor performance of SAS in such a test case. He 
performed coarse-grid tests using the k-ω SST model, both with and without the SAS term enabled. 
In a comparison, SST-SAS demonstrated poorer agreement with the experiment than SST-URANS. 
Such a lower accuracy of SAS can be attributed to the hybrid model operating neither in URANS 
mode nor full hybrid mode, but in between. Indeed, many hybrid models, including DES, are known 
from the literature to fail in such an intermediate domain. 

Results for velocity from the same work (Davidson, 2006) are shown in Figure 3.8 below. 
Simulations use the central differencing scheme for spatial discretization. When the SAS term is 
enabled, results show high-velocity peaks in the top region of the diffuser and a strong predicted 
recirculation. The SST-URANS model seems to be in closer agreement with the experiment than 
SAS, except for near-outlet regions. 

 

Figure 3.8    Asymmetric diffuser SAS tests, velocity‐x profiles, from Davidson (2006) 

Results for the time variance of velocity-x in Figure 3.9 below show that the SAS term introduces a 
massive and nonphysical peak of resolved velocity near the beginning of the diffuser. Such a result 
is a clear example of a turbulence model breaking down, i.e. failing at reproducing the physical flow 
and introducing a very large error. This is an undesirable feature of many hybrid turbulence models 
and is one of the reasons why their robustness is often not relied upon in engineering applications. 

 

 

 

Figure 3.9    Asymmetric diffuser SAS tests, velocity‐x variance, from Davidson (2006) 

The asymmetric diffuser test case is also used in the current work and tested with the newly 
developed hybrid approach. Description of the flow configuration, experimental data, and results is 
made in Section 0. 
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3.3 Strengths and limitations of LES and URANS approaches 

Many hybrid models combine features of URANS with features of LES, aiming at obtaining an 
optimal combination in the tradeoff between their strengths and weaknesses. We can list strengths 
and weaknesses of URANS and LES, as a starting point for proposing a new hybrid approach. 

The reference URANS models considered in this discussion are two-equation formulations and in 
particular NLEVMs, which have been selected for this work as discussed in Chapter 2. 

‐ SGS models are typically unable to reproduce the effects of anisotropy or non-equilibrium 
correctly in residual turbulence, thereby requiring a very fine grid to capture all production 
scales. LES filters are typically not suitable when the cutoff wavenumber lies below the 
inertial range. The computational requirements of LES are significantly higher than those 
of URANS. Such a difference is critical for internal flows. It has been estimated by Menter 
(2012) that, in turbomachinery, LES requirements are 10ହ െ 10଻ times higher than URANS 
ones. 

‐ LES requires strong attention to the computational grid. The aspect ratio of cells needs to 
be approximately one. This requirement poses challenges and limitations in the grid 
generation process, especially in complex geometries and flows. It also limits the possibility 
of adopting strategies to reduce the total number of cells significantly. On the other hand, 
URANS does not have strong requirements regarding aspect ratio. The geometry or size of 
cells can be adapted based on preferential velocity directions or desired local refinement, 
greatly reducing computational cost. 

‐ Wall-resolved LES requires extremely fine grids close to the wall, where the resolution 
needed for LES is similar to that required for DNS. As an example, LES of an airliner wing 
requires about 10ଵଵ cells, as calculated by Spalart and co-workers (1997). This requirement 
makes LES not affordable for high-Reynolds-number industrial simulations. URANS 
solved without wall functions also requires fine grids near the wall, but fewer grid points 
are needed than for LES due to the coarser discretization in the direction parallel to the wall. 

‐ LES computational grids are particularly challenging to build for internal flows with 
numerous and complex wall boundaries. In those cases, the combined requirements of 
aspect ratio and wall refinement may be difficult to meet even for an expert analyst. On the 
other hand, suitable URANS grids can be generated more easily for those cases, even in 
minutes, when using automated grid generators. Moreover, the numerical error produced by 
a sudden change in grid size is usually more severe in LES than in URANS. 

‐ The quality of an LES result can depend strongly on the inlet resolved turbulence. Synthetic 
eddy methods need to be used if resolved turbulence data are not available. On the other 
hand, URANS simulations of stationary processes are typically possible with simpler 
boundary conditions, because they do not vary with time. 

‐ When the grid is refined, LES naturally converges to a quasi-DNS solution.  

‐ When the mesh becomes coarser, LES models do not revert to URANS. Instead, they 
introduce a significant error and produce nonphysical results. This behavior is the main 
limitation of LES. 

‐ URANS results converge asymptotically to the modeled solution, and not to an LES. Once 
reasonable convergence is reached, URANS results are not very sensitive to changes in grid 
size (Travin et al., 2004). Grids with a reasonable grid convergence in URANS are 
significantly coarser than those needed for LES. 
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‐ URANS models, especially the simpler ones, provide poor averaged results in complex 
flows, for example, those dominated by massive separation (Liu et al., 2014). On the other 
hand, LES is suitable for those simulations. This observation is related to the fact that 
turbulent eddies in complex cases are strongly geometry-dependent. 

‐ URANS models are very stable numerically since they enlarge the stabilizing effect of 
diffusive terms. 

‐ URANS models are not suitable for applications in which the user desires to extract detailed 
unsteady information from results. LES, in addition to its high potential accuracy, can 
provide the description of unsteady flow quantities needed in many engineering 
applications, for example, the study of vibrations, thermal fluctuations, and noise. 
Fluctuation spectra and amplitudes are typically required for fluid-structure interaction. In 
power engineering, unsteady features are important to predict phenomena such as vibration-
induced fretting, mechanical fatigue, and thermal fatigue. 

‐ Grid convergence in LES can be non-monotonic for complex flow cases (Spalart, 2009). 
This condition is not desirable for quality control of CFD results because it raises challenges 
in determining the order of grid convergence. On the other hand, URANS typically has grid-
converging behavior in a wider range of flow cases than LES. 

3.4 General relevant modeling concepts 

We now discuss general concepts that apply to both URANS and LES models. Due to the similarity 
between URANS and LES equations mentioned in section 2.2.2, those concepts are also relevant to 
hybrid models. This section identifies several general concepts and discusses the potential benefits 
and downsides related to their use in hybrid models and the newly proposed one. 

3.4.1 Isotropic eddy‐viscosity assumption 

The isotropic eddy-viscosity assumption is often employed in both URANS and LES closures and 
implies significant limitations. It considers the stress-strain relation between resolved velocity 
deformation and modeled turbulence as independent of angular direction. The assumption of ܽ௜௝ 
being aligned with ௜ܵ௝ is proven to be far from reality even in simple shear flows (Pope, 2000). This 
explains causes of accuracy limitations of linear eddy-viscosity approaches in complex flows, among 
which those involving rotation, swirl, impingement, strong curvature, and turbulence-driven 
secondary flows (Hellsten and Wallin, 2009). Jones and Launder (1972) stated that their standard 
k-ε model shows a clear limitation in areas with significant acceleration. 

On the other hand, linear eddy-viscosity models are suitable for simpler flows, for example, those 
involving two-dimensional boundary layers. The linear eddy-viscosity assumption offers the benefit 
of being easy to implement and use, and numerically stable, due to the diffusive effect of the 
augmented viscosity. Moreover, linear eddy-viscosity models offer a simple framework for 
turbulence modeling, since they only require closure for one parameter: the eddy viscosity. The 
upgrade of a turbulence model from linear to a higher-order closure produces higher benefits in 
URANS than in LES. However, the use of a higher-order LES may also provide an increase in 
accuracy (Deardorff, 1980). 

The hybrid approach proposed here relies on a closure that is nonlinear, to gather an accurate 
description of complex flow features. This choice is common in many hybrid models, starting from 
the first one proposed by Speziale (1996). 
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3.4.2 Eddy‐viscosity assumption, in general 

The downsides of the Boussinesq assumption have been split by Pope (1975) into two components: 
limitations of isotropic eddy-viscosity models and limitation of the eddy-viscosity assumption, even 
if not isotropic. By introducing his NLEVM, Pope (1975) aimed at fixing the former issue. The 
resulting NLEVM class maintains the eddy-viscosity assumption while raising it to a higher order. 
The resolved flow behaves as an equivalent non-Newtonian fluid with increased viscous behavior 
rather than just a fluid with increased isotropic viscosity, as the Boussinesq assumption describes. 

Several NLEVMs use an explicit variable for the eddy-viscosity scalar with a formulation that 
usually has the following form (Baglietto and Ninokata, 2006; Lien et al., 1996): 

 ܽ௜௝ ൌ ߬௜௝ െ
1
3
߬௞௞ߜ௜௝ ൌ ୲ߥ ቀെ2ܵ௜̅௝ ൅ ݂൫ܵ௜̅௝, ,ത௜௝ߗ … ൯ቁ (3.1) 

It does not make any formal difference to write the equation for ܽ௜௝ as in (3.1) or to use the 
formulation in (2.46), which does not use any eddy viscosity for nonlinear terms. Those two 
formulations can be made equivalent based on the definition of ݂. Indeed, the eddy-viscosity 
assumption, extended to nonlinear models, does not introduce any formal limitation unless we 
provide a specific definition for the eddy viscosity. 

Models using the eddy-viscosity scalar have the advantage of being able to leverage in a simple form 
the extensive experience accumulated in the determination of the isotropic eddy viscosity. This 
feature explains why those models are selected here. 

3.4.3 Equilibrium and homogeneity assumptions 

Common URANS and LES closures are derived by applying statistical operations to the equations 
of fluid motion and by making simplifying assumptions. Two of the most common assumptions are 
those of equilibrium and homogeneity of statistical quantities, involving the variation of quantities 
in time and space respectively. Flows undergoing rapid deformation violate these assumptions. The 
hybrid approach proposed here aims at identifying regions in which assumptions of the baseline 
URANS model are violated significantly. Let us describe briefly those two assumptions. 

The equilibrium assumption considers production being equal to dissipation: 

 ௞ܲ ൌ ߝ (3.2) 

This assumption is key to many URANS models and is a cause of reduced accuracy in flows that are 
far from the equilibrium condition. 

The hypothesis of nearly homogeneous turbulence implies that the resolved velocity gradient tensor 
be spatially constant (Sagaut, 2006): 

௜௝ܣ̅  ൌ
ത௜ݑ߲
௝ݔ߲

ൌ const. (3.3) 

This assumption does not undermine significantly the prediction capability of LES in cases in which 
the filter size is in the low inertial range. Smaller eddies in that range possess universal character, 
and their energy transfer is considered being at equilibrium. Moreover, their energy content is 
assumed to be lower than 20% of the total turbulent kinetic energy (Pope, 2000). 
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3.4.4 Grid‐refinement behavior 

A final central concept is the grid-refinement behavior of turbulence models. Experimental data are 
not always available to validate simulations in engineering applications. Simulations may need to be 
run without the support of experiments. As a consequence, grid convergence is fundamental to 
estimate the error component due to spatial discretization and determine a grid-converged result with 
its uncertainty. The hybrid model family most used in industry is arguably DES, due to its successful 
applicability to external flows. As discussed by Spalart (2009), a downside of DES and other known 
hybrid models is the lack of monotonic grid convergence in complex flows. 

This limitation has been highlighted in the results by Gant (2010), related to a test case of gas release 
in a ventilated room. In those results, URANS and RANS have shown to be in greater agreement 
with experimental data than DES and SAS. 

In the same study, both hybrid models have provided poorer agreement with the experiment when 
the grid was refined. Conversely, URANS and RANS results showed monotonic grid convergence. 
A histogram summarizing results from Gant (2010) is shown in Figure 3.10. 

Achievement of grid consistency would be determinant for the industrial success of a hybrid model. 
Therefore, this feature needs to be evaluated for a new model proposal, as done later in this work. 

 

Figure 3.10    Grid convergence results using DES, SAS, URANS, RANS. From Gant (2010) 

3.5 Preliminary numerical investigation 

A large number of initial numerical evaluations have been performed in the early stages of this work 
to derive a strategy for the new hybrid approach. The studies focused on evaluating the capabilities 
of different flow parameters to describe regions of interest and to confirm the expected effects of 
adding local resolution of three-dimensional turbulence. A valuable example selected among the 
numerous tests is presented here.  

The chosen configuration is the flow past a square cylinder (Lyn et al., 1995). The test case is 
introduced in Section 3.2.1 while additional numerical details are provided in Section 6.2. The reader 
can refer to Section 6.2 for information on the geometry and numerical conditions.  

The square cylinder is a particularly useful test case for preliminary studies as it features a clear 
distinction between disturbed regions of the flow, involving strong shedding, and less disturbed ones, 
further away from the shedding zone. Fully developed flow (Re = 21,400) in a channel encounters 
an obstacle, generating massive separation, a wake, and flow shedding. 

We select two arbitrary regions of the flow, named R1 and R2 in Figure 3.11. Region R1 stands in 
a zone mostly unaffected by separated flow. Region R2 stands right after the cylinder, where strong 
flow acceleration due to shedding is expected. 
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Figure 3.11    Locations of the arbitrary regions R1 and R2 in the flow past a square cylinder 

test case; the qualitative picture of the flow is based on velocity‐x‐colored surfaces of ࡽ ൌ ૙ 

This test consists in running simulations with six different grid sizes and 11 different values of a 
coefficient ఓ݂ reducing (damping) the eddy viscosity of a quadratic NLEVM URANS. The gradual 
reduction of this damping coefficient from 1 to 0 corresponds to a simple hybrid turbulence closure 
decreasing the modeled scales gradually. Grids with a cell size of 8, 12, 16, 20, 24, 28 mm are tested, 
refined by 50% in the wake region. Damping coefficients are tested in a range between 0 and 1, with 
a step of 0.1 (10ିଵ଴ is used instead of 0, to avoid division by zero in the numerical solver used). 

Section 6.2 presents simulation results using different turbulence models compared to experimental 
data from Lyn and co-workers (1995).  The close agreement confirms that simulation conditions are 
closely representative of the phenomenon. The reader may refer to that section for detailed 
simulation results. In this discussion, results are not plotted versus the experiment but are elaborated 
to highlight the influence of the two working variables, grid size, and damping coefficient. An error 
indicator is introduced to quantify the averaged deviation between simulation and experiment for 
the time-averaged x-component of velocity, ݑොଵ, in each region: 

ሺܧ  ఓ݂ሻ ൌ
1
U୰ୣ୤

∑ ቚݑොଵ,௜,௙ഋ െ ොଵ,௜,ୣ୶୮ቚݑ
ே
௜ୀଵ

ܰ
 (3.4) 

Values are averaged throughout all ܰ  locations containing experimental data in the region of interest. 
For each region and grid size, values for the error in (3.4) are normalized as follows, to correct for 
effects caused by grid refinement: 

൫∗ܧ  ఓ݂൯ ൌ
൫ܧ ఓ݂൯

ଵ

ே೑ഋ
∑ ൫ܧ ఓ݂,௜൯
ே೑ഋ
௜ୀଵ

(3.5) 

Results for regions R1 and R2 are shown respectively in Figure 3.12 and Figure 3.13. Let us 
comment on the general trends shown in the two figures below. Higher values of ఓ݂ appear to 
produce in most simulations a lower error in region R1, away from the shedding zone, and a higher 
error in the strong-shedding region, R2. Therefore, the nonlinear k-ε URANS, corresponding to a 
value of the damping coefficient ఓ݂ ൌ 1, seems to be an appropriate turbulence model in region R1, 
which is not significantly disturbed by shedding. Conversely, in region R2, dominated by strong 
large-scale fluctuations, lower ఓ݂ values produce higher agreement with the experiment. This 
observation suggests that region R2 would gather benefit from the use of a hybrid formulation.  
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Figure 3.12    Values of ࡱ∗ for different grid sizes and ࢑ࢌ, for region R1 

 

Figure 3.13    Values of ࡱ∗ for different grid sizes and ࢑ࢌ, for region R2 

Results from this example must be taken cautiously since one result cannot be extended to law.  
Nevertheless, these results convey a key aspect of the present work, which aims at leveraging hybrid 
turbulence model activation based on the statistical nature of the local flow. 

3.6 Objectives and requirements of the new approach 

We first define the goals that we want to pursue through the development of a new approach. Before 
diving into the short-term goals in this work, we start from identifying the longer-term objectives of 
an ideal turbulence model. 

3.6.1 Long‐term objectives for an ideal model 

Due to the strongly application-oriented motivation of this work, a list of ideal goals is considered 
useful to understand if the identified shorter-term objectives are leading towards a useful research 
direction. 
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Firstly an ideal turbulence model should accomplish all of the criteria defined by Pope (2000): 

‐ Level of description 

‐ Completeness 

‐ Cost and ease of use 

‐ Range of applicability 

‐ Accuracy 

As opposed to the ideal model, a real turbulence model to be used in a given application is chosen 
based on a tradeoff, as described in Section 1.2. Conversely, an ideal model would not require any 
selection process. It would adapt automatically to any given application. It would deactivate itself 
and operate as DNS at the limit of a suitable fine grid, and it would apply statistics to model scales, 
seamlessly and increasingly, as the grid gets coarser. This gradual change would optimize results 
not only based on the size of cells, but also on their shape. 

3.6.2 Short‐term objectives of the present work 

The proposed approach aims at achieving a higher flow description and accuracy than URANS and 
lower computational cost than LES like other hybrid models attempt to do. Also, this work aims at 
providing a noticeable increase in robustness compared to existing hybrid approaches. The industrial 
applications’ needs motivate the interest in achieving robustness. The term URANS is used here 
referring to linear and NLEVM k-ε formulations. This work deals with high-Re turbulent flows, 
which are those most encountered in engineering applications. 

 

Figure 3.14    Qualitative objectives of the present work compared to other models 

The paragraphs below discuss the selection of the scores provided for each category in Figure 3.14. 

Potential accuracy 

The score for potential accuracy identifies the capability of a model to describe time-averaged fields. 
The highest score is assigned to LES and the lowest one to URANS. The target performance of 
hybrid models, including the one proposed here, is intermediate between those two model families. 

Unlike many other hybrid models, the one proposed here does not aim at reverting to LES in the 
fine-mesh limit. The LES-convergence capability may be sought after in future work. Hybrid models 
with this capability can be given the same score for potential accuracy as LES in the trivial case in 
which the grid and subsequent computational cost are increased to LES-like level. 
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Low computational cost 

The qualitative score assigned to the capability to run at low computational cost is maximum for 
URANS and minimum for LES. Hybrid models have an intermediate score between those two. The 
present work aims at achieving lower cost than most hybrid formulations such as DES, ELES, SAS. 
Those models often require an LES-like grid in massively separated regions to operate in LES-like 
mode, as shown in Section 3.2.2 (Gritskevich et al., 2014). The goal here is to avoid this requirement 
and to design the new approach to function on coarser grids. 

The new approach needs to be local, to minimize computational cost. Therefore, the equations solved 
at each computational node should only depend on values at the same node and local derivatives. 
This feature allows for efficient operations and parallelization. 

Robustness 

The word robustness is used here referring to the capability of a numerical model to tolerate small 
perturbations of simulation conditions without producing vastly different results. The opposite end 
of the spectrum is a chaotic system, in which small perturbations produce a large change in results. 
Robustness is a concept of utmost importance in industrial models. This work uses the term 
robustness to identify a mix of desirable qualities for applications in industry: 

‐ Capability to achieve numerical convergence in complex geometries 

‐ Low sensitivity to small changes in simulation conditions, e.g. grid size and cell geometry, 
inlet boundary condition profiles, type of solver 

‐ Capability to converge to a consistent result as the grid is refined 

The top robustness score is given to URANS, referring mainly to k-ε models, linear or nonlinear. 
Hybrid models are given the lowest score, due to the limitations discussed in Section 3.2. The score 
for LES is higher than that for hybrid models but still low compared to URANS, due to sensitivity 
to the grid and boundary conditions. A goal in the present work is to achieve a level of robustness 
higher than for LES. This objective is sought after by preserving many URANS features through the 
use of a defensive strategy, which is discussed further in Section 4.6.1. 

This work focuses on the needs of the industrial CFD community, thereby aiming at investigating 
only models that are likely to be useful for applications. As a matter of fact, most industrial users are 
keen to adopt only robust models because non-robust alternatives imply additional testing and 
sensitivity studies, expensive both regarding man-hours and CPU-hours. 

Flow description 

Because of their statistical definition, URANS models are incapable of describing the spectral 
content of the most energetic eddies, so they are unsuitable for quantitatively studying vibrations 
and other phenomena driven by turbulent fluctuations. Therefore, Figure 3.14 assigns to URANS 
the lowest score in the evaluation of flow description, while the highest score is assigned to LES. 
Hybrid models aim at a flow description intermediate between those two, which is also a goal of the 
present work. 

The inability of URANS to resolve the complex spectral content of unsteady flows is common to all 
URANS formulations, including higher-order RSMs. This limitation is a consequence of the 
ensemble averaging operation on which the models are based rather than approach-specific details. 

The flow description of a model could be related to its accuracy in describing time-averaged flow 
parameters in complex geometries in which resolved structures play an important role. This link can 
also occur in cases in which significant FSI occurs in the turbulent spectrum range. 
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Ease of use 

Ease of use is one of the factors driving the industrial success of a model. This quality includes: 
being consistent with models used in the past, being easy to learn and to implement in mainstream 
codes, being not susceptible to convergence problems. The k-ε model is easy to use due to its 
robustness and can even tolerate uncertainties in inlet turbulence specifications without producing 
an excessive error. Therefore, Figure 3.14 assigns to URANS top score. The lowest score is assigned 
to hybrid models, due to their limitations described in Section 3.2. The high error in the SAS results 
for a blind benchmark shown in Section 3.2.2 provides an example of this.  

A score of 3 is assigned to LES because of contrasting reasons. On the one hand, significant 
experience exists in the industry in applying LES to suitable flow cases. On the other hand, LES 
requires significant care in inlet boundary conditions and grid specifications. Moreover, the high 
computational cost related to LES can produce significant delays in preliminary test-runs, and setting 
up a well-posed LES simulation in complex geometries could pose major challenges. 

The present work aims at achieving a score of 4 by leveraging the ease of use of URANS, especially 
regarding boundary conditions and grid requirements. 

The ease-of-use goal is related to completeness. Completeness is the feature of a turbulence model 
that does not require any case-dependent parameter to be set before running the simulation. As an 
example, the mixing length model is not complete because it requires knowledge of the mixing 
length parameter. High sensitivity to boundary conditions undermines the generality of a model in a 
way that resembles a lack of completeness. The main turbulence models used in engineering are all 
complete. The completeness challenge is addressed here in Chapters 7 and 8. 

3.6.3 Properties expected from a turbulence model  

Before introducing the new approach, it is important to discuss general properties that are expected 
from a suitable turbulence model. We can divide the properties into physical and numerical ones. 

Physical properties 

Following Pope (2000), a model in order not to be incorrect requires consistency with the 
transformation properties of the Navier-Stokes equations. Let us list important properties needed for 
this consistency (Pope, 2000; Sagaut, 2006): 

‐ Reynolds-number similarity is the property of the Navier-Stokes equations of producing the 
same results for flows with the same Reynolds number, in terms of dimensionless variables. 

‐ Time and space invariance implies that an experiment must provide the same results if 
shifted in time or space. 

‐ Frame rotation and reflection invariance describe the property of the Navier-Stokes 
equations of being invariant to rotation or reflection of the frame of reference. A flow does 
not change if we look at it through a mirror. 

‐ Galilean invariance is an important condition in classical physics. It implies that we must 
be able to describe the same phenomenon in all inertial frames. An experiment conducted 
on a constant-velocity flying plane must provide the same result as if the aircraft was on 
land, regardless of whether the experiment is described from the plane or the land. 

‐ Asymptotic behavior implies that the model must have the same asymptotic behavior as the 
Navier-Stokes equations (Sagaut, 2006). 
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Numerical properties 

A turbulence model with desirable physical properties can be used successfully in applications only 
if its numerical properties are favorable. Key properties are (Sagaut, 2006): 

‐ Acceptable computational cost, implying that the number of operations per iteration is 
reasonably low. If a complex model introduces too high of a computational cost, such a 
model could become less desirable and costlier than a simpler LES run on a finer grid. 

‐ Capability to run effectively in parallel, implying that the turbulence model must be local 
in time and space. The transfer of data required for non-local operations would represent a 
computational bottleneck.  

‐ Capability to keep the computation stable. This requirement does not favor models with a 
large number of tightly coupled transport equations. Diffusive terms in equations are helpful 
to achieve greater stability. 

‐ Insensitivity to the spatial and temporal discretization. Small changes in discretization must 
not alter the physical effects described by the model. 

3.7  Discussion 

The limited use of hybrid models in the industry can be justified based on a risk-related rationale. 
Risk can be defined as the product of the probability of a given outcome and effect thereof. Hybrid 
turbulence models aim at achieving high performance in flow description and accuracy. However, 
those models have a nonzero probability of breaking down and producing a significant error. Even 
if the probability of such an outcome were low, its large effect would produce a significant overall 
risk. We can see examples of this behavior in the analysis in Section 3.2. On the other hand, the most 
robust URANS models combine a lower expected performance with a low risk of producing a 
significant error. Engineering applications favor low-risk methods, so robust URANS models are 
often chosen. Indeed, robustness is identified as a key area of improvement to increase the industrial 
use of hybrid models. The features of URANS discussed in the present chapter are all related to two-
equation linear or nonlinear models, without mentioning RSMs. Future work could extend this 
analysis to RSMs while here those models are not discussed due to the limitations mentioned in 
section 2.3.6. 
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4 Proposing the STRUCT approach 

4.1 Chapter overview 

The following chapters will introduce, implement and test the STRUCT approach. The logical flow 
is outlined in Figure 4.1 below. Along those chapters, the STRUCT concept is described, 
implemented into a numerical solver, demonstrated, extended to complete formulations, and tested. 

 

Figure 4.1    Logic used in this work for describing and testing the STRUCT approach  

The present chapter begins by introducing the framework and equations for the STRUCT approach 
and by discussing the physical properties of the formulations used. Then, strategies are identified for 
the closure of the model and observations are made on the general behavior of the approach. 

4.2 General framework 

Many hybrid turbulence models proposed in the literature are derived from modifying URANS 
models with formulations that control the amount of modeled versus resolved scales. This approach 
can be illustrated by using the following general formulation: 

ݎ  ൌ ൜
1 , ݄ ൑ 1
߶ , ݄ ൐ 1 (4.1) 

Parameter ݎ is the ratio between the TKE modeled by the hybrid turbulence closure and the TKE 
modeled by URANS. Parameter ߶ is a reduction coefficient and ݄  an activation parameter triggering 
hybrid turbulence. In the most generic formulation, the two parameters ߶ and ݄ are arbitrary 
functions of space and time. 

The definition used in this work for the activation parameter ݄ is shown in the following section. 
Such a parameter determines whether the modeled-to-total TKE ratio is 1 or is regulated by ߶. The 
former condition corresponds to URANS and the latter to hybrid mode. The choice of parameter ߶ 
is discussed later on, in Section 4.5. 

4.3 Activation parameter, ݄ 

The early stages of this work have devoted significant effort to identifying a viable formulation for 
parameter ݄, seeking after the goals and rationale discussed in Chapter 3.  

The selected concept is based on detecting resolved flow scales with a formulation that leverages 
the second invariant of the resolved velocity gradient tensor. 

STRUCT approach
(Chapter 4)

Numerical 
implementation
(Chapter 5)

Controlled 
demonstration 
(Chapter 6)

Complete models 
and results

(Chapters 7,8)
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Such a parameter is defined as: 

ഥܫܫ  ൌ െ
1
2
ത௜ݑ߲
௝ݔ߲

ത௝ݑ߲
௜ݔ߲

(4.2) 

This choice is motivated by desirable properties identified in multiple domains, among which: 

‐ Capability to describe regions of poor URANS performance due to lack of applicability of 
the scale-separation assumption 

‐ Capability to avoid model activation in regions of simple shear flow near walls, as done in 
many hybrid models 

‐ Capability to describe complex topology structures of the flow and apply partial resolution 
of turbulence locally 

‐ Capability to describe regions of poor URANS performance due to flow conditions tending 
to the rapid distortion limit 

The definition used here for ݄ is the following: 

 ݄ ≡ ୰݂

୫݂
ൌ ୫ݐ ୰݂ (4.3) 

where ୰݂ and ୫݂ both have the units the inverse of a time scale, i.e. a frequency. Those two fields are 
working parameters of the STRUCT approach referring respectively to the resolved and to the 
modeled scales of turbulence. The working variable for the resolved scales is hereby defined as 

 ୰݂ ≡ ඥ|ܫܫഥ | (4.4) 

The working variable for the modeled flow can be expressed as a frequency ୫݂ or as a time scale 
୫ݐ ൌ 1/ ୫݂. Its definition is 

 
1

୫݂
ൌ ୫ݐ ≡  (4.5) 〈୫,଴ݐ〉

where the chevrons represent a generic averaging operation, defined in the remainder of this work, 
applied to a parameter providing information on the modeled turbulent scales. In k-ε models let us 
define ݐ୫,଴ simply as 

୫,଴ݐ  ൌ
݇୫
ߝ

 (4.6) 

Those formulations respect the basic properties required by a model, discussed in Section 3.6.3. We 
can start by discussing the properties of ୰݂ and the strategies for the generic averaging operation in 
(4.5) in Section 4.4. 

Important properties of parameter ୰݂ as defined in (4.4) are: 

‐ Property 1: description of resolved flow scales 

‐ Property 2: description of simple shear flows 

‐ Property 3: description of flow topology structures 

‐ Property 4: identification of the rapid distortion limit 

Those properties are discussed separately in the following sub-sections. Moreover, a link between 
the second invariant and Poisson’s equation for pressure is discussed in Appendix A.1. 
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4.3.1 Property 1: description of resolved flow scales 

One of the properties of the formulation used here for ݄	the capability to describe resolved flow 
scales and compare them to modeled flow scales through the relation in (4.3). Such a comparison is 
used to trigger the switching condition in (4.1) and to determine the hybrid model’s behavior. 

The condition of the resolved frequency being larger than the modeled one represents a case with a 
significant lack of scale separation. Such a condition is not expected to be represented appropriately 
by a URANS model. Instead, the STRUCT approach aims at identifying those regions through its 
two working parameters and at triggering local hybrid behavior. This logic is described in the 
simplified scheme of Figure 4.2 below. 

 

Figure 4.2    Idealized turbulent cascade and activation condition 

The figure shows two plots with an idealized energy cascade. The plot on the left represents a typical 
case of scale separation, in which the frequency of resolved fluctuations, ୰݂, is smaller than the 
frequency of modeled fluctuations, ୫݂. The plot on the right represents overlap between those two 
frequencies. In such a case, flow scales are resolved at a frequency higher than the one of modeled 
turbulence. This situation violates the assumptions of URANS. 

It is worth here taking the time to describe further the scale separation implications of URANS, 
before analyzing the use made here of the second invariant of the resolved velocity gradient tensor. 

Implications of the scale‐separation assumption 

The applicability of URANS to complex flows is limited by its scale-separation assumption. 

RANS models have been developed initially to be used in steady-state simulations in which turbulent 
fluctuations are statistically stationary, so resolved flow variables are constant in time while the 
statistical effect of residual scales is modeled. When going from RANS to URANS, the same 
statistics used for RANS are assumed to be valid in time-dependent flow cases. 

The underlying requirement of statistically stationary residual turbulence implies that variation of 
resolved variables is slow compared to residual turbulent fluctuations. The term slow indicates that 
a spectral gap has to exist between resolved and modeled frequencies, as shown in Figure 4.3 below 
(Adams, 2006). 
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Figure 4.3    Implied gap between scales in URANS, qualitative plot from Adams (2006) 

Basic URANS models are not meant to be applied in cases in which residual fluctuations are far 
from being statistically stationary. This condition includes flows with large-scale anisotropic vortical 
structures (Fröhlich and Von Terzi, 2008), curvature, swirl (Argyropoulos and Markatos, 2014), 
strong buoyancy, intermittency. Such cases are very frequent in engineering applications, in which 
it is often not affordable to resort to LES when looking for higher accuracy. 

As an example, a pipe flow with slowly varying inlet velocity is characterized by scale separation. 
On the other hand, scale separation does not typically occur in bluff body flows. In this case, large 
structures are produced near the obstacle and are transported with the flow, breaking into smaller 
and smaller ones. Bluff body flows are usually not suitable for URANS models.  

Many authors have observed limitations of URANS in complex flows. Speziale (1991) noted that 
most of the limitations of two-equation URANS models are due to the intrinsic assumption that a 
sharp separation of scales exists at the Reynolds stress tensor level. Other authors (Hedges et al., 
2002; Travin et al., 2004) stated that the scale-separation assumption makes URANS dubious since 
it implies a separation between coherent and random eddies. Such an implication is only valid in 
very simple cases, not in general industrial flows. 

Second invariant of the resolved velocity gradient tensor 

The second invariant of the resolved velocity graduate tensor is one of the simplest parameters 
describing properties of the resolved velocity vector field. Such a parameter is suitable for turbulence 
modeling because it is a scalar with the following properties: 

‐ Galilean invariance 

‐ Frame-rotation invariance 

‐ Local description in time and space 

We can start from considering the three principal invariants of the resolved velocity gradient tensor. 

The eigenvalues of tensor ۯഥ are determined by solving the following equation: 

 detሺۯഥ െ ሻࡵߣ ൌ 0 (4.7) 

The three principal invariants of the resolved velocity gradient tensor derive from: 

ଷߣ  ൅ ଶߣ̅ܫ ൅ ഥܫܫ ߣ ൅ തതതതܫܫܫ ൌ 0 (4.8) 

The first principal invariant is: 

ܫ  ̅ ൌ െtr̅ܣ௜௝ ൌ െ̅ܣ௜௜ ൌ െ̅ܣଵଵ െ ଶଶܣ̅ െ ଷଷܣ̅ ൌ െߣଵ െ ଶߣ െ  ଷ (4.9)ߣ
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The second is: 

ഥܫܫ  ൌ
1
2
൬൫tr̅ܣ௜௝൯

ଶ
െ tr൫̅ܣ௜௝̅ܣ௜௝൯൰ ൌ ଶߣଵߣ ൅ ଷߣଶߣ ൅  ଷ (4.10)ߣଵߣ

The third is: 

തതതതܫܫܫ  ൌ െdet̅ܣ௜௝ ൌ െߣଵߣଶߣଷ (4.11) 

The first principal invariant is zero for incompressible flows, due to the continuity condition. In the 
equation for the second invariant, the incompressible-flow assumption cancels out the term 
containing the trace of ̅ܣ௜௝, yielding: 

ഥܫܫ  ൌ െ
1
2
tr൫̅ܣ௜௝̅ܣ௜௝൯ ൌ െ

1
2
 ௝௜ (4.12)ܣ௜௝̅ܣ̅

The resolved velocity gradient tensor can be decomposed into the sum of two tensors: a symmetric 
and a skew-symmetric part. Those two parts are defined in (2.17) and have the following properties: 

 ܵ௜̅௝ ൌ ܵ௝̅௜ , ത௜௝ߗ ൌ െߗത௝௜ (4.13) 

The relation in (4.12) becomes thus: 

ഥܫܫ  ൌ
1
2
ሺߗത௠௡ߗത௠௡ െ ܵ௠̅௡ܵ௠̅௡ሻ ൌ

1
4
ሺߗതଶ െ ܵ̅ଶሻ (4.14) 

The scalars representing the absolute values of resolved strain and resolved vorticity are: 

തߗ  ൌ ට2ߗത௜௝ߗത௜௝ , ܵ̅ ൌ ට2ܵ௜̅௝ܵ௜̅௝ (4.15) 

The present work uses the second invariant, being the simplest nonzero invariant. Its square root has 
the units of frequency. Other approaches could consider the option of using the third invariant; 
however, its complexity requires higher computational effort. 

As shown in (4.14), the second invariant has positive or negative values depending on the gradients 
of resolved velocity. In particular, values of ܫܫഥ  are positive in regions dominated by rotation and 
negative in regions dominated by strain. The working variable describing a resolved flow frequency 
used in (4.4) is a nonnegative parameter and uses the absolute value of ܫܫഥ , thereby not distinguishing 
shear regions from rotation ones, but conveying only information on a characteristic frequency. 

4.3.2 Property 2: description of simple shear flows 

As already discussed, it is desirable for a hybrid model not to act in the scale-resolving mode in 
regions of simple shear flow, where URANS can provide an accurate and robust solution. On the 
contrary, hybrid activation should only be triggered in regions of strong deformation. The 
formulation chosen here enforces this principle very naturally, where the parameter ݂ ୰ has low values 
in quasi-steady shear layers. This is easily demonstrated as for simple shear flows: 

 ܵ̅ ൌ തߗ ൌ
1
2
ฬ
തݑ߲
ݕ߲
ฬ (4.16) 

As a result, the parameter defined in (4.4) is null, yielding URANS behavior of STRUCT in simple 
shear layers near the wall. 

The use of URANS in those regions is considered appropriate, as confirmed by similar choices made 
in most of the other hybrid models. The effectiveness of this concept can be observed in the results’ 
sections in Chapters 6, 7, and 8. 
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4.3.3 Property 3: description of flow topology structures 

An additional interpretation for the second invariant of the resolved velocity gradient tensor is related 
to flow topology. Indeed, the second invariant is often referred to as Q criterion and used extensively 
in the literature to gather an understanding of the physical structure of turbulence. 

Many topology studies do not imply an averaging operation, so instead of referring to the resolved 
second invariant, ܫܫഥ , they refer to the instantaneous one, ܫܫ, defined as: 

ܫܫ  ൌ െ
1
2
௜ݑ߲
௝ݔ߲

௝ݑ߲
௜ݔ߲

(4.17) 

The literature uses this parameter to define eddies, shear regions, and to characterize topology 
elements known as coherent structures. A question that may arise is whether the topology studies 
for	ܫܫ be also valid for ܫܫഥ . This is not strictly the case, because the two parameters are significantly 
different: ܫܫഥ  is calculated based on resolved quantities and depends on the overbar averaging 
operation chosen, while ܫܫ is calculated based on instantaneous quantities. 

A theory for high-Re flows has been formulated by Muschinski (1996), describing the resolved flow 
deriving from LES equations. The resolved flow is described as the DNS solution of an equivalent 
non-Newtonian fluid, called ‘LES fluid.' This theory can be extended to URANS (Sagaut, 2006), or 
to the resolved field in a hybrid model. When we analyze parameter ܫܫഥ  instead of ܫܫ we look for 
structures in the equivalent ‘resolved fluid’. Correspondence between resolved structures and 
instantaneous structures can only be made weakly, through a self-similarity hypothesis. 

The identification of structures motivates the name given to the new approach. The name STRUCT 
is the truncation of structure-based hybrid activation. Given the relevance of the concept, it is worth 
here providing a brief discussion of coherent structures. 

Coherent structures: identification and visualization 

The formulation chosen for ୰݂ uses parameters widely adopted in the literature to describe flow 
topology structures. A common name used throughout the literature is that of coherent structures. 

Such a concept derives from the observation that in turbulent flows vortical structures can survive 
for a time larger than the local time scale of turbulence (Sagaut et al., 2013). This evidence suggests 
that turbulence is not entirely random but contains deterministic features (Tryggeson, 2007). Those 
features, as described by Hussain (1983), are quasi-deterministic structures randomly distributed in 
space and time. They appear as quasi-periodic repeating patterns (Robinson, 1991). For example, 
eddies downstream flow separation have similar shapes (Sagaut et al., 2013). An interesting 
comparison between coherent structures and galaxies was made by Lesieur and Mankbadi (1988). 
As an example, we can look at the measurement of coherent motions in the wake of a wind turbine, 
as presented by Hong and co-workers (2014). Those authors used natural snowfall and a light source 
to perform particle-image velocimetry (PIV) acquisitions. The flow structures of interest can be seen 
in the photo shown in Figure 4.4. 

The concept of coherent structure has been discussed in the literature for decades. Still, no universal 
agreement exists on the definition of coherent structures. However, extensive evidence shows that 
coherent structures play a relevant role in turbulence. When studying turbulence, it is common to 
find concepts without a universal definition, due to our lack of full understanding of the properties 
of the equations. In fact, no universally accepted definition exists even to distinguish turbulence 
from a complex laminar flow (Mathieu and Scott, 2000). Nevertheless, we recognize the importance 
of predicting turbulence in engineering systems. Coherent structures have been studied to describe 
many phenomena, including macroscopic features such as drag and vibrations. 
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Figure 4.4    Photo (left) and instantaneous velocity measurements (right) of flow structures 

in the wake of a wind turbine, from Hong and co‐workers (2014) 

While no universal definitions exist, several attempts have been made by researchers. As an example, 
Hussain (1983) defined a coherent structure as: 

“[…] large-scale turbulent fluid mass with a phase-correlated vorticity over its spatial extent.” 

Robinson (1991) provided another definition: 

“For the present paper, a coherent motion is defined as a three-dimensional region of the flow over 
which at least one fundamental flow variable (velocity component, density, temperature, etc.) 
exhibits significant correlation with itself or with another variable over a range of space and/or time 
significantly larger than the smallest local scales of the flow.” 

The phase-correlation property is what makes those structures coherent, distinguishing them from 
other regions with high vorticity. Structures that are not coherent can be defined as phase-random 
motions (Hussain, 1983). A triple decomposition has been used by Hussain (1986) using a phase-
averaging operation. This operation decomposes velocity into a coherent and an incoherent part. 

Many authors describe turbulence as made of phases with different intensities. Those phases can 
take the form of bursts and lulls. This type of organization may suggest that the time-averaging 
operation in turbulence models is un-natural (Spalart, 2015). 

Several studies exist in the literature identifying flow structures based on invariants of the velocity 
gradient tensor. Those methods are capable of identifying flow features instantaneously and locally 
in a given realization. Due to the property of being local in space and time, those methods are suitable 
for being used efficiently in CFD. 

Hunt, Wray and Moin (1988) identified regions defined as eddy zones and convergence zones based 
respectively on values of ܫܫ below a certain negative threshold and above a certain positive one. 
Rousseaux and co-workers (2007) identified vortex cores as circular regions around a vorticity peak 
having positive values of ܫܫ. 

A turbulence model based on coherent structures was proposed by Kobayashi (2005) as a SGS 
closure for LES. This model uses parameter ܫܫഥ  to detect the structures and modify its parameters. 

Invariant-based methods are capable of describing coherent motions in structures of all sizes. 
However, they do not offer the advantage of extracting whole structures, as in proper orthogonal 
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decomposition (POD) (Kevlahan et al., 1994). The POD method is described by Aubry (1991). 
Disadvantages of the POD method for coherent structures have been observed in the literature. For 
example, Kevlahan, Hunt and Vassilicos (1994) concluded that a flow structure can be identified in 
the first eigenmode only if it contains most of the captured energy. 

Other methods for visualizing coherent structures in addition to invariant methods and POD include 
the ones listed below (Hudgins and Kaspersen, 2004). 

‐ Quadrant analysis 

‐ Conditional sampling and stochastic estimation 

‐ Variable-interval time average (VITA) 

‐ Window average gradient (WAG) 

‐ Wavelet-based methods 

It is recognized in the literature that Fourier representation alone does not provide a suitable 
description of coherent structures (Farge et al., 1999). 

4.3.4 Property 4: identification of the rapid distortion limit 

The development of turbulence models has leveraged for a long time the analysis of homogeneous 
decaying turbulence. Strong deviations from homogeneity conditions have been studied historically 
using rapid distortion theory (RDT). This theory describes the short-term behavior of turbulence 
subjected to fast deformation. When distortions of the flow are rapid, the nonlinear and viscous terms 
of the equations can be neglected. The eddy-viscosity assumption is not appropriate for complex 
flows undergoing rapid deformation. The term fast refers to deformations with small time scales 
compared to those of turbulence. See Hunt and Carruthers (1990) for a review of RDT. 

The rapid distortion limit is the condition in which the time scale ratio ܵ̅∗ between turbulence and 
resolved shear rate is significantly larger than 1 (Lee et al., 1990). For flows with solid body rotation, 
the dimensionless parameter defining rapid deformation is ߗത∗ and can be defined based on resolved 
rotation rate (Pope, 2000). Those two parameters are: 

 ܵ̅∗ ൌ
ܵ̅

୫݂,଴
, ∗തߗ ൌ

തߗ

୫݂,଴
 (4.18) 

The activation criterion used in this work can be interpreted as a combination of the criteria in (4.18). 
Regions with significant strain or large rotation alone will both have a large value of ୰݂. 

As commented by Spalart (2015), conventional eddy-viscosity models are probably unable to 
produce accurate RDT behavior. One of the reasons for this is that structures exist in the flow that 
respond to rapid deformation with a delay (Kassinos and Reynolds, 1997). The hybrid activation 
approach proposed here aims at identifying regions of poor URANS performance. 

As mentioned in Section 2.3.6, resolved flow variables in NLEVMs can be described as the 
instantaneous flow variables for an equivalent non-Newtonian viscous fluid (Lumley, 1970). If such 
an equivalent flow is laminar, the resolved flow is stationary or varies slowly. This case occurs in 
quasi-homogeneous regions, in which URANS NLEVM solutions are appropriate. In other cases, 
the resolved flow may undergo rapid variations that could eventually transition into turbulence of 
the equivalent flow. Those rapid variations may cause NLEVMs to provide inaccurate results. 

RSMs can be successful in predicting the rapid variation of resolved flows (Pope, 2000). However, 
this work does not use RSMs for the reasons discussed in Section 2.3.6. 



81 
 

4.4 Strategies for the averaging operation 

The previous section has discussed properties of parameter ୰݂ as used in the STRUCT formulation. 
Now, two elements are left to be defined in order to close the model. One is the averaging operation 
used in (4.5), and the other one is the reduction parameter ߶. Those two elements are discussed in 
the present two sections, starting with the averaging operation. 

The product between ୰݂ and ݐ୫ in (4.3) compares two working variables defining resolved and 
modeled scales. The activation criterion for the STRUCT approach in (4.1) is driven by the overlap 
between those two scales. While the expression for ୰݂ derives directly from local resolved fields, the 
one for ݐ୫ is derived based on an averaging operation. Such an averaging operation has been 
assumed as generic so far, and needs definition. Among possible options, we can consider averaging 
in time, in space, ensemble averaging, and no averaging. 

At first, this work has considered the option of not performing the averaging at all, thus using local 
instantaneous values of ݐ୫,଴ in (4.3). Such a strategy has shown in preliminary tests to be only 
suitable for very simple flow cases, while nonphysical unstable solutions are produced in more 
complex ones. 

Conversely, the use of an averaging operation allows us to compare ୰݂ with a value for ݐ୫ that is 
robust and stable but still carries relevant information on the modeled flow scales occurring within 
the size of a resolved eddy. The averaging operation aims at providing a solid and smooth 
denominator to the relation in (4.3). Preliminary tests have shown that small variations of ݐ୫ within 
the same order of magnitude do not introduce significant error in the solution. 

The first milestone in this work uses a controlled formulation, in which a constant value for ݐ୫ is 
obtained by calculating the average of ݐ୫,଴ from preliminary URANS simulations. Application of 
such a controlled approach is meaningful only for basic flows, not for flows involving complex local 
phenomena. Results are shown in Chapter 6. This first milestone is considered important in the 
present work, because it demonstrates the physical validity of the basic STRUCT formulation 
regardless of the choice of the complete closure. Such a first milestone may also serve as a starting 
point for future work to introduce different complete closures. As a second milestone, two complete 
formulations are proposed. Those formulations use local approaches to calculate the average needed 
to determine ݐ୫ in every cell and time step. The two complete models are described in Chapter 7 
and in Chapter 8. 

4.5 Strategies for the reduction parameter, ߶ 

The reduction parameter ߶ prescribes the ratio of resolved versus total TKE in regions of STRUCT 
hybrid activation. Different strategies are followed in different parts of this work. 

The two initial tests, made in Chapter 6 and 7, focus on the selection of parameter ݄ rather than on 
the determination of an optimal formulation for the reduction parameter ߶. As a consequence, 
simulations use constant values for ߶. 

In the case of Chapter 6, such a variable is optimized a posteriori. Chapter 6 does not test a complete 
model but demonstrates the potential of the core STRUCT idea, opening the way to the development 
of complete closures. 

In our first complete attempt, in Chapter 7, the focus is still mostly on the activation parameter 
effectiveness, while parameter ߶ is set as a constant in all simulations equal to a robust value of 0.6. 

Finally, the complete model presented in Chapter 8 identifies an automatic formulation for ߶. 
Simulations from that chapter are characterized by a continuous variation of ߶ in STRUCT 
activation regions. 
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4.6 Observations on the STRUCT approach 

4.6.1 Defensive strategy 

The STRUCT approach can be distinguished from many other hybrid approaches because of its 
defensive nature. The approach aims at maintaining the robust capabilities of URANS while 
extending them by adding partial resolution of turbulent scales in regions where URANS is weaker. 
The proposed approach shares similarities with SAS in that it compares resolved and residual scales 
to trigger the hybrid formulation without reference to the grid size. However, the similarities are 
mostly apparent. Instead, the model is conceptually very far from the von-Kármán-length-scale-
based SAS. In many published tests of SAS, URANS mode is used near the wall while SAS mode 
is triggered outside the boundary layer. Fine-enough grids far from the wall are often capable of 
producing a behavior that resembles LES. Differently from SAS, the newly proposed approach does 
not enable a scale-resolving mode even on a very fine grid, unless scale-overlap regions are detected. 
Once again this defensive behavior is key to the robustness of the model. Many hybrid models are 
based on the idea of using LES far from the wall and URANS near the wall, or on variants of this 
logic. Many hybrid models can be considered as advanced versions of WM-LES. Conversely, this 
work focuses on leveraging the robustness of URANS. Unlike many other hybrid models, the hybrid 
trigger is not related necessarily to the presence of a wall. This feature makes STRUCT likely to be 
particularly suitable in complex internal flows, in which no clear distinction exists between wall-
influenced and non-wall-influenced regions. 

4.6.2 Resolved versus modeled scales 

We now discuss the resolved and modeled scales of turbulence described by STRUCT. Length scales 
in turbulent flows span several orders of magnitude. The ratio between the most energetic and the 
smallest active length scales is roughly (see for example Sagaut, 2006): 

 
ܮ
୏ܮ

ൌ ܱ൫Reଷ/ସ൯ (4.19) 

The ratio between the largest and smallest time scales is (Durbin and Pettersson Reif, 2011, p. 18): 

 ܶ

୏ܶ
ൌ

ߝ/݇

ඥߝ/ߥ
ൌ ඨ

݇ଶ

ߥߝ
ൌ ඥR୘ (4.20) 

The turbulent Reynolds number, R୘, indicates how large the separation between time scales is. Let 
us make a figurative example of the length scales spanned in a turbulent flow. A flow with Re of the 
order of 10ହ would span about four orders of magnitude in length scales. This span is comparable 
to that of a 10-m-tall tree with 1-mm-long smaller blossoms. A drawing of such a tree in Figure 4.5 
shows the strategy of different approaches in predicting turbulence. The size of branches corresponds 
to the size of eddies. Resolved scales are in full color while residual scales are faded. 

 

Figure 4.5    Simple illustration of the new approach’s rationale 
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The two extremes of the figure are URANS and DNS. In the former most scales are modeled while 
only the tree trunk and a few larger branches are resolved. Conversely, DNS resolves all of the scales 
of turbulence and corresponds to the highest computational cost. By modeling smaller branches, 
LES achieves a lower computational cost than DNS.The boundary between colored and faded 
branches for LES is drawn as circular since the filter is set to cut off scales below a prescribed size. 
The strategy of the new approach is portrayed as an irregular shape defining the boundary between 
resolved and residual scales. The STRUCT approach models more scales than LES does, thus 
reducing grid requirements and computational cost. At the same time, selected “branches” are 
resolved to a greater extent than in URANS, to achieve higher accuracy and flow description. Those 
selected branches represent the flow structures providing poor anticipated URANS predictions. 

4.6.3 Influence of computational grid 

A beneficial characteristic of URANS models is their low sensitivity to computational grid 
resolution. In proximity of grid convergence, results are not significantly sensitive to grid size 
changes. The negative aspect is that the solution will not increase its accuracy significantly as the 
grid is refined beyond reasonable convergence. 

On the other hand, most LES solvers use a filter width related to the grid size. This choice translates 
into a significant sensitivity of LES results to changes in grid size and cell geometry. Many hybrid 
turbulence models use formulations containing the grid spacing, and a subset of those are designed 
to perform as LES in specific regions. This dependence of the model on grid spacing is a cause of 
grid sensitivity and may undermine robustness. 

Users of models in the DES family do not have significant freedom in choosing the grid size to use 
in “detached” regions far from the wall. Those regions require a grid fine enough for LES (see for 
example Strelets, 2001). Therefore, such hybrid models do not gain significant advantages compared 
to LES in detached regions. 

The present work aims at achieving robustness by re-introducing in the model the influence of all 
length scales that fall in between the URANS integral scales and the resolved LES scales. Figure 4.6 
gives a qualitative picture of the STRUCT activation regions, where the largest modeled eddy is 
large enough to achieve low grid sensitivity but sufficiently small to allow resolving complex flow 
structures. 

 

Figure 4.6    Graphical qualitative representation of the largest residual length scale in LES, 

in the new approach, and in URANS 

It is clear that a consequence of the STRUCT method is that there will exist regions in the solution 
having a grid size smaller than the model’s filter. While this means not leveraging all the potential 

LES                               STRUCT              URANS 
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of the grid resolution, in contrast to LES, it introduces the fundamental benefit of reducing sensitivity 
to the cell aspect ratio and quality, which is key to large-scale industrial applications.  

The model resolution independence from the mesh size has the potential to enable consistent grid 
convergence. As shown by Geurts (2006), LES grid convergence can be achieved using a constant 
filter size and reducing the grid size. This corresponds to a case in which the filter size is larger than 
the grid size, as illustrated in Fig. 4.6. 

Fröhlich and von Terzi (2008), in their categorization of hybrid turbulence models, introduced the 
category of second-generation URANS models. Models in this category, which includes SAS and 
PANS, do not contain an explicit dependence on the computational grid size, thereby not being, 
strictly speaking, a combination of URANS and LES. In those models, LES equations are not solved. 
The STRUCT approach could be placed into this same category. Models of this kind do not revert 
to a strict LES formulation unless their implementation contains LES-like parameters. Those models 
are therefore not guaranteed to converge strictly to LES accuracy in cases in which a suitable grid is 
available.  

4.7 Selection of the baseline URANS 

The performance of a URANS-based hybrid simulations depends strongly on the suitability and 
accurate physical representation of the baseline URANS model.  

The discussion on underlying RANS closure in Chapter 2 has made the point that two-equation 
turbulence models are currently the most reliable industrial approach, and are naturally also the most 
adopted, covering the largest possible spectrum of applications. In particular, the k-ε approach is 
selected here to leverage its overall consistency, where its limitations are mostly related to the linear 
eddy-viscosity assumption. These limitations are then addressed by the adoption of an accurate 
explicit representation of the stress-strain correlations rather than through an ad-hoc modification of 
the basic transport equations. 

It is interesting to note that the importance of the selection of an effective URANS closure in the 
overall performance of a hybrid approach has been recognized very early. The pioneering hybrid 
turbulence model proposed by Speziale (1996), was for example based on a NLEVM rather than a 
linear model. Several studies in the literature show examples in which hybrid models based on 
NLVEMs achieve superior performance compared to the same hybrid models based on linear 
URANS. Gopalan and Jaiman (2015), for example, demonstrated increased accuracy of a hybrid 
NLEVM compared to its hybrid linear counterpart on a tandem cylinder flow. NLEVMs can achieve 
measurable advantages in terms of accuracy while preserving robustness, ease of use, low cost, and 
numerical stability. The computational cost of NLEVMs is only slightly higher that of linear 
formulations. Here we support the idea described by Hellsten and Wallin (2009) that linear URANS 
should be replaced completely with NLEVMs in industrial simulations. 

In this work, the NLEVM formulation by Baglietto and Ninokata (2007, 2006) is selected, where 
the underlying nonlinear formulation was originally proposed by  Shih, Zhu and Lumley (1993), and 
has become a common NLEVM standard. Coefficients have been reformulated by Baglietto and 
Ninokata leveraging a combination of experiments and DNS data, and demonstrating increased 
accuracy and generality on a large variety of test cases. 

In the model, the residual stress anisotropy tensor equation is expanded by adding nonlinear terms 
to the linear formulation – in this case, quadratic ݍ௜௝ and cubic ܿ௜௝ ones:  

 ݆ܽ݅ ൌ ݆߬݅ െ
2

3
݇m݆݅ߜ ൌ tቀെ2ത݆ܵ݅ߥ ൅ ݆݅ݍ ൅ ݆ܿ݅ቁ (4.21) 

The quadratic term used here is (Baglietto and Ninokata, 2007, 2006): 
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The cubic term is: 

 ݆ܿ݅ ൌ 4ܥ8
݇m
2

2ߝ
ൣതܵ݇݅ߗത݈݆ ൅ ത݆ܵ݇ߗത݈݅൧ത݈ܵ݇ ൅ 5ܥ8

݇m
2

2ߝ
ሾത݈ܵ݇ത݈ܵ݇ ൅  ത݈݇ሿത݆ܵ݅ (4.23)ߗത݈݇ߗ

If the cubic term is set to zero, the model can be used in its quadratic configuration. If both terms are 
set to zero, the model functions as a standard k-ε.  

The non-constant model parameters used in the equations above are defined as follows: 

ߤܥ  ൌ
a0ܥ

a1ܥ ൅ a2തܵܥ
∗ (4.24) 

1ܥ  ൌ
NL1ܥ

൫ܥNL6 ൅ NL7തܵܥ
∗3൯ߤܥ

 (4.25) 

2ܥ  ൌ
NL2ܥ

൫ܥNL6 ൅ NL7തܵܥ
∗3൯ߤܥ

 (4.26) 

3ܥ  ൌ
NL3ܥ

൫ܥNL6 ൅ NL7തܵܥ
∗3൯ߤܥ

 (4.27) 

4ܥ  ൌ ߤܥNL4ܥ
2 (4.28) 

5ܥ  ൌ ߤܥNL5ܥ
2 (4.29) 

Recall that the dimensionless parameters for resolved strain and rotation rates are defined in (4.18). 
The formulation used in (4.1) for the eddy viscosity is the same as in the standard k-ε model, shown 
in (2.29), except for the variable ܥఓ, which derives from (4.24). The model constants employed are 
derived from the work of Baglietto and Ninokata (2006), except that the coefficients ܥ୒୐ସ and ܥ୒୐ହ 
have been calculated in order to obtain agreement between the formulations by Baglietto and 
Ninokata (2006) and those in (4.28) and (4.29), in case of null resolved rotation and strain. Those 
constants are shown below.	

 

Table V    Cubic NLEVM coefficients 

 ૠۺۼ࡯ ૟ۺۼ࡯ ૞ۺۼ࡯ ૝ۺۼ࡯ ૜ۺۼ࡯ ૛ۺۼ࡯ ૚ۺۼ࡯ ૛܉࡯ ૚܉࡯ ૙܉࡯

0.667 3.9 1.0 0.8 11.0 4.5 -5.0 -4.5 1000.0 1.0 

 

As an example, let us look at the streamlines in a simulation of flow past a square cylinder using a 
linear k-ε versus the selected NLEVM. Those results are shown in Figure 4.7 below. The linear 
model predicts excessive eddy viscosity in the region past the cylinder, resulting in dissipation of 
the resolved shedding. The more consistent turbulent levels predicted by the NLEVM allow for a 
more accurate physical description of those fluctuations.   
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Figure 4.7    Streamlines colored based on x‐component of velocity drawn on instantaneous 

results of linear k‐ε (top) and cubic k‐ε (bottom) 

4.8 Discussion 

This chapter has discussed several physical interpretations for identifying and selecting regions for 
STRUCT activation. We may notice in Section 4.3 that the rationale for the selected variables 
depends on the simultaneous validity of multiple properties. Interpretations based on those properties 
are different, and no universal theory exists.  

One may wonder whether in the STRUCT approach the absence of information on the cell size 
would allow an LES-like behavior to trigger. The capability of obtaining LES-like results on fine 
grids without reference to the cell size has been already shown for example by PANS, PRNS, and 
in some cases SAS approach, while STRUCT results will be shown in Chapters 6, 7, and 8.  

On the other hand, the STRUCT approach would inherently not suffer from the GIS problem of 
DES, since there is no explicit term involving the grid spacing unless a grid-based limiter is used. 

The interface between URANS and LES used in ELES (see Section 2.5.4) requires the introduction 
of synthetic turbulence to account for the transfer of resolved energy. Meanwhile, generation of 
synthetic turbulence is not used in many important hybrid models, for example, DES, SAS, PANS. 
In those models, it is assumed that resolved motion is produced automatically by inherent flow 
instabilities (Gritskevich et al., 2011). A similar assumption is made in this work for STRUCT, with 
the additional argument that production of resolved turbulence is expected to be enhanced by the 
selection of regions of high deformation. 

Consideration of the effect of the varying filter is essential in zonal methods in which an interface is 
imposed in an Eulerian framework. Interfaces using URANS upstream and LES downstream are the 
most sensitive. Treatments used in zonal approaches are reviewed by Sagaut, Deck, and Terracol 
(2013). In STRUCT, since activation regions are chosen as regions of high deformation, the resolved 
content is expected to be generated automatically by resolved fields. While ELES interfaces are fixed 
planes in the Eulerian framework, STRUCT interfaces have a Lagrangian nature described by 
transport equations. Consequently, the net flux density across those interfaces is not expected to be 
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significant compared to the global scales of the flow. The STRUCT tests of Chapter 6 will confirm 
the validity of these ideas. Nevertheless, it would be interesting to assess in future work the eventual 
need for a more complex interface treatment on STRUCT results. 

From a historical point of view, it is surprising to notice how many of the URANS turbulence models 
introduced in Section 2.3.5 and 2.3.6 were derived around the 1970s. That was also the time when 
significant discussions on coherent structures appeared. Lumley (1992) wrote: 

“The idea of coherent structures really took off in about 1970, with a quite irrational abandonment 
of nearly all other approaches.” 

This sentence conveys both the promise and complexity of the study of coherent structures. 

The second invariant of the velocity gradient tensor, also called the Q-criterion in data visualization, 
has a role in existing hybrid models. It is interesting to observe then that such a criterion for 
visualization shares similarities with the active STRUCT formulation. 

A key question, common to all turbulence closures, concerns the link between the structures 
observed in the resolved field and those occurring in DES or the experiment. Such an issue is pointed 
out clearly by Spalart (Shur et al., 1999) in his review of DES: 

“The link between the DES flow field and the exact or DNS flow field should be established.” 
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5 Numerical implementation 

5.1 Chapter overview 

After having introduced the STRUCT approach in the previous chapter, here we focus on its 
implementation, providing all the necessary details to appreciate the numerical methods adopted in 
the work. To evaluate the performance of the model, it is necessary to try to ensure the independence 
of the numerical error from the modeling error, which, in particular for scale resolving methods is 
not necessarily trivial. All numerical methods used in the simulations have been evaluated and 
selected on the basis of their expected reliability, maturity in industrial applications, and performance 
in combination with the physical models used in this work. 

The chapter is divided into two parts: solvers and numerical schemes are briefly introduced first 
while all implementation details necessary to reproduce the results are discussed later. 

5.2 Selection of computational tools 

5.2.1 Finite volume method 

Driven by the desire to allow an early industrial adoption of the approach, the model was 
implemented and tested into a mainstream “general purpose” commercial package, namely 
STAR-CCM+, developed by CD-adapco. As valid for all leading general-purpose CFD software, 
the flow solution is based on the finite volume (FV) discretization technique. The FV approach is 
widely adopted in industrial CFD because of advantages including suitability with unstructured grids 
and chimera meshes, parallelizability, and ease of use. 

The FV solver implemented in STAR-CCM+ uses a co-located algorithm with face-based variables, 
capable to run on arbitrary polyhedral cells. This advantage is key in industrial simulations, for which 
significant challenges from the user’s point of view are related to meshing complex geometries. In 
order to evaluate central fluxes, cell centroid values are interpolated to the face centers. 

5.2.2 Software and hardware 

The implementation of the STRUCT approach required the use of a STAR-CCM+ version deriving 
from a modified source code. A dedicated version of the software was produced as a development 
branch of the release 7.02. The software modification has been recently made available in a public 
release, 10.06, therefore allowing the model to be implemented directly in all future commercial 
releases. The 10.06 version of the code was recently tested confirming the independence of the 
results from the specific software implementation. 

To further assess the portability of the approach, the STRUCT model was also implemented in the 
open-source solver OpenFOAM as part of a separate research project. The results of the OpenFOAM 
test are included in Appendix B, Sections B.4 and B.5. 

The STAR-CCM+ software package contains several simulation tools, including a 3D-CAD 
modeler, an automatic meshing system, data post-processing utilities, and multicomponent, 
multiphase solvers, among which several turbulence models. Another key feature of STAR-CCM+ 
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is the significant parallel efficiency. All of these tools are controlled through a graphical user 
interface (GUI). Here we only discuss the details that are relevant to the STRUCT implementation 
and assessment.  

From the hardware standpoint, all pre/post processing was performed on a Linux workstation with 
12 Intel Xeon E5-2620 cores. The 12 cores have 15 MB of cache and a 2.00 GHz base clock speed 
while the system is equipped with 64 GB of RAM, and an NVIDIA Quadro 2000 graphics card. 
Most simulations are run using a Linux cluster administered by the research group. The cluster has 
one head node and 33 slave nodes, whose specifications are in Table VI below. An InfiniBand 
connection is used to transfer data between cluster nodes. 

Table VI    Specifications of the Linux cluster used 

Description # Nodes 
# Cores 

per node 
Core type 

Base 
frequency 

Cache 
Node 
RAM 

Head node 1 12 
Intel Xeon 

E5620 
2.4 GHz 12 MB 32 GB 

“Type 1” nodes 22 12 
Intel Xeon 

E5620 
2.4 GHz 15 MB 24 GB 

“Type 2” nodes 10 12 
Intel Xeon 
E5-2630V2 

2.6 GHz 15 MB 32 GB 

5.3 Solution algorithm 

5.3.1 Segregated solver 

A segregated pressure-velocity solution is adopted in this work, based on the semi-implicit method 
for pressure-linked equations (SIMPLE) algorithm (Patankar and Spalding, 1972). The SIMPLE 
algorithm allows for an optimal overall balance between computational efficiency and robustness 
for the incompressible flow cases treated in this work. The solver uses the Rhie-Chow (1983) 
interpolation for pressure-velocity coupling to prevent numerical oscillations affecting the solution. 

The solution algorithms in the software have demonstrated to be extremely mature and have not 
posed any challenge in the cases presented here. For all simulations, standard under-relaxation 
factors are used, 0.7 for velocity, 0.3 for pressure and 0.8 for both the turbulent kinetic energy and 
turbulent dissipation rate. The number of outer iterations varied for each case and was selected to 
guarantee that iteration error is negligible.  

Time advancement 

The time advancement scheme is particularly important for hybrid models, where an accurate 
temporal discretization is required to resolve turbulence structures. Based on the extensive validation 
on LES application (e.g. Jayaraju et al., 2013, 2010), a second-order three-time-level scheme is used 
for time integration. Such a scheme uses values at the two previous time steps (CD-adapco, 2015): 

 
d߶଴

௡ାଵ

dݐ
ൌ
ሺαଶ െ 1ሻሺ߶଴

௡ାଵ െ ߶଴
௡ሻ ൅ ሺ߶଴

௡ିଵ െ ߶଴
௡ሻ

αሺα െ 1ሻΔ௧
௡ାଵ , ߙ ൌ 1 ൅

Δ௧
௡ାଵ

Δ௧
௡  (5.1) 

where Δ௧
௡ାଵ and Δ௧

௡ are respectively the time steps: ሺݐ௡ାଵ െ ௡ݐ௡ሻ and ሺݐ െ  ௡ିଵሻ. In order toݐ
guarantee independence of the results from the temporal discretization approach, for all simulations 
in this work, time step is determined so that the maximum Courant number be 1. Demonstration of 
the influence of the time step on the solution accuracy is presented in this chapter. 
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Fluid properties 

Fluid properties reflect the assumptions described in Section 1.4.2. In particular, density is prescribed 
as constant. In all test cases at a constant temperature, a constant molecular viscosity is used. 

In the T-junction test case, which involves non-isothermal phenomena, the molecular viscosity is 
prescribed as a function of temperature. Other thermal properties are set as constant, such as specific 
heat, thermal conductivity, and turbulent Prandtl number. The use of the turbulent Prandtl number 
is related to the adoption of the simple heat-transfer-eddy-diffusivity model.  

5.3.2 Choice of the spatial interpolation scheme 

Selection of the spatial interpolation scheme for the computation of convective terms is important in 
turbulence modeling and particularly critical in hybrid simulations, due to the combination of 
URANS and LES features. Different types of turbulence models are known from the literature to 
operate optimally with different spatial interpolation schemes. 

The integral form of the convective term of the transport equation for a generic variable ߶ is given 
by the surface integral of a flux: 

 න ഥ࢛߶ߩ ∙ ܣd࢔
஺

 (5.2) 

Numerical solution of (5.2) requires knowledge of the value of variable ߶ at cell faces. An 
interpolation method calculates face-centered values based on cell-centered ones. Referring to the 
notation of Figure 5.1, we need to calculate a variable in point ݁ by only knowing the cell-centered 
values, indicated by capital letters. 

 

Figure 5.1    Notation used for 3D control volume, from Ferziger and Perić (2002) 

Schemes important in this work are described briefly below, referring to the notation illustrated in 
Figure 5.1. 

First‐order upwind 

A very simple and effective method to approximate the value of a generic field ߶ in point ݁ is to 
assume it as equal to the value in the cell center upstream the face (Ferziger and Perić, 2002). This 
logic is used in the first-order upwind (1UD) scheme: 

 ߶௘ ൌ ൜
߶௉ if ሺ࢛ ∙ ሻ௘࢔ ൐ 0
߶ா if ሺ࢛ ∙ ሻ௘࢔ ൏ 0

 (5.3) 
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The “if” condition in (5.3) ensures that the parameter value upstream the face is always taken. While 
the implementation is straightforward and its solution extremely stable, the method is also well 
known to introduce numerical diffusion, which is particularly severe in the case of flow crossing cell 
faces obliquely. 

Central differencing 

A common approach for a higher-order solution is to interpolate linearly between ߶௉ and ߶ா to 
obtain ߶௘, as done in all CD schemes: 

 ߶௘ ൌ ߶ா
௘࢞| െ |௉࢞
ா࢞| െ |௉࢞

൅ ߶௉ ቆ1 െ
௘࢞| െ |௉࢞
ா࢞| െ |௉࢞

ቇ (5.4) 

Differently from 1UD, the CD scheme has the advantage of being second-order accurate on grids in 
which faces are half-way between cell centers. This linear interpolation, however, is well known to 
introduce oscillatory behavior for |Pe| 	൐ 	2, and is not robustly applicable to low-quality FV grids. 

Second‐order upwind 

In the second-order upwind differentiation (2UD) scheme, the face-centered value is calculated by 
extending the 1UD with another term in a Taylor series expansion, as follows: 

 ߶௘ ൌ ൜
߶௉ ൅ ሺ࢞௘ െ ௉ሻ࢞ ∙ ሺસ߶ሻ௉ if ሺ࢛ ∙ ሻ௘࢔ ൐ 0
߶ா ൅ ሺ࢞௘ െ ாሻ࢞ ∙ ሺસ߶ሻா if ሺ࢛ ∙ ሻ௘࢔ ൏ 0

 (5.5) 

The 2UD equation contains gradients, thus requiring their reconstruction at the cell face. Being a 
second-order expansion, it is a second-order-accurate method. 

As clearly stated by Godunov’s theorem, a method, unfortunately, cannot be higher than first order 
and limited at the same time. The 2UD will, therefore, introduce new local minima and maxima 
which would introduce considerable stability issues and dispersive error. These issues are addressed 
by the introduction of limiting techniques designed to prevent the formation of local extrema. This 
work uses the method by Venkatakrishnan (1993). 

The 2UD interpolation scheme, Being at the same time robust and more accurate than 1UD, is widely 
used in URANS simulations. Since URANS simulations solve for ensemble-averaged parameters, a 
diffusive behavior of the interpolation scheme does not compromise the solution but increases 
stability and convergence. Such a diffusive behavior is not desirable for scale-resolving simulations, 
in which CD-type schemes are often preferred.  

Bounded central differencing 

The CD scheme can lead, as discussed, to unphysical oscillations and local overshooting (dispersive 
error) in cases with high Péclet numbers and low-quality computational cells. As a consequence, 
stability issues can preclude solution convergence. On the other hand, scale-resolved simulations 
require an appropriate energy conservation in order not to dissipate the resolved turbulent kinetic 
energy. CD schemes have shown superior performance in this regard. 

Hybrid schemes have been proposed to find an optimal solution to this tradeoff, balancing accuracy 
and stability. A commonly used hybrid scheme is BCD, which combines 1UD, 2UD, and CD. The 
following formulation is used (CD-adapco, 2015): 

 ߶௘ ൌ ൜
߶ଵ୙ୈ for ߞ ൏ 0 or ߞ ൐ 1
େୈ߶ߪ ൅ ሺ1 െ ሻ߶ଶ୙ୈߪ for 0 ൑ ߞ ൑ 1

 (5.6) 

The dimensionless switching parameter ߞ is taken from the normalized-variable diagram (NVD). It 
identifies how the variable to be interpolated compares to its upstream and downstream values, 
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defined as D and U in the equation below (Leonard, 1988). Recall that the definition of upstream 
and downstream depends on the velocity direction. 

ߞ  ൌ
߶ െ ߶௎
߶஽ െ ߶௎

 (5.7) 

When such a variable is smaller than 0 or greater than 1, the boundedness criterion is not satisfied, 
so the model reverts to a robust 1UD. This is expected to happen in coarse-grid regions. When the 
boundedness criterion is satisfied, the model blends CD and 2UD based on a function: 

ߪ  ൌ ሻߞሺߪ (5.8) 

Such a blending function varies smoothly with ߞ and meets the requirements that ߪሺ0ሻ ൌ 0, and 
ሻߞሺߪ ൌ 1 for all values of ߞ larger than an upwind blending factor, ߞ୳ୠ୤. Such a factor can be adjusted 
before the simulation. Smaller values favor a less diffusive scheme, while larger values favor the 
robustness associated with 2UD. This approach allows limiting the blending only to those cells in 
which boundedness would not be respected.  

The BCD scheme is used in this work for LES and for many STRUCT simulations. Variable ߞ୳ୠ୤ is 
taken as equal to 0.15. The physical consistency of BCD is confirmed by its wide adoption in LES. 
This work uses BCD in active and non-active STRUCT regions. Meanwhile, the 2UD scheme is 
used for URANS simulations, consistently with the most common procedure used in the industry. 

5.3.3 Gradients 

The integral form of transport equations governing fluid motion contains terms requiring the 
interpolation of gradients at the cell faces. Surface-centered gradients need to be reconstructed based 
on the known cell-centered values of the variables of interest. 

For this purpose, a method blending the least-squares (LSQ) and the Green-Gauss (GG) approaches 
using a factor β is used in this work. 

 સ߶ ൌ ሺસ߶ሻ୐ୗ୕ߚ ൅ ሺ1 െ  ሻሺસ߶ሻୋୋ (5.9)ߚ

The factor function ߚ is calculated based on an algorithm depending on geometrical properties of 
cells (CD-adapco, 2015). The choice of this hybrid method is driven by the need for robustness of 
the solver in complex geometries and unstructured grids. 

The LSQ method is known to provide more accurate gradient reconstructions in Cartesian 
geometries, while the G-G is known to provide higher accuracy than LSW in thin and curved cells 
(Shima et al., 2013). The latter kind of cell is often encountered in grids that, to save in number of 
cells, use wall refinement combined with coarser cells far from the wall. Therefore, this hybrid 
method for calculating gradients is suitable for robust low-cost simulations, as desirable based on 
the goals of this work. 

5.3.4 Spatial interpolation scheme evaluation 

To evaluate the performance of the spatial and temporal discretization schemes, a dedicated test case 
was performed, which provides useful qualitative and quantitative results. The configuration chosen 
for this test is a 2D inviscid flow simulation of a moving vortex (Moureau et al., 2005). 

The setup of the test cases is relatively simple and presented in Figure 5.2. Periodic boundary 
conditions are applied at the two lateral sides of the domain as shown in the figure, and symmetry 
conditions are used at the top and bottom boundaries. 
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Figure 5.2    Moving vortex test case configuration, from Moureau et al. (2005) 

As shown qualitatively in the figure, the initial velocity is a superposition of a field describing a 
vortex and a convective field. Initial conditions used for the two velocity components and for the 
pressure field are (Baglietto, 2013): 

,ݔ௫,଴ሺݑ  ሻݕ ൌ ୡܷ୭୬୴ െ ݕ
2ܷ୴୭୰୲
଴ܦ
ଶ ݁

ି
ೣమశ೤మ

ವబ
మ

 (5.10) 
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 (5.12) 

The constant parameters used are provided in Table VII below. 

Table VII    Parameters used in the moving vortex case 

ܜܚܗܞࢁ ൌ 	 ሾܛ/ܕሿ ܞܖܗ܋ࢁ	ሾܛ/ܕሿ ࡰ૙ ሾܕሿ ܎܍ܚ࢖ ሾ܉۾ሿ ࣋૙	ሾܕ/܏ܓ૜ሿ 

4.6632879632	 10.0	 0.16 1.013 ൈ 10ହ 1 

 

The flow domain is 1 m wide and 2 m tall. Due to the periodic boundary conditions, the 10 m/s 
convective velocity will translate the vortex out of the right boundary, and back into the domain 
from the left boundary. The convective time, i.e. the time required for a full return of the vortex to 
its initial position, is: ݐୡ୭୬୴ ൌ ሺ1	mሻ/ሺ10	m/sሻ ൌ 0.1	s. In an ideal inviscid solver, the velocity and 
pressure fields at time ݐୡ୭୬୴ are equal to the initial conditions, assuming no interaction between 
vortices in the infinite domain. By observing the difference between the ideal and real solution, we 
quantify the error introduced by the solver. A dimensionless indicator based on the Euclidean 
distance (2ܮ norm) quantifies the error as: 

2ܮ  ൌ ඩ
∑ቀ൫ݑ௫ െ ௫,଴൯ݑ

ଶ
൅ ൫ݑ௬ െ ௬,଴൯ݑ

ଶ
ቁ

∑൫ݑ௫,଴
ଶ ൅ ௬,଴ݑ

ଶ ൯
(5.13) 
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The four spatial discretization approaches tested are: 

‐ 2UD 

‐ CD 

‐ BCD, using an upwind blending factor of 0.15 

‐ A blended scheme that combines interpolated values from 2UD and CD. Such a model 
performs a weighted average of results from 2UD and CD. Here, we use a blending factor 
of 0.5, corresponding to an arithmetic average between the two schemes.  

Six grids are tested, with three base sizes: 0.05 m, 0.025 m, and 0.0125 m, as shown in Figure 5.3. 

 

Figure 5.3    Grid styles and sizes used for the spatial discretization tests 

For each base size, we test both a uniform mesh and a so-called multi-mesh. The latter grid divides 
the domain into four parts, as shown in Figure 5.3. In the upper left and lower right domain areas, 
the base size is half of the one used in the rest of the domain. The base size used as a reference in 
the tests is the coarser one. 

 

Figure 5.4    Spatial discretization scheme results, uniform mesh 
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Results for the L2 error as defined in (5.13) are shown in Figure 5.4 for the uniform mesh and in 
Figure 5.5 for the multi-mesh case. For convenience, two dashed lines are drawn in those figures 
identifying the slope for first- and second-order convergence. Results in Figure 5.4 show that the 
discretization methods tested behave roughly according to the second order of convergence on 
uniform grids. 

Results obtained on the multi-mesh grids shown in Figure 5.5 behave according to the second order 
of convergence for the BCD and blended schemes. The order of convergence seems slightly lower 
for the CD. The BCD scheme seems to transition from a 2UD to a CD result as the grid is refined. 

Overall, in all cases, the CD scheme produces the highest overall error. This expected outcome is 
caused by the dispersive error, which represents one of the challenges of using CD-based schemes. 
For the multi-mesh, the CD error is significantly higher, and the order of convergence is lower, 
compared to the uniform grid case. 

 

Figure 5.5    Spatial differentiation scheme results, multi‐mesh 

Temporal discretization analysis 

Sensitivity to the temporal discretization is tested on the medium uniform grid of Figure 5.3, by 
varying the time step. Recall that all tests are performed with a three-time-level second-order 
temporal method. The Courant number is defined as: 

ܥ  ൌ
ഥ|Δ௧࢛|
Δ

 (5.14) 

The Courant number can vary significantly in a complex flow domain. If simulations are run, as in 
this work, with a maximum Courant number of 1, most cells in the domain have a Courant number 
smaller than 1. Results of the sensitivity test are shown in Figure 5.6 below. 

According to the figure below, a Courant number increase above 1 leads to a monotonic increase of 
the error for all discretization schemes. On the other hand, a Courant number decrease below 1 leads 
to no significant error change for the blended and the 2UD schemes. Conversely, the error decreases 
slightly for the BCD and increases for the CD. 
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Figure 5.6    Courant number analysis, spatial differentiation scheme test 

Qualitative error picture 

A qualitative picture of different types of spatial discretization error is shown in Figure 5.7. The 
parameter shown in the figure is the magnitude of velocity calculated without taking into account 
the convective velocity: 

 vortex plot ൌ ටሺݑ௫ െ ୡܷ୭୬୴ሻଶ ൅  ௬ଶ (5.15)ݑ

As mentioned above, upwind schemes are expected to produce a diffusive error, while CD schemes 
are expected to produce dispersive one. We can verify this expectation by looking at Figure 5.7. In 
an inviscid simulation as performed here, a perfect solver would generate a solution identical to the 
starting condition. Instead, we can notice that 2UD results present a diffusion-like behavior. In 
particular, the peak velocity is significantly lower than the target one. 

On the other hand, a dispersion of gradients compromises the shape of the vortex for the CD result. 
Indeed, the CD scheme can give rise to solutions outside the range of expected values and can 
produce nonphysical oscillations. Those oscillations introduce artificial gradients in low-gradient 
regions, also called dispersive error. For clarity purposes, in that figure, all velocity values exceeding 
the maximum initial one of 25 m/s are plotted as white, to signify that they lie outside the plausible 
physical range. 

 

Figure 5.7    Qualitative view of the moving vortex case results 
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In the qualitative picture above, the BCD and blended schemes confirm their purpose of being a 
tradeoff between the diffusive error of 2UD and the dispersive error of CD. The dispersive error 
seems to prevail for the BCD scheme and the diffusive error for the blended scheme. These 
conclusions support the choice made in this work of running STRUCT simulations using BCD.  

5.4 Implementation 

This section describes the practical implementation of the STRUCT equations in the STAR-CCM+ 
software, as applied in all simulations shown in the following chapters. 

5.4.1 Model Equations 

The STRUCT approach switches between URANS and hybrid behavior based on the condition 
formulated in (4.1). In regions of hybrid activation, the ratio between modeled and total TKE ݎ is 
assigned based on a reduction parameter, ߶. 

In the tests made in this work, the TKE ratio deriving from the STRUCT formulation is implemented 
into a simple hybrid approach. Future work could explore different hybrid techniques employing the 
general STRUCT formulation. As an example, PANS (Girimaji, 2006), discussed in Section 2.5.5, 
assigns the TKE ratio through a parameter ݎ, modifying the k-ε equations: 

ఌଶܥ 
∗ ൌ ఌଵܥ ൅ ఌଶܥሺݎ െ ఌଵሻܥ (5.16) 

A reduction of ݎ produces a reduction of the dissipation of TDR, thus causing an increase in TDR 
and a subsequent reduction of the eddy viscosity. In the model by Perot and Gadebusch (2007), 
described in Section 2.5.7, a different formulation is proposed: 

୲ߥ 
୔ୋ ൌ ఓܥ

݇୫ଶ

ߝ
 (5.17) ݎ

The formulations accounting for energy backscatter in the original model are hereby neglected. Here, 
we focus just on the key relation in (5.17). Such a relation prescribes a direct link between ݎ and the 
eddy viscosity. 

Tests made in the present work use the simple assumption in (5.17).  

The TKE ratio is implemented via a damping function multiplying the eddy viscosity. The value for 
 is controlled as a field function in the code. This implementation has an effect on the nonlinear ݎ
equation for the anisotropic part of the residual stresses, which becomes: 

 ߬௜௝ െ
2
3
݇୫ߜ௜௝ ൌ ୲൫െ2ܵ௜̅௝ߥݎ ൅ ௜௝ݍ ൅ ܿ௜௝൯ (5.18) 

The equations for the TKE and TDR are also modified as follows: 
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 (5.20) 

Results in Chapter 8 use a smooth variation of ݎ and are obtained through the equations above. 
Conversely, results in Chapters 6 and 7 use a binary variation for ݎ and the modeled turbulent kinetic 
energy is graphically presented as ݇ݎ୫ in all the postprocessing. 
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Selection of the closure parameters in the controlled approach 

To assemble a fully closed version of the STRUCT model, values of the two parameters ߶ and ݐ୫ 
must be known. In the controlled STRUCT approach of Chapter 6, the two parameters are assigned 
as case-specific and constant values. Conversely, the complete models of Chapter 7 and 8 do not 
require any case-specific adaptation but have general applicability. As will be discussed in Chapter 
6 for the controlled STRUCT, the value for ݐ୫ is determined based on averaging of URANS results 
for ݐ୫,଴. Geometric averaging is used and discussed in Section 7.3.3. Recall that the relation between 
 :୫,଴ is a generic averaging operation expressed as in (4.3), copied belowݐ ୫ andݐ

୫ݐ  ൌ   〈୫,଴ݐ〉

The coefficient ߶ describing the TKE ratio is determined a posteriori, and optimized for each 
application to evaluate the limiting behavior of the model with optimal coefficient selection. This 
limit test allows evaluating the accuracy achievable by the STRUCT conceptual approach, 
independently from the specific closure implementation. The complete models introduced in 
Chapters 7 and 8 compute ݐ୫ during the simulation based on local approximations of the averaging 
operation in (4.3). The model in Chapter 7 uses a constant value for ߶, equal in all simulations, while 
the one in Chapter 8 uses a function determining the local TKE reduction. 

5.4.2 Data collection procedure 

It is useful to provide here details on the methodology used to extract and plot simulation results. 
Experimental data used here are time-averaged quantities or time variances measured in flow cases 
with boundary conditions that are constant in time. Results obtained from our simulations are 
available at discrete time steps and need to be averaged over time for a consistent comparison with 
the experiment. If we write the triple decomposition for a generic field ߶ሺ࢞,  ሻ, varying with spaceݐ
and time, similarly to (2.13):  

 

                  ߶ᇱ  
 

߶ ൌ ߶෠ ൅ ߶෨ ൅ ߶ᇱᇱ 

߶ത  

(5.21) 

The instantaneous field, ߶, is decomposed into a resolved component (߶ത ൌ ߶෠ ൅ ߶෨) and a residual 
one (߶ᇱᇱ ൌ ߶ െ ߶ത). We are interested in extracting time-averaged fields ߶෠, defined as: 

 ߶෠ሺ࢞, ሻݐ ൌ
1

ݐ െ ଴ݐ
න߶ሺ࢞, ′ݐሻd′ݐ

௧

௧బ

 (5.22) 

In our solver, we can collect the time-average of the resolved field, yielding: 

 ߶ത෠ ൌ ߶෠ ൅ ߶෨෣ ൌ ߶෠෠ ൅ ߶෨෠ ൅ 2߶෠߶෨෢ (5.23) 

This work assumes that, for the sake of visualization of results, the two last RHS terms are zero, 
thereby approximating time-averaged instantaneous fields as time-averaged resolved ones: 

 ߶ത෠ ൎ ߶෠ (5.24) 

Simulations are run for a physical time sufficient for the appropriate collection of statistics. All 
quantities are monitored during simulations to ensure the appropriate convergence. 

Experimental results provide information on fluctuating parameters. These results include variances 
of single components of velocity and covariances of two components. Some assumptions are 
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necessary for the comparison of simulation results to the experiment. In the triple decomposition in 
(5.21), deviation from the time average is defined as the sum of two components: ߶෨ and ߶ᇱᇱ. 
Subsequently, the variance with respect to time of ߶, which is the value provided by the experiment, 
is defined as the mean square of the fluctuation about the time average: 

 ߶ᇱଶ෢ ൌ ߶෨ଶ෢ ൅ ߶ᇱᇱଶ෢ ൅ 2߶෨߶ᇱᇱ෣  (5.25) 

We can obtain the first two terms on the RHS from the time averaging of the respective variables, 
during the simulation, under the assumption in (5.24). For result visualization, we assume that the 
last term on the RHS can be neglected. Such a term, which represents a covariance between the 
modeled and resolved contribution, is not expected to be significant due to the different scales 
covered by the resolved and residual component in the STRUCT approach. 

We also assume that, for data visualization purposes, the time average of products of fluctuating 
velocity components be equal to the time average of residual stresses. Therefore: 

 ߬̂௜௝ ൌ ఫᇱᇱ෣ݑపᇱᇱݑ  (5.26) 

Similarly, we obtain a time covariance through simple algebra: 

 ߶ᇱ߰ᇱ෣ ൌ ߶෨ ෨߰෢ ൅ ߶ᇱᇱ߰ᇱᇱ෣ ൅߶෨߰ᇱᇱ෣ ൅߶ᇱᇱ ෨߰෣  (5.27) 

Analogously to what is done for the variances, we assume that, for data visualization purposes, the 
two mixed terms, i.e. the two last terms in the RHS, be negligible. This assumption is common in 
URANS and many LES closures. 

For LES, fluctuating parameters are calculated only by considering the resolved components, which 
is a valid assumption for sufficiently fine grids, as is the case for this work. 

5.4.3 Abbreviated nomenclature for URANS models 

In the results shown in the following chapters, for the sake of brevity, URANS models are referred 
to using a shortened nomenclature. The following terms are used: 

‐ Linear URANS for the Standard k-ε 

‐ Quadratic URANS for the Quadratic NLEVM as described in Section 4.7. 

‐ Cubic URANS for the Cubic NLEVM as described in Section 4.7. 

‐ STRUCT for the STRUCT approach applied to Cubic URANS 

Other URANS and STRUCT models tested are described on a case-by-case basis. 

5.5 Discussion 

Hybrid turbulence models can be very sensitive to the spatial interpolation scheme as shown in the 
example of Section 3.2.2 (Gritskevich et al., 2014). In the case of DES, upwind schemes are more 
desirable in URANS zones, while CD schemes are more desirable in LES zones (Strelets, 2001). 
This discrepancy can be explained looking at the tradeoff between diffusive and dispersive error 
shown in Figure 5.7. The dissipative nature of 2UD is helpful for the convergence of URANS, but 
in LES, it dissipates desired features of the resolved flow. This issue motivates the need for hybrid 
numerical schemes when using hybrid turbulence models. While BCD is a popular hybrid scheme, 
other ones have been proposed. The blended scheme tested in Section 5.3.4 is a simple example of 
a different hybrid scheme. 
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6 Controlled model demonstration 

6.1 Chapter overview 

The previous chapters have introduced the overall formulation of the STRUCT approach, including 
its numerical implementation. The present chapter focuses on the assessment of a controlled 
formulation of the STRUCT model, in which pre-computed optimal model coefficients are used to 
demonstrate the model’s capabilities. The decision to test the controlled approach before introducing 
the complete ones is motivated by the idea to assess the basic STRUCT concept separately from the 
influence of complete closures. The test cases adopted are those analyzed in chapter 3, for which the 
performance of existing hybrid models has been assessed and discussed in the literature. 

For each flow case, details on the adopted computational grids and other relevant specifications are 
provided. Results are then plotted and compared with available experimental data. 

6.2 Flow past a square cylinder 

6.2.1 Description and experimental data 

The test case of the flow past a square cylinder was introduced in Section 3.2.1. This test case is 
usually described successfully by hybrid models, due to their performance compared to URANS in 
cases with massive separation. It is considered therefore a useful first test case to assess the basic 
performance of the STRUCT approach. 

A fully developed water flow runs through a 39 × 56 cm channel as shown in Figure 6.1. The flow 
encounters a square cylinder whose side is ܦ ൌ 4 cm. The Reynolds number based on ܦ is 21,400. 
The reference velocity is ୰ܷୣ୤ ൌ 0.535	m	sିଵ. 

 

Figure 6.1    Geometry of the flow past a square cylinder, from Jeong and Girimaji (2010) 

The present work plots simulation results in comparison with the experimental data collected using 
laser-Doppler velocimetry (LDV) by Lyn and co-workers (1995). Means and variances of velocity 
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are available in a matrix of measurement points inside and around the wake region. In those 
locations, the interaction between turbulent structures at different scales is expected to be significant. 

Uncertainties in experimental results are estimated by Lyn and co-workers (1995) to be less than 5% 
for mean velocities and velocity fluctuations, and in the range between 15% and 25% for the 
covariance values ݑଵ

ᇱ ଶݑ
ᇱ෣ . A systematic uncertainty component is not available. 

6.2.2 Computational grid, boundary conditions, and other details 

The top and bottom boundaries of the domain as shown in Figure 6.1 are treated with wall functions, 
so a first cell with y+ higher than 30 is used. A wall-resolved approach is used instead for wall 
boundaries around the square cylinder, so the first cell has y+ around 1, and the cell growth rate is 
about 1.1. Periodic boundary conditions are used in the spanwise direction while a pressure outlet 
boundary condition is specified at the domain’s exit. 

One of the parameters to be defined in the simulation is the inlet velocity. The reference velocity 
provided by the paper of Lyn and co-workers (1995) is 0.535 m/s. More accurate information on the 
inlet velocity is obtained directly from LDV data at the acquisition plane ܦ/ݔ ൌ െ3. 

Nevertheless, only four LDV data points are available. This level of detail was considered too low 
to produce a suitable profile for simulations. Therefore, a fully developed profile was calibrated to 
match those same four experimental points. The inlet boundary was extruded to obtain a fully 
developed profile. The optimal uniform inlet velocity was found to be 0.5435 m/s. This value is 
1.6% higher than the nominal 0.535 m/s, so it lies within the 2% to 3% uncertainty range specified 
by the authors of the experiment for the nominal velocity. Velocity profiles at ܦ/ݔ ൌ െ3 for three 
different inlet velocities are shown in Figure 6.2, where the line in the middle has been chosen. 

 

Figure 6.2    Tests in extruded geometry to determine an appropriate inlet velocity 

Simulations in this work use the inlet velocity thus determined of 0.5435 m/s. Such a velocity is set 
as uniform at the inlet of the same extruded geometry used in the example of Figure 6.2. 

The main computational grid used is trimmed with a base size of 10.5 mm. This base size is refined 
by 50% in the regions around and immediately after the cylinder. The total size of the mesh is 
676,000 cells. Preliminary tests have shown reasonable URANS convergence on this grid. A section 
of such a grid is illustrated in Figure 6.3 below. 
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Figure 6.3    Computational grid for the square cylinder test case 

A detailed view of the refined grid around the obstacle is shown in Figure 6.4 below. Significant 
grid refinement enables a wall-resolved treatment of that boundary. 

 

Figure 6.4    Magnified view of grid near the obstacle 

6.2.3 Choice of the STRUCT parameters 

The controlled STRUCT parameters used are chosen as described in Section 5.4.1. Instantaneous 
values of ݐ୫,଴ deriving from a cubic URANS simulation are shown in Figure 6.5 below. Geometric 
averaging of ݐ୫,଴ in the region around the square cylinder leads to the value used here of ݐ୫ ൌ
0.33	s. Additional precision for such a value is not needed, since results are mainly sensitive to its 
order of magnitude rather than its value. 

 

 

 

Figure 6.5    Cubic URANS results used for determining the activation condition 

This case can be considered trivial for hybrid models, since results obtained without any residual 
stress are superior to those obtained using any k-ε model, either linear or nonlinear. Accordingly, 
here a damping coefficient close to zero is selected for optimal predictions: ߶ ൌ 1 ൈ 10ିଵ଴. 

୫,଴ݐ/1 ሾsିଵሿ 
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6.2.4 Results 

A longitudinal section of the flow domain is shown in Figure 6.6 with the cells solved in URANS 
mode colored in red and those with partial resolution of turbulence are colored in blue. In that figure, 
we can notice how the hybrid mode is enabled only in the regions expected to be more deformed: 
those around and past the obstacle. On the other hand, upstream regions operate in URANS mode. 

 

Figure 6.6    Square cylinder flow: STRUCT activation, instantaneous scalar field, in blue 

We can infer from Figure 6.6 that, if the same channel had no square cylinder, the picture would be 
all red so that the simulation would be solved fully as URANS. Such a case would be equivalent to 
a simple channel flow. On such a geometry, URANS formulations have been tested extensively and 
are known to produce reliable time-averaged results (Wilcox, 1993). Such a result supports the idea 
that STRUCT follows a defensive strategy. 

A graphical example of the description of shedding is shown in Figure 6.7 below. In that figure, we 
can notice that the cubic k-ε predicts one main shedding frequency, without evolving into more 
complex structures. Conversely, STRUCT produces a more irregular instantaneous picture. An 
analogous comparison can be found in Figure 4.7 between linear and cubic k-ε. 

 

 

 

Figure 6.7    Streamlines colored based on x‐component of velocity drawn on instantaneous 

results of cubic k‐ε (top) and STRUCT (bottom) 



104 
  

An additional graphical example of the behavior of the STRUCT approach can be made by observing 
the instantaneous variation with simulated physical time of the x-component of resolved velocity, ݑത, 
presented in Figure 6.9. The figure compares cubic NLEVM URANS with and without the STRUCT 
approach enabled. All other simulation conditions are the same. Both runs start from uniform 
velocity and constant initial turbulence fields. Results in Figure 6.9 show the variation of ݑത with 
respect to time in 5 locations in the domain, as shown in Figure 6.8. By observing the figure, we can 
notice the single-mode oscillations produced by URANS and the more complex ones by STRUCT.  

 

Figure 6.8    Locations of the probes used in Figure 6.9 

 

 

Figure 6.9    Convergence of results for cubic NLEVM (top) and STRUCT (bottom) 

The runtime on an equal number of parallel cores increases by 4.9% in this test case when switching 
from cubic URANS to STRUCT. 
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We now analyze quantitatively how STRUCT results compare to experimental data and results from 
other turbulence models. Results for the five variables available in the experimental data set are 
shown in the figures below. Those variables are: 

‐ Time average of velocity in the x-direction 

‐ Time average of velocity in the y-direction 

‐ Time variance of velocity in the x-direction 

‐ Time variance of velocity in the y-direction 

‐ Time covariance of velocity in the x-y directions 

Those directions refer to the frame of reference of Figure 6.1. Recall that the short names used in the 
figures’ legends to refer to the tested models are those described in Section 5.4.3. 

By observing time-averaged velocity profiles in the x-direction in Figure 6.10 below, we can notice 
that the cubic URANS results are closer to the experiment than the linear URANS ones. A closer 
agreement with the experiment is achieved when using STRUCT. The benefits of STRUCT appear 
to be stronger in regions near the obstacle where the massive separation takes place, in regions in 
and after the wake, and in regions where the strongest shedding occurs. The URANS models, in 
particular the cubic one, produce results close to the experiment in low-deformation regions, 
especially those shown in the first and last data lines. Conversely, URANS models predict a wake 
characterized by negative time-averaged velocity-x that appears to be too strong compared to the 
experiment and displaced forward in the x-direction. 

 

Figure 6.10    Flow past a square cylinder, time‐averaged velocity ࢛ෝ૚ profiles 

Results for the time-averaged y-component of velocity are shown in Figure 6.11 below. The scaling 
factor used for plotting velocity is slightly larger than that used for the x-direction. 

The linear and cubic URANS both produce very low absolute values for mean velocity-y in and 
around the wake area. Conversely, in the same wake region, STRUCT predicts larger absolute values 
for velocity-y, obtaining closer agreement with the experiment. This trend is inverted in the 
downstream sets of data, in which the experiment and STRUCT results are closer to zero than the 
results from both URANS models, which predict negative velocity-y values. 
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Figure 6.11    Flow past a square cylinder, time‐averaged velocity ࢛ෝ૛ profiles 

The variance of velocity with respect to time average is shown in Figure 6.12 below for the 
x-direction. STRUCT results are in close agreement with the experiment. The largest contribution 
for these STRUCT results comes from the resolved component of velocity variance and is clearly 
not captured by the URANS predictions, which show negligible profiles in the wake area. This result 
represents an example of scale overlap preventing accurate URANS description, for which STRUCT 
activation shows to be clearly beneficial. 

 

Figure 6.12    Flow past a square cylinder, time variance of velocity, ࢛૚
ᇱ ૚࢛

ᇱ෣  profiles 

Velocity variance with respect to time average in the y-direction is shown in Figure 6.13 below. 
Larger values appear in and after the wake region. STRUCT results are in close agreement with the 
experiment while URANS produces very low values. Further away from the obstacle, the cubic 
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URANS seems to capture experimental turbulence levels, while the linear one produces low values. 
This interesting result confirms that URANS retrieves its applicability downstream the disturbance. 
This retrieval is observed for the advanced anisotropic model tested and not for the linear model, 
because of the directional nature of the shedding involved. 

 

Figure 6.13    Flow past a square cylinder, time variance of velocity, ࢛૛
ᇱ ૛࢛

ᇱ෣  profiles 

The time covariance of velocity in the x-y directions is shown in Figure 6.14 below. This variable is 
important because it shows whether the model is predicting the physics of turbulent eddies correctly. 
In fact, the joint first central moment between two velocity components provides information on any 
directionality existing in turbulent fluctuations. Absolute values predicted by URANS seem to be 
too small compared to the experiment, except for the initial and final data points. Conversely, 
STRUCT predictions appear to be very close to the experimental data in essentially all of the domain. 

 

Figure 6.14    Flow past a square cylinder, time covariance of velocity, ࢛૚
ᇱ ૛࢛

ᇱ෣  profiles 
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6.2.5 Grid sensitivity 

One of the key objectives of the proposed STRUCT approach is to achieve low sensitivity to the 
computational grids, as typical of URANS models and not achieved by existing hybrid closures. In 
order to assess its robust applicability, the model is evaluated on a series of grids of varying size and 
cell geometry. Four polyhedral grids are tested, in addition to the trimmed grid used in the previous 
tests. Specifications of the computational grids are described in Table VIII below.  

The polyhedral grids are built using the automated meshing algorithm of the STAR-CCM+ code. 
Due to their lack of a regular pattern, polyhedral grids are capable of adapting to complex geometries 
while being generated by easy-to-use algorithms. These features make polyhedral grids a frequent 
and effective choice in the industry. The size specified for polyhedral cells in Table VIII below is a 
reference value used as an input in the automatic meshing tool used. 

Table VIII    Grids used in the sensitivity analysis for the square cylinder 

Grid type 
Reference cell 

size [mm] 
Number of cells 

Trimmed	 10.50000 676,000

Polyhedral 15.75000 2,500,000 

Polyhedral 23.62500 801,000 

Polyhedral 35.43750 275,000 

Polyhedral 53.15625 98,000 

 

A detail of the four polyhedral grids used is shown in Figure 6.15 below. 

    

Figure 6.15    Central section showing the boundaries of the polyhedral cells used for 

sensitivity analysis, ordered from the finest to the coarsest one as described in Table VIII 
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In the tests made here, the refinement of the grid near the wall in the wall-normal direction is constant 
throughout all simulations, as it is designed to consistently capture the boundary layer region. 
Additional local grid refinement by halving the cell size is performed around and after the cylinder 
analogously to what is done for the trimmed mesh and shown in Figure 6.3. The total number of 
cells generated by the polyhedral algorithm is larger than that generated for the trimmed mesh using 
the same base size, as we can observe in Table VIII. 

Grid sensitivity results for velocity in the x-direction are shown in Figure 6.16 below. 

 

Figure 6.16    Controlled STRUCT grid sensitivity, time‐averaged velocity ࢛ෝ૚ profiles 

Results for the time variance of velocity in the x-direction are shown in Figure 6.17 below. 

 

Figure 6.17    Controlled STRUCT grid sensitivity, time variance of velocity, ࢛૚
ᇱ ૚࢛

ᇱ෣  profiles 

Results in the two figures above show a consistent grid behavior when the grid is refined. Solutions 
for all grids, except the two coarsest ones, are very similar to each other. It is important to underline 
how for very coarse grids, i.e. in the 53 mm case, results approach the predictions of a simple 
URANS coarse-grid behavior, which is the originally designed model behavior. The grid resolution 
is simply too large to allow resolution of any of the important scales and the model consistently 
produces URANS-approaching predictions.  
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The STRUCT model behavior is very well expressed by the activation regions for the four polyhedral 
grids of Table VIII, shown in Figure 6.18. Those regions become smaller in size as the grid becomes 
coarser, as a natural consequence of the inability of resolving with the grid the relevant scales. This 
produces a desirable behavior for hybrid models since coarser grids can be considered to be less 
suitable for scale-resolving simulations than finer ones.  

 

 

 

 

Figure 6.18    STRUCT activation regions for the four polyhedral grids of Table VIII, 

ordered from the finest to the coarsest 
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6.2.6 Qualitative comparison of resolved velocity fields 

Instantaneous fields of resolved velocity can be used to verify qualitatively the behavior of the 
controlled STRUCT approach compared to other models. In Figure 6.19 and Figure 6.20, fields are 
shown for the x-component and the y-component of velocity, respectively. Those figures compare 
STRUCT results with those from the baseline cubic URANS and those from an LES run that required 
a number of core-hours approximately 115 times larger than those needed for the cubic URANS. 

The URANS results show a quasi-periodic pattern of resolved vortices produced past the obstacle 
that continue throughout the domain until the outlet. Conversely, in LES results, significant 
dissipation breaks the larger vortices into smaller resolved turbulent structures along with the flow 
downstream the obstacle. 

The STRUCT results are run on the same grid as the cubic URANS ones. A decay of large resolved 
structures into smaller one along with the flow is observed. The result is less detailed than for LES 
but retains a similar distribution of local fields. 

 

 

  

Figure 6.19    Velocity‐x maps for LES (top), STRUCT (middle), cubic URANS (bottom) 

 

  

Figure 6.20    Velocity‐y maps for LES (top), STRUCT (middle), cubic URANS (bottom) 
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6.3 Turbulent mixing in a T‐junction 

6.3.1 Description and experimental data 

The test case representing turbulent mixing in a T-junction test was introduced in Section 3.2.2. This 
case has shown to be a particularly challenging one, and very importantly an extremely relevant one 
for industrial applications. Results from the literature discussed in Section 3.2.2 show how hybrid 
turbulence models achieve mixed success depending on the model, the grid, the numerical schemes 
used. Most importantly blind testing has shown consistent failure of hybrid closures, and only ad-
hoc corrections on open benchmarks have allowed producing reasonable prediction for hybrid 
models, but still lacking any generality and being strongly correlate to the grid and numerical scheme 
selection. 

In the T-junction configuration, colder (19 °C) water flowing through a 140 mm diameter pipe 
encounters an intersection where warmer (36 °C) water is injected through a smaller (100 mm) 
diameter pipe. The volumetric flow rate is 9 ൈ 10ିଷ	mଷ/s for the cold stream and 6 ൈ 10ିଷ	mଷ/s 
for the hot one. The geometry is drawn in Figure 6.21 below. 

 

Figure 6.21    T‐junction schematic, from Ayhan and Sökmen (2012) 

The test case reproduced here was adopted for the 1st OECD/NEA international benchmark exercise 
and has been discussed extensively in the literature. Data and results have been published by Smith 
and co-workers (2011).  

Experimental acquisitions (Smith et al., 2011) include LDV, PIV, and temperature measurements 
made with thermocouples. The main velocity measurements used in this work are those collected 
using PIV. The experimental profiles are available at four test sections, respectively at 1.6, 2.6, 3.6 
and 4.6 cold-pipe diameters distance downstream the junction. Data are available for horizontal (x-
y plane) and vertical (x-z plane) central sections of the pipe, as illustrated in Figure 6.22. 

 

Figure 6.22    Locations of experimental data, from Gritskevich et al. (2014) 
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The PIV data used in this work are associated with uncertainty for velocity measurements (Smith et 
al., 2011) of 5% plus a systematic 0.02 m/s. Errors for velocity variance are doubled compared to 
those for velocity. The same report by Smith et al. (2011) states that uncertainties are likely to be 
even higher near the walls. In addition to this, the time variance of velocity has significant 
uncertainty in the central regions of the flow. This occurs because of issues with walls reflecting the 
PIV light sheet during the acquisitions. According to the experiment’s authors (Smith et al., 2011), 
those issues affect the velocity variance in a systematic way but should not affect time-averaged 
velocity. 

6.3.2 Computational grid, boundary conditions, and other details 

All wall boundaries are treated with wall functions, ensuring that y+ be larger than 30 in the first cell 
near the wall. A similar approach was adopted in LES by Jayaraju, Komen, and Baglietto (2010) and 
was compared to the wall-resolved approach. The study showed that the use of wall functions leads 
to a consistent description of time-averaged velocity profiles and an underestimate of the gradients 
of velocity variance profiles near the wall. 

 Pressure outlet boundary conditions are used at the domain’s exit. Inlet conditions are taken from 
the experimental LDV data, which match fully developed profile data only for the horizontal pipe. 

Temperatures are treated with a segregated fluid temperature model. Buoyancy effects are neglected 
because of the low variation of fluid density in the range of interest,  

The computational grid used for most simulations uses a trimmed mesh with a 4.5 mm base size and 
a total of 746,000 cells. In this grid, URANS achieves reasonable convergence. The grid is shown 
in Figure 6.23 below. 

 

 

Figure 6.23    Computational grid for the T‐junction test case 

A magnified detail of the grid is shown in Figure 6.24 below. 

 

Figure 6.24    Magnified view of the grid for the T‐junction test case 
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Such a grid is coarser than all of the grids discussed in Section 3.2.2 and used in the literature for 
testing hybrid turbulence models. Among those examples, the most successful application of hybrid 
models is run on a grid with 4.9 million cells (Gritskevich et al., 2014). 

LES runs here are done using a grid finer than the one shown above, with a base size of 1.5 mm. The 
total size of this grid is 17.1 million cells. LES is run using the WALE SGS closure. 

6.3.3 Choice of the STRUCT parameters 

Activation parameters are determined as described in Section 5.4.1. A preliminary cubic URANS 
simulation is used to obtain instantaneous values for ݐ୫,଴. Geometric averaging of such a quantity 
around the location of interest leads to a value of ݐ୫ ൌ 0.1	s. Greater precision for this parameter is 
not needed, due to the low sensitivity of STRUCT results. The instantaneous values of the frequency 
associated with modeled scales, ݐ୫,଴, is shown in Figure 6.25 below. 

 

 

 

Figure 6.25    Cubic URANS results used for determining the activation condition 

A suitable value for ߶ has been determined a posteriori as 0.6. 

6.3.4 Results 

Similarly to what is done for the square cylinder, we show the STRUCT activation regions for this 
test case in blue in Figure 6.26 below. Such a figure shows that the hybrid model is only activated 
in regions where we would expect the most disturbed flow: inside and downstream the junction. We 
can infer from the same figure that an undisturbed pipe flow would be solved using URANS. 

Small regions of model activation occur near the inlet. This effect is likely to be due to the adaptation 
of the flow to a non-perfect description of velocity profiles by the inlet boundary condition. 

 

Figure 6.26    T‐junction test case: STRUCT activation, in blue, instantaneous scalar field 

We can look at the variation over time of a variable defining seven arbitrary points whose locations 
are illustrated in Figure 6.27. The 7 points have different coordinates also in the y-direction, not 
shown here for the sake of brevity. 

୫,଴ݐ/1 ሾsିଵሿ 
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Figure 6.27    Locations of the probes used in Figure 6.28 

The time history for resolved velocity in the x-direction is shown in Figure 6.28 below. The top plot 
shows cubic NLEVM results and the bottom plot controlled STRUCT ones. The two simulations 
use uniform fields as initial condition. Results show clearly how STRUCT results produce resolved 
scales with greater spectral content than URANS, especially inside the regions of hybrid activation. 

 

 

 

Figure 6.28    Convergence of results for cubic NLEVM (top) and STRUCT (bottom) 

In this test case, STRUCT simulations run 2.6% slower than cubic URANS ones.  

Experimental data for 5 variables are available for the 2 sections described above, making a total of 
10 sets. All of those data sets are plotted against simulation results. The 5 variables are listed below. 
Information in round brackets refers to data in the x-z section, perpendicular to the x-y one. 

‐ Time average of velocity in the x-direction 

‐ Time average of velocity-y (velocity-z) 

‐ Time variance of velocity in the x-direction 

‐ Time variance of velocity in the y (z) direction 

‐ Time covariance of velocity in the x-y (x-z) direction 
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All of those sets are compared with simulation results in the figures below. The abbreviated model 
names used in the legends are defined in Section 5.4.3. 

Observing the plot for the x-component of velocity in Figure 6.29 below, we can notice that 
STRUCT and LES results agree closely with the experiment, while the linear and nonlinear URANS 
both underestimate velocities near the center of the pipe in the most downstream sections. Those 
velocities are overestimated in the two horizontal sides. This behavior can be interpreted as the effect 
of excessive eddy viscosity predicted by the model in the mixing region. The linear URANS appears 
to agree closely with the experiment in the first section but not in the other sections downstream. 

 

Figure 6.29    T‐junction mixing, time‐averaged velocity ࢛ෝ૚ profiles 

 

Figure 6.30    T‐junction mixing, time‐averaged velocity ࢛ෝ૜ and ࢛ෝ૛ profiles 
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Velocity components normal to the main direction and parallel to the data-collection plane are 
plotted in Figure 6.30 above, using the same scaling factor for velocities as in Figure 6.29. Results 
obtained with LES and STRUCT appear to be closer to the experiment than the two URANS results, 
which show a negative velocity in the z-direction in poor agreement with the experimental data. 

 

Figure 6.31    T‐junction mixing, time variance of velocity, ࢛૚
ᇱ ૚࢛

ᇱ෣  profiles 

 

Figure 6.32    T‐junction mixing, time variance of velocity, ࢛૜
ᇱ ૜࢛

ᇱ෣  and ࢛૛
ᇱ ૛࢛

ᇱ෣  profiles 

Plots in Figure 6.31 above show the time variance of velocity in the x-direction. The paper presenting 
experimental results reports large systematic uncertainty near the center of the pipe for this variable. 
As mentioned above, the authors of the experiment report an overestimate of their data due to the 
reflection of the PIV light sheet on the walls (Smith et al., 2011). As a consequence, here those 
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values are omitted, so LES results are used as a reference. This choice is consistent with the 
benchmark report, which does not show simulation results for ݑଵ

ᇱ ଵݑ
ᇱ෣  (Smith et al., 2011). At the sides 

of the domain, LES and STRUCT results are in close agreement with each-other and are closer to 
the experiment than the two URANS results. In the rest of the domain, all four models seem to 
predict trends fairly similar to each other. 

The time variance of the component of velocity parallel to the experimental sections and 
perpendicular to the x-direction is shown in Figure 6.32 above. Those experimental results may also 
be affected by systematic error as discussed for Figure 6.31 above. Overall, in that plot all four 
models seem to predict similar profiles. URANS results in the first section appear to have sharper 
gradients than STRUCT results and experimental data. 

Results for the time covariance of velocity are shown in Figure 6.33 below. It is unclear whether a 
systematic drift also exists in this set of experimental data. The four models tested seem to provide 
similar results for this variable, in acceptable agreement with experimental data. 

 

Figure 6.33    T‐junction mixing, time covariance of velocity, ࢛૚
ᇱ ૜࢛

ᇱ෣  and ࢛૚
ᇱ ૛࢛

ᇱ෣  profiles 

6.3.5 Grid sensitivity 

Again, a grid sensitivity study for the T-junction test case is performed. In addition to the trimmed 
grid used in the sections above, four polyhedral grids are used, whose details are shown in Table IX 
below. All of those grids use the same wall-normal thickness of the first two cells. Results for the x-
component of velocity and for velocity fluctuations in the x-direction are shown respectively in 
Figure 6.35 and Figure 6.36. By observing those results, we can draw similar conclusions as for the 
square cylinder test case. Results appear to converge appropriately for the finer grids while coarser 
grids produce an error that is comparable with that of URANS solutions for coarse grids. In 
particular, the two coarsest grids are inadequate for this test case and fail at converging to a consistent 
solution. As mentioned, when looking at the velocity variance in the x-direction, experimental data 
near the center in the x-y plane are affected by a positive bias (Smith et al., 2011), so results in Figure 
6.36 resemble the STRUCT and LES results shown in Figure 6.31. 

Results obtained with the coarsest grid tested seem to produce an irregular nonphysical behavior. 
Such behavior is similar to the behavior of URANS on the same very coarse grid. 
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Table IX    Grids used in the sensitivity analysis for the T‐junction 

Grid type 
Reference cell 

size [mm] 
Number of cells 

Trimmed 4.5000 646,000

Polyhedral 4.5000 886,000 

Polyhedral 6.7500 270,000 

Polyhedral 10.1250 102,000 

Polyhedral 15.1875 39,000 

 

A detailed view of the four polyhedral grids is shown in Figure 6.34 below. 

         

Figure 6.34    Polyhedral grids used for sensitivity analysis, ordered from the finest to the 

coarsest ones as described in Table IX 

 

Figure 6.35    Controlled STRUCT grid sensitivity, time‐averaged velocity ࢛ෝ૚ profiles 
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Figure 6.36    Controlled STRUCT grid sensitivity, time variance of velocity, ࢛૚
ᇱ ૚࢛

ᇱ෣  profiles 

Activation regions for the four polyhedral grids of Table IX are shown in Figure 6.37 below. 
Analogously to square cylinder results, we can observe that activation regions tend to become 
smaller or to keep a similar size as the grid gets coarser. This confirms the capability of STRUCT of 
benefiting of the robustness of URANS, avoiding model breakdown on coarser grids. The error 
generated by STRUCT on coarser grids is comparable to that observed in preliminary URANS 
simulations not shown here for the sake of brevity. 

In this case, the two coarsest grids tested are too coarse for producing reliable results both in 
STRUCT and URANS runs. They are shown here just for comparison. 

 

 

 

 

Figure 6.37    STRUCT activation regions for the four polyhedral grids of Table IX, ordered 

from the finest to the coarsest 
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Mild separation in an asymmetric diffuser 

6.3.6 Description and experimental data 

The test case of the mild separation in an asymmetric diffuser is introduced in Section 3.2.3, and 
results from the literature are illustrated in the same section. Results from Davidson (2006) show 
very poor agreement between experimental data and SAS profiles. The mild separation features in 
the asymmetric diffuser test case are generally challenging for hybrid turbulence models. 

A fully developed air flow runs through a 0.515 ൈ 0.015 m rectangular duct. The Reynolds number 
is 20,000 based on the height of the inlet channel ܪ ൌ 0.015	m and on the bulk inlet velocity. In the 
diffuser section, the bottom wall has a slope with an angle of 10 degrees. Such a wall reverts to being 
horizontal when the flow domain height is greater than 4.7 times the inlet height, ܪ. The reference 
inlet velocity is ୰ܷୣ୤ ൌ 18.32	m/s. The geometry sizes are drawn in Figure 6.38 below. 

 

Figure 6.38    Geometry, not to scale, from Davidson (2006) 

Experimental data used in this work were collected by Buice (1997) using hot wire anemometry, 
including cross-wire techniques and pulsed-wire anemometry. The final experimental data set is a 
combination of acquisitions deriving from those different techniques. The geometry used is the same 
as for the LDV acquisitions performed previously by Obi and co-workers (Obi et al., 1993). 

Experimental results show a recirculation zone occurring towards the end of the slope close to the 
bottom wall, as shown in the drawing of Figure 6.39, by Buice (1997). 

 

Figure 6.39    Diffuser geometry and drawing of the recirculation zone, from Buice (1997) 

6.3.7 Computational grid, boundary conditions, and other details 

A wall-resolved approach is used at the top and bottom walls of the domain, ensuring that y+ is 
smaller than 1 in the first cell near the wall and that the cell growth rate is smaller than 1.1. The wall-
resolved approach is chosen because wall functions are typically not designed to be used in 
boundaries where separation occurs. The sides of the domain are treated with periodic boundary 
conditions since the geometry is defined by an extruded 2D shape. 

A pressure outlet boundary condition is used (CD-adapco, 2015). Inlet conditions are taken from the 
experimental data by Buice (1997). The grid used in all cases, except when specified differently, has 
a variable cell size. A representative cell size value is 1.5 mm, with a total of about 1,800,000 cells. 
On this grid, URANS achieves reasonable convergence. Such a grid is shown in Figure 6.40 below. 
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Figure 6.40    Computational grid for the asymmetric diffuser test case 

A magnified detail of the grid near the opening of the diffuser is shown in Figure 6.41 below. 

 

Figure 6.41    Magnified view of the grid near the opening of the diffuser 

The work by Buice (1997) combines different experimental techniques and provides an estimate for 
the uncertainties related to each one of them. Here, we use conservatively the largest among the 
uncertainties reported: those for cross-wire anemometry. Those values are estimated based on a 
study by Anderson and Eaton (1987), reporting a 3% random error for averaged velocity, 5% for 
variance of velocity, and 10% for the covariance of velocity. No indication was given for a 
systematic uncertainty component. Such uncertainty is particularly important in regions of zero 
velocity, such as the recirculation zone. For this reason, the reference velocity is used to calculate 
error bars in the figures below, so that all error bars are equally large, even in the recirculation region. 
This approach is conservative since it overestimates uncertainty. It is followed for all error bars 
except for those for velocity covariance because values are very low compared to the reference 
velocity and would produce an overly conservative error bar. 

6.3.8 Choice of the STRUCT parameters 

The activation parameters used here for the controlled STRUCT approach are introduced as 
described in Section 5.4.1. Based on a preliminary URANS simulation, values for ݐ୙ୖ୅୒ୗ,଴ are 
obtained and then averaged through a geometric average. As a result, a value ݐ୫ ൌ 0.01	s is obtained 
and used here. Greater precision for this value is not needed due to the low sensitivity of the 
STRUCT approach to the coefficient. The instantaneous values of the frequency associated with 
modeled scales, ୫݂,଴, is plotted in Figure 6.42 below. 

 

 

 

Figure 6.42    Cubic URANS results used for determining the activation condition 

୫,଴ݐ/1 ሾsିଵሿ 
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The optimal value for ߶ has been determined a posteriori as 0.6, which is the same value used in the 
T-junction test case above. 

6.3.9 Results 

The STRUCT activation regions for this test case are shown in Figure 6.43 below. As also observed 
for the previous flow cases, we can notice here that the regions of hybrid model activation are in 
locations in which, intuitively, we expect significant flow deformation. In particular, activation 
occurs near the sudden expansion. By looking at the outlet region we can infer, analogously to what 
is done for the previous flow cases, that an undisturbed channel would be solved as URANS. 
However, an exception to this concept occurs near the walls of the inlet channel. 

Such an observed near-wall activation is undesired. This effect is caused by the intrinsic limitations 
of the controlled model. Indeed, in this simple version of STRUCT the value for ݐ୫ is constant in 
the whole domain. This choice is not optimal for the diffuser test case, which undergoes a significant 
change in the scales of turbulence between the inlet and the wider outlet. Complete versions of 
STRUCT, discussed in Chapters 7 and 8, use automatic adaptation of model scales based on flow 
variables and overcome this undesired inlet effect, as shown in Figure 7.13 and Figure 8.13. 

 

Figure 6.43    Asymmetric diffuser: STRUCT activation, in blue, instantaneous scalar field  

As done for the other test cases, we can look at the behavior of flow variables along with physical 
time at the beginning of a simulation. Velocity in the x-direction is monitored in the 5 points shown 
in Figure 6.44 below. Those points have different z coordinates, not shown here. 

 

Figure 6.44    Locations of the probes used in Figure 6.45 

 

 

Figure 6.45    Convergence of results for STRUCT 
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Velocity values at those point probes are shown in Figure 6.45 above. The simulation is run using 
uniform initial fields. We can notice that, as expected, values further downstream from the inlet take 
a longer time to converge to statistically stationary results. 

As opposed to the two other test cases, here velocities reach quasi-steady values. Resolved 
fluctuations are significantly smaller than the difference between time-averaged values shown. The 
largest velocity fluctuation in Figure 6.45 is observed at Point 4, which is located immediately 
downstream the recirculation area. 

The runtime for STRUCT compared to cubic URANS on this test case is about 5.5% larger. All of 
the k-ε URANS models tested in this work, linear and nonlinear, did not predict any recirculation in 
the flow. The STRUCT results shown here produce a recirculation that resembles the one drawn 
based on experimental results by Buice (1997), as shown in Figure 6.46 below. 
 

 
 

 

 

Figure 6.46    STRUCT resolved velocity vector convolution (top) and same figure with the 

drawing of the recirculation region from Buice (1997) superimposed (bottom) 

Experimental data are plotted below for four different variables: 

‐ Time-averaged x-component of velocity 

‐ Time variance of velocity in the x-direction 

‐ Time variance of velocity in the y-direction 

‐ Time covariance of velocity in the x-y directions 

The frame of reference for those directions is shown in Figure 6.38. As mentioned, in the legends 
below models are called with the abbreviated names defined in Section 5.4.3. 

Time-averaged results for the x-component of velocity are presented in Figure 6.47 below. The 
locations near the inlet and outlet are predicted similarly by all the models shown and are fairly close 
to the experimental values. Those are the most undisturbed locations. Conversely, in the central part 
of the plot the only model in agreement with the experiment among the ones shown is STRUCT. 
Linear and nonlinear URANS do not predict any recirculation and produce low velocity gradients, 
maybe due to an overestimate of eddy viscosity, which is typical in standard k-ε simulations. The 
nonlinear URANS is closer to the experiment than the linear one while a larger jump towards the 
experiment is achieved when switching from nonlinear URANS to the STRUCT approach. 
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Figure 6.47    Asymmetric diffuser, time‐averaged velocity ࢛ෝ૚ profiles 

Time variance of velocity in the x-direction is shown in Figure 6.48 below. Among the models tested, 
STRUCT appears to be in closer agreement with the experiment, followed by nonlinear URANS and 
lastly by linear URANS. 

 

Figure 6.48    Asymmetric diffuser, time variance of velocity, ࢛૚
ᇱ ૚࢛

ᇱ෣  profiles 

Time variance of velocity in the y direction is shown in Figure 6.49 below. Experimental data are 
available only in the upper part of the domain. 

Values in the lower part are not provided by the authors of the experiment because their measurement 
conditions exceeded the uncertainty limit for reliable acquisitions using the cross-wire technique 
(Buice, 1997). Results from the STRUCT approach appear to be in closer agreement with the 
experiment than the two sets of URANS results. 
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Figure 6.49    Asymmetric diffuser, time variance of velocity, ࢛૛
ᇱ ૛࢛

ᇱ෣  profiles 

The same experimental profiles as in Figure 6.49 above are compared to LES results presented by 
Buice (1997) in Figure 6.50 below. 

 

Figure 6.50    Asymmetric diffuser, ࢛૛
ᇱ ૛࢛

ᇱ෣  profiles from Buice (1997) 

 

Figure 6.51    Asymmetric diffuser, time covariance of velocity, െ࢛૚
ᇱ ૛࢛

ᇱ෣  profiles 
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The time covariance of velocity is shown in Figure 6.51 above. STRUCT results appear to be in 
closer agreement with the experiment than results from the other two models. Observations 
regarding the URANS results are similar to those made for the velocity variance in Figure 6.48. 

For comparison, LES results for velocity covariance presented by Buice (1997) are plotted against 
experimental results in Figure 6.52 below. 

 

Figure 6.52    Asymmetric diffuser, െ࢛૚
ᇱ ૛࢛

ᇱ෣  profiles from Buice (1997) 

6.3.10 Grid sensitivity 

We can now look at the sensitivity of results to the choice of the grid size and cell geometry. In 
addition to the custom grid used in the previous tests, four polyhedral grids are used in this analysis, 
whose details on base sizes and number of cells are shown in Table X below. 

 

  

  

Figure 6.53    Polyhedral grids used for sensitivity analysis, ordered from the finest to the 

coarsest ones as described in Table X 

The near-wall grid refinement in the wall-normal direction is not modified between grids. A detail 
showing the four polyhedral grids used is in Figure 6.53 above. 

The grids shown are clearly not appropriate for LES solution due to the very large jump between the 
first bulk cell and the last cell in the prism layer. These grids are representative of industrial URANS 
meshes and are therefore relevant to the present work. 

Results for the x-component of velocity are shown in Figure 6.54 below while results for velocity 
fluctuations in the x-direction are shown in Figure 6.55 below. Those results show that STRUCT 
predictions obtained using the different grids are very similar to each other. Only the coarsest grid 
tested seems to introduce significant error, without showing any model breakdown. 
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Table X    Grids used in the sensitivity analysis for the asymmetric diffuser 

Grid type 
Reference cell 

size [mm] 
Number of cells 

Custom grid	 variable 1,795,000

Polyhedral 1.5000 1,767,000 

Polyhedral 2.2500 711,000 

Polyhedral 3.3750 313,000 

Polyhedral 5.0625 125,000 

 

 

Figure 6.54    Controlled STRUCT grid sensitivity, velocity ࢛ෝ૚ profiles 

 

Figure 6.55    Controlled STRUCT grid sensitivity, time variance of velocity, ࢛૚
ᇱ ૚࢛

ᇱ෣  profiles 
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STRUCT activation regions using the polyhedral grids of Table X are shown in Figure 6.56 below. 
We can observe that, as the grid gets coarser, the activation regions appear to get thicker and shorter. 
This thickening behavior is opposite to the trend obtained in the previous tests. This unexpected 
effect can be explained by noticing that the activation in this test case is mainly caused by flow 
phenomena in the near-wall region, including flow separation. In such a region, the same refinement 
was used for all grids presented. The coarse grid used therefore predicts separation thanks to the 
near-wall refinement but produces regions of strong deformation when facing coarse grids outside 
the prism layer, resulting in STRUCT activation. This can be considered as an exasperated example 
of poor grid coarsening that is often applied in the industry and therefore useful. 

 

 

 

 

 

Figure 6.56    STRUCT activation regions for the four polyhedral grids of Table X, ordered 

from the finest to the coarsest 

6.4 Discussion 

Results in this chapter provide a demonstration of the potential of the STRUCT approach. The results 
confirm that the simple formulation of the controlled STRUCT is capable of triggering hybrid 
behavior starting from the baseline cubic k-ε model selected. Such a behavior produces accurate 
results in the conditions tested. 

The proposal and testing of a model is a fundamental step for the development of a formulation to 
predict a physical phenomenon. Richard Feynman used to state on the scientific method: 

“It does not make a difference how beautiful your guess is, it does not make a difference how smart 
you are, or what your name is. If it disagrees with experiment, it is wrong.”4 

Validation is key in the process of exploring a new formulation. Successful validation does not 
confirm that a model is accurate, but, on the other hand, lack of agreement of a law with nature 
identifies flaws in the law (Popper, 1935). 

A question that may arise on the STRUCT approach is whether it is more appropriate to call it a 
hybrid model, or a modified URANS model. As discussed in Section 2.5.1, there is significant 
overlap between definitions in this field. Nevertheless, STRUCT belongs more closely to the 
category of hybrid models. This because it is configured to behave as URANS in all the parts of the 

                                                 
4 (Extract of a recorded video is available at https://www.youtube.com/watch?v=gBFZEYkzKXc) 
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domain without activation regions while significant resolved structures are produced inside 
activation regions. Those significant resolved structures are typically not observed in models 
carrying the name URANS. 

We can observe from results in this chapter that activation regions tend to be far from the wall. Such 
a characteristic, related to the nature of parameter ܫܫഥ , is considered desirable for hybrid models. For 
example, in a review of DES Spalart (2009) states: 

“Under one name or another, a form of a RANS-LES hybrid that is capable of full RANS function in 
boundary layers will be in use for the foreseeable future in many industries.” 
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7 Complete Taylor-expansion-based model 

STRUCT-L 

7.1 Chapter overview 

The performance of the overall STRUCT concept, evaluated in the form of a controlled approach 
was tested in the previous chapter, showing promising results achieved through a preliminary yet 
incomplete model. This chapter and the next one will propose and implement two complete closures 
based on the STRUCT framework. The term “complete” refers to a model not requiring any case-
dependent adjustment. 

The closure developed in the present chapter approximates the averaging operation in (4.5) using a 
truncated Taylor series expansion. This model will be referred to as STRUCT-Local (STRUCT-L). 
After introducing the approach, this chapter will implement it in the same three flow cases that have 
been discussed in Section 3.2 and tested in Chapter 6. 

7.2 Adding completeness to the STRUCT approach 

The Stanford conference in 1968 highlighted the importance of focusing on complete models and 
motivated their subsequent development. Completeness is a required step towards the trusting of 
CFD predictions without the availability of experimental data. Many early approaches are not 
complete, including notoriously the mixing length model (Prandtl, 1925). The open version of PANS 
represents an example of a hybrid model being incomplete since it requires specification of the ratio 
between the resolved and modeled TKE. 

A complete closure for the STRUCT approach can be developed by providing definitions for the 
two open components of the basic formulation shown in (4.1) and (4.3). Those components are: the 
averaging operation needed to define ݐ୫, and the reduction parameter ߶. The averaging operation 
for ݐ୫ is discussed here and the reduction parameter in Section 7.5. 

Recall that ݐ୫ is defined based on the generic averaging operation in (4.5), copied below: 

୫ݐ  ൌ  〈୫,଴ݐ〉

In the controlled tests of Chapter 6, the averaging operation was performed based on preliminary 
URANS results, leading to a constant value for ݐ୫ assigned before the simulation. This approach is 
not complete since ݐ୫ and ߶ need to be specified for each flow. 

On the other hand, here we seek to make the model complete through an averaging operation 
computed on-the-fly during the simulation. A simple option would be to use an explicit average, e.g. 
an average in time, space, or ensemble. However, explicit computation of spatial averages is not 
desirable in the practice of common industrial simulations since it leads to significant computational 
burden and poor performance in parallel computations, due to the need for numerous nonlocal 
operations. In particular, explicit averages in time or space require operations in each cell to depend 
on a large number of values for different spatial locations and/or time steps. An interesting example 
from the literature of an explicit ensemble averaging computed during the simulation is the one 
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performed by Carati, Wray, and Cabot (1996). Those authors computed ensemble averaging by 
running the full calculation multiple times in parallel, which is only acceptable for academic 
simulations. 

Modern FV codes are most effective when relying only on local operations, to minimize 
computational cost. Therefore, we seek to approximate the explicit averaging operation with a 
simplified one, which is local in time and space. In local operations, values are computed in each 
cell only depending on local parameters and local time and space derivatives. The local strategy 
proposed in this chapter is introduced below in Section 7.3. 

7.3 The STRUCT‐L approach 

7.3.1 Background 

Chester, Charlette, and Meneveau (2001) proposed an approximation of test filtering based on a 
truncated Taylor series expansion, inspired by the work by Jansen (1999). In both of those works, a 
Taylor series expansion approximates a Gaussian filter, reducing the computational cost compared 
to explicit filters. In their specific problem, Chester, Charlette, and Meneveau (2001) used a Taylor 
series expansion up to the second order, achieving an error below 5% for the dynamic coefficient. 

7.3.2 Approximation of the arithmetic average 

We can now describe the operation used here to approximate a volume averaging operation locally. 

Consider a generic function of time and 3D space, ݂ሺ࢞,  :ሻݐ

 ݂: ൜Թ
ଷ ൈ Թ → Թ
ሺ࢞, ሻݐ ↦ ݂ሺ࢞, ሻݐ

 (7.1) 

Assume that we are interested in the volume average of ݂ in a sphere of radius ܴ ൐ 0 around a 
location of interest, say ࢞଴ ൌ ሺ0,0,0ሻ. The equation for the averaged function 〈݂〉ோ is written as 
follows using spherical coordinates: 

 〈݂〉ோሺ࢞଴, ሻݐ ൌ
3

ଷܴߨ4
න නන݂ሺߩ, ,ߙ ,ߚ ሻݐ ሻߙଶsinሺߩ dߩ dߙ dߚ

ோ

଴

గ

଴

ଶగ

଴

 (7.2) 

Recall the Taylor series ୘݂ of a generic function ݂ with multiple variables: 

 ୘݂ሺݔଵ, … , ௗሻݔ ൌ ෍ ෍ ⋯ ෍
ሺݔଵ െ ܽଵሻ௡భ ⋯ ሺݔௗ െ ܽௗሻ௡೏

݊ଵ!⋯݊ௗ!
ቆ
߲௡భା⋯ା௡೏݂ሺܽଵ, … , ܽௗሻ

ଵݔ߲
௡భ ௗݔ߲⋯

௡೏ ቇ

ାஶ

௡೏ୀ଴

ାஶ

௡మୀ଴

ାஶ

௡భୀ଴

 (7.3) 

We can now use the generic Taylor series in (7.3) truncated after the third order to approximate the 
integral in (7.2) applied to a generic space-time position ሺ࢞,  :ሻ. This operation results inݐ

 〈݂〉ோሺ࢞, ሻݐ ൎ ݂ሺ࢞, ሻݐ ൅
ܴଶ

10
સଶ݂ሺ࢞,  ሻ (7.4)ݐ

Jansen (1999) followed a similar approach, but he approximated a Gaussian filtering rather than a 
spherical averaging. His operation is performed generically in ݀ dimensions on an arbitrary grid, 
and is truncated after the 3rd order. 
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7.3.3 Approximation of the geometric average 

Due to the large variation of the parameter to be averaged, preliminary work indicated that a 
geometric averaging is more appropriate for developing a parameter representative of local flow 
scales compared to an arithmetic averaging. The use of a geometric average is justified by the finding 
that controlled STRUCT simulations are not sensitive to small variations of ݐ୫ within the same order 
of magnitude. We can then reformulate the approximation shown in Section 7.3.2 above and apply 
it to a geometric averaging operation. Before introducing the geometric averaging operation in a 
continuous domain, we can start by presenting the more familiar geometric averaging operation 
applied to a discrete domain. The following formulation applies to a set of ݊ positive values ௜݂: 

 ൭ෑ ௜݂

௡

௜ୀଵ

൱

ଵ/௡

ൌ exp൭
1
݊
෍lnሺ ௜݂ሻ
௡

௜ୀଵ

൱ (7.5) 

The RHS of this equation converts a product into a summation by applying basic properties. The 
equation shows that the geometric mean of ௜݂ is equivalent to the exponential of the arithmetic mean 
of the natural logarithm of ௜݂. Now, this concept can be extended from discrete to continuous 
domains. The product of a function ݂ሺݔሻ for ݔ between ܽ and ܾ can be defined by dividing such an 
interval into infinitesimal bins: 

 ෑ݂ሺݔሻୢ௫ ൌ

௕

௔

lim
୼௫→଴

ෑ݂ሺݔ௜ሻ୼௫

௜

 (7.6) 

We can now use the relation in (7.6) to identify the geometric average of a continuous function ݂ ሺݔሻ: 

 lim
୼௫→଴

൭ෑ݂ሺݔ௜ሻ୼௫

௜

൱

್షೌ
౴ೣ

ൌ expቆ
1

ܾ െ ܽ
න ln ݂ሺݔሻdݔ
௕

௔
ቇ (7.7) 

The summation in (7.5) becomes an integral in the continuous domain. The geometric mean of a 
positive continuous function is equal to the exponential of the arithmetic mean of the natural 
logarithm of the same function. This conclusion equivalent to the one for a discrete function in (7.5). 

We can now extend this concept to a continuous function ݂ሺ࢞ሻ in 3D. The geometric mean is: 

 lim
୼య࢞→଴

൭ෑ݂ሺݔ௜ሻ୼
య࢞

௜

൱

ೇ
౴య࢞

ൌ exp ቆ
1
ܸ
න ln ݂ሺ࢞ሻdଷ࢞
௏

ቇ (7.8) 

This equation shows that, as observed in 1D, also in 3D we can express the geometric mean as the 
exponential of the arithmetic mean of the natural logarithm. We now apply this operation to a sphere 
of radius ܴ centered around a location of interest, say ࢞଴ ൌ ሺ0,0,0ሻ, as done in Section 7.3.2.  

The geometric mean analogous to (7.2) is: 

 
〈݂〉ሺ࢞଴, ሻݐ ൌ expቌ

3
ଷܴߨ4

න නන ln ݂ሺߩ, ,ߙ ,ߚ ሻݐ ሻߙଶsinሺߩ dߩ dߙ dߚ

ோ

଴

గ

଴

ଶగ

଴

ቍ (7.9)

We now define ݃ ൌ ln ݂ and use a Taylor series expansion to approximate the elements inside the 
exponential in (7.9) above. Analogously to (7.4), we get the following approximation for the 
arithmetic average of ݃ centered in any location ࢞: 

 3
ଷܴߨ4

න නන݃ߩଶsinሺߙሻ dߩ dߙ dߚ

ோ

଴

గ

଴

ଶగ

଴

ൎ ݃ሺ࢞, ሻݐ ൅
ܴଶ

10
સଶ݃ሺ࢞, ሻ (7.10)ݐ
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By substituting this relation into (7.9), we obtain a generic expression approximating the geometric 
average of ݂ around any location ࢞ based on a sphere of radius ܴ: 

 〈݂〉ோሺ࢞, ሻݐ ൎ exp൭ln ݂ሺ࢞, ሻݐ ൅
ܴଶ

10
સଶሺln ݂ሺ࢞,  ሻሻ൱ (7.11)ݐ

7.3.4 Definition of the working variable for STRUCT‐L 

The STRUCT-L approach applies the averaging operation in (7.11) to the field ݐ୫,଴. This field 
appears in the RHS of the equation as the argument of a logarithm. Basic requirements for a 
logarithm’s argument are to be positive and dimensionless. The first requirement is met, since ݐ୫,଴ 
is always positive. The second requirement is apparently not met because ݐ୫,଴ has the units of time 
ሾsሿ. However, in this specific case the use of a dimensional argument is acceptable because the 
operation in (7.11) is first-order homogeneous. This implies:  

 〈ܽ߰〉ோሺ࢞, ሻݐ ൌ ܽ〈߰〉ோሺ࢞,  ሻ (7.12)ݐ

The property in (7.12) is readily derived from (7.11) and shows that the averaging operation can be 
scaled to any arbitrary unit that is a multiple of the previous one by multiplication with the constant 
positive factor ܽ. 

7.4 Averaging length 

Implementation of the averaging operation in (7.11) requires the definition of parameter ܴ, 
representing the radius of the sphere around the point of interest in which the average is 
approximated. Such a value is chosen as a multiple of the length scales of modeled turbulence: 

 ܴ ൌ ோܥ
݇୫
ଷ/ଶ

ߝ
 (7.13) 

This formulation depends on local parameters and satisfies the requirements of Section 3.6.3. The 
coefficient ܥோ ൌ 2 has been determined through a posteriori analysis of multiple flow cases. Results 
are not significantly sensitive to small variations of such a parameter. 

7.5 Reduction parameter 

The reduction parameter ߶ in (4.1) dictates the amount of resolved versus modeled scales in the 
regions of STRUCT activation. The STRUCT-L approach uses a constant conservative value for ߶. 
A value around 0.6 is considered appropriate based on the flows tested. The next chapter will address 
the challenge of relaxing this assumption and determining ߶ locally in time and space. 

7.6 Limiters 

The local approximation of the average in (7.11) is sensitive to local gradients. Steep gradients can 
occur in turbulent flows and can lead to large overestimates or underestimates of the average. To 
avoid those occurrences in regions with sharp gradients, limiters are used bounding the 
approximation of the average. The formulation in (7.11) is rewritten as follows:  

୫ݐ  ൎ exp ቆln ୫,଴ݐ ൅ minቆmax൭
ܴଶ

10
સଶ൫ln ୫,଴൯൱ݐ , െlnሺ2ሻቇ , lnሺ2ሻቇ	 (7.14) 
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In the expression above, limiters ensure that the approximation of the average is constrained to the 
range between half and double the local value of the function. The limiters are placed inside the 
exponential function rather than outside to avoid overflow caused by computation of large 
exponentials. 

The use of limiters does not introduce significant error in the solution because values computed for 
the variable ݐ୫ are only used to trigger a binary switch for hybrid mode activation. 

In the next chapter, the evaluation of ݐ୫ is used to determine a local value for the TKE ratio. This 
requires the use of a local approximation for averaging different than the STRUCT-L one. 

7.7 Results 

We can now apply the STRUCT-L model to the same test cases of Chapter 6, using the same grids 
and simulation conditions. Selected results from that chapter are shown here for comparison. 

7.7.1 Flow past a square cylinder 

Application of the STRUCT-L approach to the flow past a square cylinder test case produces the 
activation regions shown in blue in Figure 7.1 below. Those regions appear to be wider than those 
deriving from controlled STRUCT tests, which have been shown in Figure 6.6. Such a difference is 
related to the use of a complete closure calculating local flow scales rather than a controlled one. 
Activation regions observed here are consistent with the ones that will be shown in the next chapter, 
deriving from another complete model. 

 

Figure 7.1    STRUCT‐L activation, instantaneous scalar field, flow past a square cylinder 

Profiles for the x-component of velocity are shown in Figure 7.2 below. 

The STRUCT-L approach appears to provide results closer to the experiment compared to the 
baseline cubic URANS. However, the agreement is not as close as that in the controlled STRUCT 
test of Chapter 6. The difference between controlled STRUCT and STRUCT-L results is caused by 
the conservative choice of ߶ ൌ 0.6 made in the STRUCT-L implementation. For this reason, results 
are shown also for a custom model called STRUCT-L-zero, for which ߶ is very small, similarly to 
what was done in Chapter 6. The STRUCT-L-zero provides much closer prediction of experimental 
values than the STRUCT-L, motivating the development of a complete version of STRUCT in which 
variable ߶ be not constant, as done in Chapter 8. 

All of the other physical quantities shown in Chapter 6 are also tested here. Those are: 

‐ time-averaged velocity in the y-direction, in Figure 7.3 

‐ time variance of velocity in the x-direction, in Figure 7.4 

‐ time variance of velocity in the y-direction, in Figure 7.5 

‐ time covariance of velocity in the x-y directions, in Figure 7.6 below 
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Figure 7.2    Flow past a square cylinder, STRUCT‐L, time‐averaged velocity ࢛ෝ૚ 

 

 

Figure 7.3    Flow past a square cylinder, STRUCT‐L, time‐averaged velocity ࢛ෝ૛ 

Results for the time-averaged components of velocity presented in the two figures above show that 
the STRUCT-L approach produces profiles in most cases closer to the experiment than the cubic 
URANS ones. However, the accuracy of those results is significantly lower than that deriving from 
the controlled STRUCT approach. This discrepancy is due to the choice of a constant reduction 
coefficient higher than that used in the controlled test. This assumption is confirmed by the observed 
profiles for STRUCT-L-zero results, which are very close to controlled STRUCT ones.  
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Figure 7.4    Flow past a square cylinder, STRUCT‐L, time variance of velocity, ࢛૚
ᇱ ૚࢛

ᇱ෣  

 

 

Figure 7.5    Flow past a square cylinder, STRUCT‐L, time variance of velocity, ࢛૛
ᇱ ૛࢛

ᇱ෣  

Variances of velocity presented in the two figures above show that STRUCT-L is capable of 
describing velocity fluctuations within the correct order of magnitude, unlike URANS. However, as 
observed for velocity profiles, STRUCT-L-zero results are more accurate than STRUCT-L ones. 
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Figure 7.6    Flow past a square cylinder, STRUCT‐L, time covariance of velocity, ࢛૚
ᇱ ૛࢛

ᇱ෣  

The covariance of the two main components of velocity, shown in Figure 7.6 above, is not predicted 
accurately by STRUCT-L as it is by STRUCT-L-zero. In particular, the STRUCT-L results produce 
profiles with the wrong sign around the wake region. Nevertheless, this lack of agreement with the 
experiment is not more significant than that observed for the cubic URANS. 

7.7.2 Turbulent mixing in a T‐junction 

Application of the STRUCT-L approach to the T-junction test case produces instantaneous 
activation regions as shown in Figure 7.7 below. From a qualitative point of view, STRUCT-L 
activation regions shown in the figure below resemble those deriving from controlled STRUCT tests, 
which are shown in Figure 6.26. 

 

Figure 7.7    STRUCT‐L activation, instantaneous scalar field, T‐junction mixing 

As done above for the square cylinder, we can now plot the same physical quantities as in Chapter 
6 computed with the STRUCT-L approach. The results shown below are: 

‐ Velocity profiles in the x-direction, in Figure 7.8 

‐ Velocity profiles in the z- and y-direction, in Figure 7.9 

‐ Profiles of the time variance of velocity in the x-direction, in Figure 7.10 

‐ Profiles of the time variance of velocity in the z- and y-direction, in Figure 7.11 

‐ Profiles of the time covariance of velocity in the x-z and x-y directions, in Figure 7.12 
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Figure 7.8    T‐junction mixing, STRUCT‐L, time‐averaged velocity ࢛ෝ૚ 

 

  

Figure 7.9    T‐junction mixing, STRUCT‐L, time‐averaged velocity ࢛ෝ૜ and ࢛ෝ૛ 

 

The velocity profiles presented in the two figures above show an overall close agreement of the 
complete STRUCT-L model with experimental data, LES, and controlled STRUCT results. 
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Figure 7.10    T‐junction mixing, STRUCT‐L, time variance of velocity, ࢛૚
ᇱ ૚࢛

ᇱ෣  

 

 

Figure 7.11    T‐junction mixing, STRUCT‐L, time variance of velocity, ࢛૜
ᇱ ૜࢛

ᇱ෣  and ࢛૛
ᇱ ૛࢛

ᇱ෣  

 

The close agreement observed for STRUCT-L in velocity profiles is repeated in results for the 
second central moments of velocity.  
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Figure 7.12    T‐junction mixing, STRUCT‐L, time covariance of velocity, ࢛૚
ᇱ ૜࢛

ᇱ෣  and ࢛૚
ᇱ ૛࢛

ᇱ෣   

Profiles for velocity covariance shown above are also in close agreement with the experiment, LES, 
and the controlled STRUCT test. We can conclude that the STRUCT-L approach in the T-junction 
test case has proved to provide the same optimal results as in the controlled tests.  

7.7.3 Mild separation in an asymmetric diffuser 

Activation regions for the asymmetric diffuser test case are shown in Figure 7.13 below. Those 
regions appear to be different from those observed for the controlled STRUCT in Figure 6.43. Here, 
instead of two parallel activation regions of similar size near the beginning of the diffuser, one main 
longer activation region appears. The incomplete similarity between those two figures is justified by 
the different approach used. In the controlled model the scale for ݐ୫ is assigned a priori before the 
simulation, while in the STRUCT-L approach the choice of such a parameter is determined 
automatically during the simulation. In this test case a significant change in flow scales occurs due 
to the increase of the test section’s height by 4.7 times along the diffuser. Therefore, the activation 
criterion of the controlled model is not considered optimal because of the use of an arbitrary scale 
rather than a scale-adaptive approach. 

 

Figure 7.13    STRUCT‐L activation, instantaneous scalar field, asymmetric diffuser 

Profiles plotted against experimental data are shown in several figures below: 

‐ Time-averaged velocity in the x-direction, in Figure 7.14 

‐ Velocity variance in the x-direction, in Figure 7.15 

‐ Velocity variance in the y-direction, in Figure 7.16 

‐ Velocity covariance in the x-y directions, in Figure 7.17 
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Figure 7.14    Asymmetric diffuser, STRUCT‐L, time‐averaged velocity ࢛ෝ૚ 

 

Velocity profiles provided above show an almost perfect agreement of STRUCT-L results with those 
deriving from controlled STRUCT tests. 

 

 

Figure 7.15    Asymmetric diffuser, STRUCT‐L, time variance of velocity, ࢛૚
ᇱ ૚࢛

ᇱ෣  

 

Velocity variances are presented above and below, showing an overall either equal or closer 
agreement with the experimental data of STRUCT-L results, compared to controlled STRUCT ones. 
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Figure 7.16    Asymmetric diffuser, STRUCT‐L, time variance of velocity, ࢛૛
ᇱ ૛࢛

ᇱ෣  

 

 

Figure 7.17    Asymmetric diffuser, STRUCT‐L, time covariance of velocity, ࢛૚
ᇱ ૛࢛

ᇱ෣  

Results for velocity variance, shown above, also reproduce very closely the trends and values of the 
controlled STRUCT test. The lower peaks observed in the central region move the results closer to 
the experiment. 
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7.8 Behavior in a simple straight pipe or a rectangular channel 

Based on the rationale of the STRUCT approach, hybrid activation is not desired in simple flows 
characterized by low deformation, such as those in a straight pipe or a rectangular channel. Those 
kinds of flow are solved accurately using just URANS, so hybrid activation is not needed. 

The achievement of this property can be checked in STRUCT-L results, focusing on the outlet 
regions for the T-junction and the asymmetric diffuser. The former is a circular-section pipe and the 
latter a rectangular-section channel. In both cases, the undisturbed flow is solved without any hybrid 
model activation, as shown in Figure 7.7 and Figure 7.13. A similar conclusion can be drawn looking 
at the inlet region of the square cylinder flow case in Figure 7.1, i.e. the region upstream the cylinder. 
Since STRUCT activation is not enabled, achievement of the desired property is confirmed. 

7.9 Discussion 

The complete STRUCT-L approach demonstrated robust performance for two test cases in which 
the introduction of coarse turbulent structures is key to resolving the correct flow behavior. However, 
the approach failed to reproduce correctly the case of the square cylinder, for which a more thorough 
hybrid resolution is necessary in order to reproduce the turbulent decay, as confirmed by separate 
tests run with the STRUCT-L-zero approach. 

As Spalart (2015) wrote: 

“[…] even giving the wrong answer to the right question can serve a purpose.” 

the STRUCT-L approach proposes an approximate solution to a problem. Such a solution can be 
extended and enhanced in future work. The encouraging results from STRUCT-L have motivated 
the development of another complete model, presented in the next chapter. 

We can compare the averaging operation used here with the one encountered in the definition of 
turbulence closures. In URANS and LES models, averaging is usually not performed on-the-fly but 
only in the derivation of the equations. LES is based on the statistical operation of spatial filtering 
while URANS on ensemble averaging, which corresponds to time averaging in steady flows. Hybrid 
models, being a combination of URANS and LES, use a mixture of spatial and temporal statistics. 
On the other hand, here, the averaging operation in (4.5) needs to be evaluated on-the-fly in every 
cell and time step. The combination of temporal and spatial statistics in hybrid models motivates the 
development of the averaging operation presented in the next chapter, in which both time and space 
variables are involved. 
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8 Complete transport-averaging-based model 

STRUCT-T 

8.1 Chapter overview 

The STRUCT-L approach, developed in the previous chapter, approximated the averaging operation 
required by the model’s closure via a truncated Taylor series expansion while adopting a fixed 
resolution scale to achieve the fundamental property of completeness. 

The local averaging approach allowed efficient numerical performance and demonstrated accurate 
prediction capability on the two challenging cases of T-junction mixing and axisymmetric diffuser. 
However, the use of a fixed reduction parameter, ߶, evidenced limitations in cases where very large 
flow redistribution dominates over the convected turbulent components requiring higher levels of 
resolution, as shown for the square cylinder test case results. 

The present chapter addresses this limitation by proposing a different STRUCT formulation that 
employs a continuous variable to assign the TKE ratio locally to the hybrid activation regions. In 
this new formulation, the averaging operation is approximated through a convective-diffusive 
transport equation. This new complete model is referred to as STRUCT-Transport (STRUCT-T). 
After a brief discussion on the rationale and background of the approach, its formulation is described, 
and the performance of the model is assessed. 

8.2 Rationale 

The previous chapter has shown that the STRUCT-L approach, while offering the advantage of 
extremely low computational cost, is prone to strong local variations and requires the use of limiters 
to avoid strong over- and underestimates of the average in regions with sharp gradients. As a 
consequence, the working variable ݐ୫ produced by the approximated averaging operation is not a 
smooth representation of a local average of parameter ݐ୫,଴. 

The lack of smoothness is acceptable in the model and common to similar approaches adopted for 
dynamic LES models, since the ݐ୫ variable is only leveraged to trigger a binary activation condition 
for the hybrid model, while the reduction parameter ߶ is fixed in the simulations. However, results 
for the square cylinder test case in Section 7.7.1 have presented clear limitations of this approach, 
motivating a dynamic evaluation of the TKE reduction.  

8.3 The STRUCT‐T approach 

8.3.1 Background 

Meneveau, Lund, and Cabot (1996) proposed a Lagrangian method to replace the explicit filtering 
operation in dynamic LES. The authors utilized a differential operator to approximate a Lagrangian 
time average, i.e. the average in time of a quantity following a fluid parcel. 
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Such an averaging operation is applied to a generic field ݂, function of time and space, yielding its 
averaged value 〈݂〉୘. 

The operation is formulated as the solution to the following transport equation: 

 Dഥ〈݂〉୘
Dഥݐ

ൌ
1
ܶ
ሺ݂ െ 〈݂〉்ሻ (8.1) 

It can be shown, as given in Appendix A, that 〈݂〉் is solution to the following operation: 

 〈݂〉்ሺ࢞, ሻݐ ൌ න ݂ሺ࢞, ሻݐ
௧

ିஶ
்݃ሺݐ െ  ᇱ (8.2)ݐᇱሻdݐ

Assuming constant parameters, the convolution kernel ݃ ் is a negative exponential in time following 
a characteristic time scale, ܶ. 

 ்݃ሺݐ െ ᇱሻݐ ൌ ܶିଵ ݁ି
೟ష೟ᇲ

೅ (8.3) 

The averaging operation follows the fluid parcel and assigns a weight to the values of the function 
along the trajectory according to a negative exponential in time. Meneveau, Lund, and Cabot (1996) 
proposed to solve the transport equation in (8.1) during the simulation using low-order 
approximations to reduce its computational burden. 

Overall, this Lagrangian approach has the advantage of solving a time-averaging operation without 
being limited to local parameters. The transport equation in (8.1) can be solved in addition to the k 
and epsilon ones, without adding major overhead to the overall computational cost. 

8.3.2 Generalized space‐time Lagrangian averaging  

Here we propose a differential operator in space and time, adding a key spatial character to the 
method proposed by Meneveau Lund, and Cabot (1996). 

The resulting operator has been briefly discussed by Germano (2000) as a promising method for 
differential filtering in LES but has not been further discussed or adopted in modeling. 

If we consider a generic time and space function ݂ሺ࢞,  :ሻ with the following propertiesݐ

 ݂: ൜Թ
ଷ ൈ Թ → Թ
ሺ࢞, ሻݐ ↦ ݂ሺ࢞, ሻݐ

 (8.4) 

We can define a differential Lagrangian averaging operation as the solution to the following 
transport equation. The equation includes a length scale, ܮ, and a time scale, ܶ. 

 d〈݂〉்,௅
dݐ

൅ ഥ࢛ ∙ સ〈݂〉்,௅ ൌ
ଶܮ

ܶ
સଶ〈݂〉்,௅ ൅

1
ܶ
൫݂ െ 〈݂〉்,௅൯  (8.5) 

We may notice that the transport equation above is different from the one in (8.1) in that it contains 
a diffusion term in addition to the source term in the RHS. The average field 〈݂〉்,௅ can be written 
as the solution to the following operation: 

 〈݂〉்,௅ሺ࢞, ሻݐ ൌ න න ݂ሺ࢞ᇱ, ࢞ᇱሻ்݃,௅ሺݐ െ ,ᇱ࢞ ݐ െ ᇱݐᇱd࢞ᇱሻdଷݐ

Թయ

଴

ିஶ

 (8.6) 
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In the particular case of uniform and constant ࢛, ܶ,  the averaging kernel in the equation above ,ܮ
corresponds to a Gaussian filter in space and a negative exponential in time. 

 ்݃,௅ሺ࢞ െ ,ᇱ࢞ ݐ െ ᇱሻݐ ൌ
1
ܶ
݁ି

೟ష೟ᇲ

೅
1

൬4ߨ
௅మ

்
ሺݐ െ ᇱሻ൰ݐ

ଷ/ଶ ݁
ି
ቀ࢞ష࢞ᇲష࢛൫೟ష೟ᇲ൯ቁ

మ

ర
ಽమ
೅ ൫೟ష೟ᇲ൯ 	 (8.7) 

Therefore, under those simplifying assumptions, the transport equation in (8.5) defines an averaging 
operation that is at the same time Gaussian in space around the point of interest and exponential in 
time before the time of interest. Here we use the averaging operation defined by (8.5) in arbitrary 
flow conditions. Such an application does not lead to the relation of (8.7) any longer, but it holds 
significant conservation properties, as discussed in Appendix A. 

8.3.3 Definition of the working variable for STRUCT‐T 

The averaging operation in (8.5) is used to determine the working variable ݐ୫ as follows: 

 dݐ୫
dݐ

൅ ࢛ ∙ સݐ୫ ൌ
ଶܮ

ܶ
સଶݐ୫ ൅  (8.8) ݏ

where ݏ is the equation’s source: 

ݏ  ൌ min ൬max ൬
1
ܶ
൫ݐ୫,଴ െ ୫൯,െݐ

୫ݐ2
Δ௧

൰ ,
୫ݐ2
Δ௧

൰ (8.9) 

The source is bounded to avoid strong variations of ݐ୫ within a time step Δ௧, allowing for greater 
model stability and adaptation to initial conditions. The field for ݐ୫ is clipped to have a value within 
its physical range between a very small number, say 10ିଵ଴	s, and 1 s. 

The length and time scales used for the averaging are defined based on local flow conditions as: 

ܮ   ൌ ܥ√
݇୫
ଷ/ଶ

ߝ
 (8.10) 

 ܶ ൌ
1
ߚ
݇୫
ߝ

 (8.11) 

The value ܥ ൌ 0.09 derives from the standard k-ε model. The value for ߚ used here is 0.01. 
Simulation results are not sensitive to small variations of ߚ. The use of a low time constant enhances 
the conservation properties of the averaging operator, as shown in Appendix A.2 and A.3. This 
choice allows biasing the time-space averaging operation towards the space component. Boundary 
conditions are assigned so that at the inlet and walls ݐ୫ ൌ  ୫,଴. The same is also done for theݐ
initialization of  ݐ୫. 

8.3.4 Dynamic strategy for the control coefficient 

The control parameter ߶ defines the resolved-to-total TKE ratio in regions of STRUCT activation, 
as shown in (4.1). In the models tested in the previous two chapters, the activation parameter ݄ was 
calculated as a ratio between the two working variables ୰݂ and ݐ୫, while the control parameter ߶ 
was prescribed as constant. Here, we propose instead to prescribe both ݄ and ߶ based on the ratio 
between working variables. We can then replace (4.1), as follows: 

ݎ  ൌ min ൬
1

୫ݐߙ ୰݂
, 1൰ (8.12) 
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This idea corresponds to reducing the TKE ratio in the activation regions, based on a metric 
identifying scale overlap. The stronger the scale overlap, the lower is ݎ. The calibration coefficient 
 .is assigned as constant for all flows. Such a coefficient was optimized to the value of 1.35 ߙ

8.4 Results 

The STRUCT-T approach is assessed on the same flow cases and grids tested in Chapter 6 for the 
controlled STRUCT approach and in Chapter 7 for the STRUCT-L. 

8.4.1 Flow past a square cylinder 

Application of the STRUCT-T approach to the flow past a square cylinder test case produces the 
activation regions shown in Figure 8.1 below. The outline of the regions in which hybrid behavior 
is enabled is similar to that obtained from the STRUCT-L approach, shown in Figure 7.1. However, 
activation regions are not shown as monochrome, as they were in the controlled STRUCT and 
STRUCT-L tests, due to the variable reduction coefficient. The TKE ratio varies from nearly zero 
around the cylinder to values that increase along with the flow.  

It is expected that a long extrusion of the flow domain downstream after the outlet would lead to 
dissipation of the vortex street and reversal of the STRUCT-T behavior to URANS mode as fully-
developed conditions are retrieved. The increasing values of the TKE ratio going from the cylinder 
towards the outlet suggest the validity of this assumption. 
 

 

 

 

Figure 8.1    STRUCT‐T activation, instantaneous scalar field, flow past a square cylinder 

 

We can now present STRUCT-T results for this test case, by plotting the same physical values as in 
the last two chapters, summarized below for convenience: 

‐ time-averaged velocity in the x-direction, in Figure 8.2 

‐ time-averaged velocity in the y-direction, in Figure 8.3 

‐ time variance of velocity in the x-direction, in Figure 8.4 

‐ time variance of velocity in the y-direction, in Figure 8.5 

‐ time covariance of velocity in the x-y directions, in Figure 8.6 

Velocity profiles in Figure 8.2 and Figure 8.3 below show a behavior of STRUCT-T very close to 
that of the controlled STRUCT approach. This result demonstrates a significant improvement over 
the STRUCT-L results, for which the constant choice of the TKE reduction parameter has resulted 
in non-optimal velocity profiles.  

݇୫/݇୲୭୲ 
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Figure 8.2    Flow past a square cylinder, STRUCT‐T, time‐averaged velocity ࢛ෝ૚ 

 

 

Figure 8.3    Flow past a square cylinder, STRUCT‐T, time‐averaged velocity ࢛ෝ૛ 

 

The second central  moments of velocity presented in Figure 8.4 and in Figure 8.5 below show results 
within a reasonable agreement with the experiment and with the controlled STRUCT profiles. Small 
discrepancies with the controlled STRUCT results are observed mainly in the region around and past 
the cylinder, leading to local overestimates of the fluctuations without leading to a wide error that 
could resemble a typical hybrid model breakdown. 
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Figure 8.4    Flow past a square cylinder, STRUCT‐T, time variance of velocity, ࢛૚
ᇱ ૚࢛

ᇱ෣  

 

 

Figure 8.5    Flow past a square cylinder, STRUCT‐T, time variance of velocity, ࢛૛
ᇱ ૛࢛

ᇱ෣  

 

Profiles for velocity covariance in Figure 8.6 below also show similarly accurate results as the 
controlled STRUCT. A slightly closer agreement in the profile appears immediately downstream the 
cylinder while a minor overestimate of the absolute value appears further downstream. The 
beneficial result in the wake region could be related to the TKE reduction prescribed by the model 
being intermediate between 0 and 1, instead of almost zero as in the controlled approach. 
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Figure 8.6    Flow past a square cylinder, STRUCT‐T, time covariance of velocity, ࢛૚
ᇱ ૛࢛

ᇱ෣  

 

8.4.2 Turbulent mixing in a T‐junction 

STRUCT-T results for the T-junction test case produce the activation regions shown in Figure 8.7. 
The activation regions obtained here are similar to those observed for the controlled STRUCT and 
the STRUCT-L approaches, shown respectively in Figure 6.26 and Figure 7.7. The TKE reduction 
function approaches zero around the center of the junction and has intermediate values between zero 
and one in the active regions downstream the junction. 

 

 

 

Figure 8.7    STRUCT‐T activation, instantaneous scalar field, T‐junction mixing 

We now present STRUCT-T results for the same variables shown in for the controlled STRUCT and 
the STRUCT-L tests. Those variables are: 

‐ Velocity profiles in the x-direction, in Figure 8.8 

‐ Velocity profiles in the z- and y-direction, in Figure 8.9 

‐ Profiles of the time variance of velocity in the x-direction, in Figure 8.10 

‐ Profiles of the time variance of velocity in the z- and y-direction, in Figure 8.11 

‐ Profiles of the time covariance of velocity in the x-z and x-y directions, in Figure 8.12 

݇୫/݇୲୭୲ 
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Figure 8.8    T‐junction mixing, STRUCT‐T, time‐averaged velocity ࢛ෝ૚ 

 

 

Figure 8.9    T‐junction mixing, STRUCT‐T, time‐averaged velocity ࢛ෝ૜ and ࢛ෝ૛ 

 

Results for the main time-averaged components of velocity are shown in Figure 8.8 and Figure 8.9. 
Those figures show an overall close agreement of STRUCT-T results with experimental data. The 
first two data sections downstream the junction overestimate the velocity predicted at the center of 
the pipe. However, this overestimate does not lead to a large error. Future work could enhance the 
performance of the model complex mixing regions like this one. 

 



153 
 

 

 

Figure 8.10    T‐junction mixing, STRUCT‐T, time variance of velocity,   

 

 

Figure 8.11    T‐junction mixing, STRUCT‐T, time variance of velocity,   and   

First central moments of velocity are shown in Figure 8.10 and Figure 8.11 above. Those results 
appear to be in close agreement with available experimental data and with LES results. This 
agreement is very close to the one achieved by the controlled STRUCT. 

The covariance of the main components of velocity is shown in Figure 8.12 below. Those profiles 
are in closer agreement with the experiment compared to the URANS ones. Mixed performance is 
achieved compared to controlled STRUCT results, without producing significant error compared to 
the width of experimental error bars. 
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Figure 8.12    T‐junction mixing, STRUCT‐T, time covariance of velocity, ࢛૚
ᇱ ૜࢛

ᇱ෣  and ࢛૚
ᇱ ૛࢛

ᇱ෣   

 

8.4.3 Mild separation in an asymmetric diffuser 

Application of STRUCT-T to the test case of the mild separation in an asymmetric diffuser produces 
the activation regions shown in Figure 8.13 below. In that figure, we can observe a main central 
activation zone. Such a region has a similar shape to that obtained from the STRUCT-L approach, 
shown in Figure 7.13. 

In the STRUCT-T activation regions shown below, most values for the TKE ratio are in the range 
between 0.3 and 0.9, which is the same range as for the controlled STRUCT tests made here. 

 

 

 

Figure 8.13    STRUCT‐T activation, instantaneous scalar field, asymmetric diffuser 

Let us show STRUCT-T results for the same variables plotted in the previous chapters. Those are: 

‐ Time-averaged velocity in the x-direction, in Figure 8.14 

‐ Velocity variance in the x-direction, in Figure 8.15 

‐ Velocity variance in the y-direction, in Figure 8.16 

‐ Velocity covariance in the x-y directions, in Figure 8.17 

݇୫/݇୲୭୲ 
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Figure 8.14    Asymmetric diffuser, STRUCT‐T, time‐averaged velocity ࢛ෝ૚ 

Results for time-averaged velocity profiles, presented in Figure 8.14 above, show an agreement with 
experimental data by the STRUCT-T approach even closer than that observed for the controlled 
STRUCT approach in most of the experimental profiles. A slight overestimate of the x-component 
of velocity is observed in the top regions downstream the diffuser. This overestimate may be caused 
by the longer activation regions compared to the controlled STRUCT. 

 

Figure 8.15    Asymmetric diffuser, STRUCT‐T, time variance of velocity, ࢛૚
ᇱ ૚࢛

ᇱ෣  

The second central moments of velocity in the x and y directions are shown in Figure 8.15 above 
and in Figure 8.16 below. The former figure shows that STRUCT-T results are much closer to the 
experiment compared to controlled STRUCT ones. The latter figure provides results within the error 
bars of the experiments while a peak appears in regions not captured by the experiment. Such a peak 
is likely caused by the presence of activation regions and may require correction in future work. 
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Figure 8.16    Asymmetric diffuser, STRUCT‐T, time variance of velocity, ࢛૛
ᇱ ૛࢛

ᇱ෣  

The covariance of x-y velocity components in Figure 8.17 below shows overall an accurate trend of 
the STRUCT-T results. A central peak appears towards the end of the domain likely caused by the 
presence of activation regions. Again, solution to those peaks could be addressed in future work. 

 

Figure 8.17    Asymmetric diffuser, STRUCT‐T, time covariance of velocity, ࢛૚
ᇱ ૛࢛

ᇱ෣  

8.5 Behavior in a simple straight pipe or a rectangular channel 

As discussed already in Section 7.8, in simple flows such as those in a straight pipe or a channel, 
STRUCT activation is not desired. Those are flows in which the baseline NLEVM URANS usually 
provides accurate predictions. 
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As already done for the STRUCT-L approach, we can check for this feature by focusing on the 
regions of the flow cases already tested resembling pipe or channel flows. In particular, the inlet of 
the square cylinder test case and the outlet of the asymmetric diffuser one are flows through 
rectangular channels, while the outlet of the T-junction test case is a flow in a circular pipe. The 
activation regions are shown in Figure 8.1, Figure 8.7, and Figure 8.13. In all of those cases, the 
STRUCT-T model does not activate its hybrid behavior unless significant flow deformation occurs. 
We can conclude, therefore, that the desired performance is met. 

8.6 Evaluation of results 

The results obtained in this work can be summarized in a simplified table accounting for the root 
mean square (RMS) deviation between experimental data and simulation results interpolated at the 
locations of experimental data. The RMS deviations for a generic model M are normalized based on 
the RMS deviation obtained with the standard k-ε linear URANS model: 

 RMSnormalized
M ൌ

RMSM

RMSlinear URANS
 (8.13) 

The values obtained using (8.13) are shown in Table XI below for different models and variables 
used in this work. A value of 1 would correspond to the performance of the linear URANS model. 

Table XI    Normalized RMS results for different models, test cases, and variables  

Variable Cubic URANS Cont. STRUCT STRUCT-L STRUCT-T 

Square cylinder     

 ො1 0.82 0.43 0.52 0.42ݑ

 ො2 1.02 0.62 0.87 0.60ݑ

1ݑ
′ 1ݑ

′෢  0.80 0.43 0.65 0.56 

2ݑ
′ 2ݑ

′෢  0.73 0.26 0.46 0.30 

1ݑ
′ 2ݑ

′෢  1.01 0.46 0.99 0.39 

T-junction     

 ො1 (h) 0.99 0.83 0.85 0.83ݑ ,ො1 (v)ݑ

 ො2 (h) 1.35 0.48 0.57 0.26ݑ ,ො3 (v)ݑ

1ݑ
′ 1ݑ

′෢  (v), 1ݑ
′ 1ݑ

′෢  (h) 0.99 0.93 0.95 0.94 

3ݑ
′ 3ݑ

′෢  (v), 2ݑ
′ 2ݑ

′෢  (h) 1.00 0.96 0.98 0.98 

1ݑ
′ 3ݑ

′෢  (v), 1ݑ
′ 2ݑ

′෢  (h) 1.00 0.99 0.99 0.99 

Diffuser     

 ො1 0.85 0.77 0.77 0.79ݑ

1ݑ
′ 1ݑ

′෢  0.82 0.57 0.62 0.53 

2ݑ
′ 2ݑ

′෢  1.01 0.82 0.94 0.75 

1ݑ
′ 2ݑ

′෢  1.15 1.43 1.23 1.21 
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The arithmetic average of the columns in Table XI leads to an averaged normalized deviation of 
0.97, 0.71, 0.81, 0.68 respectively for the cubic NLEVM URANS, the controlled STRUCT 
approach, STRUCT-L, and STRUCT-T. Those results support the benefit of replacing the linear 
URANS with the NLEVM and demonstrate the capability of the STRUCT approaches of providing 
closer agreement with the experiment compared to the baseline URANS. 

8.7 Discussion 

A feature of many hybrid models is to be seamless, not requiring a sharp interface between regions 
with different resolution (Friess et al., 2015). The controlled STRUCT and the STRUCT-L do not 
meet this condition due to a sudden variation of the TKE ratio occurs between regions of active and 
non-active hybrid behavior. On the other hand, the STRUCT-T approach does not contain a sharp 
spatial boundary distinguishing between active and non-active regions. The activation occurs 
smoothly in a range of values of the TKE ratio. Therefore, the STRUCT-T behavior can be 
considered as seamless. 

In the ELES approach (Cokljat et al., 2009), a fixed arbitrary interface is defined in the flow domain 
by the user before running the simulation, representing a boundary between URANS and LES. The 
fixed presence of such an interface in the Eulerian framework causes the need for the injection of 
artificial turbulence, to avoid a sudden depletion of turbulence when the fluid crosses it. 

Conversely, in the controlled STRUCT approach the distinction between URANS and hybrid zones 
is defined based on local flow parameters, so it is fully Galilean invariant, without depending on any 
parameters in the Eulerian framework. Activation regions move with the flow and follow regions of 
large deformation. Such a movement reduces the mass flux across the interface compared to ELES. 
This large deformation has shown to generate resolved structures without any identified need for the 
injection of artificial turbulence. 
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9 Conclusions 

9.1 Summary 

Hybrid turbulence models have been proposed starting in the mid-1990s and combine features of 
URANS and LES aiming at providing an enhanced flow description and accuracy, at a reduced 
computational cost. The literature presents numerous examples of successful applications of hybrid 
models to selected test cases. However, significant weaknesses restrict their reliability for predictive 
simulations resulting in limited practical use, notably poor grid consistency and robustness. 

The present work has evaluated the objectives and strengths of industrially relevant models and has 
developed a novel hybrid strategy to address a selected set of limitations. The goal of the new 
strategy is to preserve the robustness of URANS while adding controlled turbulence resolution in 
conditions of poor URANS applicability. Given the industrial interest, this work has mainly focused 
on robust two-equation models such as those based on the k-ε equations. 

The newly proposed hybrid formulation introduces an activation condition based on a comparison 
between working variables representing scales associated with resolved and modeled turbulence. 
The parameter identified for describing resolved turbulence is the square root of the absolute value 
of the second invariant of the resolved velocity gradient tensor. This choice allows the hybrid 
behavior to be activated in regions without significant scale separation or with rapid distortion while 
leveraging the robust URANS equations in simple shear regions. The second invariant of the velocity 
gradient tensor has been used for decades in topology studies to identify coherent structures. The 
new approach is named STRUCT to indicate this parallel function of the parameter used. 

The baseline URANS closure chosen to implement the STRUCT approach is the k-ε NLEVM by 
Baglietto and Ninokata (2006). As a first step, a controlled model version has been tested, which 
uses case-dependent parameters chosen a posteriori and constant in the whole flow region. Two 
closure parameters are needed, one of which derives from previous URANS results while the other 
one is optimized to assess the maximum resolution level achievable by the new approach. 

Results have been compared with experimental data on a variety of representative flow cases running 
on URANS-like coarse grids. The analysis of those results has demonstrated beneficial features of 
STRUCT compared to the baseline URANS approach alone. Those features were measured as an 
increase in agreement of first and second central moments of velocity with experimental data.  

The controlled applications of STRUCT have confirmed that the local resolution of turbulence 
provides a consistent and measurable increase in prediction accuracy. In particular, and uniquely to 
this approach, the results show that the improvement is obtained at all grid resolutions, and very 
importantly increasing prediction quality with grid refinement, which was not achievable with 
previous hybrid formulations. Moreover, controlled STRUCT results demonstrated no significant 
sensitivity to the grid cell geometry, as assessed switching from trimmed to polyhedral cells. 

Those preliminary tests of the controlled approach have shown that STRUCT provides at least the 
same accuracy as a NLEVM URANS, as guaranteed mathematically by URANS-like parameters, 
and at most a significantly closer agreement with the experiment on the same coarse grid. 

Two fully closed self-adaptive formulations have been proposed to extend the applicability of the 
proposed approach. The key aspect here is the need to obtain representative averaged values for the 
working variable describing modeled scales, using single-point operations. The two formulations 
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leverage two different conceptual approaches, one based on a Taylor series expansion, STRUCT-L, 
and the other one based on a convective-diffusive Lagrangian differential operator, STRUCT-T.  
Both of those approaches have been implemented and assessed on the same set of test cases, 
identifying key strengths and limitations. 

The STRUCT-L approach has provided similar results as the controlled model on the cases tested. 
However, the model only assigns the criterion for hybrid activation based on local flow conditions, 
while the TKE ratio needed for hybridization is set as constant before the simulation. This leads to 
the downside that further optimization is possible by assigning optimal values for the TKE ratio. 

The STRUCT-T approach addresses this issue by proposing an automatic closure for both 
conditions. This approach is made possible by the use of a smooth Lagrangian averaging relying 
only on local operations. Collaborative work has investigated the conservation properties of this 
Lagrangian operator, as shown in Appendix A.2. Results on the three flow cases tested have obtained 
close agreement with the experiment similarly to STRUCT-L and controlled STRUCT results. 

Overall, the two complete STRUCT formulations have proven to provide accurate results on coarse 
grids similarly to those used for URANS and controlled STRUCT tests. The cost increase related to 
the use of STRUCT has been assessed to be approximately 10% in comparison to the baseline 
URANS implementation. This means that STRUCT simulations have a cost typically 50 times to 
several orders of magnitude lower than LES. 

The main limitations of the STRUCT approach are the lack of LES retrieval on suitable refined grids 
and the need for extensive testing typical of a newly developed model. 

The work has further provided useful learning on the applicability of NLEVMs. Their performance 
on unsteady flow applications have reached complete maturity, and their use is always preferable to 
two-equation linear URANS. The proposed hybrid approach and similar ideas that might be 
developed in the future promise to become the next step in this progression, offering a potential 
replacement for NLEVMs and URANS. The new approach proved to be ready for further 
development and testing on industrial cases. Initial assessments in this sense deriving from 
collaborative work are available in Appendix B. 

9.2 Main contributions 

Critique of selected hybrid turbulence models 

The present work has analyzed hybrid turbulence models of industrial relevance determining 
significant weaknesses that should be addressed for improvement. Among the drawbacks identified 
are the poor grid consistency and the large sensitivity to variations in simulation conditions. 
Examples from the literature have been analyzed showing cases of hybrid models predicting 
unphysical behavior with errors much higher than those from two-equation URANS simulations. 
This investigation has determined the need for a hybrid formulation preserving the significant 
robustness of industrial two-equation URANS models. 

Identification of a parameter describing hybrid activation regions 

A formulation was developed for identifying regions of desired hybrid activation by recognizing the 
consistency between regions of low URANS applicability and flow regions often identified as 
representative of coherent flow structures. This key aspect of the work shows how the 
intuition-driven approach of resolving coherent flow and the analysis-driven approach of introducing 
hybrid activations where URANS assumptions are violated lead to the same strategy. The 
formulation developed is based on the second invariant of the resolved velocity gradient tensor. Such 
a parameter has many desirable properties for hybrid modeling, including the capability to identify 
scale separation, rapid deformation, and simple shear flow. 
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Formulation and testing of the new STRUCT approach 

A new approach for hybrid turbulence modeling was developed based on a comparison between two 
working variables, associated with resolved and modeled turbulent scales. The new STRUCT 
approach leverages the robustness of URANS in most of the domain and enables hybrid activation 
in regions of poor URANS applicability. A controlled version of the STRUCT approach using fixed 
parameters determined before the simulation has been implemented and assessed in relevant flow 
cases to verify the limiting performance of the new approach. Results have shown a level of accuracy 
equal or superior to the baseline NLEVM URANS on coarse URANS-like grids. Grid consistency 
has been confirmed in all flows tested. 

Introduction and testing of a complete STRUCT approach based on Taylor series expansion 

Closure for the new hybrid approach has been developed by identifying a suitable averaging 
operation as required by the basic STRUCT definition. An approximation of volume averaging based 
only on local operations is performed using a truncated Taylor series expansion. This method 
identifies automatically regions of hybrid activation where a constant reduction of turbulent kinetic 
energy is assigned. The method has been implemented in the same flow cases as for the controlled 
STRUCT, achieving similar increase in accuracy and flow description over the baseline URANS. 

Introduction and testing of a complete STRUCT approach based on Lagrangian averaging 

A convective-diffusive Lagrangian averaging operation has been identified and analyzed in its 
relevant properties, determining its applicability as the averaging operation required for a complete 
STRUCT closure. This averaging method relies only on local operations and computes a smooth 
averaged field. The complete model uses such a smooth field to identify automatically not only 
regions of hybrid activation, but also the local reduction of turbulent kinetic energy. Results obtained 
by testing this model demonstrated its capability to provide similar benefit over the baseline URANS 
as for the controlled STRUCT while being a complete model and overcoming the STRUCT-L 
approach’s downside of requiring a constant reduction parameter. 

9.3 Perspectives 

We can now peer a few decades into the past and look at an observation based on T-shirt slogans 
made in 1995 by Spalding (Artemov et al., 2009): 

Table XII    Slogans on CFD development, from Artemov et al. (2009) 

 

The slogans shown above give us a sense of the rapid evolution of CFD over four decades. It is not 
surprising to notice that Spalding predicted correctly what was going to happen. Indeed, today cloud-
based CFD services are readily available (e.g. ESI, 2016). Extending Spalding’s reasoning, we might 
wonder about what accomplishments are expected in the next decades in single-phase turbulence 
simulation. Areas of further improvement will likely concern turbulence modeling, which is usually 
the largest cause of modeling error due to the rapid advances in solvers that reduce numerical error. 



162 
  

Indeed, current turbulence models have failed to achieve a physical universality that could make a 
single model optimally applicable to any flow condition. CFD analysts working in engineering 
applications are required to select the model to use based on a tradeoff and to run significant tests to 
validate the chosen setup. Hybrid models represent a promising option for removing this tradeoff 
and achieving an optimal strategy. 

We can foresee that very likely in the near future hybrid models, which are currently not widely 
adopted in industry, will become a primary tool. It is not uncommon that methods formerly 
considered limited to academic study become widely used in the industry over the necessary 
development time. For example, it is interesting to read a comment written in a 1976 review by W.C. 
Reynolds (1976): 

“Zero-equation models are common practice in the more sophisticated engineering industries, and 
one-equation models find use there on occasion. Two-equation models, currently popular among 
academics, have not been used extensively for engineering applications; probably because one can 
do as well if not better in most problems with simpler methods.” 

Evidence in industrial simulations has proved that this prediction was inaccurate. Indeed, models 
that were popular among academics at that time have found wide application in industry later on. 

Another open question is: will we need turbulence closures in the future? Extrapolating the growth 
in computational power based on Moore’s law, a point will be reached in which LES, or even DNS, 
might become a practically feasible option. Based on an extrapolation, this turning point has been 
estimated around 2080 (Spalart, 2015). Counter-arguments to the idea that turbulence models will 
become obsolete support the supposition that Moore’s law has been recently slowing down, and it 
may reach an asymptotic limit. Moreover, the use of faster processor power would still require 
advances in memory storage and data transfer technology to achieve an effective potential.  

The preference for a specific CFD turbulence model in the industry depends not only on its 
formulation but also on the experience accumulated in its use over time. Experience allows us to 
identify strengths and limitations of models and to define usage guidelines regarding numerical 
schemes, mesh construction, convergence strategies, and boundary conditions. Turbulence modeling 
is a necessary link in the simulation chain, but not the only one. 

Hybrid models so far have only been able to support a very limited class of applications.  More 
robust and accurate hybrid models would allow us to extend the capabilities of industrial CFD to 
more complex applications. 

This rationale has motivated the present work, whose findings have offered a potential avenue for 
robust hybrid modeling. Indeed, the STRUCT approach has demonstrated significant novel features. 
Its low sensitivity to mesh size and cell geometry is appropriate for industrial applications and 
defines the approach’s robustness. 

The future of turbulence modeling may rely strongly on hybrid methods, given their important goals 
and promising preliminary results. Those models, together with advances in computational tools, 
could provide significant benefit in future simulations of large and complex energy systems. 
However, this path requires two conditions to occur: 

‐ Robust models suitable for the industrial needs need to be identified  

‐ Significant testing and experience need to be accumulated on those models 

The STRUCT approach could be developed further, aiming at satisfying the first criterion. The 
second criterion is not less important than the first one for a model’s success. Engineers prefer a 
model that they know, its strengths and weaknesses, to a more promising model whose robustness 
is not verified extensively.  
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9.4 Future work 

This section proposes areas of study that would be appropriate for future research. 

‐ The baseline URANS closure could be modified or extended benefiting from the general 
applicability of the model. In particular, the choice of the baseline URANS could be 
optimized based on the industrial application analyzed. 

‐ The STRUCT approach could be extended so that LES behavior be retrieved in the limit of 
a fine-enough and suitable computational grid. Convergence to LES could offer advantages 
in specific applications, such as combustion, in which it is often important to resolve fine 
turbulence scales. 

‐ The near-wall asymptotic behavior of STRUCT could be analyzed for low-Re applications. 
URANS k-ε models typically use damping functions for achieving consistent performance 
when integrated all the way to the wall. The consistent behavior of STRUCT implemented 
on a baseline URANS model could be verified, and solutions could be proposed to ensure 
the desired performance, similarly to the PANS study by Ma and co-workers (2011). 

‐ Strategies for the complete STRUCT approach could be investigated by using machine 
learning techniques together with available flow data. Those techniques could be utilized 
either to derive new complete formulations or to enhance the performance of the STRUCT-
L or STRUCT-T ones through calibration. Interesting, relevant work has been performed 
on RANS closures (Duraisamy et al., 2015; Tracey et al., 2015). 

‐ Coupling techniques could be implemented to provide a rigorous mathematical treatment 
of the boundary between regions with a different TKE ratio. Coupling methods for zonal 
hybrid models are reviewed by Sagaut, Deck, and Terracol (2013). In particular, appropriate 
synthetic eddy methods could be developed to inject fluctuations in flows moving from 
higher to lower fraction of modeled TKE. This approach is simpler to implement at inlet 
boundaries or pre-defined interfaces, as commonly done in ELES. It is more complex to 
inject resolved turbulence when the degree of resolution varies locally, as in STRUCT. 
Many successful hybrid models (e.g. DES, SAS) do not prescribe such a treatment, and 
STRUCT has demonstrated not to necessarily need it. Nevertheless, the introduction of 
these consistent methods would allow assessing the validity of the assumption that the high 
flow deformation is sufficient to enable the needed resolved instabilities. 

‐ The STRUCT approach offers a particularly valuable approach to finding regions of 
significant flow deformation. This approach could naturally couple to the concept of local 
grid refinement and/or coarsening. The local character of the STRUCT activation criterion 
could be used to guide the grid adaptation. Such a technique could provide significant gains 
in efficiency, by concentrating the focus on the regions of higher deformation not only 
through the turbulence model, as in STRUCT, but also by optimizing computational grid 
requirements. 

‐ The STRUCT approach was developed for high-Re turbulence analysis. Future work could 
relax this assumption extending the model to lower Reynolds number domains. This 
analysis could benefit studies of mixed and natural convection in which resolution of 
turbulent structures might offer significant advantages. This analysis was not included in 
this work, as it will require a very large and rigorous body of tests. 
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Appendix A: Additional discussions on equations 

This appendix provides discussions on equations not covered in the text for the sake of brevity. 

A.1  Link between ܫܫഥ  and Poisson’s equation for pressure 

Many properties of parameter ܫܫഥ  relevant to this work have been presented in Section 4.3. Here, 
another property is shown, related to the pressure field. 

Let us take the divergence of the instantaneous momentum equation. The viscous term vanishes 
while the resulting equation becomes the following: 

 સ ∙ ሺ࢛ ∙ સ࢛ሻ ൌ െ
1
ߩ
સ૛݌ (A.1) 

Re-arranging (Lesieur and Mankbadi, 1988): 

 
1
ߩ2

સ૛݌ ൌ  (A.2) ܫܫ

The second invariant is therefore related to pressure through a Poisson’s equation. Taking inspiration 
from the work by Marmanis (1998), we can make an analogy between this equation and the equation 
of electrostatics. Pressure corresponds to a potential, like voltage, and the second invariant 
corresponds to a charge, like an electric charge. Interesting analysis of turbulence modeling using 
potentials and the lamb vector was made by Perot (1999). 

An operation similar to that for (A.2) applied to the resolved momentum equation in (2.8) yields: 
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This equation is similar to (A.2), except that a term containing the residual stress tensor appears in 
the LHS in addition to the resolved pressure term. High absolute values of ܫܫഥ , needed to define ୰݂, 
are expected to appear in regions of strong deformation. Those are regions with strong absolute 
values of either the resolved pressure “potential”, or the contribution of residual stresses, except if 
those two terms cancel out. 

A.2  Properties of the differential operator used in STRUCT‐T 

Properties of the operator used in STRUCT-T, shown in (8.5), have been investigated by Ducru, 
Lenci, Abi Akl, and Baglietto (2016). In particular, the mathematical contribution by the two 
colleagues at MIT Pablo Ducru and Rami Abi Akl has been significant in this investigation. The 
following sub-section show pages extracted from a manuscript in preparation for journal submission. 
Permission to show these contents here has been granted by the co-authors of the manuscript. 
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A.2.1  Definition of the diffusive Lagrangian average 

The method presented here generalizes an equation that has been discussed by Germano (2000) as a 
potential technique for LES filtering. The goal here is to analyze this equation and investigate its 
properties that could be useful for addressing CFD challenges. 

The equation analyzed here proposes to obtain a field 〈݂〉, representing an average in both time and 
space along the characteristics, by solving for a damped convective-diffusive transport problem 
driven by a source ݂, which is the exact field. 

The average 〈݂〉 is defined as the solution to the following Vlasov-Poisson-Fokker-Planck problem: 

 
߲〈݂〉

ݐ߲
൅ ࢛ ∙ સ〈݂〉 ൌ સ ⋅ સܦ〈݂〉 ൅

1
ܶ
ሺ݂ െ 〈݂〉ሻ (A.4) 

where ܦ and ܶ are respectively the fields of diffusion coefficients and of characteristic time-scale of 
the dampening of the system for the mean field 〈݂〉. Let us note that for a given choice of initial and 
boundary conditions – which will be further discussed hereafter – the Cauchy-Lipschitz theorem 
ensures existence and uniqueness of the diffusive transport average.  

With this definition for the average field 〈݂〉, it is unnecessary to solve for the entire field ݂ and then 
perform a weighting operation with a weight function ݃ in order to solve for the average field. One 
only needs to solve directly for the convective-diffusive transport of the mean field, which presents 
major advantages when it comes to Computational Fluid Dynamics (CFD) since it enables the use 
of local transport solving techniques. The use of local operations requires significantly reduced 
computational power compared to explicit averaging. 

A.2.2  Properties of the diffusive Lagrangian average 

The following sub-sections present significant properties of the averaging operation in A.4. 

Linearity 

∀  ሺ ଵ݂, ଶ݂ሻ scalar fields, and ߣ ∈ ԧ: 

ߣ〉  ଵ݂ ൅ ଶ݂〉 ൌ 〉ߣ ଵ݂〉 ൅ 〈 ଶ݂〉 (A.5) 

This stems naturally from the linearity of eq. A.4. 

Commutativity with differential operations 

From Schwarz’s theorem, and given ݂  regularity conditions, differential operators commute with the 
diffusive transport averaging operator:  

 
߲
௜ݔ߲

〈݂〉 ൌ 〈
߲݂
௜ݔ߲

〉 , ௜ݔ ∈ ሺݐ, ,ݔ ,ݕ  ሻ (A.6)ݖ

Non‐projection operator 

It is important to notice that the diffusive transport averaging operation is not a projector. Thus, the 
average of the difference to the value is not zero:  

 〈݂ െ 〈݂〉〉 ് 0࣠ (A.7) 
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Conservation of averaged quantity ݂ 
BALANCE EQUATIONS 

For notation purposes, let ܿ ൌ 〈݂〉. The use of the Green-Ostrodragski theorem yields the following 
balance equations between volumetric and surface quantities: 

ݐ∀  ∈ Թ ,	 	
d
dݐ
න ܿ
ஐ
െන ൬

݂ െ ܿ
ܶ

െ ܿસ ⋅ ൰࢛
ஐ

ൌ න ሺܦસܿ ⋅ ࢔ െ ࢛ܿ ⋅ ሻ࢔
డஐ

 (A.8) 

thus yielding the time-integrated:  

 ቈනܿ
ஐ
቉
்౟౤.

்౛౤ౚ

െ න න ൬
݂ െ ܿ
ܶ

െ ܿસ ⋅ ൰࢛
ஐ

்౛౤ౚ

்౟౤.

ൌ න න ሺܦસܿ ⋅ ࢔ െ ࢛ܿ ⋅ ሻ࢔
డஐ

்౛౤ౚ

்౟౤.

 (A.9) 

IMPASSABLE BOUNDARY CONDITIONS AND DYNAMIC HYSTERESIS CONSERVATION  

In the general case, ߗ is an arbitrary control volume. However, the case of most interest is when this 
volume represents the frontier of a physical domain, which neither the fluid nor the scalar can cross. 
This entails imposing the following boundary conditions:  

࢜  ⋅ ࢔ ൌ 0
સܿ ⋅ ࢔ ൌ 0

 (A.10) 

Moreover, if the common assumption of incompressible flow is made: સ ⋅ ࢛ ൌ 0, then the balance 
equation can be written as: 

 
d
dݐ
|ܿ|୐భ ൅ ቚ

ܿ
ܶ
ቚ
୐భ

ൌ ฬ
݂
ܶ
ฬ
୐భ

 (A.11) 

with  

ݐ∀  ∈ Թ , |݂|୐భ: ݐ ↦ න |݂ሺݐ, |ሻ࢞
ஐ

d࢞ (A.12) 

This denotes a hysteresis phenomenon of dynamic conservation where the integral quantities are not 
instantaneously conserved, but will converge to such a conservation property on a timescale of ܶ.  

More specifically, if ܶ is a homogeneous field (constant in space), then this dynamic hysteresis 
conservation solves to:  

ݐ∀  ∈ Թ ,	 	 |ܿ|୐భሺݐሻ ൌ |ܿ|୐భሺ0ሻe
׬ି

భ
೅
೟
బ ൅ න |݂|୐భሺݓሻ

׬ି݁
భ
೅

೟
ೢ

ܶሺݓሻ
dݓ

௧

଴
 (A.13) 

if ܶ is now also assumed constant in time, and if the scalar ݂ is such as its mean over the volume is 
also invariant in time (i.e. ∀ݐ, |݂|୐భሺݐሻ ൌ |݂|୐భሺ0ሻ ൌ |݂|୐భ

଴ ), then this dynamic conservation yields: 

ݐ∀  ∈ Թ ,	 	 |ܿ|୐భሺݐሻ ൌ |ܿ|୐భሺ0ሻe
׬ି

భ
೅
೟
బ ൅ |݂|୐భ

଴ ቂ1 െ eି
೟
೅ቃ (A.14) 

From this hysteresis dynamic conservation equation, it can be seen that the mean of the diffusive 
transport average ܿ converges towards the mean of the scalar field ݂ from which it is drawn: 

 lim
௧→ஶ

|ܿ|୐భ ሺݐሻ ൌ |݂|୐భ
଴  (A.15) 

with a rate of convergence of ܶ, i.e. for ݐ ≫ ܶ. 

 

 



179 
 

Another way of looking at this simple example is to look at the relative difference of the means 
integrated over time: 

 න
|݂|୐భ

଴ െ |ܿ|୐భሺݐሻ

|݂|୐భ
଴

்౛౤ౚ

்౟౤.

dݐ ൌ ܶ ൤eି
೅౟౤.
೅ െ eି

೅౛౤ౚ
೅ ൨ (A.16) 

This means that the smaller the latency time ܶ, the smaller the relative difference integrated among 
time. Also, for ୧ܶ୬. ≳ ܶ, this relative difference becomes close to zero, from which one can assume 
conservation of the mean to be achieved.  

Let it be noticed that if the initial condition ܿ ൌ ݂ is chosen, then the mean is always conserved: 
ݐ∀ ∈ Թ, |ܿ|୐భሺݐሻ 	ൌ 	 |݂|୐భሺ0ሻ. This hints towards numerical acceleration conditions. This initial 
condition is used in the present thesis work.  

MIMICKING THE SCALAR BOUNDARY CONDITIONS FOR A TRANSPORTED SCALAR ݂  

All the above work has been done without taking into account the particularities of the transported 
scalar field ݂ . However, the specific choice of mimicking the scalar boundary conditions enables the 
diffusive transport sfumato average to draw more properties from ݂. Let the mimicking boundary 
conditions be: 

 
ܿ|డஐ ൌ ݂|డஐ
ܿ|డஐ ൌ ݂|డஐ

 (A.17) 

Those boundary conditions are used in the present thesis work. The instantaneous balance equation 
thus becomes: 

ݐ∀  ∈ Թ ,	 	
d
dݐ
න ܿ
ஐ
െ න

݂ െ ܿ
ܶ

െ ܿસ ⋅ ࢜
ஐ

ൌ න ܦ
డஐ

સ݂ ⋅ ࢔ െ ࢛݂ ⋅  (A.18) ࢔

Let us now assume that ݂ itself is being transported through an advecto-diffusive equation, with the 
same diffusion coefficient ܦ, but without dampening: 

 
D݂
Dݐ

ൌ
݂
ݐ
൅ ࢛ ∙ સ݂ ൌ ࣦሾ݂ሿ ൌ સܦસ݂ (A.19) 

Applying Green’s theorem, still with the incompressibility condition સ ⋅ ࢛ ൌ 0, then yields the 
following conservation relation: 

 
d
dݐ
|ܿ|୐భ ൅ ቚ

ܿ
ܶ
ቚ
୐భ

ൌ
d
dݐ
|݂|୐భ ൅ ฬ

݂
ܶ
ฬ
୐భ

 (A.20) 

For a homogeneous ܶ  and an initial condition |ܿ|୐భሺ0ሻ ൌ |݂|୐భሺ0ሻ, this equation entails conservation 
of the mean at all points in time, that is instantaneous average conservation property: 

ݐ∀  ∈ Թ , |ܿ|୐భሺݐሻ ൌ |݂|୐భሺݐሻ (A.21) 

In other words, the diffusive transport average can conserve the mean at all points in time for a 
source scalar ݂ being purely transported and diffused, if the boundary conditions are chosen to be 
the mimicking ones and the initial mean is conserved, regardless of the distribution within the (here 
arbitrary) control volume.   

Equivalence with averaging by means of a weighting function 

Let us first re-cast the convective-diffusive transport problem to which 〈݂〉 is the solution as follows:  

 ࣮ሾ〈݂〉ሿ ൌ ݂ (A.22) 
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where the ࣮ operator is defined as:  

 ࣮: ቐ
࣠ሾԹ ൈ Թௗ,Թሿ → ࣠ሾԹ ൈ Թௗ,Թሿ

ܿ ↦ ܶ
Dܿ
Dݐ

െ ܶસ ⋅ સܿܦ ൅ ܿ
 (A.23) 

The diffusive transport averaging is the result of inverting operator ࣮ into ࣛ with ࣮ ∘ ࣛ ൌ 1, i.e.  

 〈݂〉 ൌ ࣛሾ݂ሿ (A.24) 

In order to solve for the equation ࣮ሾܿሿ ൌ ݂, we can resort to the Green’s functions method.  

Let ሺݐ′, ሻ࢙ ∈ Թ ൈ Թௗ be given, and ܩሺݐ, ,࢞ ,′ݐ   :ሻ be the Green function, defined as the solution of࢙

 ࣮ሾܩሿሺݐ, ,࢞ ,′ݐ ሻ࢙ ൌ ݐሺߜ െ ,′ݐ ࢞ െ  ሻ (A.25)࢙

where ߜ is the Dirac distribution, which is the neutral element for the convolution product bilinear 
operation, defined as:  

 ݂ ∗ ݃: ൜࣠
ሾԹ ൈ Թௗ,Թሿଶ → ࣠ሾԹ ൈ Թௗ,Թሿ

ሺ݂, ݃ሻ ↦ ݂ ∗ ݃
 (A.26) 

with 

 ∀ሺݐ, ሻ࢞ ∈ Թ ൈ Թௗ, ݂ ∗ ݃ሺݐ, ሻ࢞ ൌ න න ݂
ᇲ∈Թ೏௧ᇲ∈Թ࢞

ሺݐ′, ݐሻ݃ሺ࢙ െ ,′ݐ ࢞ െ  (A.27) ′ݐd࢙ሻd࢙

When solving for ࣮ሾܿሿ ൌ ݂, we can use the neutrality of ߜ with respect to the convolution product 
to write:  

 ࣮ሾܿሿ ൌ ݂ ൌ ݂ ∗ ߜ ൌ න ݂
ԹൈԹ೏

ሺݐ′, ,ݐሿሺܩሻ࣮ሾ࢙ ,࢞ ,′ݐ  (A.28) ′ݐd࢙ሻd࢙

assuming that the operator ࣮ commutes with the integral operation on Թ ൈ Թௗ, then:  

 ࣮ሾܿሿ ൌ ࣮ ቈන ݂
ԹൈԹ೏

ሺݐ′, ,ݐሺܩሻ࢙ ,࢞ ,′ݐ  ቉ (A.29)′ݐd࢙ሻd࢙

and  

 ܿ ൌ න ݂
ԹൈԹ೏

ሺݐ′, ,ݐሺܩሻ࢙ ,࢞ ,′ݐ  (A.30) ′ݐd࢙ሻd࢙

is a solution of the problem ࣮ሾܿሿ ൌ ݂. It is noteworthy that this solution can be interpreted as an 
average where ݂ is weighted by the Green function ܩ.  

Let us now analyze a heuristic case to illustrate what the Green function physically represents, 
showing this method to be an appropriate way of defining a local space-time average for our system.  

A heuristic, analytically solvable case 

Of particular interest is the case where the operator ࣮  is invariant by translation (in Թ ൈ Թௗ), because 
in such a case, the Green function also becomes invariant by translation,  

,ݐሺܩ  ,࢞ ,′ݐ ሻ࢙ ൌ ݐሺܩ െ ,′ݐ ࢞ െ  ሻ (A.31)࢙

in which case a solution ݑ to the problem ࣮ሾܿሿ ൌ ݂ is given by the convolution product:  

 ܿ ൌ ݂ ⋆  (A.32) ܩ
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In our case, the property of invariance by translation of ࣮ implies that ܦ ,࢛ and ܶ are now constant 
fields in space and time. In this particularly simplified case, the Green function has a well-known 
analytical expression, derived in Section A.2.3:  

,ݐሺെܩ  ሻ࢞ ൌ
݁ି

೟
೅

ܶ
࣢ሺݐሻ

1

ݐܦߨ4√
ௗ e

ି
ሺ࢞ష࢜೟ሻమ

రವ೟  (A.33) 

This form has strong physical meaning: it is the transported heat kernel, which originates at the 
source before transport, multiplied by the decaying term of absorption. Thus, if we set 〈݂〉 ൌ ܿ, then 
〈݂〉 ൌ ݂ ⋆   .indeed represents the average of ݂ with the dampened advecto-diffusive kernel ܩ

It is also noteworthy to mention that in the case of a convolution averaging, Guido Fubini’s theorem 
yields:  

 ∥ ݃ ∗ ݂ ∥୐భൌ∥ ݃ ∥୐భ⋅∥ ݂ ∥୐భ (A.34) 

From which, as long as ∥ ݃ ∥୐భൌ 1, the total quantity is conserved. In our simple heuristic analytical 
case, this property is verified.  

Limit cases in the heuristic example 

Let us examine the case of ݀ ൌ 1, and define ܮ஽ ൌ ܶଶܦ and ࢛ܮ ൌ   .࢛ܶ

Then the following identities exist with the Dirac distribution, for ܽ → 0:  

 
ሻݔ௔ሺߜ ൌ

1
ܽ
eି

ೣ
ೌ࣢ሺݐሻ

ሻݔ௔ሺߜ ൌ
1

ߨ√ܽ
eିቀ

ೣ
ೌቁ

మ (A.35) 

In our heuristic case for ݀ ൌ 1, the Green function can be expressed:  

,ݐሺെܩ  ሻ࢞ ൌ
1
ܶ
eି

೟
೅࣢ ൬

ݐ
ܶ
൰

1

஽ටቀܮ2
௧

்
ቁ√ߨ

e
ିቌ

ቀ࢛షಽ࢞
೟
೅ቁ

మಽವටቀ
೟
೅ቁ
ቍ

 (A.36) 

The analysis of this expression exhibits the limiting cases for our averaging:   

CASE: ܮ஽ටቀ
௧

்
ቁ → 0:  

,ݐሺെܩ  ሻ࢞ ൌ
1
ܶ
eି

೟
೅࣢ ൬

ݐ
ܶ
൰ ߜ ቆ࢞ െ ࢛ܮ ൬

ݐ
ܶ
൰ቇ (A.37) 

Which is exactly the time averaging along the characteristic, as shown in (8.3).  

CASE: ܶ → 0, with ܦ ൌ
௅ವ
మ

்
∈ Թ and ࢛ ൌ

௅࢛
்
∈ Թௗ.  

,ݐሺെܩ  ሻ࢞ ൌ ሻݐሺ்ߜ
1

ݐܦߨ4√
eି

ሺ࢞ష࢛೟ሻమ

రವ೟  (A.38) 

Here, we recognize the diffusion kernel with a transported source, times a Dirac distribution. In other 
terms, in this limiting case, the problem is purely convective-diffusive, with no absorption (i.e. 
damping).  

In the further assumption that ܮ஽ ≪  .this becomes the simple diffusion kernel, with no advection ,࢛ܮ
That case can be seen as a form of space averaging corresponding to a spatial diffusion solution.  
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A.2.3  Derivation of Eq. (A.33) by Fourier transform 

In order to find the weighting function ݃ for the specific case analysed in the Green’s function 
approach, we will use a Fourier transform approach.  

Let us use the frequency convention for the Fourier transform: 

 መ݂ሺߥ, ሻ࢑ ൌ න න ݂
Թ೏Թ

ሺݐ,  (A.39) ݐd࢞ሻd࢑∙࢞ሻ݁ି୧ଶగሺఔ௧ା࢞

for which the inverse is:  

 ݂ሺݐ, ሻ࢞ ൌ ࣮࣠ሺିଵሻൣ መ݂ሺߥ, ሻ൧࢑ ൌ න න መ݂
Թ೏Թ

ሺߥ,  (A.40) ࢑dߥሻd࢑∙࢞ሻ݁୧ଶగሺఔ௧ା࢑

and which abides by the two following important properties: 

 ݂ሺ௡ሻ෢ ൌ ൫i2ߨሺߥ ൅ ࢑ ∙ሻ൯
௡ መ݂ (A.41) 

and 

 ݂ ∗෣݃ ൌ መ݂ ⋅ ො݃ (A.42) 

If we now assume that ܶ is a constant parameter in both time and space, when shifting to Fourier 
space and using both the convolution and derivation property of the Fourier transform, this yields: 

 i2ߥߨ መ݂ ⋅ ො݃ ൅ ൫࢛ෝ ∗ i2࢑ߨ ∙ መ݂൯ ⋅ ො݃ ൌ ൫ܦ෡ ∗ ሺi2࢑ߨሻଶ መ݂൯ ⋅ ො݃ ൅
1
ܶ
൫ መ݂ െ መ݂ ⋅ ො݃൯ (A.43) 

i.e.  

 ො݃ ൌ
1

1 ൅ ܶߥߨ2݅ ൅
൫࢛ෝ∗௜ଶగ்࢑∙௙መ൯

௙መ
൅

൫்஽෡⋆ሺଶగ࢑ሻమ௙መ൯

௙መ

 (A.44) 

Let us now consider the case of constant diffusion coefficient ܦ and velocity ࢛ fields, in both time 
and space. This entails that ܦ෡ ൌ ෝ࢛ and ߜܦ ൌ  is the space-time Dirac distribution, which ߜ where ,ߜ࢛
is the neutral element of the convolution operation.  

In this case, the equation in Fourier space becomes: 

 ො݃ሺߥ, ሻ࢑ ൌ
1

1 ൅ ߥሺܶߨ2݅ ൅ ࢑ ∙ ሻ࢛ ൅ ሻଶ࢑ሺ2ܦܶ
 (A.45) 

So as to find the expression of the weighting function ݃ , we now need to solve for the inverse Fourier 
transform: 

 ݃ሺݐ, ሻ࢞ ൌ න න ො݃
Թ೏Թ

ሺߥ,  (A.46) ߥd࢑ሻd࢑∙࢞ሻ݁୧ଶగሺఔ௧ା࢑

Let us solve for ݃. Fubini’s theorem enables us to write: 

 ݃ሺݐ, ሻ࢞ ൌ න d
Թ೏

ሻ࢑∙࢞୧ଶగሺ݁࢑ න
݁௜ଶగఔ௧

1 ൅ ߥሺܶߨ2݅ ൅ ࢑ ∙ ሻ࢛ ൅ ሻଶԹ࢑ߨሺ2ܦܶ
dߥ (A.47) 

which we write: 

 ݃ሺݐ, ሻ࢞ ൌ න ݁୧ଶగሺ࢑∙࢞ሻ
Թ೏

,ݐሺܣ  (A.48) ࢑ሻd࢑
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with: 

,ݐሺܣ  ሻ࢑ ൌ
1
ܶ
න

݁௜ଶగఔ௧

ܽሺ࢑ሻ ൅ Թߥߨ2݅
dߥ (A.49) 

Where 

 ܽሺ࢑ሻ ൌ
1
ܶ
൅ i2ߨሺ࢑ ∙ ሻ࢛ ൅  ሻଶ (A.50)࢑ߨሺ2ܦ

,ݐሺܣ  :ሻ represents a known Fourier transform࢑

,ݐሺܣ  ሻ࢑ ൌ
1
ܶ
e௔ሺ࢑ሻ௧࣢ሺെݐሻ (A.51) 

From which we can further integrate 

 ݃ሺݐ, ሻ࢞ ൌ න ݁୧ଶగሺ࢑∙࢞ሻ
Թ೏

1
ܶ
e௔ሺ࢑ሻ௧࣢ሺെݐሻd࢑ (A.52) 

By replacing ܽሺ࢑ሻ in the latter expression and defining ࣈ ൌ െሺ࢞ ൅  :ሻ one findsݐ࢛

 ݃ሺݐ, ሻ࢞ ൌ
݁
೟
೅

ܶ
࣢ሺെݐሻܤሺࣈሻ (A.53) 

Where 

ሻࣈሺܤ  ൌ න eି஽ሺଶగ࢑ሻ
మሺି௧ሻ

Թ೏
eି୧ଶగࣈ∙࢑d࢑ (A.54) 

We notice that 

ሻࣈሺܤ  ൌ ࣮࣠ൣeିఈ࢑
మ
൧ ൌ ට

ߨ
ߙ

ௗ

eି
ሺࣈ࣊ሻమ

ഀ  (A.55) 

with  

ߙ  ൌ  ሻ (A.56)ݐሺെܦଶߨ4

i.e. 

ሻࣈሺܤ  ൌ
1

ඥ4ܦߨሺെݐሻ
ௗ e

ି
మࣈ

రವሺష೟ሻ (A.57) 

from which stems the final form: 

 ݃ሺݐ, ሻ࢞ ൌ
݁ି

ሺష೟ሻ
೅

ܶ
࣢ሺെݐሻ

1

ඥ4ܦߨሺെݐሻ
ௗ e

ି
ሺ࢞ష࢛ሺష೟ሻሻమ

రವሺష೟ሻ  (A.58) 

Let us note that this form is the exact Green function found above. Indeed, in the assumptions here 
used, the Green function yields a convolution product since the operator ࣮  is invariant by translation. 

A.3  Tests of the STRUCT‐T averaging operation in simple configurations 

This section applies the differential operation in (8.5), used in the STRUCT-T approach, to 
demonstrate that, in a numerical solution, the field to be averaged is conserved by the averaging 
operation when using low time scales. The applications are made in a 2D rectangular domain with 
2.5 m width and 1 m height and a constant velocity from left to right of 1 m/s.  
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In the first set of applications, the transported field ݂ to be averaged has the shape of a cosine wave, 
as shown in Figure A.1 below. Three tests are made, all using the same averaging length scale L of 
0.25 m, as shown in Table A.1 below. The time scale is reduced by one order of magnitude when 
moving from Test A to Test B and to Test C, as summarized in Table A.1. The same table shows 
that the deviation between the surface average of ݂ and the surface average of ݂,̅ calculated in the 
whole 2D domain, is reduced when reducing the time scale ܶ. 

Table A.1    Details for Tests A, B, C 

Variable Test A Test B Test C 

L 0.25 m 0.25 m 0.25 m 

ܶ 0.5 s 0.05 s 0.005 s 

Deviation from 
average 5 ൈ 10ିହ 8 ൈ 10ି଺ 6 ൈ 10ି଺ 

 

The fields for ݂ ̅resulting from Tests A, B, and C, are shown in Figure A.1 below. We can notice 
that those results converge to a stable result, demonstrating the low sensitivity of the averaging 
operation to values of ܶ being low compared to the time scales of the physical phenomenon. 

 

 

 

 

Figure A.1    Instantaneous and averaged fields for Tests A, B, C 

݂ 

݂,̅ Test A 

݂,̅ Test B 

݂,̅ Test C 
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Three additional tests are made in which the transported field ݂  has a checkerboard pattern, as shown 
in Figure A.2 below. The length and time scales for the three tests D, E, and F are the same ones 
used for A, B, and C, as shown in Table A.2. 

Results in Table A.2 confirm the observation that lower time scales ܶ lead to greater conservation 
of the field to be averaged. 

Table A.2    Variables for the test 

Variable Test D Test E Test F 

L 0.25 m 0.25 m 0.25 m 

ܶ 0.5 s 0.05 s 0.005 s 

Deviation from 
average 

6 ൈ 10ିଷ 1 ൈ 10ିସ 8 ൈ 10ିହ 

 

The averaged fields are shown in Figure A.2 below, where the sensitivity of results to variations of 
the time scales around low values appears to be very small. 

 

 

 

 

 

Figure A.2    Instantaneous and averaged function for Tests D, E, F 

݂ 

݂,̅ Test D 

݂,̅ Test E 

݂,̅ Test F 
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Appendix B: Applications of the STRUCT models 

The main focus of this work has been on the development and assessment of the STRUCT modeling 
strategy and its complete model formulation. Therefore, the testing has been performed on simple 
flow cases which allow to evaluate specific challenges of the models, and are particularly 
demanding. The application of the STRUCT approach to more complex and realistic flows has been 
performed in collaborative work driven by colleagues at MIT and is useful to evidence the current 
status of the model applicability. This appendix shows the results of collaborations with Michael J. 
Acton, Davide Concu, and Jingyong Zhang. The sections below present selected results while 
complete details can be found in manuscripts published or in preparation for submission. 

The first three sections, B.1, B.2, and B.3, show results obtained using the commercial STAR-CCM+ 
solver, while the latter two sections, B.4, and B.5, present results obtained using the open-source 
OpenFOAM solver. 

B.1  Triple‐jet test case 

Acton, Lenci, and Baglietto (2015) applied the controlled STRUCT approach to a triple-jet mixing 
flow test case. This test case represents the oscillatory mixing of non-isothermal flow streams and is 
useful to detect a potential cause of material damage due to thermal fatigue. For this type of flows, 
URANS models do not provide the desired level of physical description of the mixing phenomena. 
On the other hand, the high physical description of LES is related to high computational cost, 
practically unfeasible for many industrial applications. 

An instantaneous qualitative picture of resolved temperature profiles resulting from different 
simulations is shown in Figure B.1. The figure shows the geometry of this test case, characterized 
by flow injection from three channels at different temperatures. The figure also compares the 
qualitative behavior of different turbulence models and shows a photo from the experiment 
(Tokuhiro and Kimura, 1999). The STRUCT approach appears to provide resolved structures similar 
to those deriving from LES using a computational grid 64 times smaller, with a base size of 4 mm 
instead of 1 mm. 

 

Figure B.1    Triple‐jet qualitative results, from Acton, Lenci, and Baglietto (2015). The 

photo from the experiment was originally published by Tokuhiro and Kimura (1999). 
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Figure B.2    Time‐averaged temperature profiles, from Acton, Lenci and Baglietto (2015) 

 

Figure B.3    Time‐averaged velocity profiles, from Acton, Lenci and Baglietto (2015) 
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Profiles of temperature and velocity are shown in Figures B.2 and B.3, comparing results from 
different turbulence models to experimental data. STRUCT results appear to be in close agreement 
with experimental data, unlike URANS results. 

Observations from results of this work have shown that LES results on the coarser URANS-like grid 
and results obtained with no closure (i.e. quasi-DNS) also produce profiles in close agreement with 
the experimental data. However, those two approaches fail in predicting the frequency of 
temperature fluctuations at the monitor point shown in Figure B.4. On the other hand, both LES run 
on the fine grid and STRUCT run on the coarse grid provide a close description of this frequency, 
as shown in the same figure. 

 

Figure B.4    Temperature fluctuation frequency, from Acton, Lenci, and Baglietto (2015) 

B.2  Pressurized water reactor spacer grid analysis 

A spacer grid of a pressurized water nuclear reactor was analyzed in a collaborative work conducted 
by Acton, Demarly, Lenci, Magolan, and Baglietto (2016). The objective of the work was to 
investigate the grid-to-rod fretting (GTRF) phenomenon, which can be a cause of nuclear fuel 
cladding failure. The spacer grid analyzed is a characteristic configuration adapted from the 
literature. Details of the mixing vanes are shown in Figure B.6 below. 

 

Figure B.5    Spacer grid geometry, from Acton et al. (2016) 
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The fuel rod downstream the spacer grid was divided into segments of 24.5 mm (1 inch) following 
the same approach adopted by Elmahdi et al. (2011). Forces acting on the surface of those segments 
have been monitored in the two main directions, x and z. The forces deriving from LES results have 
shown to be comparable to the experimental ones reported by Elmahdi et al. (2011), although the 
spacer grid is different. The figures below show results from simulations run with LES, STRUCT, 
and the cubic NLEVM by Baglietto and Ninokata (2006). Those results have been run on two grids: 
a fine LES-suitable one with 40 million cells and a URANS-suitable one with 3.25 million cells. 

Due to the similarity with results by Elmahdi et al. (2011), fine-grid LES results are taken as a 
reference while coarse-grid LES does not provide similar profiles. On the other hand, STRUCT 
results provide consistent results similar to the reference ones for both grids. URANS results predict 
very low forces, almost negligible compared to the reference. 

 

 

Figure B.6    Spacer grid results, from Acton et al. (2016) 
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B.3  Flow around a simplified car 

The use of CFD is very important in the automotive industry. The main parameter of interest is drag, 
because of its consequences on fuel consumption. However, other variables are also important, such 
as those affecting noise and vibration, structural integrity of components, lift, and performance under 
heavy wind. A test case representing flow around a 3D simplified car has been designed by Ahmed, 
Ramm, and Faltin (1984). The simplified car is a volume with rounded corners in the front and a 
slant in the upper back. Experimental acquisitions obtained using LDV and hot-wire anemometry 
(HWA) have been published by Lienhart and Becker (2003). 

STRUCT applications on this test case have been performed by the author of this thesis and have 
benefited from discussions with the visiting student Davide Concu (2016). 

Ahmed body simulations have been run on computational grids with 13.4 million cells. Effects of 
the STRUCT activation on resolved flow structures can be observed in Figure B.7. We can notice 
that the hybrid activation produces more complex resolved flow structures in that figure. 

 

Figure B.7    Iso‐Q surfaces colored by velocity for URANS (top) and STRUCT‐L (bottom) 

The activation regions deriving from application of the complete STRUCT-L and STRUCT-T 
approaches are shown in Figure B.8. Those regions are located immediately upstream the body and 
in a longer region downstream. The activation regions deriving from STRUCT-L appear to be longer 
than the STRUCT-T ones. 
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Figure B.8    Activation regions for STRUCT‐L (top) and STRUCT‐T (bottom) 

The Ahmed body is a flow case in which URANS models are known to achieve accurate results. 
Therefore, it is interesting to investigate whether the activation of the STRUCT approach would 
compromise those results, improve them, or keep them similar. Velocity profiles at the body’s 
symmetry plane for the 35° slant angle are shown in Figure B.9 below. From that figure, we can 
observe that the introduction of the STRUCT-L and STRUCT-T approaches produces similar results 
to the baseline NLEVM URANS. 

 

 

Figure B.9    STRUCT‐T activation regions 
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Simulations in the 25° slant angle configuration are challenging for hybrid models since they do not 
involve strong separation as for the 35° slant angle. Velocity profiles in Figure B.10 below show 
that STRUCT-L results are similar to those from the baseline URANS, as observed for the 35° slant 
angle case. On the other hand, the STRUCT-T approach produces results closer to experimental data 
above the slant, where a mild recirculation is described correctly. Downstream the slant, the 
STRUCT-T model produces an underestimate of velocity profiles. 

 

 

Figure B.10    Velocity profiles for the 25° and 35° slant angles 

B.4  Swirl combustor OpenFOAM implementation 

The STRUCT approach has been tested in OpenFOAM by the colleague Jingyong Zhang (2016). 
She has applied the model to a swirl combustor in cold flow simulations. This application has been 
largely used for validation in previous studies (Kewlani, 2014; Taamallah et al., 2014). The 
computational grid used was kindly provided by Gaurav Kewlani (2015), a colleague at MIT. The 
surface representation of this grid is shown below. The grid has a total of 2.1 million cells. 

 

Figure B.11    Swirl combustor geometry and surface grid as provided by Kewlani (2015) 
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An instantaneous picture of activation regions for the controlled STRUCT approach is shown in 
Figure B.2 below. The activation regions correspond to those where the strongest flow deformation 
is expected, i.e. downstream the swirler and the sudden expansion. 

 

 

Figure B.12    Swirl combustor, STRUCT activation regions, from Zhang (2016) 

Time-averaged profiles for velocity and TKE are shown in Figures B.13 and B.14 below. Those 
results show that simulation results get closer to experimental data when switching from linear to 
quadratic to cubic URANS. Enabling the controlled STRUCT approach on top of the cubic URANS 
produces results that are slightly closer to the experiment. 

 

Figure B.13    Swirl combustor, velocity profile, from Zhang (2016) 

In particular, TKE Profiles shown in Figure B.14 below show a progressive reduction in the 
overestimate of TKE immediately downstream the expansion, when changing from linear URANS 
to quadratic and cubic URANS, and finally to the controlled STRUCT approach. This result 
demonstrates the capability of STRUCT of reducing an undesired effect of the baseline URANS. 
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Figure B.14    Swirl combustor, TKE profiles, from Zhang (2016) 

B.5  Flow through an asymmetric diffuser OpenFOAM implementation 

The colleague Jingyong Zhang (2016) has performed tests of the asymmetric diffuser flow using the 
OpenFOAM implementation of the controlled STRUCT approach. Those simulations have repeated 
the tests shown in Section 0, on the same grid with 1.795 million cells and same conditions. 

 

Figure B.15    Asymmetric diffuser, velocity profiles, from Zhang (2016) 
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Velocity results are shown in Figure B.15 above. Those results are very close to the ones obtained 
from STAR-CCM+ and shown in Figure 6.47. This result supports the independence of the 
controlled STRUCT model from the code used. 

The STRUCT activation regions obtained are shown in Figure B.16 below. Those regions are very 
similar to those in Figure 6.43, which have been obtained using STAR-CCM+. 

 

 

Figure B.16    Asymmetric diffuser, STRUCT activation regions in blue, from Zhang (2016) 
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Appendix C: Historical highlights 

This appendix covers selected historical highlights to characterize the evolution over time of the 
concepts discussed in this thesis. Steps in such an evolution have typically been initiated by 
breakthroughs in math, physics, and computer science. It is interesting to notice how so many of the 
most prominent mathematicians and physicists of all time have contributed to fluid mechanics. 

C.1  From ancient civilizations to PDEs 

Ancient civilizations demonstrated skills in building devices operating with fluids. Examples are 
irrigation systems, ships, arrows, aqueducts. Basic principles of fluid statics, including buoyancy, 
have been formulated by Archimedes (287-212 BC). The complexity of turbulent flows has been 
represented graphically by Leonardo da Vinci (1452-1519). 

Isaac Newton (1687) laid the foundation of classical mechanics introducing the laws of motion. 
Moreover, he described viscous forces by observing a proportionality law between the shear stress 
of adjacent fluid layers and the velocity gradient normal to those layers. 

During the 18th century, notable scientists studied inviscid fluids, including Jean le Rond 
D’Alembert, Daniel Bernoulli, Leonhard Euler, Joseph-Louis Lagrange, and Pierre-Simon Laplace. 
Among them, Euler (1757) published a significant work containing the equations of motion of 
inviscid fluids. Assuming continuous 3D velocity and pressure fields, Euler applied Newton’s 
second law to infinitesimal fluid elements. This lead to a system of four governing equations: three 
for momentum and one for mass conservation. The Euler equations have been a breakthrough in 
fluid mechanics, but also a big challenge for mathematicians and engineers. They were among the 
first PDEs that have been ever proposed. Nevertheless, they neglected the effects of viscous forces. 

Euler’s equations for momentum are: 

 
௜ݑߩ߲
ݐ߲

൅
௝ݑ௜ݑߩ߲
௝ݔ߲

ൌ െ
݌߲
௜ݔ߲

൅ ௜ܨ (C.1) 

Euler’s mass conservation equation is: 

 
ߩ߲
ݐ߲

൅
߲൫ݑߩ௝൯
௝ݔ߲

ൌ 0 (C.2) 

The inviscid equations were very innovative considering the time when they were derived. After 
many decades of study, the viscous term was added, with the development of the so-called Navier-
Stokes equations. The equations have been proposed by the engineer Claude-Louis Navier (1822) 
for incompressible fluids. Greater theoretical understanding and generalization of the equations was 
achieved by George Stokes (1845). Deviatory internal stresses in the fluid are described by a viscous 
term added to the RHS of the momentum equation in (C.1). Those equations have not changed since 
then and are considered the pillars of fluid mechanics. 

C.2  Hydraulics 

As introduced in Section 1.2, during the 19th century the equations of fluid motion in their PDE form 
were not directly usable in engineering applications, including three-dimensional problems. This 
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motivated the rise and development of the field of hydraulics. Such a field is outside the scope of 
this work. Let us just recall notable names of contributors to the field: Antoine de Chézy, William 
and Robert Froude, Gotthilf Heinrich Ludwig Hagen, Lord Kelvin, Lord Rayleigh. 

C.3  Turbulence analysis and models 

Laminar flow in a straight pipe has a parabolic distribution of axial velocity with wall distance while 
the other components of velocity are zero. This stable configuration is subject to perturbations due 
to non-ideal conditions, such as wall imperfections, inlet conditions, vibrations. At low flow 
velocity, perturbations are dissipated by viscosity. When velocity is increased, inertial forces 
dominate over viscous forces, generating instability. The flow becomes turbulent. 

Attempts to describe turbulence were made by Boussinesq (1877). He treated the momentum transfer 
caused by eddies by assuming that proportionality exists between turbulent stresses and mean rate 
of strain. He thus introduced the eddy viscosity, ߥ୲, thereby analyzing turbulent flows as laminar 
flows with larger viscosity. This representation treats the effect of eddies in a statistical way, using 
the same formula that applies to the effect of molecular interactions. For a simple shear flow, 
turbulent shear stress is: 

 ߬ଵଶ ൌ ୲ߥ
߲ ଵܷ

ଶݔ߲
 (C.4) 

The transition from laminar to turbulent flow has been studied by Osbourne Reynolds (1883). He 
observed that streamlines in a pipe transition from direct to sinuous when velocity increases. He 
identified a dimensionless parameter describing such a transition: the ratio between inertial and 
viscous forces. Such a parameter was later called Reynolds number (Re). 

 Re ൌ
ܦݑߩ
ߤ

 (C.5) 

By the end of the nineteenth century, scientists agreed that the Navier-Stokes equations describe 
laminar flows. However, the applicability of those equations to turbulence was not yet demonstrated. 
A numerical solution of turbulence would have required computational resources not accessible at 
that time. The applicability of the Navier-Stokes equations to turbulent flows was shown by 
Osbourne Reynolds (1895). In his work, he treated the equations statistically and was able to describe 
averaged turbulent profiles. 

These results made it clear that turbulence is a mathematical phenomenon, direct consequence of the 
Navier-Stokes equations. Since inertial terms are nonlinear, the interaction between those two terms 
is very complex and produces instabilities (Tennekes and Lumley, 1981) generating turbulence. 

Prandtl has made significant advances that allowed for the practical use of the Reynolds-averaged 
equations with multiple publications spanning about four decades. He first discovered that in fluid 
motion friction plays an important role only very close to the wall, in the so-called boundary layer 
(Prandtl, 1904). In a wall-bounded flow, we can distinguish a boundary layer, dominated by viscous 
effects, and a region in which viscosity can be neglected. 

Extensive experimental and theoretical work has provided evidence that boundary layers in simple 
flows behave according to simple laws. 

The near-wall region is usually considered in the literature as divided into three parts: the viscous 
sublayer, the buffer layer, and the log-law region. Those regions are defined through the 
dimensionless wall distance: 

ାݕ  ൌ
ఛݑݕ
ߥ

(C.6) 
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The shear velocity is defined based on the wall shear stress and density as: 

ఛݑ  ൌ ඨ
߬୵
ߩ

 (C.7) 

The dimensionless velocity is: 

ାݑ  ൌ
ݑ
ఛݑ

(C.8) 

For simple flows: 

‐ The viscous sublayer is observed for ݕା ൏ 5. In such a range, ݑା ൎ  .ାݕ

‐ The buffer layer is observed for 5 ൏ ାݕ ൏ 30. Such a region is called “buffer” because it 
transitions between the behaviors of the two neighboring layers. 

‐ The log-law region was observed by von Kármán (1930) near the wall. In such a range, 
velocity is proportional to the logarithm of wall distance: 

ାݑ  ൌ
1
ߢ
lnሺݕାሻ ൅  (C.9) ܥ

where ߢ is the von Kármán constant, which based on observations is commonly taken as 0.41. 
Further discussion on wall function and a review of selected formulations can be found in the work 
by Craft and co-workers (2006). 

Taylor (1920) and Prandtl (1925) independently introduced the concept of a mixing length, which is 
similar to mean free path in the kinetic gas theory. Prandtl thus developed a closure for determining 
the eddy viscosity in a boundary layer.  

The momentum integral theory for flat boundary layers was developed by von Kármán (1921). 
Richardson (1922) described the energy cascade of turbulence, by applying dimensional analysis to 
the Navier-Stokes equations. Taylor (1935) introduced a statistical theory for homogeneous isotropic 
turbulence. 

A mathematical study of the local structure of homogeneous isotropic turbulence at very high 
Reynolds number was made by Kolmogorov (1941), who introduced a formulation for the smallest 
time and length scales. He also proposed (Kolmogorov, 1942) for the first time a complete model in 
which transport equations are used to compute local properties of turbulence. It is interesting to 
notice that in his model three transport equations are used. 

Independently from Kolmogorov, Prandtl introduced a complete turbulence model with one 
transport equation (Prandtl, 1945). 

Meanwhile, several authors provided contributions to more effective prediction of turbulent flows 
in engineering applications. Among those are: Blasius, Tollmien, Nikuradse, Colebrook, White, 
Clausier, Klebanoff, Coles. 

A statistical theory for nonhomogeneous turbulence, involving transport equations for all the exact 
Reynolds stress components, was formulated by Rotta (1951). 

Significant discussion was made by Evans and Harlow (1957) on the particle-in-cell method for 
finite difference numerical solutions of the Navier-Stokes equations. 

Starting from the late ‘60s, CFD calculations have been made possible in civilian applications by the 
availability of the first suitable computers. After that, the availability of computational resources has 
grown exponentially in the following half century, following Moore’s law. 



199 
 

An important conference, held at Stanford University, took place in 1968. The conference was titled 
“computing the turbulent boundary layer”. At that time, a large variety of incomplete turbulence 
models was available, requiring prior knowledge of flow properties. The importance of developing 
complete models was highlighted. 

Subsequently, several well-known closures involving transport equations have been formulated. 
Among those: the standard k-ε (Jones and Launder, 1972), the k-ω of Wilcox (1988), the Spalart-
Allmaras (S-A) model (Spalart and Allmaras, 1992). For more details, see Section 2.3.5. 

Significant advancements have been made with the introduction of the CFD solution procedure 
proposed by Patankar and Spalding (1972). 

The fundamentals of Reynolds stress models (RSMs) were developed thanks to the contributions of 
several authors, especially in the late ‘60s and early ‘70s. A unified RSM model was proposed by 
Launder, Recce, and Rodi (1975). 

Meanwhile, methods have been proposed that simplify RSMs aiming at achieving new closures 
simpler to implement and run. Particularly important are nonlinear eddy-viscosity models as 
proposed by Pope (1975), and algebraic stress models, as proposed by Rodi (1976). 

LES methods were introduced by the pioneering work of Smagorinsky (1963). However, the limited 
computation capability of those times did not allow for 3D solutions. The early uses of LES, 
including the one of Smagorinsky, were done by meteorologists to predict atmospheric flows. 
Studies in that field were typically in 2D, and the vertical velocity component was often neglected. 
A first 3D application to an engineering case was made by Deardorff (1970), simulating a high-Re 
channel. The filtering concept has been studied and generalized by Leonard (1974). The 
computational tools of those times only allowed for model applications in very simple flows. Only 
starting from the late 1980s the availability of faster computers opened the way to a wide 
development of LES for complex flows. Several authors have improved the theoretical 
understanding and formulations of LES. Let us just cite the dynamic model by Germano (1991) and 
its approximation without test filtering, proposed by Chester, Charlette, and Meneveau (2001). 

During the late ‘70s, significant focus was dedicated to the analysis of coherent structures. This effort 
has brought to significant studies in turbulence topology (Hussain, 1983). However, this concept 
was not used extensively in turbulence modeling. Substantial exceptions exist (Kobayashi, 2005). 

The concept of hybrid turbulence modeling has emerged in the mid-1990s and has evolved quickly. 
Among a large number of models, let us just mention: the very large-eddy-simulation (VLES) by 
Speziale (1996), the detached-eddy simulation (DES) introduced by Spalart and co-workers (1997), 
the partially averaged Navier-Stokes (PANS) by Girimaji and co-workers (2003), and the scale-
adaptive simulation (SAS) by Menter and co-workers (2003). Among other important hybrid 
turbulence models, let us cite limited numerical scales (LNS) (Batten et al., 2000), partially 
integrated transport model (PITM) (Chaouat and Schiestel, 2013), partially resolved numerical 
simulation (PRNS) (Shih and Liu, 2008), organized-eddy simulation (OES) (Bourguet et al., 2008), 
temporal partially integrated transport model (TPITM) (Fadai-Ghotbi et al., 2010b). 
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Appendix D: STRUCT equations as used here 

D.1  Controlled STRUCT 

ݎ  ൌ ൜
1 , ݄ ൑ 1
߶ , ݄ ൐ 1 (D.1) 

 ݄ ≡ ୰݂

୫݂
ൌ ୫ݐ ୰݂ (D.2) 

 ୰݂ ≡ ඥ|ܫܫഥ | (D.3) 

 
1

୫݂
ൌ ୫ݐ ≡  (D.4) 〈୫,଴ݐ〉

୫,଴ݐ  ൌ
݇୫
ߝ

 (D.5) 

௧ߥ  ൌ ఓܥ
݇୫ଶ

ߝ
 (D.6) ݎ

where (D.4) is evaluated by averaging preliminary URANS results and ߶ is optimized a posteriori. 

D.2  STRUCT‐L 

Relations (D.1), (D.2), (D.3), (D.5), (D.6), and: 

୫ݐ  ൎ exp ቆln ୫,଴ݐ ൅ minቆmax൭
ܴଶ

10
સଶ൫ln ୫,଴൯൱ݐ , െlnሺ2ሻቇ , lnሺ2ሻቇ	 (D.7) 

 ܴ ൌ ோܥ
݇୫
ଷ/ଶ

ߝ
 (D.8) 

where ܥோ ൌ 2 and ߶ ൌ 0.6. 

D.3  STRUCT‐T  

Relations (D.2), (D.3), (D.5), (D.6), and: 

ݎ  ൌ min ൬
1
݄ߙ

, 1൰ (D.9) 

 dݐ୫
dݐ
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ଶܮ

ܶ
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ݏ  ൌ min ൬max ൬
1
ܶ
൫ݐ୫,଴ െ ୫൯,െݐ

୫ݐ2
Δ௧

൰ ,
୫ݐ2
Δ௧

൰ (D.11) 

ܮ  ൌ ܥ√
݇ଷ/ଶ

ߝ
 (D.12) 

 ܶ ൌ
1
ߚ
݇
ߝ
 (D.13) 

where ߙ ൌ ߚ ,1.35 ൌ ܥ ,0.01 ൌ 0.09, and the relation ݐ୫ ൌ  ୫,଴ is used as initial and boundaryݐ
condition for solving (D.9). 
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