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ABSTRACT

Stainless steel canisters encased in vented concrete overpacks are used to store used
nuclear fuel at interim spent fuel storage installations in the United States. These storage
systems are exposed to the elements. There is concern that, over time, a deliquesced
salt film could develop on the stainless steel canister. Such a film can create a corrosive
environment in stainless steels. If a stress is present on or in then material, stress corrosion
cracking (SCC) could be a possibility. Because the canister welds are not stress-relieved
in order to avoid sensitization of the steel, residual stresses are expected to be present in
the canisters. Thus, there is interest in determining the likelihood that (a) a sufficiently
corrosive film develops on a stainless steel used fuel canister (b) there are sufficiently high
stresses in the material at the location of the corrosive film (c¢) SCC initiates and (d) the
crack propagates through the canister wall, resulting in canister failure.

This thesis begins with the assumption that a corrosive film has developed on the can-
ister surface, and pits have begun to initiate. It investigates various methods of modeling
SCC in the canister wall after the point of corrosion pit initiation.

An extensive literature review was carried out in order to understand the different
SCC models that currently exist in the literature. A figure-of-merit was developed to
decide which models were the most likely to be helpful to the modeling of SCC in used
fuel canisters. The figure-of-merit was then used to select the most promising models.
These models were then used to write MATLAB®) simulations that could be used to
predict time-to-failure in canisters due to SCC once corrosion pits have begun to grow.
The results of these simulations are then considered and compared, and used to inform
recommendations for future development of a useful predictive model of SCC in used fuel
canisters.
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1 Introduction

1.1 The need for interim spent fuel storage

Nuclear power is an important source of electricity in the United States. As of July 2014,
there are 62 operating nuclear power plants, comprising 100 individual reactors, and they
supply the country with approximately 20% qf its electricity [1, 2].

The United States does not reprocess commercial reactor fuel, and must therefore
address the issue of used nuclear fuel disposal. Used nuclear fuel assemblies, upon being
removed from the reactor core, are transferred to a storage pool, where the water acts as
an efficient coolant for the decay heat and as an effective radiation shield.

However, space in these pools is limited. When a spent fuel pool’s capacity is exceeded,
the older fuel, which now has a lower temperature and radiation level, is transferred out
of the pool and into dry storage. Assemblies are dried and placed in specially designed
stainless steel canisters. These canisters are then backfilled with inert gas and bolted or
welded shut. The canisters are then placed inside a secondary overpack system. In the
United States, this typically takes the form of a large concrete cask with venting holes
which allow for passive cooling of the steel canister surface. Figure 1 shows the typical
design of a spent fuel canister inside an upright concrete overpack.

Dry cask storage was intended to be an interim storage solution, which would solve the
problem of full storage pools while waiting to transfer used nuclear fuel to a completed
repository. In 1987, it was determined that Yucca Mountain would become the site of this
centralized nuclear waste repository, and its opening was scheduled for 1998. The cost
for collection and transferal of fuel, and maintenance of the repository, was to come from
the Nuclear Waste Fund. American utilities paid into this fund based on the amount of

electricity generated by their nuclear plants.
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Figure 1: This figure shows the size and general layout of a typical dry cask storage system.
Used fuel assemblies are sealed inside a steel canister, which is placed inside a large concrete
overpack. Venting in the overpack allows for passive cooling of the canister surface. [3]

19



However, after years of public controversy and political opposition, the facility was
never opened for use. In 2010, federal funding for Yucca Mountain ceased. Nuclear power
plants continued operation as normal, but faced at-capacity storage pools and no option
for fuel disposal. Interim dry cask storage effectively became the storage solution. There is
no known timeline for the selection and completion of a used fuel repository. Cask systems
that were expected to see just several years of use prior to transferral to a repository are

now expected to seec decades of use.

U.S. Independent Spent Fuel Storage Installations
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Figure 2: This map shows the locations of interim spent fuel storage installations (ISFSI)
in the United States. Blue dots mark the locations of existing ISFSI sites, and red dots
mark the locations of planned sites. [3]
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Figure 3: The ISFSI at Connecticut Yankee consists of dry cask storage systems on a secure
concrete pad. [4]

Groups of casks are stored together at interim spent fuel storage installations, or ISFSIs.
Figure 2 shows the locations of existing and planned ISFSI sites in the United States. As
of 2012, there were approximately 1600 filled dry storage casks in the United States [5].
Figure 3 shows the ISFSI at the decommissioned Connecticut Yankee nuclear power plant.

The dry casks are kept on a secure concrete pad and monitored periodically.

1.2 Stress corrosion cracking

Stress corrosion cracking (SCC) occurs when a susceptible material is exposed to a combi-
nation of an aggressive environment and stress that is sufficient to initiate a crack. SCC can
lead to the rapid failure of materials that do not appear to be otherwise severely damaged
by corrosive processes. Figure 4 shows the diagram that is commonly used to illustrate the

situations in which SCC may occur. For a given susceptible material, SCC may only occur
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under a specific subset of environments, or when a certain threshold stress is exceeded.

This makes SCC particularly challenging to predict.

Figure 4: A combination of a susceptible material, an aggressive environment, and the
presence of stress can lead to stress corrosion cracking.

Certain materials may initiate SCC directly from the material surface. Others, like
stainless steels, may tend to undergo corrosion pitting prior to the initiation of a crack.
The corrosion pit can act as a stress concentrator. The environment inside the pit may
also be more aggressive than the bulk fluid. Section 7.2 on page 137 further explains the

corrosion pitting phenomenon.

1.3 Interim storage and stress corrosion cracking

The dry cask containment systems used to store used nuclear fuel are designed to be
extremely durable and resistant to the severe weather, impact forces, and general corrosion

and environmental degradation that can occur when a system is exposed to the elements
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for long periods of time.

However, the canisters are now expected to remain at ISFSI sites for much longer than
originally anticipated, since the dry cask storage systems were only to be used until the
spent fuel could be transported to Yucca Mountain. Now, the ISFSI sites will likely be
used to store the used fuel until a final storage solution has been implemented.

The stainless steels used to fabricate the canisters can be susceptible to SCC when
exposed to a chloride-containing solution [6]. The design of the concrete overpacks leaves
the stainless steel canisters exposed to any particulates that enter through the vents. In
areas with salt content in the air, such as the coastal locations where many ISFSIs are
found, this could lead to the deposition of chloride particles on the canister surface.

Given sufficient chloride deposition on the canister surface, and the right combination
of relative humidity in the air and temperature at the canister surface, deliquescence may
occur. This occurs when the chloride deposits absorb moisture from the air, creating a
highly-concentrated aqueous chloride solution. Stainless steel exposed to such a solution
may experience corrosion.

This leaves one more requirement for SCC: the presence of stress. In the case of the
canisters, this comes from the residual stresses created by the canister fabrication process.
Typically, each half of the canister material is rolled and welded longitudinally, and then
the halves are combined with a single circumferential weld. An example is shown in Figure
5. |

In order to avoid sensitization and a subsequent decrease in corrosion resistance, these
welds are not stress-relieved. As a result, residual stresses are present in and near the
canister welds. If a chloride-containing aqueous film develops on a canister surface, it
is possible that SCC could occur if the chemistry and local conditions are sufficiently

aggressive and the residual stresses in the material at the location where the film develops
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Figure 5: This diagram shows a dry storage system manufactured by Holtec. The locations
of the welds used to fabricate the inner steel canister are highlighted in red. Original
diagram from Holtec; modified by B. Black. [32]
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are sufficiently high.

1.4 The Life Prediction of Canister Material project: putting this the-

sis in context

The overall goal of the Life Prediction of Canister Material project is to understand and
predict how and when SCC can occur in the stainless steel canisters used in the dry storage
cask systems at ISFSI sites. This is, in effect, a two part prediction. The first part involves
modeling the evolution of the environment at the canister surface. Temperature of the
canister surface, combined with the external fluctuations in temperature and humidity,
salt content in the air, and the rate of chloride deposition via the overpack venting are
to be modeled in order to predict the likelihood that an aggressive chloride solution could
develop on the canister surface, and be sustained for long enough that corrosion or SCC
could occur.

Assuming that an aggressive environment is developed and sustained on the surface, it is
then necessary to predict the likelihood that SCC will occur, given the material properties
and residual stresses present through the canister wall. By combining both models, it
becomes possible to predict the likelihood that SCC will occur in a given canister. This
thesis focuses on this aspect of the project.

In order to develop this model, it is necessary to fully understand the residual stresses
present in a typical canister. To this end, prototypical weld material was obtained (see Sec-
tion 9, Appendix C). The residual stresses in this material were measured experimentally.!
It is expected that these samples will also be used for experimental testing in chloride
environments.

This work contributes to the objectives of the Life Prediction of Canister Material

!See Section 9.2, which includes selected preliminary results of strain measurements obtained using
neutron diffraction methods.
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project by focusing on the probabilistic modeling of stress corrosion cracking once flaw
initiation has occurred. Multiple models of pitting, crack growth, and SCC specifically are
critically considered with regard to their potential usefulness for this project. A methodol-
ogy is developed for selecting the best models to implement to model SCC in canisters. In
total, five pit-to-crack models are adapted for use with a typical canister, and their results
are compared in order to (1) further understand the relative strengths and weaknesses of
each model and (2) make an estimate as to the probability of SCC propagating through a

canister wall given the evolution of an aggressive environment and the initiation of a flaw.

1.5 An overview of this thesis

This thesis begins with an overview of the expected process of stress corrosion cracking in
canister material.

Next, the list of pitting, cracking, and SCC models from the literature that were con-
sidered for use in this project is given. A brief description of each model is included, along
with the appendix page on which a more thorough description of the model can be found.

Next, the process used to develop a figure-of-merit to select which model(s) should be
used in this project is explained. The figure-of-merit is then applied to each of the models
considered form the literature, and the results are given.

For the selected models, the strategy used to implement each of them in a computer
code is explained. The rationale behind the values of the various functions, parameters,
and coefficients used in each model is explained: first, “global” parameter and function
selection is considered. These are used in each of the selected models. Next, each model
is considered individually, and the parameter selection relevant to each specific model is
explained. An overview of the coding scheme for each model is provided.

Then, the results of running each model are provided. The analysis section considers
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these results in the context of their implications for canister failure, and for their implica-
tions with regards to model selection and refinement. Strategies for refining each model
for better predictions are included.

There are three appendices to this thesis. Appendix A is the full literature review
that was carried out to survey and understand the pitting and cracking models that al-
ready exist. Appendix B contains additional information relevant to this thesis, including
additional information that pertains to the calculation of the figure-of-merit and the full
code used to predict failure times from each selected model. Appendix C includes research
results that pertain to the study of real canister material. These results are not used in
this thesis, but are relevant to the overall study of canister behavior. Appendix C includes
metallography and hardness testing results for a real canister sample and the preliminary
results of a neutron diffraction study carried out to measure the real residual stresses in

the canister material.
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2 Selection of SCC Models

Existing models for stress corrosion cracking and/or pitting, particularly those that pertain
to passivating metals exposed to a chloride-containing solution, were examined in depth.
A thorough review of the models considered is presented in Appendix A (see page 129) and
formed the basis for the selection of SCC models to be used in this work. Stress corrosion

cracking is expected to proceed in canister material as follows:

1. Pits initiate at the surface of the susceptible material when the environment is suffi-

ciently aggressive.

2. The pit grows. Whether or not the pit continues growing, and how it fast it grows,
is dependent on some combination of environmental conditions, material conditions,

and pit geometry.

3. When certain criteria are met, the pit transitions to a crack. Typically, these cri-
teria include some combination of (a) a threshold material stress being exceeded at
the current flaw depth (b) a threshold depth being exceeded and (c) a theoretical
crack growth rate at the current depth exceeding the actual pit growth rate at that
depth. Continued crack growth, and the rate of crack growth, is dependent on some
combination of environmental conditions, material conditions (especially residual or

applied stress), and crack geometry.

4. When the crack has propagated through the component, failure has occurred.

The models typically encompass one or several of these stages of SCC (pit initiation,
pit growth, pit-to-crack transition, crack growth). The models considered in Appendix
A which were deemed to have the most potential relevance to the objectives of the Life

Prediction of Canister Material project are listed in the next section. A figure-of-merit
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was developed for the purposes of identifying the models which are the most promising for
use in this project. The figure-of-merit is explained in Section 2.2, and the results of the
figure-of-merit calculation are given in Section 2.3.

Attention is given to models that pertain to all four SCC stages listed above. How-
ever, in this work, an initial pit distribution is assumed, and only pit growth, pit-to-crack
transitions, and crack growth are modeled. Since the overall objective of this project is to
develop a complete predictive model for SCC in the canisters, figure-of-merit calculations
are carried out for the pit initiation models, since it is presumed that this will be useful

for future efforts to develop a complete model.

2.1 List of SCC models considered

The following models were selected for further consideration. Each model is considered in
greater detail in Appendix A. The page on which this information can be found is listed
next to each model name. All models considered in Appendix A are also summarized in

the chart in Section 7.14.
Pit initiation Models

1. Sato, [7], page 141. A passive film on the surface of a metal is subjected to
electrostriction pressure. At a threshold level of pressure, the film ruptures, leaving
the metal underneath susceptible to corrosion. The model describes the pressure in
the film as a combined effect from electrostriction pressure and interfacial tension.
It also provides a method of relating the ion concentrations present to the electric
potential at which the electrostriction pressure becomes high enough to induce film

breakdown.

2. Chao, Lin, and Macdonald, [8, 9], page 153. The “point defect model” describes
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a scenario in which voids form at the interface between a metal surface and its passive
film due to vacancy pileup. At a threshold void size, local film breakdown occurs,
leaving the metal susceptible to corrosion. The model provides expressions for the
grow of the passive film, the critical pitting potential, and the threshold number of

vacancies required to form a breakdown-inducing void.

3. Okada, [10], page 159. The “halide nuclide theory” of pit initiation proposes that
an aqueous halide solution forms on the film surface and eventually breaches it. The
model includes expressions for the critical pitting potential as a function of halide

concentration and the time to pit initiation.

4. Shibata and Takeyama, [11, 12], page 166. This stochastic model describes the

probability that a unit area of metal surface will generate a pit in an interval of time.
Pit Growth Models

1. Pickering and Frankenthal, [13], page 144; Galvele, page 149. The Pickering
and Frankenthal model assumes that the pit has an active base where dissolution
is occurring, but inactive walls, such that pits grow deeper but not wider. The
model develops expressions for the spatial flux of the relevant species (particularly
the dissolved metal ions), which can then be used to understand how the pit is
growing. Galvele’s modifications to the Pickering and Frankenthal model include the

development of a relationship between pit potential and salt concentration.

2. Beck and Alkire, [14], page 149. In the Beck and Alkire model, a salt film builds
up on the walls of the pit. As the film builds up, it impedes continued pit growth.
The model includes expressions for the flux of salt ions from a dissolving film, for the

thickness of the salt film, and for the pit radius as a function of time.
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3. Mola, [15], page 175. Mola’s stochastic model of pit growth begins by assuming
that pits nucleate at inclusions in the metal, so the distribution of inclusions is the first
step to determining where pits initiate. Expressions are developed for the probability
that a pit will be formed at a possible site, as well as for the average time to pit
nucleation. The probability, and the time-rate-of-change of that probability, that a

pit will grow to an arbitrary volume is determined.

4. Henshall, [35, 16, 17], page 178. Henshall’s stochastic model of pit growth in-
cludes expressions for the probability of pit nucleation, pit death, and pit growth.
The parameters characterizing these probabilities are dependent on environmental
and material conditions such as stress intensity, temperature, and chloride ion con-
centration. The environmental inputs used to calculate these parameters are time

dependent, which allows the model to account for a changing environment.
Pit-to-crack transition models

1. Kondo, [18], page 162. Kondo’s model estimated the pit growth rate in a low
carbon steel, and predicted the point at which a pit would reach a critical size and
transition to a crack. In the Kondo model, cracks initiate when the actual pit growth
rate is exceeded by the theoretical crack growth rate at the current depth (crack
growth rate is a depth-dependent quantity). This model provided a basis for Turnbull

and other later SCC models.
Crack growth models

1. Ford and Andresen, [19], page 188. This crack growth model outlines the basis
of the slip-dissolution-repassivation (SDR) model of SCC. In the SDR model, there is

a cycling process occurring at the crack tip as the passivating metal undergoes slip,
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exposing bare metal. This metal begins to dissolve, since it is in direct contact with
the aggressive environment (such as a chloride-containing solution). The slip and
subsequent dissolution contribute to the growth of the crack. As soon as slip occurs,
the repassivation process begins, such that the observed dissolution current decays

exponentially. This process repeats until the crack is arrested or the component fails.

. Nakayama and Takano, [20], page 193. This is another SDR model. It provides

a different version of the dissolution current density equation than the one given by

Ford and Andresen. Both this model and the Ford and Andresen model provide the
da _ M<i>

same general expression for crack growth rate, ¢ = & R

. Shoji et al., [21], page 204. The Shoji model is an SDR model, but provides a
different formulation of the crack growth rate. Here, % is a function of film strain
and crack tip strain rate instead of corrosion current. An explicit expression for crack

tip strain rate as a function of crack growth rate and stress intensity is provided.

. Hall, [22], page 196. The M. M. Hall model is an SDR model that aims to
correct alleged mathematical inconsistencies in the Ford-Andresen version of SCC

crack growth.

. Macdonald, [23], page 199. This is an SDR model that also provides a modified
version of the crack growth rate, as it accounts for crack geometry. An expression for
the average dissolution current is provided, and is dependent on various interfacial

potentials.

. Saito, [24], page 208. Saito’s model of crack growth involves both an SDR mech-
anism and plastic deformation at the crack tip. This combines environmental and
mechanical mechanisms of crack growth. An expression for strain rate at the crack

tip (different from the one used by Shoji et al.) is provided.
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7. Aly, [25], page 241. Aly’s model for SCC in Alloy 600 components exposed to a
PWR environment includes expressions for the time-to-failure (dependent on tem-

perature, stress, and environmental constants) and crack length as a function of time.

8. Hickling et al., [26], page 249. This EPRI model for SCC crack growth rate
in Alloy 600 components exposed to a PWR environment is dependent on stress

intensity factors, temperature, and fitting parameters.

9. Wu, [27], page 250. This model builds on the Hickling model for crack growth rate,
and adds in dependencies on yield strength, pH, and additional fitting parameters. It
also models three distinct crack growth stages. The transition between these stages

is determined by stress intensity.
Crack initiation models

1. Thara, [28], page 217. This model relates transgranular microcracks in stainless

steels exposed to a BWR environment to the onset of macroscopic cracking.

2. Buck and Ranjan, [29], page 190. This model developed a time to SCC onset
as a function of potential and stress, and for “crack tip opening displacement.” The
material displacement caused by flaws affects the growth of cracks: for example, the
amount of displacement caused by a pit will affect the crack propagation rate of a

crack that initiates from that pit.

Complete models

1. Engelhardt, [30], page 221. This deterministic model develops expressions for
pit growth rate, the distribution of pits propagating at a certain rate, the rate of pit

repassivation, and a series of differential damage functions. These differential damage
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functions pertain to active pits, passive pits (“dead” pits), and cracks. They model

how the possible modes of damage proceed in a sample.

2. Turnbull, [31], page 232. This probabilistic model of SCC begins by using a
Weibull distribution to describe the initial distribution of pits on a sample surface.
All of these pits are assumed to grow, although their growth rates are distributed,
and may be distributed such that some pits exhibit extremely slow growth, and
can thus be modeled as “dead” pits. Expressions for pit growth and crack growth
are provided. They depend on parameters that are either constants fit to data or
constants selected from an appropriate distribution. Each pit has a unique pit/crack
growth rate. Crack growth rate is dependent on stress. Pits transition to cracks
when a flaw has both (1) propagated past a certain threshold depth, and (2) when
the theoretical, depth-dependent crack growth rate for that flaw exceeds the actual

pit growth rate.

Table 1 lists each model that is considered in the figure-of-merit analysis. Note that
additional models not included in the figure-of-merit-analysis were considered in the SCC

model review, which can be found in its entirety in the appendix section.

2.2 Development of a figure-of-merit for model selection

The objective of determining an overall figure-of-merit, Fisa1, for each considered SCC
model was to determine which models would be most favorable to the initial modeling
effort of the Life Prediction of Canister Material project. The most favorable models

would be most compatible with furthering the project goals. A favorable model would:

e Be probabilistic in nature, and accurately reflect the stochastic nature of SCC.
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Table 1: Models considered in the figure-of-merit analysis

Pit initiation Pit Growth | Crack Growth Other
Sato Pickering Ford
Electrostriction Model | & Frankenthal & Andresen Complete
Active Pit Base SDR
Chao, Lin, Beck & Alkire Nakayama Turnbull
& Macdonald Salt film on pit walls & Takano Probabilistic SCC
Point Defect Model SDR
Okada Galvele Shoji Engelhardt
Halide Nuclide Theory Electrostriction Model SDR Deterministic SCC
Shibata Mola Hall Pit-to-Crack
& Takeyama Stochastic pit growth SDR Transition Models
Stochastic Pit Initiation
Farmer Henshall Macdonald Kondo
(after Shibata Stochastic pit growth SDR Fatigue
& Takeyama) CGR = PGR
Henshall, Saito Crack Initiation
with Farmer SDR Models
modifications
Aly Buck & Ranjan
Alloy 600 Crack tip opening displacement
Microcracking
Hickling Thara
Alloy 600 Probabilistic crack initiation
Microcracking
Wu
Alloy 600
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e Predict how pits initiate, grow, and transition to cracks that propagate through the
material. These predictions should be affected by local conditions (environment,

stress).

e Be valid in the environment of interest (welded stainless steel, typically of Type 304
or Type 316, exposed to a chloride-containing aqueous film, whose formation and

longevity is dependent on environmental conditions).

e Follow assumptions and conventions that are viewed as valid within the scientific

community.

e Follow assumptions and conventions that are valid for the actual mode of SCC ex-
perienced in canister material (e.g. if the selected SCC model depends on a very
specific theory of SCC development and propagation, it must be shown that this

theory accurately describes SCC phenomena in the canisters).

e Account for the effects of residual stress in the canister material (especially in and

near the weld).

e Be realistic for practical use (e.g. the model must perform well over the range of

environments of interest, and not just in one specific set of environmental conditions).

Accbrdingly, a total figure-of-merit (Fiota1) was calculated for each model using the

following equation.
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F total =

F, stochastic T F, complete + F, envt/matl + Fiitations+

(1)

2-F stress T F specificity + F parameters + F, adapt

The seven terms of Equation (1) are described in more detail below.

1. Fyiochastic = 1 if the model is stochastic, 0 otherwise
2. Feomplete = 1 if the model is complete, 0 otherwise

3. Fenvt/matt = 0.5 (if metal passivates) + 0.25 (if metal is passive and an alloy of
interest) + 0.25 (if environment contains chlorides) + 0.25 (if the environment is
similar to a deliquesced film), with the “metal” and “environment” here pertaining

to the metal and environment considered when the model was developed

4. Fiitations = Ni/Nmax, where N is the number of citations for model 7 and N, is the

highest number of citations obtained by an individual model

5. Firess = 1 if model has an explicit dependence on stress, 0.5 if model has a dependence

on K, and 0 if model has no dependence on stress?

6. Fypecificity = 1 if dependence on a specific theory is strong, 0.5 if dependence on a

specific theory is weak, and 0 if there is no dependence on a specific theory

2Note that pitting models and pit initiation models are not expected to have a strong stress dependence,
and should be judged relative to models in their own SCC stage subgroup. All pit initiation and pit growth
models have Fitress = 0. In this thesis, crack growth is considered to be far more dependent on stress on or
in the material.
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7. F parameter — (0 5N, macroscopic + N, microscopic +2N, atomic + 0.25N, characterizing +2N; ﬁtting)—l ’

where N, is the number of parameters in the model that fall into category z

8. Fadapt = Ftemp + Fchem, Where Fiemp = 0.5 if the model includes a temperature
dependence, and Fper, = 0.5 if the model includes a dependence on the environment

chemistry (the factor of primary interest being the chloride concentration)

Each of these seven components refer to a model criterion that was used for selection of
the best models for this project. The reasons that these criteria were selected are explained
below. Where relevant, additional notes regarding applications of a given criterion to a

specific model are included.
Criterion 1. The Model is Stochastic in Nature

Models which were already constructed to be stochastic or probabilistic in nature were
considered to be more favorable for this modeling effort, since deterministic models must

be adapted to probabilistic forms if they are selected.

Defining Fyochastic: Since this is a binary criterion, Fiochastic 1S equivalent to 1 if the
model is stochastic, and 0 if it is not. A value of -0.5 was added to this score if the
model did not include explicit expressions for the outputs of interest (e.g., an equation for

dissolution current is provided, but not for the corresponding flaw growth rate).
Criterion 2. The Model is Complete

Models which are already complete, in the sense that they begin with an initial assumed
distribution of pits, and proceed to model pit growth, the transition from pit to crack, and
crack growth, were more favorable for the initial modeling effort. In a final modeling

effort, in order to join multiple different models together (e.g. one model for pit growth,
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a second for crack growth), it must be shown that the different models are compatible
with each other. This presents an additional challenge because different models may have
been developed under different assumptions, or may include parameters that were fit to
experimental data collected under different sets of conditions.

Only the Engelhardt and Turnbull models are “complete” in this sense. Note that in
the final model, pit initiation must be considered, and neither Engelhardt nor Turnbull
describe pit initiation (beyond assuming an initial pit distribution). The pit initiation step
will link the SCC model with the environmental evolution model in any final modeling

effort.

Defining Feomplete: Since this a binary criterion, Feomplete is equivalent to 1 if the model

is complete, and 0 if it is not.

Criterion 3. The Model was Developed for the Environment /Material

Combination of Interest

In the case of the canisters, stainless steel are vulnerable to SCC if a deliquesced salt
film forms on the canister surface. (Types 304, 304L, 308, 316, and 316L are the steels of
the most interest.) SCC does not proceed in the same way in every material and every
environment. Therefore, it is desirable to utilize a model that was developed for stainless
steel that is exposed to a chloride-containing aqueous solution, since these models are more
likely to accurately describe SCC in the canisters.

Some of the models that meet this criterion do so in general terms: for example, some
are not developed for a specific type of steel, but for a “passivating metal.” Other models
consider a passivating metal, but are concerned with the high-temperature, fast-moving

environment representative of an operating light water reactor.

Calculating Fepyt/matit
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Three categories are considered.
e First, if the model was developed for a passivating metal, it was assigned 0.5 points.

e Second, If the passivating metal is specifically one of the stainless steels of interest,
another 0.5 points are assigned. Certain models were assigned 0.25 points for this
category if they weren’t developed for stainless steels, but did use SCC data from

stainless steel experiments to inform their final model.

e Third, models that were developed for a metal exposed to a salt-containing solution
are assigned an additional 0.5 points. If the model was developed for a solution that
contained chlorides, but which was not quite representative of a deliquesced film (e.g.

a boiling MgCl, solution), 0.25 points were assigned.

The maximum value of Fopyt/man is 1.5.
Criterion 4. The Model is Well-Regarded by the Scientific Community.

In order to evaluate this subjective criteria, the number of citations (as recorded by
Google Scholar’s records of each paper) were collected. Well-established papers tend to
have more citations. This criterion is obviously imperfect, since not every citation a paper
receives implies agreement by the citing author; furthermore, older papers tend to have
more citations simply because they have been in the scholarly databases for longer.

Figure 6 shows publication year vs. number of citations. This indicates a clear trend -
older publications generally have more citations. This chart does enable useful comparisons

between models that were published around the same year, however.

Calculating Fiitations®
To obtain Fiitations, the number of citations received by a model was divided by the

highest number of citations obtained by any model (510, for Galvele). The highest possible
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Figure 6: For each model considered, this chart shows the year a certain model was pub-
lished and the number of citations it has since received as of June 2014. The general trend
is obvious: the longer a model has been published, the more citations it has. Galvele (1976)
and Chao, Lin, and Macdonald (1981) have the most citations - so many that they seem
to be outliers.
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FOM was then 1. The two Farmer models, which are modifications of the Shibata and
Takeyama, and of the Henshall, models, are not counted individually. This is because
they necessarily depend on the original models, and are not meaningful on their own;
furthermore, they were published in a review document, and not as standalone works, and
so it is difficult to accurately assign a number of citations to them. For the purposes of the
Fitations, the two Farmer modifications are simply given the same Fgitations as their parent

models.
Criterion 5: Stress Dependence

A key goal of this research project is understanding the role that residual stresses in the
canister material (especially those near and in the canister welds) play in the development
and propagation of SCC. Therefore, it is particularly desirable for a model to incorporate
stress as an input. For the purposes of this preliminary modeling effort, it is assumed that
“applied stress” in a model can be substituted for “residual stress,” such that a present

residual stress can act as a driving stress.

Calculating Fyiress:

If a model contains an explicit dependence on stress, Fgiress = 1. If it includes a
dependence not on applied or residual stress, but on K, its Fyiress = 0.5. If it includes no
stress dependence, Fyiress = 0.

This FOM was then multiplied by two, since it was judged to be more important than
certain other criteria.? For example, a deterministic model can be adapted into a stochastic

model. It was expected, however, that incorporating an explicit stress dependence into a

3This is not to say that this thesis forms a definite conclusion regarding the role of residual stress in
the propagation of stress corrosion cracks in canister material. Rather, because the question of the role
of residual stress was central to the project, models that included a stress dependence were particularly
interesting, if only to see how they behaved when a typical residual stress profile was substituted for a
constant applied stress.
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model with no stress dependence would be more difficult, especially since the goal of this
thesis was to use primarily existing models with limited modifications, rather than to

construct an original model.
Criterion 6: Specificity Criterion

“General” models are assumed to be more favorable for the initial development of the
probabilistic model. Certain SCC models are developed based on a specific underlying
theory, meaning that if that theory is found to be irrelevant or inapplicable to SCC in
canister material, then the model is not helpful for this project.

It should also be noted that Criterion 6 is not a “damning” critcrion. Rather, modcls
with heavier reliance on a specific theory must be considered very carefully in the context of
experimental data for the relevant situation (salt solution and stainless steel) to determine
their appropriateness. For the initial modeling effort, more general models, for which
fitting parameters can be determined to make the model’s predictions consistent with
existing experimental data, are preferable. As the research effort continues, and SCC
data is obtained for the relevant material/environment combination, more “specific-theory”
models can be considered, since it will be more straightforward to compare their predictions

with actual data and determine whether they are consistent with observation.

Calculating Fypecificity:

Models that do not depend on a specific theory - which are more general - are assigned
Fipecificity = 1. Models with a mild dependence on a specific theory are assigned a Fypecificity
= 0.5. Models with a strong dependence on a specific theory are assigned a Fypecificity = 0.

All of the considered pit initiation models depend on a specific theory. In Sato’s model,
electrostriction pressure builds up in the passive film until the film breaks down, making the

metal surface vulnerable to pitting. In Chao, Lin, and Macdonald’s model, voids build up
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at the interface between the metal and the passive film. When the void grows sufficiently
large, it can cause film breakdown. In Okada’s model, a halide nucleus forms on the film’s
surface and eventually breaches it. Each model “depends” on a specific theory: it only
makes sense to use a given model if it is assumed that the model’s version of film breakdown
reflects reality.

Beck and Alkire’s model is assigned Fipecificity = 0 because it relies on the assumption
that a salt film that builds up on the pit walls, affecting current and dissolution.

All slip-dissolution-repassivation models are assigned a Fypecificity = 0.5. While these
models are based on a specific theory, SDR is a generally accepted view of crack propa-
gation. However, in order to use it in a certain material-and-environment combination,
it must still be validated: SDR is not necessarily the mechanism of every crack growth
situation. Kondo and Turnbull both are assigned a specificity value of 0.5 because their
pit-to-crack transitions are based on the theory that pits form cracks when the actual pit
growth rate equals the theoretical crack growth rate at a given depth.

Ihara’s model is assigned a Fypecificity = 0 because it is assumes that cracks nucleate from
microcracks. Buck and Ranjan’s model is assigned a Fipecificity = 0 for the same reasons.
Further weight was then given to Ihara’s specificity score, since this model assumes that
microcracks initiate at the surface before coalescing into larger cracks: pitting is not a
cracking precursor. At this stage of the Life Prediction of Canister Material project,
cracks are assumed to initiate from pits. Thara’s model was assigned a final Fypecificity =
-1 for this reason. However, Ihara’s model was still considered here and in the literature
review, in case future research shows that this model of cracking is possible in the canisters.
In Buck and Ranjan’s model, the microcracks can initiate at the base of pits, and so it has

a more favorable Fypecificity than does the Ihara model.
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This thesis makes no definitive conclusion as to which SCC theory accurately describes
the SCC that could occur in canisters. Fypecificity Was developed as a criterion in order
to give preference to models that are more likely to be useful for future research (the
assumption being that a highly-theory-specific model is more likely to be disproven as

relevant to SCC in the canisters, and thus less desirable for study here).
Criterion 7: Parameter Dependence is Appropriate to the Project Goals

In this project, an ideal model of SCC delivers the outputs of interest (e.g. flaw growth
as a function of time) and contains dependencies on the inputs of interest (e.g. stress,
chloride concentration). It does not contain so many fitting parameters or constants that
the model becomes unwieldy to construct and use with accuracy. This criterion favors
those models which are closest to this ideal.

To evaluate the parameter dependence FOM, the parameters in each model were sep-
arated into categories. Most of the models contain many equations; only those which
pertained directly to the SCC stage of interest (e.g. pit growth, crack growth) were con-
sidered.

The first parameter category was macroscopic parameters. These are typically environ-
mental parameters that may change in time, but which are easy to measure. Microscopic
parameters are environmental or material, but are more difficult to measure.

Atomic-scale parameters or quantities (such as void flux) are even more difficult to
quantify. These may be important to detailed simulations of a process, but are too detailed
for the model being developed in this project.

Characterizing parameters are quantities that are constant for a given material or ma-
terial/environment combination. In this study, the atomic weight (M) and density (p) of a
metal, and its associated dissolution reaction charge transfer z, are treated as one constant,

since they appear together in electrochemical reactions.
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Fitting parameters may either be true fitting parameters, or characterizing parameters

that are not commonly known and which require experimental data fitting.

Calculating Fparameters:
The number of parameters in each category were totaled, allowing Fparameters t0 be

calculated.

F, parameters — (0 SN, macroscopic +N, microscopic +2N, atomic + 0.25N, characterizing +2N, ﬁtting)_ ! (2)

Parameters that make the model more unwieldy, or which are difficult to determine,
result in a smaller value of Fparameters- This makes Fparameters @ useful indicator of the
relative difficulty of constructing and using a model. Note that it does not weight parame-
ters individually for importance (or sensitivity of the model output). Note also that fitting
functions are treated as single fitting parameters for the purpose of this estimate.

The detailed breakdown of these calculations can be found in Appendix B on page 325
in Tables 48-52. For each of the model categories, the parameters and constants relevant

to each model are separated into the five parameter categories used to calculate Fparameters-
Criterion 8. The Model Adapts to a Changing Environment

It is expected that changes in the canister environment will affect the likelihood that
corrosion damage will occur. Therefore, it is desirable to use a model which incorporates
dependencies on the primary environmental factors that are expected to affect corrosion. In
particular, this makes a model more directly applicable to a broad range of environments,

and eliminates the need to calculate and use subsets of fitting parameters to generalize a
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model to multiple environments of interest. Temperature and chloride concentration are

the factors of interest to this project.

Calculating Figapt:
Fadapt is the sum of Fiemp and Fpery- Models that incorporate a temperature depen-
dence have Fiemp = 0.5. Models which incorporate either a direct dependence on chloride

concentration or an indirect dependence on chloride concentration have Fiem = 0.5.4

2.3 Results of the figure-of-merit calculations

Figure 7 shows the results of the figure-of-merit calculations for each model. The environ-
ment/material figure-of-merit is broken into three categories for clarity. Figure 8 shows
the result of the figure-of-merit for each model in bar graph form. Models are grouped by
category: pit initiation, pit growth, pit-to-crack transition, crack growth, crack initiation,
and complete models.

The pit initiation models can now be listed from highest Fiota to lowest Figiay:

1. Shibata and Takeyama’s stochastic model

2. Chao, Lin, and Macdonald’s point defect model

3. Farmer’s surface partitioning model, after Shibata and Takeyama
4. Sato’s electrostriction model

5. Okada’s halide nuclide model

This analysis shows that the Shibata and Takeyama approach to modeling pit initiation

is expected to be the most promising to future modeling efforts. Pit initiation will not be

4An example of indirect dependence on chloride concentration is a model which depends on pH, since
pH can be linked to chloride concentration.
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Figure 7: Numerical results of the figure-of-merit calculations, by model
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explicitly modeled as part of this work, but it will be modeled as part of the overall Life
Prediction of Canister Material project.

The relative results for the pit growth models are as follows.

1. Henshall’s stochastic model, Fafmer’s modified Henshall model
2. Galvele’s model modifying the Pickering and Frankenthal model
3. Mola’s stochastic model

4. Pickering and Frankenthal’s dissolution-at-thé—pit—base model

5. Beck and Alkire’s salt-film-on-pit-walls model

Fiotal of the modified Henshall model was so close to Fioia for the unmodified Henshall
model that they are considered to be effectively tied. Note also that the Galvele model
is built upon the Pickering and Frankenthal model, so if either one is utilized in future
research, they should both be considered.

Kondo’s pit-to-crack transition model is alone in its category, although it could be
considered a pit growth model as well. In this case, Kondo’s model would be ranked above
the Galvele model in the list above.

The relative results for the crack growth models are as follows.

1. Wu’s model for SCC in Alloy 600

2. Aly’s model for SCC in Alloy 600

3. Shoji’s adaptation of the SDR model of crack growth
4. Hickling and EPRI’s model for SCC in Alloy 600

5. Macdonald’s modified SDR model
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6. Ford and Andresen’s SDR model of crack growth; Nakayama and Takano’s SDR

model of crack growth
7. Saito’s modified SDR + plastic deformation model

8. Hall’s modification of the Ford and Andresen SDR model

In this case, the highest Fiy, were scored by the models developed for Alloy 600
exposed to a PWR environment. If one of these models is utilized, it will likely need to
be modified in order to be usable for a stainless steel exposed to an effectively stagnant
deliquesced salt film. Shoji’s SDR model scored the highest for a crack growth model that
was not an Alloy 600 model.

Of the crack initiation models, the [hara model was found to be more favorable than the
Buck and Ranjan model. The IThara model depends on a theory of microcrack coalescence,
so it would not be useful if microcracking was found to be irrelevant to SCC in the canister
environment.

Of the complete models, the Turnbull model was found to be more favorable than the
Engelhardt model. The Turnbull model had the highest Fig,; of all the models considered

in this analysis.

2.4 The selected SCC models

Using the figure-of-merit analysis results presented in Section 2.3, the following models
were selected for further consideration in this work.

One pit growth model and two crack growth models were selected. This yields two
distinct pit-to-crack models when the pit growth model is combined with each crack growth
model.

The pit growth model chosen was the Henshall model. This model had the highest Fioa)
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of the pit growth models. It is probabilistic, which is in accordance with the overall goal of
this project to develop a probabilistic model of SCC in used fuel canisters. The Henshall
model also offers a framework for incorporating the effects of important environmental
parameters, such as potential, temperature, and chloride concentration.

The crack growth models selected were the Wu model and the Shoji model. For the
purposes of investigating the different genres of crack growth models, it was determined that
it would be best to pick one crack growth model from the group of Alloy 600/PWR models,
and one crack growth model from the group of slip-dissolution-repassivation models. If
selecting the crack growth model purely on basis of highest Fig,1, then both models would
be from the group of three similar Alloy 600/PWR models.

The Wu model was chosen from the Alloy 600/PWR SCC model group. Its Fiota was
only slightly higher than the Fi,, for the Aly model (the second highest-ranking crack
growth model), and it is based on a master’s thesis and not a published paper. However,
it has a more immediately usable crack growth rate equation (the Aly model uses an
integral form of crack growth that is dependent on the micro-environment of the crack
tip). The Wu model was also based heavily on the Hickling model, which was developed
by EPRI, and so it explicitly incorporated the findings of other research efforts and was
thus more broadly representative of an Alloy 600/PWR SCC model. Finally, the Wu
model’s explicit dependence on temperature, stress (via stress intensity) and chemistry (as
pH) made it a more natural tie-in to the goals of the Life Prediction of Canister Material
project (which involve understanding the role that residual stress and local environment
play in SCC behavior) as well as to the Henshall pit growth model (which has similar input
dependencies).

The Shoji model was the highest ranking model from the slip-dissolution-repassivation

group, and the third highest ranking crack growth model overall.
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Finally, the Turnbull model, which had the highest Fi.. score, was also considered
as a standalone model. Beginning with an initial distribution of pits, this model takes
a probabilistic, experimentally-informed approach to predicting pit growth, pit-to-crack
transition, and crack growth. This allows for the study of a self-contained, complete model

of SCC.
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3 Implementing the selected SCC models

In this section, the implementation of the models selected in Section 2 is discussed. The
code structure and the methods of parameter calculation are discussed for the two pitting
models (Henshall and Mola), the two cracking models (Shoji and Wu), and the complete
SCC model (Turnbull). The code structure used for the two combined models (Hen-
shall/Shoji, Henshall/Wu) is also presented.

Note that the complete code for each model can be found in Appendix B, Section 8.2.

3.1 Model implementation strategy

This section discusses the choice of coding language, the strategy used for parameter se-

lection, and the overall objectives that drove the development of each model.

3.1.1 Selection of program

Flaw depths were to be represented as entries in a vector, with each entry representing an
individual flaws. This way, each flaw could be easily be assigned either unique or identical
characteristics, as required by the model in use. MATLAB@®) is a natural choice for the
programming language since it is built to work with arrays and vectors. The plotting and
probabilistic mathematics capabilities of MATLAB®) were also well suited to the needs

of this project.

3.1.2 Important assumptions

Note that, as a simplifying assumption for the purposes of this work, all flaws in these
models grow perpendicular to the canister surface. Therefore, hoop stress, as discussed
above, is the stress component that is expected to impact flaw growth the most significantly

in these models. The quantification of the extent to which this simplifying assumption
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accurately predicts SCC in a stainless steel canister wall, and the development of any
necessary modifications, is beyond the scope of this work.

Pits are assumed to grow hemispherically. During the pitting regime, the flaw depth is
then equivalent to the radius of the hemispherical pit.

Furthermore, this work does not consider the evolution of the aggressive environment,
and so initial flaw depths are assigned from an appropriate distribution or assigned to have
a constant value that is very close to the surface (initiating the flaws from the surface
at depth 0 would lead to mathematical errors when the code is run). The modeling of
the environment, and its effect on the initiation of pits, is beyond the scope of this work.
Future work would combine the environment modeling, and subsequent pit development,
with pitting growth/crack growth models like the ones explored here.®

This is especially important because each of these loops begin by deciding a number of
flaws to follow, assigning them some initial depth, and then propagating them through the
flaw growth loop together. In reality, pits would be expected to initiate at different times
(and under different environmental conditions), and this must be taken into account when
evaluating the expected time-to-failure. Since all flaws initiate at ¢ = 0 in this work, time
to failure (as measured from flaw initiation) is simply the shortest time in which a flaw is
able to propagate through the canister material. A more refined model would account for
flaws that initiate at different times. In this case, imagine that the first flaw initiates at

t = 0. The time to failure would again be the time, counted from ¢ = 0, at which a flaw (not

5This project does not entirely ignore time-dependent environments. For example, a reasonable expres-
sion for canister surface temperature T as a function of time ¢ was selected for use in the coded models that
have a temperature dependence. In reality, when a canister is initially filled and placed in storage at an
ISFSI site, the surface temperature of the canister is probably too high to support the development of the
aqueous film that is assumed to be necessary to promote corrosion phenomena. However, in these models,
an environment aggressive enough to support corrosion is assumed to be present beginning at t = 0, even
though that’s not necessarily a physically realistic assumption. Future work is required to fully model the
effect of the environment on the development of the chemical environment on the model surface, and to
then link this changing chemical environment to corrosive effects.
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necessarily the first flaw to initiate) propagates through the canister material. However,
in this case, the flaw which grows the fastest is not necessarily the flaw which determines
time to failure, because the fastest growing flaws may be more likely to initiate later in the
canister lifetime, depending on how the environment is expected to evolve. This highlights

some of the complexity and challenge associated with this modeling problem.

3.1.3 Modeling objectives

The first objective of this modeling project is to examine the common SCC models that
already exist in the literature, and to identify ones which seem the most likely to be useful
to the Life Prediction of Canister Material project. It is hoped that the literature review
that accompanies this project will be a useful resource for other researchers interested in
the same topic.

The second objective of this modeling effort was to further investigate a complete
model (Turnbull) and to adapt stand-alone pitting and cracking models into two complete
pit-to-crack models. Furthermore, all three models were to be adapted to the canister-and-
salt-film situation specifically. By actually adapting and using these models, it becomes
possible to clearly identify the modeling gaps and challenges that will need to be addressed
in the future.

The third objective of this modeling effort was to use the four models to obtain a
distribution of time-to-failure (defined as the time when the flaw first propagates all the
way through the canister wall), given the caveats described above. The purpose is twofold.
First, an initial estimate of time-to-failure due to SCC can be made. Second, the time-to-
failure distributions from each model can be compared to obtain further insight into the
strengths and weaknesses of each model, and to understand the impact of model selection

on the type of results that can be expected.
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3.1.4 Global parameter selection

The selected models use a variety of parameters to properly fit the equations governing
pitting and cracking to the material-and-environment combination of interest. Where
appropriate, the parameter values used in the original model kept. In other cases, it
was necessary to refit the parameters so that the model would be more representative of
the situation of interest.

The calculation process is explained for each model that required parameter value
refitting. The selection of parameters that were specific to one individual model (Henshall,
Shoji, Wu, or Turnbull) are explained in the individual methodology sections for those
models. The selection of parameters and inputs that were used across multiple models are
explained in this section.

These include residual hoop stresses the corresponding stress intensity factors through

the canister wall, canister surface temperature, and pit growth rate.

3.1.4.1 Residual stress An important objective of the Lifetime of Canister Material
project is understanding the role that residual stresses in the material play in the propaga-
tion of flaws, especially cracks. Residual stress measurements on the prototypical canister
material obtained for this project had not yet been made at the time that this thesis was
first written.6

Instead, the residual hoop stress estimates made by Black (see [32]) are used here.
These estimates were made for a theoretical canister with specifications judged to be rep-
resentative of the average U. S. spent nuclear fuel canister. Three estimates were made:
one in which the residual stress profile was highly tensile (the worst case scenario from a

cracking damage perspective), one in which the residual stress was adjusted so that it was

$Since then, initial measurements have been made via neutron diffraction on the prototypical flat plate
welds obtained for this project.

57



just barely above the stress intensity threshold for cracking, and one which was judged
to be the “best estimate,” and which was determined by considering the residual hoop
stress profiles measured in several cylindrical geometries in the literature and estimating
what the residual hoop stress in the prototypical canister geometry was expected to be in
comparison. Figure 9 shows the results of these estimates. Note that in the best estimate

case, stresses become compressive, a state which might lead to crack arrest.
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Figure 9: The top dashed line shows the estimate of residual hoop stress in a half-inch thick
canister weld in the worst-case scenario (residual stresses are highly tensile throughout the
canister material). The middle line shows the estimate of residual stress in the canister, if
the lowest hoop stress measurement is still just barely above the stress intensity threshold
for cracking. The solid line is the best-estimate case. The residual stresses in this case
become compressive in a certain depth range. [32]

In order to use these stress profiles in the models, PlotDigitizer was used to obtain
point coordinates for the three residual stress plots. These coordinates were imported into

MATLAB®). Fourth-order Fourier fits were made in order to develop equations for residual
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stress as a function of depth. These equations had an R? value of 0.9994. The data, plots
of the data fits, and the code for these equations can be found in Appendix B.

For models that incorporated stress dependence via stress intensity factors, a similar
procedure was used to obtain point coordinates for Black’s plots of stress intensity. These
plots correspond to the three scenarios outlined above, and are shown in Figure 10. Eighth-
order Fourier fits were used to find equations for the stress intensity as a function of depth.
These equations had an R? value of 1. Note that the original data from [32] for the best-
estimate K is used in this project: in [32], the graphs show an “effective” K value, such
that K = 0 whenever K < Kipreshold- The original data is used here in order to better
accommodate possible changes to the value of Kipreshola by other users. The data, plots of
the data-fit, and the code for these equations can be found in Appendix B.

Table 2 gives fourth-order Fourier fits that are used in the coded models to represent
residual stress through the canister wall in the hoop direction. Units of length are in
meters, and units of stress are in MPa. Table 3 gives the eighth-order Fourier fits that are
used in the coded models to represent the stress intensity through the canister wall.

Figures 9 and 10 show plots of residual stress and stress intensity that were determined
for a 1/2 inch (0.0127 m) thick canister wall. This is a reasonable average wall thickness to
use, but in reality, the walls of different models of canisters are likely to vary. In order to
accommodate this variation, the arguments of the sine and cosine functions in the Fourier

fits were modified as follows:

sin (C - z) — sin (_C'Zhecilni:)

where C is a constant. “thickness” is an input from the main script of the model, and is
the canister thickness in meters. When the canister thickness is equal to 1/2 inch (0.0127

m), terms cancel and the original form of the Fourier fit is preserved.
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Figure 10: The top dashed line shows the estimate of stress intensity K in a half-inch thick
canister weld in the worst-case scenario (residual stresses are highly tensile throughout
the canister material). The middle line shows the estimate of stress intensity through the
canister wall, if the lowest hoop stress measurement is still just barely above the stress
intensity threshold for cracking. The solid line is the best-estimate case. [32]
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Table 2: Residual stress profiles through the canister wall (based on [32]), as fit in MAT-
LAB® using first and fourth-order Fourier fits. z is flaw depth, ¢ is thickness, and to =
0.0127, which is the width of the theoretical canister weld considered in [32]. All lengths
are in meters.

Best Estimate Case

o(z) =134+99.7 cos(43802).10.01 sin (228402) _44.87 cos (2438hz) _ 33.185in(2438k)

- 2.254 cos(34380%) 7,955 sin (343842 ) 13 444 cos(L43840T) 4 5.454 sin(4:438tz)

Just above Kiyreshola Case

o(z) =175.9-84.74 cos(43842).8 509 sin (43807) _38.14 cos (2438%0%) 198.2 sin(2:438kz)

- 1.916 cos(34380z) _ 6.762 sin(3438%02) | 2928 cos(243807) 14.636 sin(4438tz)

Highly Tensile Case

o () =267.7+49.85 cos(43802)-5.005 sin (438402) 2244 cos (243Bz) | 16.59sin (2438ke)

- 1127 cos(430T) - 3.977 sin(2432) +1.722 cos(£4502) + 2.727 sin(L45az)
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Table 3: Stress intensity through the canister wall, based on [32], as fit in MATLAB using
fourth-order Fourier fits. x is flaw depth, t is thickness, and ¢g = 0.0127, which is the width
of the theoretical canister weld considered in [32]. All lengths are in meters.

Best Estimate Case

K(z) = 10.52

- 0.7325 cos (203:5t0z) _ 7,623 sin (2032002 ) _ 9,044 cos (24033t ) 4 4 497 sin(24035toz)

- 2.836 cos (3403:5hz) 4 .8395sin (34035t ) _ ( 3214cos (£403:5%2) 4 2113 sin(4403:5%0)

- 0.1261 cos (2403502} 4 1517 sin(2403:3402) 4 .2964 cos (2495:3002) 4 0.7951 sin(E408:2tez)

+ 0.552 cos (T4935tez) 4 .2279 sin(T403:5%2) 4 0.2278 cos (8403:542) 4 0.1059 sin(8-4935ke)

Barely above Kihreshold Case

K(z) = 13.98

- 3.015 cos (328:3%0z) _ 7957 gin(36:502) _ 9 34] cos (2:39:50z) 4 499 sin(2:396.5tz)

- 3.259 cos (3:3%:300z) 4 1922 sin(3:396:502) _ (1845 cos (36:50z) 4 2 692 sin(1:3%8-3tz)

+ 0.2946 cos (228:3tz) | 1874 sin(23963t0z) 4 (6274 cos (£:36:50T) 4 (.8192 sin(®3%:3tax)

+ 0.6546 cos (T3%6:5%2) 4 0.08902 sin (L3950 ) + (.2489 cos (23%:3tz) 4 0.04357 sin (229502 )

Highly Tensile Case

K(z) = 20.7

- 13.27 cos (32:2t0z) _ 6.783 sin( 220z - 10.17 cos (2372MT) 4 7,757 sin (2372902 )

- 3.167 cos (23722} 4 5857 sin(3:3729%02) 1 1,395 cos (43729%z) 4 4 333 sin(4372Mz)
+ 2.152 cos (23729%2) 4 9 131sin (22720 4 1518 cos (&:372%z) | (.2935 sin (£:3%.5tz )

+ 0.6665 cos (L3723%2) 4 0.4182 sin(T3729%02) 4 0.2448 cos (82720} - (1388 sin(&IT2M0z)
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3.1.4.2 Threshold stress intensity The threshold stress intensity at which cracking
begins - commonly referred to in the literature as Kigcc and in the MATLAB code here
as Kinreshold - Was selected to be equivalent to 4 MPay/m in this work. This was selected
by Black [32] as the value of Kigcc. Since that thesis is complementary to the present
one, this value was chosen for consistency. Black notes that other studies of cracking in
stainless steels identify higher values of Kiscc, and that the value of 4 MPay/m is thus a

conservative approximation.”

3.1.4.3 Temperature at the canister surface An estimate of canister surface tem-
perature was adapted from an NRC study of dry cask storage systems and their potential
to undergo chloride-induced SCC by Ahn et al. [33]. The authors modeled canister surface
temperature for a canister containing twenty-four 1 kW fuel assemblies. These results are
shown in Figure 11.

For the purposes of this work, the temperature corresponding to a canister exposed to
an ambient temperature of 21°C at the canister top was used. PlotDigitizer was used to
obtain the coordinates of the desired line (blue with open diamond points; third line from
the top) from the graph in Figure 11. These points were imported into the MATLAB®)
curve fitting toolbox, and a two-term exponential fit was used to estimate the form of the
line.

The final form of the temperature function used in this work is given in Equation (3),

with ¢ in years.

T(t) = 71.75e~ 01120 4 107.3¢~ 0005747 3)

"The source for this value of Kiscc, as given in [32], is B. W. Brisson, R. G. Ballinger, and A. R. Mcllree.
“Intergranular Stress Corrosion Cracking Initiation and Growth in Mill-Annealed Alloy 600 Tubing in High-
Temperature Caustic,” Corrosion, 54(7), 1998, 504-514, [76].
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Figure 11: Canister surface temperature in °C is modeled as a function of time. The
temperature is dependent on the ambient temperature. For this work, the temperature
modeled for 21°C at the top of the canister was used. [33]
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Note that in the model codes, when time is imported into the temperature function, it must
first be converted to years because the rest of the code parameters use units of seconds.
Ahn et al. note that several factors complicate the estimation of temperature at the
canister surface. First, the canister surface temperature is affected by the ambient temper-
atures, which vary both daily and seasonally (and which are different at each ISFSI site).
The temperature also varies across the canister surface due to the geometry and burnup
history of the assemblies inside. Therefore, a complete predictive model would likely evolve
the canister surface temperature as a function of both time and location on the canister
surface, with the geometry of the canister, the assemblies, and the burnup history of the
assemblies as inputs to this function. For this model, however, the temperature profile is
assumed to be the same at every point on the canister surface, and the flaws are assumed

to have an equal probability of being located at any point on the canister surface.

3.1.4.4 Pit growth increment D In the Henshall pitting model, the pit grows at a
given timestep if a randomly generated number exceeds the calculated growth probability
at that timestep. The amount by which the pits could reasonably be expected to grow
in one timestep was estimated from a joint paper by Engelhardt and Macdonald that
estimated corrosion cavity growth rates in iron components exposed to a sodium chloride
solution [34].

The authors’ predictions of pit growth in Type 316L steel exposed to various concen-
trations of NaCl solutions are shown in Figure 12. For the purposes of this work, it was
assumed that the behavior of Type 316L stainless steél would be reasonably similar to the
behavior of Type 304 stainless steel in this regard. The second case, in which the steel is
exposed to 0.5M NaCl solution, was chosen for this work.

This graph was used to estimate a pit growth rate of 1 mm/yr, or 3.169x10™! m/s.

Experimental tests with weld material and a characteristic environment can be carried out
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Figure 12: Corrosion pit depth as a function of time is graphed for Type 316L stainless
steel exposed to various concentrations of NaCl solution. [34]
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to refine this value.

Note that the observed pit growth rate in the simulations will not actually be 1 mm/yr,
because the simulated pits will not grow at every timestep. Therefore, the observed pit
growth rate in the models is expected to be less thaﬁ the input value of D. For this reason,
simulations will also be run with higher, more conservative values of D to see how this

changes the distribution of times to failure.

3.2 Building the models

The methodology used to develop the code for each model is discussed in this section.
References to the original code are provided. The two pitting models, the two cracking
models, and the Turnbull model are discussed individually. The general strategy used
to combine the pitting and the cracking models into four distinct pit-to-crack models is

presented.

3.2.1 Implementing the Turnbull model

The Turnbull model (see page 232) is a complete model of SCC, and also scored the highest
Fiota1 during the figure-of-merit calculations.
The MATLAB code used to model the Turnbull approach to describing SCC can be

found in Section 8.2.2 on page 344.

3.2.1.1 Turnbull: Model structure Figure 13 is a flowchart that shows the structure
of the code used to model the SCC process described by Turnbull.
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The parameters used to characterize pit and crack growth rates are calculated for each
flaw using the process described in the next section. Some of these values are treated as
constants, while others are selected from an appropriate distribution. Each flaw in the
vector has a unique set of characteristics that govern its history.

Since this study does not incorporate environmental evolution and pit inception, the
number of pits in the flaw vector is selected by the user, and the pits are assigned the same
initial flaw depth. Note that in [31] the number of initial flaws is selected by the user, but
a Weibull distribution is used to assign their initial sizes.

At each iteration through the loop, the stress is first calculated as a function of flaw
depth. The pit growth rate is calculated using the previously assigned parameters and
the current flaw depth. The crack growth rate is calculated using the previously assigned
parameters, the current flaw depth, and the stress at that flaw depth.

If the pit growth rate calculated for that depth is less than the crack growth rate
calculated for that depth, then the flaw is still in the pitting regime and the depth is
updated by adding (dz/dt)pi; to the current depth. If the crack growth rate has the higher
value, then stress intensity K is calculated using the previously calculated stress. If it
exceeds the threshold stress intensity for cracking, then it is assumed that the flaw has
entered the cracking regime, and the depth is instead updated by adding (dz/dt)crack to
the current depth. However, if the crack growth rate exceeds the pit growth rate, but K(z)
is still less than Kipreshold, it is assumed that the flaw is still in the pit growth regime.

Two versions of this model were coded. One is for running a single group of flaws, and
the second is used for simulating multiple vectors of flaws (i.e. the flaw vector becomes
a two-dimensional flaw matrix). The code for these models can be found in Appendix
B on page 344. (Some of the characterizing parameters apply to the entire flaw vector.

This multiple-vector approach allows for the simultaneous simulation of flaw vectors with



* =g(x) = BallPL1-1/8)
s = CoPzt

Figure 13: This flowchart illustrates the structure of the code used to model the SCC
process described by Turnbull. Each flaw is assigned an initial set of characteristics. The
pit and crack growth rates are calculated at each time step. When CGR > PGR, and
K () > Kinreshold, the flaw transitions from a pit to a crack.
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different characterizing parameters.)
The distributions of flaw depth and time-to-failure are then obtained. The shortest

time-to-failure is the canister time-to-failure prediction.

3.2.1.2 Turnbull: Parameter selection There are two primary equations in the
Turnbull model: the first governs pit growth, and the second governs crack growth.

The pit growth rate is given as:

dz\ 5 /8. 1-/8
( dt )pit B ﬁa ! (4)

where z is the flaw depth, and 3 and « are constants selected from normally distributions.
Each flaw is characterized by its own value of 8 and a.

The crack growth rate is given as:

da:)
— = CoPz? (5)
( dt crack

where ¢ is the stress present in the material, C is a constant selected from a normal
distribution, q is a constant whose value is the same for a given group of flaws, and p = 2gq.

Since the models in this project do not address the evolution of the aggressive environ-
ment and the inception of pits, an initial flaw depth is assigned first. All pits in this model
have been assigned an initial depth of 1 um.

B and a are selected from normal distributions in this version of the Turnbull model .
B is a constant in the Turnbull model, and several values are reported in [31] for different
possible environments. The set of constants pertaining to an aerated 1.5 ppm chloride
environment in [31] were used for this study, since this was the environment studied in [31]
that was judged to be the most applicable to the proposed aggressive canister environment.

A normal distribution was applied to 3 in this study, to represent the natural variability of
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the corrosion process and the uncertainty in the applicability of this value of the constant
to the situation at hand. The mean of the normal distribution for 3 is equivalent to the
constant value of 3 selected from [31], and the standard deviation of this distribution is
equivalent to a global standard deviation s selected by the user at the beginning of the
simulation.

a is selected from a normal distribution centered at 0 in [31], so this feature was
preserved. The standard deviation of this distribution is also prescribed in [31], and this
standard deviation is used instead of s when calculating a.

A condition is placed on the selection of 8 and o to prevent a negative value from being
assigned to either constant. This tends to skew the normal distributions to values greater
than the mean, but the effect is expected to be very small. The normal distributions for
all constants in Turnbull are graphed in Appendix B on page 348 for multiple values of s
to show that this is true.

C is also selected from a normal distribution that is centered around a mean prescribed
in [31]. It is suggested in [31] that C is normally distributed, and for an aerated chloride
environment, three sets of means and standard deviations of C are provided. The set
pertaining to the longest exposure time is used here.

g is a constant in the Turnbull model, and it is the same for all pits (i.e. for a single
simulation that propagates N pits through the Turnbull loop, all N pits will have the
same ¢ value). The value given for ¢ in [31] is used as the mean value of ¢ in this model.
g is selected from a normal distribution centered around this mean value with standard
deviation s at the beginning of a group. As is the case with all other constants in this
model, the selection of ¢ is modified to prevent negative values from being assigned. p is
then simply calculated for the group of pits as p = 2q.

The values of these constants are summarized in Table 4. 3, a, and C are unique
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to each flaw, whereas p and q are unique to a vector of flaws. Constants whose normal
distributions are characterized by the global standard deviation s are constants whose
normal distributions are imposed on them in this project, but which are not normally

distributed in the original model.

Table 4: Constants used in the Turnbull SCC model

Constant Normally Mean Standard
Distributed Value Deviation
15} yes 0.37 s
o yes 0 0.76
C yes 2.6x10718 3.8x10718
q yes 3 s
D no 2q N/A
Zo no 1 pm N/A

The value of ¢ is calculated as a function of x using the distributions described in
Section 3.1.4 on page 57. Note that in [31], o is a constant applied stress, and not a
spatially-dependent residual stress.

Finally, in the version of the Turnbull model which uses Kipreshold @S an additional
criterion on the transition from pitting to cracking, the value of 4 MPay/m is used, as

described on page 63.

3.2.2 Pitting: Henshall

Henshall (see page 178) developed a stochastic model of pit growth. The framework for
this model allows for the effects of time-dependent environmental parameters on pit growth

probability to be modeled.?

8The original Henshall model also treats pit initiation and pit death, but only pit growth is considered
here - i.e., flaws may not grow on every timestep, but once initiated, they do not repassivate and stop
growing.
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The MATLAB®) code used to model the Henshall approach to pit growth can be found

in Section 8.2.3 on page 351.
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3.2.2.1 Henshall: Model structure The flowchart in Figure 14 shows the structure
of the code used to model the pit growth process described by Henshall.

First, initial depths are assigned to each flaw. These may be arbitrary or selected from
an appropriate distribution.

Second, the vector of flaw depths is propagated through the pit growth loop. Each
entry in the vector cycles through the loop until the flaw depth exceeds the thickness
of the canister, a condition which constitutes failure. Realistically, pits are expected to
nucleate cracks well before they grow to the other side of the canister wall, and stress
corrosion cracking is the primary focus of the Life Prediction of Canister Material project.
However, for the sake of completeness, the Henshall model (pitting only) is considered on
its own, as well as in conjunction with cracking models.

At the beginning of each cycle through the loop, the pit growth probability A is newly
calculated. A is a function of applied potential, chloride concentration, and temperature.
To calculate each of these three quantities, a separate function is called. These functions
are time-dependent, and can be modified to return the appropriate values for the canister
situation (e.g. the temperature equation can be modified to represent the surface temper-
ature of a used nuclear fuel canister whose internal fuel assemblies have a specific power
history and heat profile). The “time” input to these functions is determined by the loop
index ¢, with all parameters appropriately normalized so that (i + 1) — ¢ is equivalent to a
desired unit of time.

Once A is calculated, a random number generator (RNG) is used to determine a value
between 0 and 1. If the random number is less than A, pit growth occurs. (For example, if
A = 0.75, then there is a 75% chance of growth, and a 75% chance that a standard random
number generator will return a value that is less than 0.75.) The flaw depth is updated by

adding the amount that the pit grows to the existing flaw depth. In the Henshall model,



1 A= Ay (Eopp — Brexp{C1[CI” jexp(-Q4/RT)

[CH], T, E, are
functions of time

Figure 14: This flowchart illustrates the structure of the code used to model the pit growth
process described by Henshall. The pit growth probability is a function of the applied
potential E,p,, chloride concentration [C1~], and temperature T. FEupp, [C17], and T are
themselves separate functions of time.
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the pit simply grows by an average amount D. The loop then repeats.

If the random number is greater than A, pit growth does not occur at that timestep,
and the loop simply starts over.

When all the flaws in the vector have exceeded the canister wall thickness, the sim-
ulation is over, and distributions of flaw depths and time-to-failure (here, the number of
times a flaw was cycled through the loop is the time-to-failure) are shown. The shortest

time-to-failure is the predicted canister time-to-failure.

3.2.2.2 Henshall: Parameter selection A detailed description of the Henshall model
and its equations can be found in Section 7.4.3 on page 178. The Henshall model involves
three time-dependent equations for temperature, potential, and chloride concentration.
The temperature equation given in the original model was abandoned in favor of the
canister surface temperature model described on page 63. The chloride and potential

equations have the form:

Eapp = B — et (6)
[CI7] = KoeKit )

The calculated values of temperature, chloride concentration, and potential are then

used in the growth probability expression:

¥ = Aq(Eapp — B4)P*([C17)) “exp(+Q,/RT) (8)

where t is time, R is the gas constant, (), is the activation energy of the pitting process,

and all other variables are constants. In [35], the author runs several distinct cases that
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used different sets of values for the parameters Ey, E;, Ky, K1, A4, B4, Bs,and C4.% One
set was selected for use in the model as average values for the constants. These values are

given in Table 5.

Table 5: The average values of the constants used in the code for the Henshall model

Variable Mean value
Ey 1.4
F, 0.047
Ky 0.01
K 0.0465
Ay 1077
B, 0.4
By 0.3
Cy 0.2

Future iterations of this work that use the Henshall model to simulate the pit growth
process in canister walls should use experimental results to determine better fits for the con-
stants of the equations describing chloride concentration, potential, and growth probability.
At present, the values reported by Henshall are used instead, and normal distributions are
applied to represent uncertainty in their true value and to simulate the variable nature of
corrosion processes. When the model is run, a global standard deviation parameter is first
selected by the user. The standard deviation parameter is given as a decimal percentage,
0.XX, where 0.XX = XX%. When the constants are used in the model, the mean value
(as given above) and the standard deviation are called and used to characterize the normal
distribution used to select the value of the constant in each iteration of the loop. The
mean of the distribution is equal to the constant’s given average value p, and its standard
deviation equal to the global standard deviation parameter s multiplied by u. The value

of the constants are reselected with each iteration of the loop.

9The original subscripts used in the original paper are kept here for ease of comparison (see [35]).
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In order to prevent unphysical results, negative values are truncated from the distribu-
tions. This is expected to have a minimal impact on the results. Graphs of these truncated
distributions are provided in the appendix on page 357.

The activation energy for the pit growth process provided by Henshall was 10™4 kJ /mol.
A new value was estimated from the results provided in [36], which considered the corrosion
of four austenitic stainless steels exposed to aqueous chloride environments. The activation
energy for general corrosion for Type 304L steel exposed to 2.5M NaCl solution was found
to be 14 kJ/mol. General corrosion of Type 304L stainless steel exposed to 2.5M NaCl
was considered to be a reasonably good approximation of pitting corrosion in Type 304
stainless steel exposed to a deliquesced chloride salt solution, and so this value was used
for the activation energy in the Henshall model.

The gas constant has the value 8.3144521 J/mol-K.
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3.2.3 Cracking: Shoji

The Shoji model for crack growth (sece page 204) is a deterministic model that adheres
to the slip-dissolution-repassivation (SDR) theory of crack growth, but incorporates the
effects of strain at the crack tip into the calculation.

The MATLAB®) code used to model the Shoji approach to crack growth can be found
in Section 8.2.4 on page 361. The Shoji model is only used in this thesis as part of the

combined Henshall/Shoji model, and not as a standalone model.

3.2.3.1 Shoji: Model structure The flowchart in Figure 15 shows the structure of
the code used to model the crack growth process described by Shoji.

First, initial depths are assigned to each flaw. These may be arbitrary or selected from
an appropriate distribution. When the cracking model is inserted into a pit-to-crack model,
the initial cracking depth will be the depth at which that flaw transitioned from a pit to a
crack.

As is the case with the pitting models, flaws cycle through the loop until they exceed
the canister wall thickness. At each iteration of the loop, stress intensity K is calculated
as a function of residual stress and flaw depth. At each iteration, the calculated K value
is stored in a history matrix so that dK/dt can be calculated on the subsequent loop.

Once K; and (dK/dt); have been determined, (dz/dt); can be calculated. This value
is also stored in a history matrix, since it will be used in the calculation of (dz/dt);4+1. (If
the loop is on its first iteration, K;_; and (dx/dt);_ are simply assigned values of 0.)

Crack depth can then be updated by adding (dz/dt); to z;. The distributions of flaw
depth and time-to-failure are then obtained. The shortest time-to-failure is the canister
time-to-failure prediction.

Note that this is a deterministic model. Crack evolution is assumed to be determined
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primarily by the material and environment conditions, whereas pit growth is modeled
as a probabilistic process. However, the constants and parameters can be selected from
appropriate distributions instead of assigned as constants in order to replicate the expected

material/environment-independent crack growth variability.
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3.2.3.2 Shoji: Parameter selection Shoji et al. use the following equation to de-
scribe crack growth [21]. A detailed explanation of the Shoji model and of this equation

can be found in Section 7.5.6 on page 204.

da_ Mi, to\™ Boyn . 2&+i | i(& 21} V/(n-1)1™ o
dt — zpF(1 —m) (;) E(n-1) Kr no o To oy)

M, z,p, 0y, and E are material properties, representing the steel’s atomic weight, the
oxidation charge exchange associated with the corrosion reaction, the steel’s density, the
yield stress, and the steel’s Young’s modulus. These values were determined for Type 304
stainless steel for use in the code, and are listed in Table 6. Values are given in their

common units, but in the code, everything is converted to units of Pa, kg, and m.

Table 6: Material property values for Type 304 stainless steel used in the Shoji model

Parameter Value
M 0.05542 kg/mol
z 2
0 8.03 g/cm®
Oys 205 MPa
E 193 GPa

To calculate M, the Type 304 stainless steel was assumed to have the same composition
as the weld samples obtained for this project (see Appendix C). This composition is given
in Table 7.

F, Faraday’s constant, has a value of 9.64853399x 10~ C/mol.

ro, the characteristic distance used for formulating crack growth. This was given a
value of 100 pm. Shoji et al. report using values of 85 um to 230 um in their calculations,

and so a single value was selected from that range.
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Figure 15: This flowchart illustrates the structure of the code used to model the crack
growth process described by Shoji. Crack growth is affected by the stress intensity at that
depth in the material, the time-rate-of-change of the stress intensity, and the immediately
prior crack growth rate, as well as other parameters that are consistent with an SDR
cracking model. 82



Table 7: Composition of Type 304 stainless steel weld samples by weight percent

Cr Ni C Co Cu Mn
18.0215 | 8.0000 | 0.0249 | 0.1540 | 0.4845 | 1.7665

Mo N P S Si Fe
0.3380 | 0.0645 | 0.0340 | 0.0025 | 0.2535 | balance

m and n represent the slope of the oxidation rate decay curve and the strain hardening
exponent, respectively. Shoji et al. report multiple values of m. A mean value of 0.567
was selected for m, Since this was the value used when considering sensitized Type 304
stainless steel exposed to 288°C oxygenated water. Of the scenarios considered in [21], this
one was the closest to the material and environment of interest in this project. The same
reasoning was used to pick 1.36 as the mean value of n.

B and A are fitting constants. The values reported in Shoji et al., 5.08 and 0.11 respec-
tively, are also used here.

To represent uncertainty in the applicability of these values to this project, and to
represent the expected variability in corrosion phenomena, m, n, A\, and 8 are selected
at each iteration of the crack growth loop from a Gaussian distribution centered at their
assigned mean value, and with a standard deviation equivalent to a specified percentage
of that mean value. This is the same process used to select parameter values in the
Henshall model, as described on page 77. Negative values are truncated from the Gaussian
distributions. Plots of these Gaussian distributions are shown in Appendix B on page 367.

€y represents the fracture strain of the oxide film. In order to estimate this value, it
is necessary to know which oxide films form in the cracks of the weld material. For the
purposes of this work, it is assumed that the expected oxide films inside a stress corrosion

crack are the same as those known to form on Type 304 stainless steel. Therefore, the film
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fracture strains of interest are those corresponding to CroO3 and Fe3O4 [37].

The film fracture strain can be estimated from the following expression:

Ef = KIC/(onx\/"E) (10)

where Kj¢ is a threshold stress intensity, f is a geometrical factor, Eo is the Young’s
modulus of the oxide film, and c is the radius of the flaw precipitating the crack [38].

Since f and ¢ would be the same for both Cro03 and FesQy, the ratio of Kic to Eox
was considered for both. For Fe3O4, Kic = 1.4 MPay/m and Eox = 208 GPa. For Cry03,
Kic = 1.8 MPay/m and Eo,x = 283 GPa. This yields a ratio of 0.006731 for Fe3O4 and
0.0063604 for CraO3. Since Fe3O4 has the higher value, it is assumed for the purposes of
this work that this is the composition of the oxide film, since the highest fracture strain is
assumed to be the threshold fracture strain.

The geometrical factor f has a value of 0.64 when the flaw that initiates the crack
is a semicircular surface notch of radius c¢. It is assumed throughout this work that the
corrosion pits are hemispherical, and so this is the value of f that is used. c is equivalent
to the depth of the pit at the time that it initiated a crack, and so is unique for each crack.
When the Wu model is considered apart from the pitting models, an arbitrary pit depth
is chosen.

1, and t, describe the current associated with the SDR mechanism. Figure 16 illustrates
the corrosion behavior associated with SDR. The current spikes when film rupture occurs,
exposing bare metal, and decays as the film repassivates, which inhibits corrosion. This
process repeats in a cyclic manner as the crack propagates.

Experimental data from [39] was used to estimate the values of ip and ¢y to use in the

Shoji model. The data considered here involved a Fe-18Cr sample exposed to 1M NaCl
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Anodic current density , i

Figure 16: The current spikes when film rupture occurs, exposing bare metal, and decays
as the film repassivates, which inhibits corrosion. This process repeats in a cyclic manner
as the crack propagates. ip describes the peak current amplitude, and £y characterizes the
period of the film rupture events. [24]

solution. This data is shown in Figure 17.19:11

In order to estimate ig and tg, the graph was digitized using PlotDigitizer. Points were
collected in sets of three: at the left base of a current peak (i1,%1), at the top of the current
peak (i2,12), and at the right base of the current peak (i3,t3). This is shown schematically
in Figure 18.

To calculate tp, #; is subtracted from t3. After this was done for each current peak,
these &; values were averaged to obtain a to value of 54.02 seconds.

To calculate i, i; and i3 were averaged for each peak to obtain a lower bound for the

current. This average value was then subtracted from iz to obtain an estimate of 79. The

10The study in [39] involves pitting nucleation studies, not crack propagation studies. Therefore, these
values should be considered as a first estimate that should be refined by experimentation using weld material.

N Experimentation may also reveal that an SDR approach to crack modeling is inappropriate for the
scenario of interest.
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Figure 17: Potentiostatic experiments were carried out by Kobayashi et al. on an Fe-18Cr
sample in a 1M NaCl solution in order to study corrosion pit nucleation. The observed
current is plotted versus time. This data was used to estimate 7 and #p in the Shoji model.
[39]
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ip values for each individual peak were averaged to estimate an ig value of 2.37 nA.
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Figure 18: The schematic shows where points were collected on the data from [39]. For

an individual current peak, tg = t3 — ¢1, and ig = 12 — 31%3- tp and ig were calculated

for multiple individual peaks, and averaged to estimate ¢y and ip values for weld material
exposed to chloride solution and cracking according to the Shoji model.
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3.2.4 Cracking: Wu

The Wu model of crack growth (see page 250) is adapted from the EPRI and Hickling
models for crack growth in Alloy 600 exposed to a primary water environment, and accounts
for three separate crack growth rate regimes [27]. The crack growth rate is influenced by
temperature, stress intensity, and pH.

The MATLAB®) code used to model the Wu approach to crack growth can be found

in Section 8.2.5 on page 370. (It appears as part of the Henshall/Wu combined model.)

3.2.4.1 Wu: Model structure Figure 19 is a flowchart that shows the structure of
the code used to model the crack growth process described by Wu.
Initial depths are assigned to each flaw in the crack vector. In a pit-to-crack model,

the initial depth is simply the depth at which the flaw transitioned from a pit to crack.
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The flaw is cycled through the loop until its depth exceeds the canister thickness, at
which point failure is assumed to have occurred.

At each iteration of the loop, the stress intensity is calculated as a function of depth.
The value of the stress intensity then determines which of the three crack growth regimes
govern the flaw at that point. Note that if only one regime or two regimes are deemed
necessary to describe crack growth in the stainless steel canisters, the code can easily be
modified to account for this.

The appropriate expression for (dz/dt); is then used to determine the new crack depth,
by adding (dz/dt); to the existing crack depth. The distributions of flaw depth and time-
to-failure are then obtained. The shortest time-to-failure is the canister time-to-failure
prediction.

Like the Shoji model, this crack growth model is also deterministic in nature.

3.2.4.2 Wu: Parameter selection The Wu model consists of three crack growth
regimes, which are described by two crack growth rate expressions (the second regime is
a combination of the other two). The regime is determined by the stress intensity at the

present flaw depth. The crack growth rate expressions are as follows:
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Figure 19: This flowchart illustrates the structure of the code used to model the crack
growth process described by Wu. There are three possible regimes of crack growth, deter-
mined by the stress intensity in the material at the flaw depth during a given iteration.
The appropriate crack growth rate is used to update the crack depth.
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This model is intended to describe SCC in Alloy 600 exposed to a PWR environment.
This is very different from the environment of interest in this project: Alloy 600 is a
nickel-based alloy with different properties than Type 304 stainless steel, and a PWR
environment involves the constant present of a bulk, high-temperature, moving fluid instead
of a deliquesced salt film.

The following constants are selected from normal distributions. The means of these
distributions are identical to the values Wu calculated using Bayesian regression techniques.
These values are presented in Table 8. The standard deviation of these distributions is set
by the user as a global parameter at the beginning of the simulation. As with the Henshall
and Shoji models, these normal distributions were truncated to prevent the selection of
a negative value. This truncation is not expected to have a significant impact on the
results of the simulation. The distributions are plotted in Appendix B on page 376. It is
recommended that any future modeling efforts using the Wu model to describe cracking in
used fuel canisters use data from dedicated experiments (e.g. the measurement of cracks
in weld material exposed to a chloride solution) to get a better fit for these constants.

R, the gas constant, has a value of 0.008314 kJ/mol-K. The temperature T is a time-
dependent function. The equation for temperature at the canister surface described on
page 63. Kihreshold is 4 MPay/m, as described on page 63. K(z) is calculated based on the
K distributions described in 3.1.4.

Ki;s and Kiype, the K values which demarcate the bounds of each cracking regime, are
given in [27] as 20 and 30 MPay/m, respectively. In order to estimate reasonable values for

the weld material, Kipreshold of Alloy 600 (9 MPay/m) was compared with the Kipreshold
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Table 8: Constant values for Equations (12) and (13)

Constant | Value
[ 9.70x10~12
Cy 2.86x10712
™ma 0.2286
ma 0.1836
m 08982
) 0.7360
by 0.3418

determined for Type 304 stainless steel (4 MPa+/m). As a first estimate, K5 and Kyye Were
similarly shifted to lower values: Ky in this model became 15 MPa+/m, and Ki became
25 MPay/m. Cracking studies performed on weld material should be used in conjunction
with residual stress measurements in order to better refine these values (and/or determine
whether a three-regime crack growth model is appropriate). |

The activation energy for cracking, as given in [27], is 130 kJ/mol. In order to re-
estimate this value for use with Type 304 stainless steel, a study of SCC in Type 304
stainless steel in high temperature chloride solutions was consulted [40].}> This study
found that the activation energy for cracking was 29+12 kJ/mol. In the code, the activation
energy is described as a Gaussian distribution with a mean of 29 kJ/mol and a standard
deviation of 4 (so that 99.7% of the possible activation energies described by the distribution
are within +12 of the average).

Finally, it was necessary to determine how to calculate the pH of the chloride solution.
The following procedure was followed. First, from the reaction of NaCl with water, one

obtains the following chemical reaction:

ClI~ + H,O — HCl1 + OH™

2Note that the stainless steel considered in [40] was sensitized, unlike the canister welds.

93



The base dissociation constant for this reaction is
Ky = [HCIJ[OH™] / [CI7]
The acid dissociation constant K, for hydrochloric acid is 1.3x10°. Then, we have
K, -K,=10"1

from which one finds Kp = 7.7x10721. Algebraic expressions for the equilibrium concen-

tration of Cl~, HCl, and OH™ are then assigned:
e [CI7] = [Cl Jinitial - =
e [HCl==xz
e OH |==2z

K can then be expressed as

77x1072% = K, = z?

" [Cl7 Jinitia—®
and simplified to

2

—-21 __ =
7.7x107% = K} = o=f—

under the assumption that z is small. Solving for z yields x = /(7.7 x 10-21 . [CI7]). z is
equivalent to the concentration of [OH~], and so pOH = -log(z). pH = 14 - pOH, and so

we find pH as a function of chloride concentration:

pH = 14 + log (\/7.7 x 10-21 [cr]) (14)
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The function describing chloride concentration as a function of time is the same as the
function used in the Henshall model, for the purposes of consistency across the considered

models.13

3.2.5 Combining the pit growth only/crack growth only models into pit-to-

crack models

Figure 20 is a flowchart that shows the general structure of the code used to combine the
two pit growth models and the two crack growth models into four distinct pit-to-crack SCC

models.

13This function for chloride concentration should be adapted when the canister environment is modeled
more accurately in future studies.
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This flowchart illustrates the general schematic used in the combi

ting/cracking models

Figure 20
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To begin the pit-to-crack simulation, the initial depth is assigned either arbitrarily
(usually very close the surface) or from an appropriate distribution. Note that in the
eventual realization of the models for the Life Prediction of Canister Material, the evolution
of the aggressive environment will be modeled as well, and this will govern the distribution
(in time and space) of the initiating pits.

Flaws remain in the loop for as long as their depth is less than the canister thickness.
Their depth increases according to the selected stochastic pit growth loop until the assigned
criteria for pit-to-crack transition have been met. These criteria are some combination of
the following: (1) the theoretical crack growth rate at that depth exceeds the pit growth
rate (2) the stress intensity factor K at that depth exceeds the threshold cracking stress
intensity and (3) the flaw depth exceeds some threshold material depth for cracking. The
loop can be adapted to include the appropriate criteria.

When the selected criteria have been met, the flaw continues to grow, but its growth
rate is governed by the appropriate crack growth rate regime.

For more specific information on each of the four pit-to-crack models developed from the
pitting model and the two cracking models selected from the figure-of-merit considerations,

the full code for each is listed in Appendix B as follows:
e Henshall/Shoji: Section 8.2.4, page 361.

e Henshall/Wu: Section 8.2.5, page 370.

3.3 A note on flaw grouping and parameter variation in the models

As explained in this section, the equations that compose each model include different
coefficients, exponents, and other fitting parameters. Their values are determined from the
nominal values given in the original papers, or estimated based on reasonable values in the

literature for other similar applications (e.g. stainless steel exposed to a chloride solution).
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These are selected for each flaw (or group of flaws) from a normal distribution centered
around the “official” value of the given parameter, coefficient, or exponent. These distri-
butions are truncated at zero to prevent unphysical results (see Appendix B for graphs
of all relevant distributions). These normal distributions have a standard deviation that
is set at the beginning of the simulation. Multiple cases of “global” standard deviation -
referred to as the standard deviation of the coefficient selection normal distributions - are
considered for each model.14
Some parameters are selected for an entire group flaws. Other parameters vary between

individual flaws. The “group” system allows for this type of variation. For each model,

the variation classification is given here for reference.

3.3.1 Henshall model

Grouped parameters: Ay, By, Bs, Cy, Ky, K3

No variation: Ey, F,, temperature coefficients

For example, the Henshall standalone pitting model was run with 5000 groups of 10,000
pits each. Within one group of 10,000 pits, all pits had the same values of A4, By, Bs, C4, Kp,
and K;. For a given group, these coefficients were selected from a normal distribution cen-
tered around the nominal value of each coefficient. The standard deviation of those normal
distributions is set by the user at the beginning.

FEy and E; are always the same, as variation led to mathematical issues in the model.
The temperature function was specifically selected for modeling the canister surface (it is
not the same as the original temperature function proposed by Henshall), and varying the

coefficients would have altered the function.

4 For some models, 0, 10, 15, 25, and 50% were considered. For others, the larger standard distributions
led to very slow computation times and were not included.
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3.3.2 Shoji model

Grouped parameters: m, n, 5, A

The Shoji cracking model is used in conjunction with the Henshall pitting model. The
parameter variation for the Henshall model in the combined model is the same as in the

standalone Henshall model.

3.3.3 Wu model

Grouped parameters: C1, Ca2, m1, ma, N1, ng, ba, Q

The Wu cracking model is used in conjunction with the Henshall pitting model. The
parameter variation for the Henshall model in the combined model is the same as in the

standalone Henshall model.

3.3.4 Turnbull model

Grouped parameters: p, q

Parameters selected for each individual flaw: C, 3, «

Note that p = 2q, so the selection of g for a group also determines p. C and o are
selected from normal distributions whose standard deviations are prescribed in the original
paper. q and 3 are then the only parameters selected from a normal distribution whose

standard deviation is set by the user.
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4 Results

4.1 Results: Henshall pitting model

In the Henshall pitting model, the probability that a pit will grow is calculated at each
iteration of the code. The probability changes based on the environmental conditions at
the pit. If a random number is greater than this probability, the pit grows. The rate at
which the pit grows (D) is based on experimental pitting data.

Time units of years were used in these simulations. Two cases were considered when
using this model. In the first, when the pit grew, it always grew by an amount equivalent
to D. In the second, the pit grew by an amount equivalent to a random number between
0 and 1 multiplied by D.!® The first case is the more conservative, with the overall faster
pit growth.

The coefficients associated with the Henshall model were selected from a normal distri-
bution (with negative values truncated) with a standard deviation set at the beginning of
the simulation. 5 cases of this standard deviation were tested: 0, 10%, 15%, 25%, and 50%.
Coeflicients were selected from normal distributions to represent the uncertainty associated
with their values at this time, and to simulate the variability of corrosion phenomena.

Units of time are in years. Note that “SD” stands for “standard deviation,” and “TTF”
stands for “time-to-failure.” “Breaks” refers to the number of times the flaw growth loop
moved onto the next flaw when a set number of iterations was reached.

The results of these simulations are shown in Table 9. Each simulation consisted of
5000 groups of 10,000 flaws each.

Relevant distributions are shown from smaller simulations. Figures 21 and 22 show the

distributions of pit depths at failure times and of pit times to failure for a simulation with

5Note that in the combined models, the second case is always used in order to further mimic the
variability associated with pitting.
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1000 groups of 1000 pits each, a coefficient selection standard deviation of 0, and with flaws
that grow by +(rand-D) on growth steps.

Figure 23 shows the distribution of failure times for the same simulation as the first
(flaws that grow as +rand-D but with a coefficient selection standard deviation of 10%.
Figure 24 shows the distribution of failure times for the same simulation, but run for the
more conservative case with flaws that grow as +D on growth steps. In addition to an
overall shift to shorter failure times, the shape of the distribution is more symmetric than

those pictured in Figures 22 and 23.

Table 9: Time-to-failure results of the Henshall pitting model

SD associated Average Minimum SD Median Breaks
with simulation TTF TTF of TTF TTF

Pit grows as “flaw depth + D”

0 28.945 21 1.2688 29 0
10 28.006 21 1.2769 29.058 0
15 29.037 21 1.2779 29.09 0
25 29.182 21 1.2815 29.232 0
50 29.903 19 1.298 29.956 0
Pit grows as “flaw depth + rand - D”

0 42.049 32 3.0924 42.05 0
10 42.064 27 3.2127 41.957 0
15 42.105 28 3.213 41.983 0
25 42.249 27 3.2143 42.119 0
50 42.981 26 3.2218 42.844 0
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Figure 21: The Henshall pitting model was run for 1000 groups of 1000 flaws each with
a SD of 0 (e.g. all coefficients had the same value) and with a randomized amount of
growth. Bars of the same color correspond to the same group, showing that the groups all
exhibit similar behavior. Distribution of calculated pit depths at time-to-failure is shown.
Pits failed and exited the growth loop when their depth first exceeded the width of the
canister wall (0.0127 m, or 1/2 inch). Depths greater than 0.0127 m are not physical. The
distribution shows the expected behavior: fewer pits are growing at such a high rate that
they significantly “overshoot” on the final iteration step before failure.
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Figure 22: The Henshall pitting model was run for 1000 groups of 1000 flaws each with
a SD of 0 (e.g. all coefficients had the same value) and with a randomized amount of
growth. Color corresponds to group. Distribution of pit times-to-failure is shown. Pits
failed and exited the growth loop when their depth first exceeded the width of the canister
wall (0.0127 m, or 1/2 inch).
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Figure 23: The Henshall pitting model was run for 1000 groups of 1000 flaws each with a
SD of 10 (coefficients were selected from normal distributions characterized by a 10% SD
from the nominal mean) and with a randomized amount of growth. Color corresponds to
group. Distribution of pit times-to-failure is shown. Pits failed and exited the growth loop
when their depth first exceeded the width of the canister wall (0.0127 m, or 1/2 inch).
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Figure 24: The Henshall pitting model was run for 1000 groups of 1000 flaws each with
a SD of 0 (e.g. all coefficients had the same value) and without a randomized amount of
growth (flaws grew by an amount D instead of by an amount rand-D. Color corresponds
to group. Distribution of pit times-to-failure is shown. Pits failed and exited the growth
loop when their depth first exceeded the width of the canister wall (0.0127 m, or 1/2 inch).
The average failure time is decreased in this more conservative case.
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4.1.1 Results, Henshall/Shoji pit-to-crack model

The results from the Henshall/Shoji pit-to-crack model are presented in Table 10. Three
cases were considered. In the first, all coefficients were the same (SD = 0). In the second
case, coefficients were selected from normal distributions, each centered at the nominal
mean value of the relevant coefficient and characterized by a standard deviation of 10%.
In the third case, this standard deviation was equivalent to 15%. For the first two cases,
5000 groups of 10,000 flaws were simulated In the third case, 500 groups of 10,000 flaws
were simulated. Simulations took progressively longer to run as the standard deviation of

the coefficient distributions was increased.
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Figure 25: The Henshall/Shoji combined pit-to-crack model was run for 1000 groups of
1000 flaws each with a SD of 0 (coefficients did not vary between groups) and with a
randomized amount of growth. Color corresponds to group. Distribution of flaw times-to-
failure is shown. Flaws failed and exited the growth loop when their depth first exceeded
the width of the canister wall (0.0127 m, or 1/2 inch). '

The timestep was equivalent to one year, as shorter timesteps led to impractical calcu-
lation times. However, once the flaws in the Henshall/Shoji model transitioned to cracks,
they failed in one timestep (Table 10 shows that the maximum cracking time in each step
was “l1 year.” However, the flaws don’t spend a full year cracking, and a consideration of

the flaw depths at the time of failure showed that the final depths were significantly larger
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Figure 26: The Henshall/Shoji combined pit-to-crack model was run for 1000 groups of
1000 flaws each with a SD of 0.10 (coefficients for each group were selected from a normal
distribution with a 10% standard deviation from the mean) and with a randomized amount
of pit growth. Color corresponds to group. Distribution of flaw times-to-failure is shown.
Flaws failed and exited the growth loop when their depth first exceeded the width of the
canister wall (0.0127 m, or 1/2 inch).

Table 10: Time-to-failure results of the Henshall/Shoji pit-to-crack model (all results in
units of years)

SD (%) Average Average Maximum SD of Minimum Median
Pitting Cracking Cracking Pit TTF Pit TTF Pit TTF

Time Time Time
0 15.24 1 1 3.179 1 16
10 15.271 1 1 3.1814 1 15.768
15 15.24 1 1 3.177 1 15.734
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than the canister. In this model, then, the time at which the pits transition to cracks is of
interest (with the assumption that crack growth proceeds rapidly following the transition,
thus assuring rapid failure once cracking begins). On average, it took approximately 15.24
years for this transition to occur.

The minimum observed time-to-failure (defining the pit-to-crack transition as the ef-
fective failure time) was one year. This minimum occurred for each simulation case.

Figures 25 and 26 show the distribution of times to failure for smaller simulations (1000
groups of 1000 flaws each) with 0% and 10% standard deviation of coeflicient selection
distributions, respectively. Increasing the standard deviation increases the number of pits

that survive past 20 years, but overall, the behavior of the flaws remains largely the same.
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4.1.2 Results: Henshall/Wu pit-to-crack model

Table 11: Time-to-failure results of the Henshall /Wu pit-to-crack model (all results in units
of years)

SD Average Average Average Minimum SD of Median Breaks
Pitting Cracking TTF TTF of TTF TTF
time time
Timesteps
in years
0 15.244 1.4623 16.706 2 3.224 17.00 0
10 15.271 1.4622 16.733 2 3.237 17.15 0
15 15.307 1.4624 16.769 2 3.241 17.22 0
Timesteps
in months
0 15.244 1.4624 15.365 1.083 3.172 16.08 0
10 15.271 1.4624 15.393 1.083 3.184 15.89 0
15 15.307 1.4624 15.428 1.083 3.189 15.89 0

The Henshall/Wu model was carried out for one set of cases with the timestep set to
years, and for a second set of cases with the timestep set to months. This was done in
order to investigate the effect of increased sensitivity to the environmental functions for
potential, temperature, and chloride concentration that determine the growth probability
in the Henshall pitting part of the model. In all cases, when pit growth occurred, flaws
grew by an amount rand-D. Results are presented in Table 11.

The average failure time for the 0% case when the timestep was in years was 16.706
years. As the standard deviation of the coefficient selection normal distributions was
increased, this average grew, but did not exceed 17 years. Figure 30 shows the results of
a simulation of 1000 groups of 100 flaws in which the Henshall/Wu model was set to a
10% standard deviation for the coefficient selection normal distributions. In this particular

simulation, a “break” criterion was imposed when the counter for an individual flaw reached
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Figure 27: The Henshall/Wu combined pit-to-crack model was run for 1000 groups of 100
flaws each with a SD of 0 (coefficients did not vary between groups) and with a randomized
amount of growth during the pitting regime. Color corresponds to group. Distribution of
flaw times-to-failure is shown. Flaws failed and exited the growth loop when their depth
first exceeded the width of the canister wall (0.0127 m, or 1/2 inch).
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Figure 28: The Henshall/Wu combined pit-to-crack model was run for 1000 groups of 100
flaws each with a SD of 0 (coefficients did not vary between groups) and with a randomized
amount of growth. Color corresponds to group. This figure shows the amount of time spent
in the pitting regime.
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Figure 29: The Henshall/Wu combined pit-to-crack model was run for 1000 groups of 100
flaws each with a SD of 0 (coefficients did not vary between groups). Color corresponds to
group. This figure shows the amount of time spent in the cracking regime. The distribution
is heavily biased toward shorter times (1-2 years).
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Figure 30: The Henshall/Wu combined pit-to-crack model was run for 1000 groups of 100
flaws each with a SD of 10%. Color corresponds to group. The shape of the distribution
is similar to the 0% case, but there are a small number of flaws that grow very slowly.
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500 years. The increased standard deviation results in a small number of very slow-growing
flaws, which bring up the average failure time.

The minimum failure time was two years when the timestep was in years, but just over
1 year when the timestep was in months.

The “break criterion” in the simulations whose results are given in the table was 1000

years. No breaks occurred during these simulations.
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4.1.3 Results: Turnbull pit-to-crack model

Table 12 shows the results of five Turnbull model simulations. Each simulation consisted
of 100 groups of 100 flaws. Larger groups showed the same behavior represented here, and
so smaller simulations were carried out in order to save time while still illustrating the

model’s behavior.

Table 12: Time-to-failure results of the Turnbull pit-to-crack model (all results in units of
years)

SD (%) Average Average Average SD of Minimum Median
Pitting Cracking Failure TTF TTF TTF
Time Time Time

0 211.7081 0.0675 211.7756 13022 1 1

10 210.6521  0.0668 210.7189 1305.7 1 1

15 260.3089 0.0722 260.3811 1466.3 1 1

25 318.3050 0.0729 318.3779 16473 1 1

50 792.7782  0.0852 792.8634 26473 1 1
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Figure 31: The Turnbull combined pit-to-crack model was run for 100 groups of 100 flaws
each with a SD of 0 (no coefficient variation). Color corresponds to group. The majority
of flaws fail within one year.

The average time-to-failure was in the hundreds of years for each case. As the standard

deviation of the coefficient selection normal distributions was increased, this average tended
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Figure 32: The Turnbull combined pit-to-crack model was run for 100 groups of 100 flaws
each with a SD of 50%. Color corresponds to group. The majority of flaws fail within one
year, but more flaws fail at long times.

Table 13: Time-to-failure results of the Turnbull pit-to-crack model (10 groups, 5 flaws per
group, 0% case)

Group 1 2 3 4 5 6 7 8 9 10
Tterationsto 1 1 1 1 1 1 2 1 1 10001
Failure 1 11 11 2 111 1
1 1 1 1 1 1 1 1 4056 1
111111111 1
11111 2 111 1
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to grow. For the 0% case, the average time-to-failure was 211.71 years. For the 50% case,
the average time-to-failure was 792.8 years.

In all cases, the average time spent pitting was much larger (by four orders of magni-
tude) than was spent cracking. Because the timesteps were in years, the fact that many
cracks spent <1 year cracking indicates that some flaws failed without ever transitioning
to the cracking regime.

Despite the relatively high average failure time, the median time-to-failure of 1 year
(and the standard deviation in the thousands of years for each case) indicates that most
flaws experienced fast failure. Figures 31 and 32 show the distribution of failure times
for the 0% and 50% cases. It is clear that most flaws fail quickly (due to the binning, it
appears that the left-most cluster is centered around 500 years, but this cluster represents
the flaws that failed in 1-2 years).

To further illustrate this behavior, Table 13 shows the individual flaw time-to-failures
from a short simulation of 10 groups of 5 flaws each. Even in this small simulation, the

behavior illustrated in Figures 31 and 32 is apparent.
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5 Analysis of results

The results of running the four models are considered here. Plans for improving the utility

of each model are proposed.

5.1 Implications of these results

A consideration of the Henshall-based models seems to imply that, once initiated, most
flaws will propagate through the canister wall on a timescale of decades. When only
pitting is considered, failure occurs in approximately 28 years (conservative case) and ap-
proximately 42 years (less conservative case). The pitting-only model is important because
of the standing assumption that cracks will not propagate if the residual stress distribution
becomes compressive. Because compressive stresses are expected to be present (see [32]),
this means that pitting-only behavior could be a failure mode in certain canisters.

In all combined pitting and cracking models, most flaws spent much longer in the pitting
regime than in the cracking regime. In the Henshall/Wu and the Henshall/Shoji models,
pits transitioned to cracks in approximately 15 years (on average). Once flaws were in the
cracking regime, it took, on average, less than two years for the crack to propagate through
the canister. In the Henshall-based models, pits transition to cracks when a threshold stress
intensity is reached. The value of Ky reshold therefore has a major impact on the predictions
of the model: the further into the canister wall a pit must travel before it reaches Kinhreshold,
the longer the average time-to-failure will be.

However, in a study such as this, the minimum time-to-failure is of the greatest interest.
In the Henshall/Shoji and Henshall/Wu models, these minimums occurred between one
and two years, suggesting that fairly rapid failure is possible if these models prove to be

good representations of true corrosion flaw behavior in the canisters.!® The median failure

16The choice of timestep seemed to matter most with regards to the minimum failure values. For example,
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time was close to the average in the Henshall-based models, which further highlights the
importance of experimental tests. 1-2 year failure times have been shown to exist in
simulations of 50 million flaws. These minimum failure times represented the left-most tail
end of the failure time distributions. Therefore, it is important to determine how often
such short failure times could occur in a real application, where perhaps only a few pits
ever develop on the canister surface.

It should be noted that all of these models were run on the assumption that a sufficiently
aggressive environment already existed on the canister surface. The effective time-to-failure
is therefore expected to be much longer, since these results do not account for the amount
of time it takes to develop an aqueous chloride environment on the canister surface, nor
the probability that the aggressive environment is sustained for sufficient length of time to
initiate pitting.

Another general limitation of the Henshall-based models involves the parameter D,
which is the average pit growth rate. In this work, there is a “conservative” Henshall
case and a less-conservative, high-variability Henshall case. In the conservative case, flaws
fail faster because the pit always grows as D (1 mm/y) when they grow. In the less-
conservative case, pits grow as rand-D when they grow. Both combined models use the
less-conservative case in order to simulate the variability expected in real situations. The
value of D was obtained from the literature. It should be noted that neither of these cases
are as conservative as the assumption that the pit grows steadily at a rate D, because
the pits only grow on timesteps for which a random number between 0 and 1 is found to
be greater than the calculated growth probability. When the assumption that all cracks

initiate as pits holds, the crucial step in the accurate modeling of SCC in the canisters

in the Henshall/Wu model, the minimum time-to-failure was found to be 2 years when the timestep of the
simulation was set to years. However, setting the timestep to months revealed that the minimum time-to-
failure was just over 1 year. It may also be found that the environmental functions for temperature, chloride
concentration, and potential, once updated, require the use of a smaller timestep for improved accuracy.
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is therefore ensuring that the simulated pit growth rates reflect real pitting behavior in
canister material.

This study also highlights the differences between models. For example, the Hen-
shall/Shoji and Henshall/Wu models both share the same pitting model. The cracking
models, on the other hand, are quite different. The Shoji model predicts cracking at an
extremely rapid rate - so rapid that predicted flaw depths at the time-of-failure were in
the hundreds and thousands of meters. In order for this model to be valid as it stands,
experiments would need to show that cracking was extremely rapid in the canisters, such
that failure was effectively instantaneous once the pits transitioned. Otherwise, the Shoji
cracking model requires extensive parameter refitting - or perhaps it simply isn’t the ap-
propriate model for the physical reality of cracking in the canisters. The Henshall/Wu
model, on the other hand, indicates that flaws spend approximately 1 year in the cracking
regime before the canister wall is completely breached.

As for the Turnbull model, the results show that it is not likely - at least in its current
form - to be the best model for the purpose of predicting SCC. The majority of flaws fail
very rapidly, in just one iteration. A small number of flaws fail only after thousands of
years.!” Because this is a pit-to-crack model, this indicates that the majority of flaws are
failing in the pitting regime, since they initiate as pits. However, rapid failure via pitting
is not physically representative of the behavior of stainless steels. The Turnbull model
therefore is likely to require significant parameter refits if it is to be used. (Note that this
model was originally developed for disc steel and not stainless steel.)

To summarize, the Henshall/Shoji and Henshall/Wu models predicted average and me-
dian failure times of around fifteen years, with minimum failure times of one to two years.

Importantly, these failure times are counting from the point of aggressive environment

This is consistent with the findings of Turnbull et al., who indicate that the parameters associated with
certain flaws will result in extremely slow flaw growth.
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formation and flaw initiation, and not from the point at which the canister is first placed
outside at the ISFSI site. The pitting-only model predicted longer failure times, as ex-
pected. The Turnbull model’s predictions, using the parameter values prescribed in the
original model, did not yield a time-to-failure distribution that was consistent with the
expected physical behavior of real flaws.

In particular, this study showed the importance of the pitting regime in the prediction of
failure times. If the Henshall model is used in the future to predict pitting behavior, the pit
growth rate applied to the flaw on growth-positive steps significantly impacts the model’s
predictions, and will be very important to fit experimentally. Another very important
value to confirm via experimentation is Kinreshold, since this also has a major impact on
the amount of time the flaw spends in the pitting regime.

Of the four options considered here, the Henshall/Wu model seems the most promising
at this time. This model simulates pits that transition to cracks, with crack growth that is
significantly faster than the pit growth, but not so rapid that failure occurs immediately

following the transition to the cracking regime.

5.2 Future work: Refining the models

Recommended future work includes the further refinement of these models so that they can
be used to make more definitive predictions regarding the pitting and cracking of canister
material.

Updating the values of coefficients, parameters, and exponents with experimental data
means that the current scheme of selecting values from a normal distribution centered
around a mean and with a standard deviation set by the user can be refined. This strategy
was implemented to represent both the uncertainty in the applicability of these values to

the canister situation, and to mimic natural variation. However, experimental data can be
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used to determine the actual distribution of values the parameters can take. It is expected
that the standard deviation of these distributions would be unique to each parameter value

distribution.

5.2.1 Quantification of residual stresses

The Turnbull model, the Wu cracking model, and the Shoji cracking model all depend on
stress or stress intensity. In this model, functions for stress and stress intensity through the
canister wall are developed using the through-wall stress and stress intensity predictions
in [32]. However, it is desirable to have a more definitive understanding of the residual
stresses present in the weld material.

To accomplish this, experiments are planned that will enable the researchers continuing
on this project to measure residual stresses in canister weld material. One method is
neutron diffraction, which requires the use of beamtime at a facility familiar with such
measurements. A proposal was submitted to the Canadian Institute for Neutron Scattering
to obtain beamtime at such a facility, and was successful. The measurements were carried
out at Chalk River Laboratories in Canada in the fall of 2014. Select initial residual stress
measurement results from this collaboration can be found in Appendix C in Section 9.2.
These measurements were not in hand at the time that the research for this thesis was
being carried out, which is why they were not used as the residual stress inputs for the
models studied herein.

Once obtained, this data can be used to fit a new residual stress function. Note that
only one type of canister weld will be measured, so if possible, future research should
include residual stress measurement in welds from various vendors and of various geometries
to determine if the through-wall residual stress patterns vary significantly. If it does,

then predicting SCC in a given canister may require a canister-type-specific residual stress
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distribution.

Note that in this study, only one of the three residual stress distributions was considered.
This was the “barely-above K-threshold” distribution first described in [32]. The “best-
estimate” residual stress was not used because of the starting assumptions that (1) cracks
and pits grow in a straight path, normal to the canister surface and (2) cracks do not grow
if residual stresses become compressive. The “best-estimate” case included compressive
stresses, and so was not considered for use with the cracking models. A more thorough
understanding of the three-dimensional residual stresses throughout a canister would enable
understanding of where cracking is a possibility. It may also be found that cracks grow
in three dimensions as well, and may be able to grow “around” compressive regions. The
“highly-tensile” case resulted in very rapid failure that did not seem representative of
physical reality. Therefore, for this initial study, only the “barely-above-K-threshold” case

was used, as it did not result in crack arrest nor immediate failure.

5.2.2 Experiments with weld material (general to all models)

Weld material should be used for cracking and exposure experiments in order to better
understand the expected pitting and cracking behavior. The initiation and growth of pits
and cracks can be monitored and measured. This allows for the refinement of the models
(for example, by allowing for the calculation of the coefficients on crack growth rate laws,
or for improving the estimate of the pit growth rate D).

Experiments will also allow for an improved understanding of how flaws grow, and can

be used to validate or update the current set of assumptions, including

e Cracks always initiate as pits first

e Pits always transition to cracks when a certain Kipreshold iS reached
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® Kihreshold = 4 NIP&\/ﬁ

e Cracks are always arrested in regions of compressive stress

e Cracks can be modeled as growing normal to the surface; lateral crack growth can

be neglected

These experiments can also determine whether additional assumptions should be in-
cluded, such as whether the crack growth rate must exceed the pit growth rate in order
for the pit to transition (this is the Kondo pit-to-crack criterion, which was adopted by
Turnbull [18]).

Exposure experiments can be used to understand the conditions that must develop in
order for flaws to initiate in real weld material. They can also be used to update the
environmental functions used in the Henshall pitting model. In particular, the functions
for potential and chloride concentration are merely estimates in their current form. Ideally,
a thorough model would be able to account for the specific conditions at a given ISFSI site

in order to create the most accurate functions for the potential and chloride concentration.

5.2.3 Refining the Henshall pitting model

Table 14: More information about the Henshall model

Implementing the Model Page 72
Full Description of the Henshall Model Page 178
Henshall Code Page 351

Data collected from pitting experiments can be used to calculate better fits for the
constants that govern pit growth. The following aspects of the Henshall model are expected

to require additional future work:
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e Refinement of the expected pit growth rate D should be carried out using experi-

mental data

e Refinement of the constants A4, By, Bs, and Cs used in the pit growth probability

~ should be carried out using experimental data

e The functions used to determine E,pp, [C17], and T as a function of time should be

updated to be consistent with the environment evolution model

First, the pit growth rate D - currently estimated to be 1 mm/s - should be refined by
measuring the growth rates of multiple pits under representative conditions and using that
data to determine an appropriate value.

Once D has been refined, the probability that a pit will grow at each second, v can be

examined. v is expressed as:

v = Aa(Eapp — B1)P([C17])%exp(+Q.,/RT) (15)

and has four constants A4, By, Bs, and Cs that should be refined for the specific case
of stainless steel canister weld material exposed to a deliquesced chloride solution. The
growth of pre-initiated pits can be tracked for various constant values of E,,p, [Cl7],
and T It is suggested that pitting experiments be carried out which vary one of the three
environmental parameters E,pp, [C17], and T while holding the other two constant in order
to determine the impact each environmental parameter has on the pit growth probability
7. A4, By, Bs, and Cj should be adjusted such that when F,pp, [C17], and T are changed
in the code to reflect the experimental conditions, with D also set to the updated value,
the Henshall code’s predictions of pit depth as a function of time are consistent with the
experimental data.

Finally, the time-dependent equations for E,,p, [C17], and T should be updated to
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reflect the expected environmental evolution on a canister surface. This may mean that

these functions are expanded to include dependencies on inputs other than time.

5.2.4 Refining the Henshall/Shoji model

Table 15: More information about the Shoji model

Implementing the Model Page 79
Full Description of the Shoji Model Page 204
Henshall/Shoji Code Page 361

Data collected from cracking experiments can be used to calculate better fits for the
constants that govern crack growth. The Shoji model predicted extremely large crack
growth rates, suggesting that most parameters would need to be refit to data from cracking
experiments using the actual weld material in a representative environment (such as a
stagnant, highly-concentrated chloride solution).

There are parameters specific to the Shoji model that require fitting (or validation that
the original values are accurate for the canister situation), including 8, A, m, and n. Other
parameters are materials properties that can be directly measured. These include 7o, o,
‘and other constants that are factors in the Shoji crack growth rate equation. These, too,
should be measured and updated: for example, the crack growth rate at a given time step
is directly proportional to the value of ig.

Finally, the Shoji cracking model is a slip-dissolution-repassivation (SDR) model. If
experimentation with the canister welds reveals that the crack behavior isn’t consistent
with the SDR theory, then the Shoji model should be removed from consideration as the

cracking model.
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5.2.5 Refining the Henshall/Wu model

Table 16: More information about the Wu model

Implementing the Model Page 89
Full Description of the Wu Model Page 250
Henshall/Wu Code Page 370

The Wu model for cracking was developed for Alloy 600 in a PWR environment. As
such, it seems likely that if this model format is used, most fitting parameters (in particular,
the coeflicients in front of the crack growth rate laws) would need to be updated to cracking
data in canister material exposure experiments.

Additionally, the pH and temperature functions would likely need to be updated in
the Wu model (as well as in the Henshall pitting model). If the local environment varies
significantly on the timescale of hours or days, the model would likely provide better
predictions if the timescale was decreased. However, this can present significant challenges
with regards to computation time.

If temperature and pH do not vary much on the timescale of the cracks (e.g. the 1-2
years predicted here), it may also be be possible to calculate the time it takes for a crack to
propagate through a canister wall as a function of initiation depth. In that case, it would
only be necessary to predict the distribution of times spent in the pitting regime by the
flaws, and the time spent in the cracking regime could be calculated from this new function
based on the flaw depth at the time of transition.

Another important feature of the Wu cracking model is the three cracking regimes that
are present. Experiments with canister material may reveal that the cracking behavior of
the flaws does not include three distinct regimes, and it may be possible to modify the

model to use only one or two crack growth rate laws. If there are distinct regimes, it also
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seems likely that the K values at which crack regime transitions occur would need to either

be updated or validated with experimental data.

5.2.6 Turnbull pit-to-crack model

Table 17: More information about the Turnbull model

Implementing the Model Page 67
Full Description of the Turnbull Model Page 232
Turnbull Code Page 344

Pitting studies and cracking studies using canister weld material and representative
environments should be carried out to better understand the expected corrosion behavior.

The following aspects of the Turnbull model are expected to require additional future work:

Refinement of the pit growth/pit growth rate parameters a and 8

Refinement of the crack growth/crackgrowth rate parameters C, g, and p

Refinement or validation of the relationship between ¢ and p

Updating of the residual stress distribution and stress intensity distribution as a

function of depth

Refinement or validation of the threshold stress intensity value at which cracking is

possible

Pit growth should be measured in canister material for multiple well-characterized
environments in order to fit o and 3 to the relevant material/environment combination (in
[31], they are fit to data concerning disc steel exposed to aqueous environments of different

chemistries). A separate pit growth loop can be written using only the Turnbull pit growth
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rate in order to fit o and S such that the pit depths as a function of time are consistent
with experimental data. Note that § may be best expressed as a distribution (as it is
in the current version of the model) rather than as a constant (as it is in [31]). S and
a will likely need to be determined independently for a set of environments. An better
alternative to this would involve designing experiments to determining the effects of the
environment (e.g. chloride concentration and temperature) on the pit growth rate, and
developing equations that allow for 8 and o to be determined from environmental inputs.

A similar procedure, only using crack growth experiments, should be used to fit C, p,
and ¢ in the crack growth rate expression. Note that p is calculated as 2q in [31] and in
this model. It may be better to fit each exponent independently, rather than only fitting
q and using it to predict p. Also note that p and ¢ are considered to be group parameters,
and not individual flaw parameters; therefore, p and g should be evaluated for data from
all pits in the same material and exposed to the same conditions. C, like o (and like 8
in this model) has a unique value for each flaw. Therefore, it is more appropriate to use
experimental data to determine the expected distribution of values for these constants,
rather than a single value.

Next, the stress and stress intensity functions should be updated with the results from
the experiments described above. Cracking experiments should be designed for the deter-
mination of the threshold stress intensity for cracking, since this is a key criterion for the
pit-to-crack transition in the model. The assumed value of 4 MPa+/m should either be

explicitly validated by these experiments or updated to reflect different findings.
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6 Conclusions

This project continued the work of the H. H. Uhlig Laboratory in developing a probabilistic
model to predict stress corrosion cracking in the canisters used for interim storage of used
nuclear fuel in the United States.

Existing models in the literature pertaining to pitting and cracking in steels were con-
sidered. A figure-of-merit was developed to judge which models would be the most useful
for beginning a model to describe the pitting and cracking of canister material. It was used
to select four individual models: one was a pitting model (Henshall), two were cracking
models (Shoji and Wu), and one was a combined model (Turnbull). The pitting model was
considered on its own, and was also combined with the Shoji and Wu models to construct
two separate pit-to-crack models. The Turnbull model was also considered on its own,
since it was already constructed to account for flaws that began as pits and transitioned
to cracks.

It was assumed that a sufficiently aggressive environment existed already at the canister
surface, and so each model traced the lifetime of flaws beginning from the time of initiation.
These assumptions mﬁst be experimentally validated later, especially with regards to the
probability of a pit initiating on a canister surface. The failure times estimated in this
thesis are better characterized as failure times after pit initiation, and in particular after
the pit has grown to its assigned initial depth in these models.

For the pitting-only model, the average time to failure was approximately 28 or 43 years,
depending on the growth rate scheme used. The median time to failure was very close to
the average in each case. The minimum times to failure were approximately 10 years lower
than the average time to failure for each case measured. As the standard deviation of the
coefficient distributions was increased, the minimum time to failure dropped.

The Henshall/Shoji model predicted failure times of approximately 15 years. The
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failure time was considered to be the time spent in the pitting regime, as crack growth was
extremely rapid.

The Henshall/Wu model predicted slightly longer failure times, as it predicted that
flaws spent about a year in the cracking regime before failure occurred. The median time
to failure was higher (by 0.3-0.8 years) than the average time to failure. The minimum
time to failure was just over a year.

The Turnbull model predicted that most flaws failed within one to two years, with
some flaws growing extremely slowly and failing after thousands of years. This resulted in
a distribution in which the median time to failure was one year, but the average failure
time was in the hundreds of years. In this case, the average time to failure did not represent
the physical reality of the situation.

An important finding from this study is that, once modeling a flaw that has already
initiated, the choice of pit growth/crack growth model has a significant impact on the
prediction of failure times. The failure times predicted by the four models were very
different. Therefore, it is important that the physics of the corrosion phenomenon at hand
are carefully considered, and a model is developed appropriately. This study shows that
failure time prediction results can vary widely across the selected models, even starting
with the same inputs and assumptions: this is reminiscent of the issues discussed by King
et al. in Section 7.11.2.

Based on these findings, it was determined that the Henshall/Wu model seemed to
be the most promising for use in the canister modeling project. However, further exper-
imentation with actual canister material is required to ensure that the selected model is
consistent with the physical reality of flaw behavior in a general sense, and to update the
parameters of the models in order to get better predictions. Importantly, it is also impor-

tant to combine the findings of a pitting-and-cracking model like the ones studied here with
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a model to predict the development of an aggressive environment on the canister surface,
as this expected to take many years, thus adding to the effective minimum time-to-failure
for a canister that develops a flaw. Additional recommendations for updating each model

were provided in the analysis section.
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7 Appendix A: Approaches to modeling stress corrosion crack-

ing in stainless steel

The following material is adapted from a white paper on SCC modeling approaches under-
taken for the Life Prediction of Spent Fuel Canister Material project at the H. H. Uhlig
Corrosion Laboratory at MIT. This project was supported by the United States Depart-
ment of Energy (Award Number: DE-AC07-051D14517). Douglas Jonart and Professor
Ronald Ballinger both contributed edits to initial drafts of this appendix, and their efforts
are gratefully acknowledged. The main draft of the white paper was completed in 2014,
and so this appendix does not include any models published after that point.

The purpose of this review was to collect the potentially relevant models for pitting,
cracking, crack initiation, and stress corrosion cracking in stainless steels in one place. The
explanations of the models, particularly with regards to the math, typically follow the
original source material closely, as the purpose of the paper is organize this information in
a way that is convenient for those interested in developing SCC models for the canister and
who would like to be able to access information about many literature models quickly. The
paper is not intended to be an original take on the modeling of stress corrosion cracking,
although commentary on the utility of specific models for the canister project is given
where warranted.

In some parts of this paper, previous research papers on pitting and cracking modeling
are referred to and expand upon. The work of J. C. Farmer in particular is especially
acknowledged in this regard.

Tables of variables are provided for each model for the convenience of the reader. A

summary table of all models is provided at the end of the white paper.

129



7.1 Introduction

The objective of the Life Prediction of Spent Fuel Canister Material project is the devel-
opment of a probabilistic model to predict the likelihood that stress corrosion cracking will
occur in the welds and heat affected zones (HAZ) of used nuclear fuel canisters. The model
must be validated and have explicitly quantified uncertainties. However, this presents a
significant challenge. Stress corrosion cracking (SCC) is a complex phenomenon, and while
attempts to build predictive models based on statistical principles have been developed,
they frequently: (1) make many assumptions, (2) are only applicable to a narrow range of
materials and environments, (3) only roughly agree with experimental data, and (4) make
no attempt to systematically quantify associated uncertainties.

In this document we consider the contributions to SCC modeling made by previous
researchers in order to define the current state of the art and to provide a baseline from
which to proceed forward. The work of scientists who have approached the phenomenon of
SCC quantitatively and probabilistically will be considered in this paper. In recent years,
multiple researchers have also utilized advanced simulation methods to study pitting and
SCC behavior. When these simulation studies involve approaches that seem particularly
well-adapted for use in the Life Prediction of Canister Material, they are presented here
as well. For all considered models, the possible interpretations of SCC mechanisms, the
assumptions that are made, and the limitations of different models with respect to the
goals of Life Prediction of Canister Material are discussed.

Broadly, stress corrosion cracking occurs in the following three steps: (1) growth of
crack precursors, (2) crack initiation, and (3) crack propagation. In stainless steels, this
typically proceeds as the development and growth of pits on the exposed surface. As these
pits grow, cracks may initiate from the pit. The crack continues to propagate as long as

local conditions support its growth, or until it propagates all the way through the material
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and failure results.

A key part‘of model development for this project will be determining the criteria for the
transition from pitting to cracking. An example of a stress corrosion crack initiating from
a pit is shown in Figure 33. This is a major objective of many deterministic approaches,
although many of them focus on only one or two of the stages: for example, pit growth
and crack transition only, or crack propagation only. Some probabilistic approaches largely
neglect the specifics of SCC development and growth, and aim only to correctly predict the
number of through-cracks expected to develop given an initial pit distribution at a certain
material-environment interface. This may be done through fitting parameters that are de-
termined experimentally and then applied to a mathematical expression for an appropriate
distribution.

Furthermore, when it comes to modeling stress corrosion cracking in the welds and
HAZs of nuclear waste containment casks, the initiation and propagation of SCC from
corrosion pits is only one part of the process. The U. S. Nuclear Waste Technical Review
Board defines canister lifetime as the time it takes for a stress corrosion crack to initiate at
the surface and propagate through the wall [41]. Austenitic stainless steels are susceptible
to SCC when exposed to an aqueous, chloride-containing environment [6]. Such an envi-
ronment may develop on the canister surface given the right conditions of humidity, salt
in the air, and temperature. Therefore, a predictive model must also take into account the
likelihood of developing such a salt-containing film, in addition to the likelihood that the
film is sustained on the surface long enough to result in pitting and that it is in contact
with those parts of the canister surface corresponding to the welds and associated HAZ,
where the highest residual stresses are found. The pit’s growth must then be sustained
to the point that initiates a crack. Once initiated the crack growth process must also be

sustained by the local environment. Figure 34 shows a schematic of the SCC process in a
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used nuclear fuel canister.!®

Figure 33: This image shows a crack that has initiated from a corrosion pit in stainless
steel condenser tubes. The component was exposed to chloride-containing water, which
induced pitting and chloride-assisted stress corrosion cracking. [43]

As early as 1935 it was recognized that corrosion generally does not proceed in a
purely deterministic manner, which makes predicting its onset and effects particularly
difficult. U. R. Evans and R. B. Mears carried out corrosion experiments in an effort to
investigate the stochastic nature of the observed damage. It was determined that knowing
the quantities that govern how, and how rapidly, a given material corrodes is not enough

to fully understand and predict corrosion effects:

“From the purely scientific standpoint, measurements of probability, which give
information regarding the mechanism of breakdown of passivity, are as impor-
tant as measurements of velocity, which indicate the mechanism maintaining

the attack. From the practical standpoint ... it may, indeed, be more important

'8See Figure 3-1 in [42].
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to know whether... corrosion is likely to occur at all than to know how quickly

it will develop.” [44]

Predicting the multiple processes involved in corrosion accurately is a challenging en-
deavor. It commonly involves the coupling of deterministic or probabilistic models to
probability techniques and experimental data to develop a model that can accurately pre-
dict the likelihood of corrosion damage in a given situation. The complexity of corrosion
phenomena generally requires significant simplifying assumptions, or a focus of efforts very
specifically on one stage of the corrosion mechanism of interest. Consequently, there is
no single definitive model for predicting stress corrosion cracking in stainless steels. Ad-
ditionally, there is no one model that predicts stress corrosion cracking and quantifies all
associated uncertainties that can be applied generally to any material-environment combi-
nation.

In this document, the literature as it pertains to the modeling of SCC in stainless steels
is explored, with the goal of understanding the advantages and limitations of multiple
model-building approaches. Modeling corrosive processes that could ostensibly occur in
nuclear waste storage technology has been of significant interest to the nuclear engineering
community for more than twenty years. Farmer of Lawrence Livermore National Labora-
tory was closely involved with studies to predict corrosion in the radioactive waste contain-
ment systems that were intended to be used at Yucca Mountain for indefinite sequestration
of nuclear waste. He and his coauthors carried out extensive literature research in the 1990s
to understand existing approaches to modeling stress corrosion cracking [45, 46, 47, 48].
They also developed unique contributions to some of these models. Their original model-
ing work and their insights into the models of other scientists are referenced extensively
throughout this report.

In this report we focus on models that do or could pertain to SCC in stainless steels
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Figure 34: The conditions that lead to chloride-induced SCC in steel canisters, adapted
from the FMEA flow chart for material degradation of stainless steel canisters in [42].
Conditions with strike-through text have been classified as having negligible probability
of occurrence. The light blue color indicates an environmental condition, while the yellow
color indicates a stress and loading condition.
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exposed to atmospheric or aqueous conditions. Models will be summarized and then con-
sidered for their advantages, limitations, and potential usefulness to the ultimate goal of
this project, which is to develop a probabilistic and predictive model for SCC in the welds
and HAZ of the stainless steel canisters used to store used nuclear fuel. In this paper,
the evolution of the aggressive environment on the canister is not considered. However, it
should be noted that modeling the environment as a function of time on a canister surface

is a necessary part of a final, predictive model.

Table 18: Composition of common stainless steels (in weight percent)

Type C Cr Ni Mn Si P S Mo N
304 | < 0.08 | 17.50-20.00 | 8.00-11.00 | < 2.00 | < 1.00 | < 0.045 | < 0.03
304L | 0.030 | 18.00-20.00 | 8.00-12.00 | 2.00 0.75 0.045 | 0.030 0.10

316 < 0.08 | 16.00-18.50 | 10.00-14.00 | <2.00 | < 1.00 | <0.045 | <0.03 | 2.00-3.00
316L | < 0.03 | 16.00-18.50 | 10.00-14.00 | < 2.00 | <1.00 | <0.045 | <0.03 | 2.00-3.00

All approaches are then summarized at the end of this report in chart form.

Overly simplifying stress corrosion cracking - especially when associated uncertainties
are not clarified - is problematic because it is such a complex phenomenon. For example,
Aly (Section 7.7.1), who worked on modeling SCC in a pressurized water reactor (PWR)
nozzle, notes that the process depends on environmental chemistry and pH, the solution
present on the surface of the material, partial pressures of gases, temperature, applied
and residual stresses in the material, strain, carbide distribution, grain size, and history
of plastic deformation - and that is an incomplete list [25]. Staehle, who also studied the
prediction of SCC in Fe-Cr-Ni base alloys, notes that accurate models must account for
these bulk environment and material properties, but also for local material characteristics
at microscopic scales. Examples of these include: a tendency to eject passivating species at

the surface (or attract depassivating species), precipitates near flaws or surfaces that affect

135



local electrochemistry, hydrogen embrittlement, corrosion products that exert a “wedging”
force on the matrix, bubbles along the grain boundary, and the presence of anions near grain
boundaries due to dissolution [49]. A totally generalized, predictive model of SCC whose
uncertainties are explicitly quantified may always prove to be an elusive goal. However, with
a combination of probabilistic methods, sufficient knowledge of the corrosion mechanism at
hand, and experimental data, useful mathematical models for specific metal-environment

combinations are within reach.
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7.2 Pitting

Pitting occurs in stainless steels when local passivation breaks down. The bare metal
becomes anodic, and galvanic corrosion takes place, leading to the formation of a “pit”
at the site of depassivation. Depending on the environment and chemistry, the pit may
later repassivate, or it may continue to grow. The pit also acts as a stress concentrator.
Stress corrosion cracking in stainless steels initiates from these corrosion pits. For this
reason, modeling the development and growth of pits will be a necessary aspect of the Life
Prediction of Canister Material. Some possible corrosion pit shapes are shown in Figure
35. Examples of actual pits in steel samples are shown in Figure 36. The shape of corrosion
pits that form on a steel surface depend on the composition and microstructure of the steel
and the environment, and a range of pit shapes are seen in practice. In models of pitting in
steels, the pits are most commonly assumed to maintain a hemispherical shape throughout
their lifetime.

When an aqueous phase is present, localized corrosion can be highly problematic, par-
ticularly if the aqueous phase contains dissolved ions and oxygen from the surrounding envi-
ronment. Chloride-containing solutions are known to be especially aggressive to austenitic
stainless steels, and their presence can result in pits that propagate through canister walls
on timescales of years or decades, and not the centuries required of sequestration structures
[6]. The presence of ions like chloride that result in passive film breakdown dramatically
impact the likelihood of pit formation [6].

Pits, once formed, can also be aggravated by the presence of depolarizing elements which
may be reduced on the pit’s external surface. This creates a galvanic couple between the
pit interior and the surrounding metal surface. Other ions (nitrate, iodine, acetate) can
inhibit pitting. The SCC model must include parameters that describe solution chemistry,

since it will play a significant role in the pitting behavior of the steel. In the case of interim
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Narrow, Deep Elipﬁcal. Wide, Shallow

Subsurface Undercufting

Herizontal Verhcal

Figure 35: Some possible pit shapes, as described by ASTM-G46. Many models assume
that pits are perfectly hemispherical for simplification purposes. [50]

138



Figure 36: (A) shows a tomographic reconstruction of a corrosion pit in 3NiCrMoV disc
steel exposed to aerated, chloride-containing water [51]. (B) A microbiologically-induced
corrosion pit in Type 316L steel [52]. (C) Chloride-induced pitting in a Type 304L con-
denser tube [53]. (D) Chloride-induced pitting in a Type 316 steel tube [54].
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used nuclear fuel canisters, a predictive SCC model must also describe the development of
the environment at the canister surface over time: pitting is not possible if the environment
is not sufficiently aggressive.!?

Farmer et al. performed a comprehensive survey of published stress corrosion cracking
models in the 1990s when the national laboratories were carrying out extensive studies to
ensure the safety and integrity of the materials that were to be used for used nuclear fuel
storage at Yucca Mountain [45], [48].

Residual stress, and any applied external stresses, must also be considered in the model.
The stresses associated with SCC phenomena are typically much lower than the yield stress
of the material. Pits act as stress concentrators that promote crack initiation, as Kpj; may
exceed Kinhreshold €ven when Ky, does not.

Farmer also makes the point that many pitting models assume a uniform surface and a
uniform film, but it is the imperfections in a metal component that are frequently preferred
sites for pit nucleation and crack growth. Therefore, the assumption of uniformity can
obscure one of the driving causes of pitting. These imperfections include grain boundaries

and dislocations, and so in any model it is important to:

e establish whether heterogeneities in the metal of interest are known to be preferred
pit nucleation sites

e which heterogeneities are relevant

o understand the distribution of these heterogeneities on a representative surface

The key parameters that Farmer identifies as being crucial to a model that can quan-

titatively predict SCC are potential, ion concentration, temperature and pH.

19While modeling the environment is a key aspect of the Life Prediction of Canister Material project, it
is beyond the scope of this paper, which will focus on corrosion models, and not environmental evolution
models.
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This section will consider prominent models for pitting in steels.?’ First, deterministic
models are considered. The deterministic models, which are covered chronologically, each
depend on a different set of assumptions regarding the causes of pitting in steels. Second,
stochastic models are considered. These models treat pitting as a stochastic process that

can be modeled using a probabilistic approach.

7.3 Deterministic models of pitting, 1971-1989

This section examines non-stochastic models of pitting in steels. These models represent

multiple approaches to understanding the phenomena of pit initiation and pit growth.

7.3.1 Sato, 1971: The electrostriction model of pitting

In this model, electrostriction pressure exerts stress on the film until it ruptures. The
electrostriction pressure is dependent on pressure, material properties of the film, and the
electric field that is present. It was developed by N. Sato as a possible explanation for
film breakdown, and as an alternative to previous models that identified electrochemical
reactions as the primary cause for passive film breakdown, and which neglected the possible
effects of stress [7]. The author lists the various causes of internal stress in the passive film,
and identifies interfacial tension and electrostriction pressure as the two that are common
to most situations, as shown in Figure 37. This is due to the fact that the electric field in
a typical oxide film is typically high enough to cause electrostriction pressure. (Sato cites
the range of typical electric field values as 10% to 107 V/cm) and because the typical film

is thin enough that interfacial tension’s effects are not negligible.?!

20The models reviewed in Section 7.2 were all cross-referenced with the modeling review work of Farmer,
with the exception of the Mola model described in Section 7.4.2. Most pitting models were cross-referenced
against [48], with the exception of the Henshall model (Section 7.4.3), which was cross-referenced against
[45] and [46].

21 Electrostriction pressure arises in dielectric materials like the opposite film when an electric field is
present, causing the opposite sides of the electrical domains within the material to become differently
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Identified by Sato as

being general to all
anodic oxide films

Figure 37: Causes of internal stress in oxide films, as identified by N. Sato
can be a driver of passive film breakdown.

Film pressure is found to be:

ele—1)e? ¥
P-p= 3=rF _ A
8T L
——— ~
Electrostriction effect  Interfacial tension effect

. Internal stress

(16)

where Py is atmospheric pressure, € the film’s dielectric constant, E the electric field, -y the

surface tension, and L the film thickness.

The breakdown potential is the lowest potential that can induce a film

pressure that is

sufficient to cause film breakdown. The threshold compressive stress o, is given by setting

P — Py to 0. in Equation (16). Figure 38 plots film pressure as a function of film thickness

for four surface tension values (7). It is shown that the critical film thickness, at which o,

charged. The sides of the electrical domains attract each other, causing a constriction
the direction parallel to the electric field.

142

of the material in



P — Pos kgfem?

€210 4
E=4%10° Wem

40 &80 80 100

L A
Figure 38: The pressure (in units of kg per cm?) is calculated as a function of film thickness
L (in units of angstroms). The dielectric constant e is set to 10, the electric field D is set

to 4 x 108 V/cm. Pressure is graphed for four values of surface tension 7: 10, 50, 100, and

200 dynes/cm. The critical pressure at which breakdown occurs is marked with a dashed
horizontal line. [7]
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is achieved, decreases with +y.?2
Sato then derives an expression that relates the breakdown potential, ¢*, to the con-

centration of the aggressive ion in solution:

dp*  8TkTT%-
d(ln (aKA)) - 6(6 + 1)E

(17)

where aka is the activity of the salt (composed of a cation K™ and an anion A~), T is
temperature, I} _ is the adsorption density of the anion when the potential = ¢*, and
k the Boltzmann constant. Consideration is also given to solutions containing multiple
anion species.?> Breakdown of the film occurs mechanically as brittle cracking, plastic slip,
or plastic flow: the film’s specific properties determine the mechanism. When breakdown
occurs, the metal surface is vulnerable to dissolution or pitting.

In order for this model to be useful for Life Prediction of Canister Material, it is
necessary to assume that film breakdown occurs due to the electrostriction theory proposed
by Sato. It is also only an initiating theory that could be used to predict when pit initiation
is possible, but it does not model pit initiation or pit growth, and so would need to be

combined with an additional model.

7.3.2 Pickering and Frankenthal, 1972: Dissolution at the pit base only

In this model, the pit walls are insulated, and the base is an active metal surface. Figure
39 shows a schematic of the Pickering-Frankenthal model. The potential and concentration
profiles are determined by using the Nernst-Einstein equation to approximate a solution
to the transport equation for dilute solutions.

It is necessary to account for the chemistry of the pit, as its potential and species

22Gato also suggests that the adsorption of anions in solution by the film could hasten film breakdown,
since the presence of adsorbed ions decreases -y, which corresponds to an increase in film pressure [7].
2This is omitted here, but it can be found on p.1690 of Reference [7).
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Figure 39: The schematic shows the pit considered by Pickering and Frankenthal [13]. z
is a measure of the pit depth. Ht and Y~ are the ions from the salt in the solution. M is
the metal, and M is the dissolved metal ion.

concentrations are not going to be identical to those measured in the bulk aqueous solution.
Pickering and Frankenthal begin by determining the concentrations of relevant ion species
and potential inside the pit as a function of pit depth. The corrosion reaction occurring at
the base of the pit takes its usual form: M(s) = M +e™.

Ionic interactions are neglected, and so the Nernst-Einstein equations can be applied
to find the solutions of the transport equation for dilute solutions. The fluxes of hydrogen
ions (H*), noncomplexing monovalent anion in solution Y~, and dissolved metal ions M+

are given as:

. dc F d
Ju+ = —Dy+ ( dl;+ +CH+ﬁ£) =0 (18)
; de, F d
- = ~Dus (5 +ov- e ) =0 )
: de F d i
Jp+ = —Dy+ ( dr';,‘+ + e+ _HT—di) = —FM (20)
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At steady state, the fluxes associated with HT and Y~ are zero. The net change is
occurring in the metal as the pit base dissolves into the electrolyte solution.

The concentration of each species is then determined according to the boundary condi-
tions given in Table 19, and the final results are given in Equations (21), (22), and (23).%

Definitions for all variables are listed in Table 20.

o IMT
_ = T 21
- =t DT 1)
2D+ Fc©”
— 22
CH+ 2Dy+Fe® + imz (22)
4Dp+ Felipz + (imz)?
oM+ = - (23)
2D+ F(2Dy+Fe® + imx)
Graphical solutions of these three equations are shown in Figure 40 on page 147.25
Table 19: Boundary conditions and constraints
Conditions Reasoning
cg+,Cy- =c®at £ =0 ¢° is the concentration of the salt, HY, in the bulk solution
em=0atxz=0 There are no metal ions at the pit opening
dpoatx=0 Electric potential is 0 at the pit opening
cy+ + epm+ = Cy- Electrical neutrality applies

Qualitatively, M+ has highest concentrations near the pit base. Inside the pit, the
concentrations of Y~ and and H* are greater than ¢°. Y~ has highest concentrations
closer to the bottom of the pit, while H* has the opposite concentration gradient.?8

This model provides a way to describe pit growth behavior by characterizing the flux

24The original paper, [13], also contains the mathematical derivation of Equations (21), (22), and (23).
This is omitted here, but it can be found on page 1298 of the cited paper.

Z5Pickering and Frankenthal also focus extensively on the resistive effects of hydrogen bubbles inside the
pit. This treatment is being omitted here, but can be found in Reference [13] beginning on page 1301.

28Precipitation may result in slight deviations from the calculated concentrations.

146



100 T T T

5 IoF — 1000
: |
E "

& " - >
= | (c°) wt T 100 &
= 2 <
s z $
5
2
8 ol 10

H+
0.01 1 . |
105 (4 ad 1073 10-2 0™

i"' A m-'

Figure 40: The concentration profiles, as solved by Pickering and Frankenthal using the
relationships between pit depth z, current iy, and the concentrations of ions from the
dissolved salt and the corroding metal surface. [13]
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Table 20: Variable definitions for Equations (21), (22), and (23)

Variable Definition

ix Flux of species X

Dx Diffusion constant of species X
cx Concentration of X

T Pit depth

F Faraday constant

R Gas constant

T Absolute temperature

¢ Potential

iM Steady state current density
c® Bulk concentration of the salt HX in solution

of metal dissolution at the base. It provides a direct relationship between the extent of
dissolution (since this is proportional to the concentration of dissolved metal ion in solution)
and local chemistry. However, it assumes that corrosion pits grow only in the direction
normal to the surface, and not horizontally. While it is a useful model for understanding
the solution chemistry of a single pit, it is quantitative model. In this form, it is not
well-suited to probabilistic prediction of pitting behavior. It does not address the effects of
other parameters, such as stress and temperature, that are known to play a role in SCC.
Pickering and Frankenthal provide a potentially useful model for pit growth, although
it is perhaps too simplistic to assume that corrosion pits can be accurately modeled as only
growing in the normal direction. Furthermore, for the purposes of a probabilistic model,
it may be desirable to avoid dependencies on modeling the fluxes of the salt, metal, and
hydrogen ions. These types of models may be better suited to small-scale simulations of

the growth of a single pit.
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7.3.3 Galvele, 1976: Building on the work of Pickering and Frankenthal

Galvele began with the dissolution model described in Section 7.3.2. Galvele also assumes
a salt-containing electrolyte, and that no dissolution occurs at the walls of the pit.
Rather than just considering the metal dissolution reaction, Galvele assumes that dis-

solution is followed by hydrolysis:
M = M"t +ne~
M"+ + H,0 = M(OH)™ D+ 4 H+

This means that the pH is controlled by the solubility of the hydroxides, which in turn has
an effect on passivation and thus on pitting behavior. Under certain conditions, passivation
may become impossible, and the metal is more susceptible to pitting [55].

In a review of pitting models, Farmer et al. considered the Galvele modification of the
Pickering and Frankenthal model, and derived an expression for the potential change inside
the pit [46]:

[®-9]=A- % In(C) (24)

with A a constant and C the salt concentration. @ is the electrical potential, and @’ is a
reference potential.

Neither Galvele nor Pickering and Frankenthal modeled the growth of pits as a function
of time. However, their work presents one way to understand the chemistry inside a pit

that develops on a metal surface as a result of exposure to a salt solution.

7.3.4 Beck and Alkire, 1979: Pit growth when the pit’s growth is limited by
a salt film

Beck and Alkire begin with the following set of assumptions:
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There is a poreless, uniform salt film that lines the pit walls and base

This salt film is the cause of electrical resistance within the pit

e The behavior of the salt film in time (e.g. dissolution or growth) controls pit growth

Pits are hemispherical

Figure 41: A schematic of a pit in the Beck and Alkire model. [48]

Pits nucleate at flaws in the passive film, such as voids at the metal/film interface.
These flaws are dimensionally very small (it is suggested they are about as large as the
film is thick). This small area results in a very high current density when the pit begins
to grow [14]. This promotes the formation of a salt film on the interior surface of the pit.
The dissolution of the metal-salt film governs the corrosion current and growth of the pit.
The flux associated with the dissolution of the metal-salt film (and continued corrosion of

the pit) is:

J = D(C, - Cb) [% T \/%] (25)

150



Definitions of all variables are listed in Table 21. The second term is only important at

short times ¢.

If it is assumed that there is no metal salt in the bulk electrolyte, then:

2FDC;
T

11, =

and the pit radius as a function of time in this case is given as:

,  2DCsMt
r=y i ——

The current density exhibits Tafel behavior as the salt film thickness increases:

if = ’io €exXp (ﬂt—:’f)

Salt film thickness can then be found from Equation (28):

zF
te= b/ n (por )

(26)

(27)

(28)

(29)

Beck and Alkire heavily cite Vetter and Strehblow, who developed a pitting model

based on the same pit initiation mechanism.?” However, Galvele (Section 7.3.3) criticized

the Vetter and Strehblow pitting model, stating that it predicted a pH increase inside the

pit, while data from the literature indicated the opposite trend. Galvele leveled the same

criticism at the pitting model developed by Pickering and Frankenthal [55]. If this model

is to be used, it must be established that, for the situation of a deliquesced salt film on a

canister surface, it is valid to assume that a salt film does in fact form on the pit surface and

limit pit growth. If pitting experiments using deliquesced salt solutions and weld material

27See: K. J. Vetter and H.-H Strehblow, in “Localized Corrosion,” December 1971, R. W. Staehle et al.,

eds., NACE, Houston, 1974, 240. [75]
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Table 21: Variable definitions for the Beck & Alkire Equations (Section 7.3.4)

Variable Definition

J Flux of the metal salt, from dissolution of the salt film in the pit

D Salt diffusivity in the relevant electrolyte

Cs Saturation concentration of the metal salt in the relevant electrolyte
Cy Concentration of the metal salt in the bulk electrolyte outside the pit
T Pit radius

t Time

iL Limiting current density in the pit

z Associated number of electrons for the dissolution reaction

F Faraday’s constant

1 Pit nucleus radius

M Metal atomic weight

p Metal density

if Current density from salt film growth

) Exchange current density

B Tafel constant

NE Film overvoltage

ts Film thickness
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reveal otherwise, this model will not be helpful for Life Prediction of Used Fuel Canister

Material.

7.3.5 Chao, Lin, and Macdonald, 1981: The point defect model of pitting

Chao, Lin, and Macdonald aimed to develop a quantitative model for the process of the
passive film breakdown that precedes corrosion in stainless steels [8]. They approached
the problem of corrosion in passive materials by first asserting that the film is crystalline

and contains point defects. The film can be assumed to grow according to the following

equation [9]:
exp(2KL) —2KL — 1 =2KA(B - 1)t (30)
. 2F . AGS
A= 2KDj exp [-R—T (avext + B pH + ¢; ,s)) + T:r?l — 4.606 pH] (31)
oF 2AGy  AGS
B= _ 21 _ 31 4 4 2
exp | (Ve + 0m) = 2528 - £ 1 4606 i (32

with all variables defined in Table 22.22 The full derivation for Equations (31) and (32)

can be found in Reference [9].

28The Gibbs free energies in the equations for A and B are given here using the same notation as in the
original paper for ease of cross-reference (see [9]). In the original paper, the subscripts refer to the equation
number assigned to the relevant chemical reaction.
For G3,, this reaction is
Vo + HaO 2 2Haq™ + Og
For G3,, this reaction is
m= Mm + X/2Vo" + xe~
with Vi~ a vacancy point defect that occupies an oxygen site in the film, m a metal atom, and My a metal

cation.
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Table 22: Variable definitions for Section 7.3.5

Variable Definition

K ¥./RT

F Faraday’s constant

R Gas constant

T Temperature

L Film thickness

t Time

DV(’)’ Diffusion constant for vacancies occupying oxide sites
" Indicates two positive charges associated with the site
o Parameter that governs potential dependence of s/
Vext External potential

B Parameter that governs the pH dependence of ¢/
Bt/s) Potential drop across film/solution interface

AGg, Gibb’s free energy of reaction

1033 Reference potential

X Associated number of negative charges

V. is expressed as:

A particular threshold potential V. is required for the breakdown of the passive film.
It is assumed that V. depends on the activity of a halide ion, which is usually assumed to

be chlorine in most studies involving passivity breakdown due to environmental exposure.

Ve=A - Bloga[q-)

It is important to model the so-called incubation time for pitting. For the purposes
of SCC in a canister, this is the time interval between the introduction of chloride ions
to the surface and the initiation of pits. These assumptions are broadly true across the
passivity breakdown models that were recognized at the time of the point defect model’s

publication. These models were briefly summarized by the authors, and are summarized
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for reference here in Table 23.2°

Table 23: Passive film breakdown theories prior to 1981
(Based on the summaries in Chao, Lin, and Macdonald [8])

Model Authors Summary
Metal passivates when 02~ is
: adsorbed. Cl~ does not en-
. Uhlig, o
Competitive Kolotyrkin | hance passivation. At a cer-
ion adsorption (1961 tain potential, Cl~ becomes
theory 1966), more likely to be adsorbed,

and passivity breakdown can
be observed.

The film is thinned and weak-
ened at highly localized sites
where chloride ions adsorb at
Complex ion | Hoar and | a cation in the film, and the
formation the- | Jacob resulting complex dissolves
ory (1967) into the solution. The site be-
comes more anodic, which at-
tracts another cation, repeat-
ing the process.

Chloride ions migrate through
the passive film. Film break-
down occurs when chloride
ions travel through the film
and reach the interface be-
tween the film and the metal
surface. In real situations,
this process takes longer than
is measured experimentally.
Continued on next page

Ion penetration | Kruger et a
theory (1976)

29The references for Table 23 are as follows.
Competitive ion adsorption theory: H. Bohni and H. H. Uhlig, Journal of the Electrochemical Society,
116, 1969, [68], and J. M. Kolotyrkin, Journal of the Electrochemical Society, 108, 1961, [74].
Complex ion formation theory: T. P. Hoar, Corrosion Science, 7, 1967, [73].
Ion penetration theory: C. L. McBee and J. Kruger, “Localized Corrosion,” R. W. Staehle et al., Eds.,
NACE, Houston, 1974, [71], and H. H. Strehblow, Werkst. Korros., 27, 1976, [70].
Chemico-mechanical theory: T. P. Hoar, Corrosion Science, 7, 1967, [72].
Film pressure theory: N. Sato, Electrochimica Acta, 19, 1971, [7].
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Table 23 — continued from previous page

Model Authors Summary
Chemico- Hoar Chloride ions that adsorb into
mechanical (1967) the film repel each other, and
theory this results in film cracking.

Thin films have a pressure
. Sato which increases when chloride
Film = Pressure (1971) ions are adsorbed. At a cer-

Theo .
Y Section 7.3.1 | tain threshold pressure, film

breakdown can occur.

As the film grows, oxygen anions are transported toward the metal/film interface from
the film/solution interface, promoting film growth, and metal cation transport results in
the dissolution of the film into the solution. It is also necessary to consider the movement
of vacancies. The vacancies form at the metal/film interface, and while most interface
vacancies migrate into the metal bulk and cease to contribute to film breakdown, others
may begin to build up at the interface and form larger voids. This happens when the metal
cations are being transported through the film faster than the vacancies are migrating to
the metal bulk: the vacancies are piling up at voids faster than they are being subsumed
into the metal bulk. If this condition holds, the void will grow bigger, until it eventually
collapses, resulting in local film breakdown. Pit formation becomes heavily favored at this
site. This process is illustrated in Figure 42.

If J., is the steady-state rate of cation diffusion, Jy, is the rate at which vacancies at the
metal-film interface enter the metal bulk, and 7 is the time over which transient diffusion

processes are non-negligible, then

(Jea — Jm) x (t - T)>(¢ (34)
where ( is the threshold number of vacancies that must accumulate to form a void that
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Figure 42: This schematic of the point defect model proposed by Chao et al. shows the
buildup of vacancies at the metal-film interface. This can lead to film breakdown, and the
exposure of the metal to the solution, resulting in localized corrosion. [48]

leads to film breakdown, and ¢ is the amount of time it takes for that process to occur. The
authors use Equation 34 to demonstrate the effect of halide (here, chloride) ions that are
present in the passivating metal’s environment: halide ions increase J.,. From inspection
of Equation (34), it is easy to see that increasing J., will decrease the required incubation
time.

Expressions for J, are derived in the original paper, with a final expression of

- /2
Jou = 7 [ (3

Variables are defined in Table 24. There is assumed to be a relationship between J.,
and C\(,i{f ). when the number of oxygen vacancies at the film/solution interface is decreased,
Jea is increased as chloride ions from the solution are incorporated into oxygen vacancy

sites in the film lattice.
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Next, the authors derive conditions for pit initiation, and find that:

o _ zFaV, _
Foux2 exp (—EETE) 0 < Ju (36)

By setting the left-hand side of Equation (36) equal to Jy, Vapp becomes the critical

potential for pitting to occur. This critical potential V is found to be:

Ve

_4606RT, [ Ju ) _ 2303RT an
~ xFa %8\ Jou—x72 oF  osder]

Table 24: Variable definitions for Equations (35) - (37)

Variable Definition

Jea Cation diffusion rate

C‘%f‘,) Concentration of oxygen vacancies at the film (f) / surface (s) interface
X Metal cation charge

J° x KDY o [N, /Q)' X/ 2exp(~AGS/RT)

K F/RT

€ Film electric field strength

R Gas constant

T Temperature

Dy Metal cation vacancy diffusion rate

Ny Avogadro’s number

Q Molecular volume per cation

AGS Gibbs energy for the Schottky-pair reaction

F Faraday’s constant

«a Constant related to film growth rate; has a specific value for a given metal
" %u oxp AG°A_1—F£;H—F¢E£/S)

B Constant related to the change in the film thickness with changing pH.
¢?f /s) Potential difference between the solution and film flatband potentials
Vapp Applied voltage

o1 Chloride ion activity

Jm Submergence rate of metal vacancies into the bulk
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The authors found that predictions based on the equations above were in good agree-
ment with experimental data for iron and nickel samples that were exposed to halide-
containing solutions.

In order to utilize this model, it would first need to be established that the point defect
model was an accurate description of the pit initiation process for a steel canister exposed to
a deliquesced salt film. This model may also be too detailed for the purposes of developing
an effective probabilistic model for SCC in the canisters. The dependence of the model - in
particular, the dependence of its condition for pit initiation - on the fluxes of vacancies and
ions makes it adaptable to a computationally intensive, highly specific molecular kinetics
simulations of a single passive film breakdown situation. It is unlikely to be as well-suited

for the macro-scale prediction of pit initiation on a canister surface.

7.3.6 Okada, 1984: Halide nuclide theory and the breaching of the passive
film

Okada modeled the breach of a protective oxide film by an aqueous halide solution [10].
Metal cations in the oxide combine with the halide anions to form ionic compounds, while
oxygen anions combine with hydrogen to form water molecules. Okada bases his model on
the premise that “pitting occurs through formation of metal halides on the passive film,
thereby taking into account the microscopic stability of the halides” [10]. This process is
illustrated in Figure 43. The halide nucleus forms on the surface of the oxide film that
forms on the passivating metal. If the nucleus reaches the critical size for stability, it may
continue growing and eventually penetrate the thickness of the oxide film. This leaves
the metal surface vulnerable to pitting, because it is now exposed to the halide-containing
solution.

The halide nucleus forms when halide ions in the aqueous solution adsorb onto the

159



Figure 43: Halides (X™) in the solution form a nucleus that penetrates the passive metal
oxide film (MO). If the halide nucleus is stable, it will fully penetrate the film, exposing
the metal surface to the halide solution. This leaves the metal vulnerable to pitting. If
the halide nucleus does not reach the critical size required for stability, it will eventually
dissolve back into solution, and the metal remains protected. [10] '

oxide film, where they form a “transitional complex with a lattice cation at the passive

film-solution interface.” The reactions assumed to take place during this process are [48]:

z+ — .
Moxide +2 Xhalide - MXz halide

0246 + 2H 4o — H2Ohalide

oxide

If the halide nucleus does not reach a critical size, described by the critical pit radius
*, the film will repassivate and pitting will not occur.3® Anodic conditions promote halide
stability, because the stability of the halide nucleus exceeds that of the oxide film [48].

Expressions for the critical pitting potential and for time to pit initiation were deter-
mined using two independent methodologies, which are discussed below.

Critical pitting potential is described as:

E.=C— %m[x—] (38)

30A derivation of r* is given in Reference [10]. r* increases with film thickness, and decreases with current
density.
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with R the gas constant, T temperature, £ and C constants, and F' Faraday’s constant. [X~]
corresponds to the concentration of the halide (such as Cl7). Constants can be determined
experimentally.3! It is necessary to compare Equation (38) with experimental results, as
certain related experiments show that the dependence on temperature and concentrations
32

does not go exactly as described in Equation (38) in all situations.

Time to pit initiation is described as:

2%FE

In(7) =C —2n ln[X_]W

(39)

with n the valence number for the metal cations, and 7 the time required for pit initiation
once a halide solution has formed on top of an oxide film. Here, pitting is assumed to occur
when the halide “nucleus” grows larger than a determined critical radius.

Equations (38) and (39) were derived by Okada twice. First, Okada utilized the theories
of Glansdorff and Prigogine, who described the evolution of an irreversible thermodynamic
system.33 In the second derivation, it was assumed that local electrochemical perturbations
allow the nucleation of halides on the film when the potential becomes anodic.34

In Farmer’s survey of pitting models, he notes that dependence of pitting potential on

3 Farmer notes that the relationship expressed in Equation (38) is consistent with experimental results
in the literature. These include:

e H.J. Engell and N. D. Stolica, Die Kinetic der Entstehung und des Wachstums von Lochfrass-stellen
auf passiven Eisenelektroden,” Z. Phys. Chem., 20, 1959, [110].

e M. Janik-Czachor, “An assessment of the processes leading to pit nucleation on iron, Reviews and
News,” Journal of the Electrochemical Society, 128(12), 1981, [111].

o Matamala, R. G., “Correlation model of the AISI 316 stainless steel pitting potential with cellulose
bleach process variables, Corrosion, 43(2), 1987, [112].

320ne equation for pitting potential of Type 316 stainless steel was found to go as E; = a—bT+cT'[pH] -
dTlog[X~], rather than as E. = a — bT'In[X"] [111].

33Gee: P. Glansdorff and I. Prigogine, “Thermodynamics Theory of Structure, Stability, and Fluctua-
tions,” Ch. 9, Wiley-Interscience, New York, 1974, [113).

3Gee: T. Okada, “A Theory of Perturbation-Initiated Pitting,” Journal of the Electrochemical Society,
132(3), 1985, [114]. This reference contains a derivation for the fluctuation of the anodic current at the
passive-film/solution interface.
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pH, [Cl™], and T varies for different alloys. The correct dependence must be experimentally
determined and validated for the different stainless steels. Farmer suggests a more general
form for the critical pitting potential than that given in Equation (38).3% This potential is

given as:

E. = ag + a1In[C17] + az[pH]| + a3T + a12In[C17|[pH]

+ a13In[Cl7)|T + ag3[pH|T + a123In[Cl7|[pH]T (40)

where the coefficients a,, are established via experimentation.

The Okada model is a more manageable approach to establishing pitting criteria: it
depends on chloride concentration, pH, and temperature, but it doesn’t require detailed
knowledge of ion fluxes in the solution or vacancy fluxes in the metal/passive film. It
suggests straightforward frameworks for both critical pitting potential and the time to pit
initiation, both of which could be useful for Life Prediction of Used Fuel Canister Material

if experimental data shows good agreement with Equations (38) and (39).

7.3.7 Kondo, 1989: Predicting the initiation of fatigue cracks from pits

Kondo focused on low-alloy steel in deionized water, with the objective of gaining insight
into how steel components fail due to corrosion fatigue. His 1989 paper, “Prediction of
Fatigue Crack Initiation Life Based on Pit Growth,” is often referenced as a starting point
for certain non-fatigue-related SCC models; notably, Turnbull’s modeling work built off
the initial pit-to-crack model proposed by Kondo (see Section 7.6.2, or Reference [31]).

The model assumes that SCC occurs in stainless steels via the following three stages: pit

3% “The measured responses in such a design are the corrosion, pitting, and repassivation potentials. This
experimental strategy enables experimenters to easily calculate the confidence intervals of parameters.”
[48], 64.
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initiation and growth, crack initiation at the pit, and crack propagation [18]. In Kondo’s
view of SCC, there is a critical point at which a crack will initiate from a pit, and predicting
this occurrence is the key goal of his model.

To construct the model, experiments were first carried out on low-alloy steel samples
using a fatigue testing machine in conjunction with an environmental cell that could ac-
curately mimic the relevant aqueous environment. Pit diameter over time was measured.

Kondo then found that pit radius could be related to time (number of cycles) as:

r o tt/3 (41)

Assuming a hemispherical shape for the pit, pit volume grows as:

%71’7“3 = Bt (42)

where B is the bulk dissolution rate. Kondo proposes that different environments result in
different growth rates, and that these differences can be accounted for with a multiplicative
coefficient in the relationship between r and ¢.

Kondo also found that there was a pit at each fracture surface (in agreement with the
three-phase model of stress corrosion cracking). He asserted that this initial pit did not
grow following crack initiation. This final pit size is taken to be the critical size for that
particular crack. It was observed that higher-stress conditions lead to a smaller critical pit
size. This behavior is expected because stresses in the material increase the likelihood of
SCC, and a smaller critical pit size indicates that SCC has occurred more rapidly.

Kondo assumed that the critical pit size occurs when the fatigue crack growth rate
(calculated based on the existing material and mechanical conditions) and the pit growth

rate (calculated or observed) are equal. Once critical pit size has been reached, the pit
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ceases to grow and the crack continues to propagate through the material. Kondo gives

the corrosion pit growth law as:

¢ = Gyt = Cp(N/f)'/? (43)

where Cj, is a coefficient fitted from experimental data, c is the pit radius, V is the number
of stress cycles, and f is frequency. Pit growth rate can then be expressed as dec/dN,
which can be formulated in terms of the stress intensity factor and the above parameters.
Critical pit diameter, at which a crack is initiated, is calculated in Equation 44. In this
equation, (AK), is the stress intensity factor range for a critically sized pit, o, is stress
amplitude, a = a/c (aspect ratio), and @ is a shaping factor that Kondo has determined

to be 1.464a165.

_ 2Q [(AK)
2er = T [2.24(;: ] r (“44)

Kondo suggests a procedure for using this model of pit and crack growth to make
failure predictions over the lifetime of a component made of this particular steel. For a
given material sample and stress condition, one can determine the maximum expected pit
size, calculate the associated critical pit size, and from that size calculate the time (in
cycles) it will take for the pit to grow to the critical size. At this point, it is assumed that
a crack has initiated [18].

The Kondo model assumes the following;:

e Pits are hemispherical.

e Any changes to pit size following crack initiation are insignificant and do not affect
crack growth.

o Cracks initiate because the pit has reached its critical size, which occurs when the
crack growth rate is first greater than the pit growth rate.
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e The pit can be considered a “sharp crack” for the purposes of applying fracture
mechanics.

Pitting and cracking behavior is idealized in this model: a definitive critical pit radius
can be calculated for each pit, which are all of uniform hemispherical geometry. When
the pit grows to reach this critical size, a crack is observed 100% of the time. These
assumptions - particularly that of hemispherical pit geometry - are common in the SCC
modeling literature.

These assumptions can be problematic when it comes to using the model to accurately
predict SCC behavior . Every observed crack may have been found to have initiated at
a pit, but is it certain that evcry one of these pits was at its true “critical radius” (as
predicted by Equation 44) when this transition occurred? Were there pits that reached a
critical radius but which did not nucleate a crack? These questions are not addressed by
Kondo. SCC models like this one aim to predict general degradation trends, and so while
they can give insight into the way that SCC generally proceeds in a given situation, they
are not always helpful for making definitive, high-accuracy predictions.

Kondo’s model depends on a fracture mechanics view of the situation: pits and cracks
grow according to rates governed by the stresses in the steel, and SCC occurs when calcu-
lated crack growth overtakes calculated pit growth. This model has no way of accounting
for environmental conditions (all tests were performed at the same temperature) or mi-
crostructural variations. It allows a rough estimation of the number of cycles that will
pass before SCC is observed given a known distribution of pit sizes, but it is not capable
of predicting SCC for a different material, different temperature, or different solution. It
assumes that the only parameter that must be accounted for is applied stress.

However, Kondo’s work is important to the study of SCC prediction. In the stainless

steels that are of interest to the used fuel canister project, and to many other industrial
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applications, the ability to model pit growth and the subsequent pit-to-crack transition
are the key steps in predicting the onset of stress corrosion cracking. The scope of this
paper is limited, but it is an informative starting-point for the statistical treatment of the
occurrence of SCC in stainless steels, and Kondo’s work is a key reference common to many

of the modeling projects outlined in this paper.

7.4 Stochastic approaches to pitting

The following three models treat pitting corrosion as a stochastic process. The number of
pits on a surface, the growth rates of these pits, and their likelihood of “dying” can all be
modeled probabilistically. These models predict the expected extent of corrosion damage
as a function of time.

Kondo’s model may not be directly applicable for the purposes of Life Prediction of Used
Fuel Canister Material, as it assumes a cyclic loading situation, and the canister material is
subjected to a constant load defined by residual stresses incurred during canister welding.
Kondo’s assumption that the pit-to-crack transition occurs when the pit growth rate equals
the theoretical crack growth rate may be useful for the final model, and is utilized by other
authors studying SCC.36

7.4.1 Shibata and Takeyama, 1977: A stochastic approach to modeling pitting

Shibata and Takeyama used stochastic methods to describe pitting, and their early, signif-

icant contributions to the field of probabilistic SCC modeling merit discussion here.3?

36Chen et al. identify two possible assumptions for developing pit-to-crack transition criteria [56]. The
first type of assumption follows Kondo’s logic of cracks initiating from pits when the pit’s growth rate equals
the theoretical crack growth rate. The second type of assumption assumes that there is a threshold Kiscc
beyond which cracking always occurs. Pits act as stress concentrators, and Kiscc of the material around
the pit changes as the pit grows. Both assumptions are mechanical in nature (unlike the assumptions that
govern the criteria for pit initiation, which are often governed by electrochemical factors.

37This paper was preceded by a brief letter in Nature that discussed the stochastic nature of pitting in
steels [11], but [12] was the primary reference for this section.
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Shibata and Takeyama’s interest in the probabilistic nature of pitting arose when it
was found that experimental measurements of pitting potential led to consistently dif-
ferent results, even when experimental conditions were carefully controlled in attempts
to reproduce previously obtained data [12]. When the protective film of an alloy is un-
breached, the observed current corrosion is quite low. “Potential drops” occur when a
protective film fails, allowing dissolution of the bulk metal (and thus pit growth). This
results in a significant increase in current. The associated voltage change, current change,
and time-to-potential-drop can all be measured experimentally.

Two corrosion stages are considered: pit generation and pit growth. Pitting initiation
occurs when the film fails: this is considered as a two-dimensional problem, and it is
assumed that the film thickness can be neglected.

The authors carried out experiments to determine the potential at which pitting oc-
curred in Types 316 and 304 steel exposed to a 3.5% NaCl solution, using both etched and
polished surface preparations. The measured potentials occurred over a range of values,
and were not closely centered around a single pitting potential. The authors suggest this
may be due to stochastic variations in the passivating film.

To develop the equations that describe pitting, the Markov property is assumed, mean-
ing that if the present state of the pit is determined, the past states leading up to that
point have no effect on pit’s future behavior. It is a “memoryless” process. The probability

that an non-pitted specimen will become pitted in dt is given as:

A(t)dt = —dP(t)/P(t) (45)

with A(t)dt the “transition probability,” and P(t) the “survival probability” (survival =
no pitting). A(t) is therefore the pit generation rate. It can also be determined for a time

t by graphing the logarithm of P(t) versus ¢, and taking the negative tangent at the time
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of interest. P(t = 0) = 1, and the proportion of unpitted specimens at time ¢ can be

calculated using the following equation:

P(t) = exp <_ /0 A(t)dt) (46)
An estimate of P(t) is given as:
P(t):l—lfN (47)

with IV the total number of specimens considered, and n the number of samples known
to have pitted at time ¢. Figure 44 shows a plot of pitting probability vs. pitting poten-
tial for Type 304 and 316 samples prepared using emery polishing and chemical etching.
The possible potentials at which pitting occurs was found to have a normal distribution.
The authors did not find that there was a threshold potential below which pitting was
impossible.

The relationship between survival (no pitting) probability P(t), induction time, and po-
tential was also investigated. When the experiment was conducted at a constant potential,
it was found that P(t)’s behavior over time was linear, but the data showed three differ-
ent regions of different behavior. Therefore, for a given P(t) at constant potential, three
pitting potentials (resulting in three pit generation rates, A\;, A2, and A3) were governing
the process. This general behavior was observed at all tested potentials. The dependence

of A on E, the experimental potential, was found to be:

AL = 01(E — Ecrit) = 8.20(E — 0.346) (48)

A2 = Ago exp(azE) = 5.01 x 1072° exp(113E) (49)
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Figure 44: The normal probability plots shows how pitting probability varies with pitting
potential. n indicates the number of samples in an exposure experiment that pitted, with
N samples total in the experiment. From left to right: Type 304 samples with a 2/0 emery
polish, Type 316 samples with a 2/0 emery polish, Type 304 samples with a chemical etch,
and Type 316 samples with a chemical etch. The data falls in a straight line, indicating
that the pitting potential obeys a normal distribution. [12]
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A3 = 39 exp(azE) = 1.44 x 1071 exp(113FE) (50)

Below E.;, the pit generation rate A becomes 0.
If the value of E is changed at a constant velocity v, such that A(¢t) = A(E/v), the

pitting potential cumulative damage function (CDF) can be written as:

P(E/v) = exp (—-11; /0 ? )\(E/v)dE) (51)

E

-5~ is then equivalent to the probability density function of the pitting potential.
Differentiating this PDF and setting it equal to 0 allows the determination of the pitting
potential most likely to be observed. The expression used for A\(E/v) will depend on which
of the three observed “stages” is assumed to control pit generation. It is asserted that
the expression for A; (Equation 48) controls the pitting process, since observed pitting
potentials (as a function of v) were were most consistent with the predictions when that
expression for the pit generation rate was used. When Ay or A3 were assumed to describe
the dependence of pitting on E, the resulting predictions (obtained by optimizing Equation
(51)) were not consistent with observed data.

This research provides a potential framework for describing the stochastic nature of
pitting on a steel surface by fitting appropriate equations to experimental data, and relating
these fitted equations to cumulative and probability distribution functions that can then

be used for predictive purposes.

7.4.1.1 Farmer, 1998: A model for pitting, based on the work of Shibata and
Takeyama A later paper by Farmer expanded on the work of Shibata and Takeyama
[45]. In this pitting model, one begins by partitioning the surface into the fractions covered

by pit embryos, sites at which no pit has nucleated (vacancies), and stable pits. Variable
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Table 25: Variable definitions for Farmer’s deterministic pitting model

Variable Definition

Or Fraction of metal surface covered in pit embryos (embryos)

(% Fraction of metal surface with no corrosion (vacant)

0p Fraction of surface covered in stable pits (pits)

kbirth Parameter describing pit birth rate; similar to A in other models
kpit Parameter describing pit growth; similar to 7 in other models.
kgeath Parameter describing pit death rate; similar to p in other models.
a,b Constants

definitions are provided in Table 25.

g +0y+60p=1

Next, expressions for the change of 6z in time and #p in time are given as:3®

db _a -

— = kbinn [C1I7]* (1~ 05 — 0P) — kacarn [OH™]" 05 — kpiefs
do
& = e

(52)

(83)

(54)

It is stated in Reference [45] that the results (e.g. pit depth distributions in time) were

consistent with those obtained by Shibata and Takeyama. This model by Farmer provides

a framework for incorporating environmental parameters into the stochastic approach de-

veloped by Shibata and Takeyama. It is dependent on many parameters that must be

properly fit to data, and so if this approach is taken, it will be important to determine pa-

rameters for the full range of environments that may be experienced by a used fuel canister

38Henshall, Mola, and Shibata and Takeyama all use X as a descriptor of pit initiation rates, p as a
descriptor of pit death rates, and « as a descriptor of pit growth rate. More specifically, u is used to
describe the rate at which pits fail to reach stability. See the summary table on page 300 for an overview

of these models.
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in order to maximize the model’s utility. Criteria for pit-to-crack transition, and a model

for crack growth, would need to be determined separately.

7.4.1.2 Shibata, 1990: Later work on passivity breakdown and pitting Under-
standing the stochastic nature of corrosion is a major theme in Shibata’s research. A 1990
paper examines several applications of probabilistic distributions to corrosion phenomena
[57].

First, the Weibull distribution (used by others to describe pit distributions: see Section
7.6.2) is considered for its utility in describing time-to-failure due to SCC in Type 304
Stainless steel exposed to an aqueous chloride-containing solution. In this paper, the

Weibull distribution is given as:

F(t) =1 — exp (— (t _at‘))m> (55)

where t is the failure time and a and m are scale and shape parameters. tg is the pit

incubation time: before ¢y, no pitting is observed. The shape parameter m governs the
slope of the distribution and is affected by chloride concentration F'(t) represents the CDF
for time-to-failure due to SCC.

Shibata reports that for low concentrations of chlorides, an exponential distribution for
time-to-crevice-initiation is appropriate.3?

The pitting distribution cited by Shibata is a probability of finding a number of pits

(z) in a unit area that was developed by Mears and Brown [58]:

39The example given by Shibata involves a 3.5% NaCl solution and Type 304 stainless steel at a tempera-
ture of 303K. The references given for the finding that time-to-crevice-initiation under these circumstances
can be described by an exponential distribution are as follows:

e S. Tsujikawa, Z. Heng, and Y. Hisamatsu, Boshuku Gijyutsu, 32(149), 1983, [115].
¢ G. Salvago and G. Fumagalli, Corrosion Science, 27(927), 1987, [116}.
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M=e—M

P(z) = !

(56)

where M is the mean value of z. If there is no interaction between pits, and the process of
pit formation is completely random, then a simple Poisson distribution can be used instead.

For a known average rate of pit generation on the surface, A, Equation (56) becomes:

()\t)xe—/\t
x!

P(z) = (57)

The pit distribution changes as pits appear (“birth”) and disappear (“death”). Shibata
notes that birth and death processes may be modeled as occurring in parallel or in series.
This choice will affect the model’s predictions and the extent to which they align with
experimental observations.

When only pit birth is being considered, a “simple birth stochastic model” can be used:

P(t) = e~At—t0) (58)

This simple birth stochastic model can also be adapted as a plural combination of “simul-
taneous (birth) processes in series,” so that P(t) = IIP;, where P; is given in Equation
(58).

The birth stochastic model can also be expressed as a plural series combination, which
Shibata also refers to as “simultaneous (birth) processes in parallel.” In that case, the pit

distribution becomes:

P=1-2 (1 - eA(t—to)) (59)

It is also possible to consider multiple independent pitting processes that are happening
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in parallel. To find P(¢) in this case, the appropriate P; for each independent process is
then summed as ), f; P;, where the f; sum to one.

In other models, it is necessary to consider pit death as a result of repassivation. In
these cases, u is given as the pit death rate. If the birth and death processes are happening
in parallel, which Shibata represents visually as a sample in which pit birth processes are
occurring at one site while pit death processes are occurring at a separate site, then the

pit distribution on the steel surface is given as follows:

dP

—r =~AP-u(1-P) (60)

P-£. A—Al;exp(—(x W) — t0)) (61)

The pit birth and death processes may also be occurring in series. Visually, Shibata
represents this as the pit birth and pit death processes competing on the same pit site. In
this case, the pit distribution on the sample surface is described as:

dP

- = ~Pladexp(-ur)) (62)

InP = —aA(t — 7c)exp(—pute) (63)

These approaches can be considered when modeling the pit distribution on the surface
of a sample exposed to some corrosion-inducing solution. They are easily adaptable to
probabilistic simulations (Shibata’s paper includes examples of using Monte Carlo simu-
lations to model induction time), but must be chosen correctly if the results are to be

representative of actual observation. In particular, it must be decided whether to consider
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pit death or only pit birth, and it must be decided whether events occur in “series” or in

“parallel,” as this affects the mathematical construction of the distribution model.

7.4.2 Mola, 1990: A stochastic treatment of SCC

The work of E. E. Mola was a precursor to the stochastic pitting model of Henshall (Section
7.4.3), and so it is considered here. The stochastic model developed by Mola and his
colleagues was validated against experimental data from Type 316 stainless steel exposed
to a sodium chloride solution (15].

Pitting is assumed to be caused primarily by loss of passivity due to the presence of
aggressive ions (like [C17]), and the pit becomes an active site. Metal dissolution occurs,
causing pit growth. Mola, like others before him, notes that pitting experiments rarely
result in reproducible results, even when the conditions are carefully controiled from trial
to trial: pitting corrosion behaves stochastically.

With Mola’s model, pitting tends to occur at favored sites, which are here assumed to
be points of reactant inclusions. However, the authors note that a larger number of factors

are likely to contribute to the pitting behavior of a material, including:

e Variations in the metal bulk

Film cracking

More acidic pH in pits and crevices

Transport of defects through the passive film

Ion adsorption into the film

Mola’s model assumes that each inclusion (the number density of which are assumed
to be constant for a certain material) has an equivalent chance of being at the exposed

metal surface, and that the locations of inclusions are independent from one another. A
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Poisson distribution gives the probability of having a certain number k of inclusions, and

the average number of inclusions can be described as:

co k
—al
(n0> = E ke F =« (64)
k=0

where a = ng/ni, ny is the total number of inclusions, and ng is the total number of
samples. Having established the likelihood that a given number of inclusions (k) is present,
the following assumptions are made: the inclusions do not influence the corrosion behavior
of each other, the probability of pit initiation is the same at every inclusion, the same
inclusion can not be activated more than once, and the probability of pit initiation does
not depend on the previous history of the inclusion site (the Markov property applies).
When 79 is the pit birth time (and assumed to be a continuous random variable), Ag
is the probability density of pit births per unit time, and Py the probability of pit birth

when t < 79, it is found that:40

Py(t) = e~ 2ot (65)

and:

I te~Motdt 1

(1) = T=emiar ~ % (%)
The mean number of pits is found to be:
(n(t) =no [1 - ™| (67)

Next, pit growth is considered. Pit size is described by the number of unit volume

“°The full derivation of Equation (65) can be found on page 11 of [15].
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elements. Pits are assumed to grow in steps, with their size increases by a number of unit
volume elements at each step. It is assumed that pits do not decrease in volume. The pit

volume is:

V = k(t)dV (68)

with k the number of volume elements that make up the pit. Consider a pit with volume
jdV at time t + dt. The pit volume has either undergone no change since the previous

timestep (t), or it has grown from (j — 1)dV to jdV. It is found that

dP;
= = NP0 + X1 Pa(h) (69)
t !
P = Ao [ MR (¢)ar (70)
0
where j = 1, 2,3 . . . and P; is the probability that the pit reaches jdV. There are A;

area elements at the pit surface. 7; is chosen as a random variable, which is then assigned
to the pit. dy is the volume of corroded material at 7;. If dy has more area elements in
common with A;, the probability of corrosion increases for the next timestep.

The probability that the pit repassivates before reaching the pit stability criterion
(defined as a critical volume V., reached at time 7¢) is given as u. u depends on the
conditions at hand. The other parameters in the model can be estimated from experimental
observations of corroded specimens (e.g. the number of pits per unit area).

This provides another framework for a stochastic model of pit growth, and it accounts
for both the probability of pit birth and pit growth at each timestep. If this model is applied
to Life Prediction of Used Fuel Canister Material, Ao could be determined experimentally,

“or perhaps developed as a function of stress and chemistry. This model could then be used
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to simulate pitting on a finite element analysis model of a representative weld. Transition
to cracking, and crack growth, would need to be addressed with separate additions to the

Mola framework.

7.4.3 . Henshall, 1992: A stochastic approach to modeling pitting damage using

phenomenological equations

G. A. Henshall of Lawrence Livermore National Laboratory carried out research concerning
corrosion in high-level waste (HLW) containers that would be stored at Yucca Mountain.4!
He used computer models to simulate pitting and study the manner in which parameters
changed when the environment was changed. The ultimate goal was a computer model
that used a stochastic approach to predict pitting behavior [35].

Because experiments used to refine such a model and fit parameters are typically ac-
celerated (usually by making the environment purposely more aggressive to generate data
in a timely manner), this work also emphasized understanding how the environment af-
fected pitting, since (1) the canister environment of interest isn’t constant in time and
(2) the analysis of accelerated corrosion experiments needed to be extrapolated to the less
aggressive actual environment.

Because this model predicts pit depth as a function of time, it is useful for predicting the
evolution of pitting damage on a surface. At the time of the study (1992), the majority of
pitting models focused instead on prediction of electrochemical quantities, such as pitting
potential. Time-to-failure was defined by Henshall as the time needed for the pit to grow
through the wall (note that_ he considered pitting, and not cracks initiated from pits, as
the primary failure mode).

In the Henshall approach, the stochastic nature of pitting is driven by fluctuations in

4Note that the models were not necessarily developed for stainless steels, but the approach here could
be generalized to studying pitting and cracking in other materials.
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surface chemistry and variations in the surface itself. This results in local passivation and
repassivation events that cause the nucleation of micropits that either become inactive or

continue to grow to stability [16].

Container
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Figure 45: This is an illustrative damage function used by Henshall [17]. It shows the
number of pits that have a certain depth, as calculated for several long exposure times.
The area under the curve and to the right of the vertical line indicating canister depth is
proportional to the number of pits that can be expected to fully penetrate the canister wall
during the considered exposure time.

A damage function approach was considered because a damage function can be used
to calculate, for a specific environment and a given exposure time, the number of pits ex-
pected for a certain pit depth. Several conceptual damage functions are shown in Figure 45.
Damage functions can be developed using a mechanistic approach (deterministic equations
that describe the damage process completely) or an experiment-informed, phenomenolog-
ical approach. The latter is the most common: equations can be defined such that they
are purposely consistent with experimental data. Damage mechanisms like pitting are af-

fected by many variables - which are rarely consistent across environments of interest (e.g.
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different canisters) or constant in time. Thus, a definitive, complete set of equations to
describe it has yet to be developed. Some illustrative damage functions predicted with the

final model (explicated below) are presented in Figure 46.
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Figure 46: Example simulation results for 10, 40, 100, and 125 timesteps. The depths
are in arbitrary units, as these simulations aim primarily to show how the distribution of
pit depths changes in time. The growth probability v was 0.25. Birth probability A was
assumed to be exponentially decaying. [17]

The probability that a pit will be nucleated in a defined unit area in the model (a cell*?)

as a result of local passivity loss is given as:43

“2In the computer model, no more than one pit can grow in a single cell [16].
43Henshall cites papers by Williams et al. ([59]), for methods to experimentally determine A [35]. Henshall
also cites the work of Williams as a key starting point for his own modeling efforts [17].
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A = AA g At (71)

At is the timestep used in the model, Ace) is the area of a cell, and A is the rate at which
pits are generated in a unit area.4
This model can be modified to reflect a decaying birth probability - for example, by

using the descriptions of A developed by Shibata and Takeyama (see Section 7.4.1):

A= /\Oe-—at (72)

with Ao and a constants. In Farmer’s review of Henshall’'s model, it was noted that this
formulation of pit birth probability is not ideal. Equation (72) was chosen because it
resulted in a calculated pit depth distribution that was in better agreement with experi-
mental results than the distribution that was calculated when a constant birth probability
was assumed. Ideally, A should be time invariant [45].

Not all of these initial pits survive. The probability that a pit will not reach its point

of stability, and will thus fail to contribute to the possibility of failure, is given as

p=MAt (73)

p is the “pit embryo death rate,” and M is the experimentally measured death rate.
Pits that reach a certain critical age 7¢ (number of timesteps) without being “killed”
are assumed to be stable.?> Stable pits were assumed to grow linearly. However, this

assumption leads to results that yield a larger number of deeper pits with increasing time

“4In the computer model, a random number is assigned to each cell. If the random number < ), a pit is
nucleated in that cell.

*5In the computer model, a random number is assigned to each previously generated pit that has not
reached stability. If the random number < u, the pit is assumed to “die.”
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than are observed in experiments. Several possible reasons are given: the pits may cease
and restart growth multiple times during their total life. Local chemistry also could change
to make continued growth impossible.

To make results more consistent with observation, a growth probability v was expressed

~=TAt/D (74)

where T is the growth rate (cm s™!) and D is the depth increase. I' was fit to experimental
data. ~ is assumed to be constant.46

In an ideal model, A, p, 7., and v would be formulated with explicit dependence on
environmental parameters. In this case, phenomenological equations that were consistent
with experimentation were developed instead. The environmental parameters considered
in the Henshall model were the applied potential (E,pp), chloride concentration [C17], and
temperature T.

A was formulated to have a linear dependence on Ejp, as suggested in the results of

Shibata and Takeyama [12]:

A~ ﬁ(Eapp - Ec)t (75)

where 8 is a constant. E. is the threshold potential for pitting to become possible.
The dependences of A, u and 7. on T and [Cl7], as shown below, were based on data

presented by Shibata and Takamiya.?” They are as follows:

6In the computer model, a random number was assigned to each stable pit at each timestep. If it was
less than +, the pit grew during that timestep by D.

47See: T. Shibata and H. Takamiya, Proceedings of the Conference on Critical Issues in Reducing the
Corrosion of Steels, (NACE, Houston, 1985), 17, [117].
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Te ~ e F1Bapp (76)

A~ eF2[Cl] (77)
W~ e~ kslCl7] (78)
Te ~ e kalCl7] (79)

and based on the data of Herbsleb and Engell, the growth probability v was found to

depend on chloride ion concentration as:

v~ [Cr)° (80)

with a constant.*® 4 was assumed to have an Arrhenius relationship with temperature 7,
although the author notes that this is not likely to be a truly accurate way to model (T).4°
To describe how 7 changes with F,j,, Henshall used the data of Szklarska-Smialowski and

Janik-Czachor, and found that:

Y~ (Eapp - crt)b (81)

where E. is the threshold value for pit growth and b is a constant that depends on pit
geometry (0.5 for hemispherical pits, as is assumed here).*°

The final equations for pit nucleation probability A, pit death probability p, critical age

48See: G. Herbsleb and H.-J. Engell, Werkst. Korros. 17 (1966) 365, [118].

Broli et al. also found that -y increased with chloride concentration.

See: A. Broli, H. Holtan and T. B. Andreassen, Werkst. Korros. 27 (1976) 497, [119].

“®In order to propose this Arrhenius relationship, Henshall cited the data of Broli et al. See the reference
above.

50Henshall also mentioned that Herbsleb and Engell had suggested that + is independent of Eapp, but a
linear dependence, as found in the work of Szklarska-Smialowska and Janik-Czachor, seemed more appro-
priate.

See: Z. Szklarska-Smialowska and M. Janik-Czachor, Br. Corros. Journal, 4, 1969, 138, [120].
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for stability 7. and growth probability v are as follows:

A= A1(Bapp — By) - OO o= Qa/RT (82)

u=As;- e~ C2[Cl7] . o=Qu/RT (83)

7. = As - e BsFapp . o=C3[CI] . o+Qr/RT (84)
v = Ay (Eapp — B4)P5[CI7|C4 . e+ @/ RT (85)

A;, B;, and C; are constants.?! Next, for an environment that changes in time, the chosen

environmental parameters (E,pp, [C17], and T') can be described as follows:

Eupp = By — e Bt (86)
[CI7] = Ky ef1t (87)
T = Tpo + Tp e 11t (88)

Henshall suggests that Equation (87) is one way to model [Cl~] on the surface of a
container that is alternately wet and dry. The effects of changing chloride concentration
on pit depth are shown in Figure 47.

T is the ambient temperature that a canister surface eventually tends toward as the
heat production of the used fuel decays. Ey, E1, Ko, K1, Ty, and T7 are constants that
are fit to experimental data. Q is the activation energy for the specified process and R is

the gas constant.%?

5!The values of these constants can be found in the original paper (see Reference [35]).

52Henshall notes that it is important to select units such that the values of A, p, and 7. do not exceed
1. Their values can be further limited in the code if a computer modeling approach is taken. When u
and A are calculated in Henshall’s code, they are limited to values that are < 1. However, this is seen as
an additional limitation of Henshall’s approach, and Farmer recommends that an SCC model should have
properly normalized functions [45).
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Figure 47: The graph shows the average and maximum pit depths predicted by Henshall’s
computer model when the chloride concentration at the surface is changed. Both pit depth
and [C17] were calculated using arbitrary units. [16]

In carrying out simulations, the damage function generated by the model can be com-
pared with the damage function that was validated experimentally. For example, these
equations yielded a damage function that had reasonable agreement with experimental
results, but which had a lower number of shallow pits and a higher number of deep pits
than were observed experimentally.5® This was readily seen from the data yielded by the
damage function analysis approach (see Figure 46 for an example of how the predictions
can be visually presented). This is an advantage of this approach: it allows for a very
effective visual comparison of experimental data with predictions.

Henshall’s model is more unwieldy than Mola’s, but its framework includes an explicit
dependence on chloride concentration, temperature, and potential. If a stochastic sim-

ulation model of pitting and cracking in canister welds is pursued, this could be a very

53Henshall suggests that the best approach may be to assign a pit growth probability that varies as a
function of depth in order to yield more accurate simulation results.
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promising direction for establishing the pitting component of the model.

7.4.3.1 Farmer’s modifications to the Henshall model. Farmer builds on the
work of Henshall in order to make the model more consistent with observed pitting behav-
ior. The environment at each cell determines the probability that a pit will nucleate (or

become inactive). Farmer intended to improve on this work by

e accounting for pH effects
¢ reexamining the assumption that the probability of pit birth decays exponentially

e using normalized probability expressions

Farmer suggested the following formulation for the pit birth probability A:

A=A (A o eB"P) (89)

n, A, and B are constants. fp is a shape factor that represents the percentage of the
surface comprised of stable pits. The advantage of this approach is that it eliminates time
as a variable, and in doing so circumvents the need to impose a decaying birth probabil-
ity (which is inconsistent with experimental data) in order to get the correct pit depth
distribution.’® One then considers the time-dependent pit penetration. Farmer gives an

example expression for pit penetration:

d= \/2 Ko[HY)(E — Eert) Toge (90)

=K ,time rate constant
with d pit penetration, Ko constant, E the applied voltage, Eci; the threshold pitting

potential, and T,ge the age of the pit. Equation (90) is intended to be an illustrative, not

54This is done in order “to obtain a reasonably shaped distribution of pit depths, the number of pits
verses depth. Ideally, the birth rate (or birth probability) should be time invariant in such a mechanistic
model.” [45], 160.
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definitive, example of a possible form of pit depth d. Farmer also suggests that the process
of “stifling” should be considered: in certain situations, a pit may grow deep enough that
the current density drops, and the pit repassivates.5®

If Henshall’s model is used for Life Prediction of Canister Material, then Farmer’s
modification should be considered for inclusion, as it is already known that Henshall’s

expression for A is inconsistent with observation.

55Should this be identified as a possibility for the canister steel, the following references cited by Farmer
may prove helpful:

e J. R. Scully, Appendiz D, Elicitation Interview Summaries, Waste Package Degradation Expert Elic-
itation Project final Report, Geomatrix Consultants, August 1997, [121].

e G. P. Marsh et al.,, “The Kinetics of Pitting Corrosion of Carbon Steel,” SKB Technical Report
88-09, 1988, [138].
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7.5 Crack initiation and propagation

These SCC models focus primarily on crack initiation and growth behavior. The majority
of the models presented in this section assume that stress corrosion cracks propagate via
some variation of the slip-dissolution mechanism, in which slip steps form at the crack tip,
exposing unpassivated metal. This allows further corrosion, which decreases as the metal
exposed by the slip process passivates, and the cycle then repeats itself.

A subset of the models covered in this section focus only on crack growth, and not
crack initiation. Establishing the criteria for crack initiation from a corrosion pit is an
important step toward completion of any overall model of SCC. Kondo (Section 7.3.7) and

the complete SCC models (Section 7.6) also consider this process.

7.5.1 Ford and Andresen, 1982-1987: A film fracture model

Andresen and Ford also developed expressions for %%, and also worked within the context
of SCC progressing via periodic fractures of the oxide film at the crack tip [19]. The most
important input in their model is strain: the crack propagation rate is proportional to the
crack-tip strain rate, and inversely proportional to the film fracture strain.

In 1984, Ford wrote [60]:

“Although fracture-mechanics parameters, such as stress intensity or crack open-
ing displacement, are useful in design, it is not recognized that, for ductile-
alloy/aqueous-environment systems, their fundamental importance lies in their
effect on the oxide (or film) rupture event, the subsequent ozide (or film) rupture

rate, and the ease of solution flow down the crack length.”

The crack propagation rate is found to be:
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da . MQf déct 1

dt zpF dt €5 (91)
with all variables defined in Table 26 [60, 46].
A general way to describe %tl in austenitic stainless steels is:
da det \"
S — 1 (%) (52)

assuming that the crack propagates via the film rupture-slip dissolution mechanism [19].

n is a parameter that is dependent on the material and the environment. Predicting crack
propagation rates then becomes a matter of determining the value of n and the expression
for f(n) for a given environment. The anodic current density transient that is measured

following film fracture can be related to n via the following expression:

ig=at™" (93)

n depends on corrosion potential, the properties of the electrolyte, and the composition of

the corroding metal.

Table 26: Variable definitions for Equations (91),(92), and (93)

Variables Definitions

% Crack propagation rate

M Atomic weight of the metal

z Number of electrons exchanged when a mole of the metal is oxidized
p Density of the metal

Qs Oxidation charge density between fracture events

€f Film fracture strain

€ct Crack tip strain

n Parameter that encompasses environment and material properties

ia Anodic current density
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Ford and Andresen’s model lays out the basics of the slip-dissolution-rupture (SDR)
model of crack propagation in SCC processes. If the SDR model is assumed to be the
valid explanation for how SCC cracks would propagate in the canister welds, then this
médel would likely be the starting reference for establishing an appropriate model of crack

growth.

7.5.2 Buck and Ranjan, 1986: An expression for time to crack initiation

Buck and Ranjan developed a crack-tip-opening-displacement (CTOD) model for microc-
rack initiation [29]. Experimentally, they studied brass exposed to an ammoniacal solution.
Tensile test specimens were pre-deformed in the solution to a certain constant stress level.
Samples were then either partially unloaded to a lower stress or completely unloaded for a
length of time #01q, followed by reloading to a new stress level. The incubation time ;.
is the time-to-failure after the reloading to a new stress level. Experimentally, failure was
indicated by a drop in applied load, which corresponds to the development of cracks.

The crack precursors are transgranular corrosion pits on the surface, whose growth is

governed by potential. Pit depth as a function of time can be described as:

a, = BteV/V (94)

with variables defined in Table 27.

Buck and Ranjan developed an expression for the time to SCC initiation, #i,¢:

- (Kiscc)?e™Vm/Vo
"¢ nB(a? - o})

(95)

During t;,c, it is assumed that the material is subjected to a constant stress load.

The CTOD model assumes there is a critical pit depth, dependent on applied stress
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Table 27: Variable definitions for Section 7.5.2

Variable Definition
ap Pit depth
Kisce Stress intensity threshold
Applied stress
Threshold stress for crack initiation
Constant

o

Oo

A

B Constant
0 CTOD
o

dc

Vv

Corrosion pit opening displacement
Critical CTOD

Potential
Vin Electrochemical potential
Vo Reversible potential
K; Stress intensity factor
oq Flow stress of material and maximum plastic strain
E Young’s modulus

o, at which a crack will initiate, and a certain threshold stress o, below which cracks do
not initiate. Applied stresses create plastic zones ahead of the pit and allow for crack
propagation. Microcracks initiate from the base of corrosion pits and have the propagation
rate, %gn, which can be described as:

dam,

— = A6 =6, — 4) (96)

where 6 is the “opening displacement” that occurs at the mouth of the pit as it grows.
The propagation rate is proportional to CTOD, 4, (or, rather, is proportional to § — 4.).
CTOD has both elastic and plastic components. J, is the opening displacement of the
initial corrosion pits, and acts as a correction to a propagation rate expression dependent
only on 4: the bluntness of the corrosion pits tends to make it more difficult to initiate a

microcrack. Initiation occurs when the following condition holds:
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0~ (50 + (Sc) >0 (97)

and Buck and Ranjan make use of this condition, in conjunction with the definitions of g,
8o, and 6. to develop the expression for tin. given above. The definitions for the various
CTOD expressions are:

K?  o%na,

6O(Eﬂ—E=XE— (98)

2

osTay
o X ——— 9
onE (99)
2 2
oma. _ Kigoco
0c X onE ~ onE (100)
Substitution into Equation (97) yields:
(0’2 e 0'3) (lp - Kfscc/ﬂ' > 0 (101)

Time-dependent expressions for the elastic and plastic components of § are given. The

total equation for CTOD is given as:
1027 BeY/Ve 2 2\ 1/2
d 5—-;{113_' [t+ (t — (thola) ) ] (102)

Buck and Ranjan substitute this expression, the expressions for d,, d., and pit depth
ap into Equation (97). When tyo1q is assumed to be 0, and potential V' is constant, this
yields the estimated time-to-crack-initiation that was given in Equation (95).

Buck and Ranjan’s approach to modeling the pit-to-crack transition is somewhat unique:
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a microcrack initiates when the strain energy release rate is sufficiently large (instead of
using the pit growth rate = crack growth rate or the threshold Kiscc criteria). Further-
more, ti,. relates to the time required to initiate a microcrack. If this model was used for
Life Prediction of Canister Material, it would be necessary to further develop the model
to include the transition from microcrack to macrocrack, and then to model the growth
of the larger crack. Since this model was developed for brass exposed to an ammonium-
containing solution, it would be necessary to validate it for steel samples exposed to a
chloride-containing solution. It would also be necessary to interpret ti,. and thoq in the
context of a welded steel canister that is subjected to loads due to residual stress and not

active loading.

7.5.3 Nakayama and Takano, 1986: A filin fracture model

Nakayama and Takano studied SCC in Type 304 stainless steel, and considered it in the
context of a slip-dissolution-repassivation (SDR) model [20]. The steel was exposed to a
boiling magnesium chloride solution, which is highly aggressive. The parameters of interest
were strain rate, applied potential, and solution temperature. Their theories were compared
with experimental results, and it was found that TGSCC propagated in the 304 stainless
steel along active slip planes, in accordance with the predictions of the SDR model.

In the SDR view of SCC, a passive film forms at the crack tip. Periodically, this film
ruptures along slip planes and the crack propagates. Repassivation occurs, and the process
repeats. A similar mechanism has been proposed by other researchers studied here (for
example, see the work of N. Saito (Section 7.5.7).

The measured current density can be described as:

i(t) = Joe Pt (103)
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Repassivation processes cause the exponential decay behavior [46]. The crack propagate

rate is:

da  M(i)
= =0 104
dt zFp (104)
where (i), the time averaged dissolution current density, is:
JO
N — —_ _ﬁ/ Ns
(@) = s [1—e/] (105)

This was found to be consistent with experimental observation of %. The relationship
between the potential, g, and -‘(li—tt] is shown in Figure 48.

Variable definitions for all equations are found in Table 28.

Table 28: Variable definitions for the Nakayama and Takano model

Variable Definition

i(t) Dissolution current density

J° Dissolution current density at the “fresh” surface exposed by film rupture
B Decay constant

t Time

Ng Formation rate of slip steps

M Molecular wait of the passive film

z Number of electrons involved in metal dissolution

F Faraday constant

p Film density

Nakayama and Takano’s model is another SDR model. If SDR is used to explain crack
growth through canister welds, then all SDR models will need to be considered further.
This model builds on the basic framework provided by Ford and Andresen, and suggests

more explicit definitions for the constants.
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Figure 48: This figure shows the relationship between potential, slip step formation rate,
and crack propagation in the slip-dissolution-repassivation model studied by Nakayama
and Takano. The model was based on observed cracking behavior in Type 304 stainless
steel exposed to a boiling MgCls solution. [20]
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7.5.4 Hall, 2008: Critique of the Ford-Andresen film rupture model

M. M. Hall Jr. submitted a critique of the Ford-Andresen film rupture model to Corro-
sion Science in 2008 [22]. He acknowledges that several researchers before himself have
already pointed out several potential problems with the Ford-Andresen model. Macdonald
claimed that Ford and Andresen’s expressions for crack growth rate were not consistent
with Faraday’s law.®® Gutman argued that Ford and Andresen’s model did not contain
explicit parameters for slip-dissolution processes, and was therefore a film-rupture model,
but not necessarily a slip-dissolution model.>”

Hall points out that Ford and Andresen’s assumption that ‘fi—‘t‘ equals the rate of metal

dissolution is not necessarily accurate. This implies that the instantaneous crack growth

rate can be expressed as:

da M
GO = 2gia® (106)

and that the crack “advances continuously so long as corrosion current flows from the crack
tip.” %8
Hall also considers the current transient that occurs during repassivation (see Equation
(93)). According to Hall, this should contain a dependence on the crack tip strain rate.
Since the crack is advancing during the repassivation stage, there must be a strain rate
presence, and therefore, this needs to be accounted for in the model.

In Hall’s view, treating film rupture and repassivation as independent events leads to

inaccuracy.

Hall proposes a model in which the crack tip strain is a result of crack progression,

56D. D. Macdonald, “On the modeling of stress corrosion cracking of iron and nickel base alloys in high
temperature aqueous environments,” Corrosion Science, 38, 1996, 1003-1010, [122].

57E. M. Gutman, “An inconsistency in “Film Rupture Model” of stress corrosion cracking,” Corrosion
Science, 49, 2007, 2289-2302, [123].

8Hall, 1104.
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Table 29: Variable definitions for the Hall model

Variable Definitions

id% Crack growth rate

t Time

Ect Total strain rate at crack tip

M Molecular weight of the metal

z Number of electrons exchanged during dissolution reaction
F Faraday’s constant

ta Anodic current density

iy Bare metal anodic current density (reference)
A* Active surface area fraction

k* Passivation rate constant for the reference metal
¥ Active area fraction generated per unit strain
o Strain rate at a fixed distance ahead of crack tip
s Indicates steady state

rather than the driving force behind it [61]. Variable definitions for all equations are

provided in Table 29. The instantaneous crack growth rate is derived from Faraday’s law

as:

da . M . .
Zi?(t’ Eot) = ;ﬁia(t, Ect)

Current i,(t,ect) is related to the amount of active surface as:

Equation (108) can then be substituted into Equation (107) to obtain an expression for

ia(t €ct) = 15 A™(8, €ct)

crack growth rate. Simplified, this becomes:

da, . da*, .. ... .
a(t, Ect) = P (t,ect) A" (L, ect)
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Hall points out that A*(¢) can then act as a normalized crack growth rate, and the goal
becomes understanding how A*(¢) changes.

Next, Hall derives an expression for the crack surface activation rate. This is a combi-
nation of the effects of passivation rate and the strain-induced surface activation rate. For
the surface passivation rate, a first-order passivation kinetics model is assumed, and it is

found that:

0A* . 4x
( o ) =—k*A (110)

The already-passive surface, represented by the fraction 1-A*, is activated by straining,

and so:

o1 — A*))
— ) = —(1- A" 111
(%52) =0 -a) (1)
Equation (111) is the rate of passive surface activation; it can then be multiplied by
the strain rate ¢, to obtain the time-based surface activation rate.

Finally, the crack surface activation rate is obtained by combining Equations (110) and

(111):

dA*
dt

= kA" + (1 — A*)yeq (112)

Hall goes on to develop an expression for €, which is composed of the applied strain
rate and strain rate caused by the advancing crack. A solution for A*(t) is then developed,
a process which is described in detail in Reference [61].

An approximate solution for the steady state value of A* can now be given:

. Ve
A= = 113
s (113)
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Importantly, Hall assumes that cyclic film rupture is a driving mechanism of SCC, but
rather than treating rupture and repassivation as separate events, it is assumed that the
next rupture event begins while the previous rupture event is still ending. The current
transients are not distinguishable in a practical sense.

This is consistent with observations that increased strain results in a saturation of
current density. This saturation value increases as the applied strain increases. Saturation

current density is given as:

igs = A% = k*'jr i (114)

Hall’s model may be more detailed than is required for the predictive model in Life
Prediction of Used Fuel Canister Material. However, since the SDR model is one of the
major accepted theories of crack growth, this critique should be given careful attention if
Ford and Andresen’s theory (or any of the other SDR-based theories proposed by Nakayama
and Takano, Shoji, and Saito) are used to build the crack propagation component of the

predictive model for SCC in the canisters.

7.5.5 Macdonald, 1991: Crack growth rate and current at the crack tip

Macdonald and Urquidi-Macdonald considered IGSCC in sensitized Type 304 stainless
steel pipes in an environment representative of a light water reactor (LWR) [23]. As is the
case with the used fuel canisters, it was found that the HAZ of the pipe welds was the area
most susceptible to SCC attack.®®

The Macdonald model is more descriptive of the SCC process than it is predictive of

SCC damage. Furthermore, the aqueous environment of interest in the Macdonald model

59Like the model proposed by Saito (see Section 7.5.7), this research involves a high-temperature water
environment.
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does not contain chlorides, the presence of which is assumed to be a requirement for SCC
to be a possibility in the canister welds. However, the approach used to model SCC can
still yield valuable insights.

The authors begin by considering experimental observations that pertain to SCC phe-
nomena in Type 304 steel exposed to a high temperature water environment. The results
obtained from a model of SCC in this environment must be consistent with these observa-

tions, which are as follows:

e There are threshold temperatures and potentials below which SCC is not observed
to occur in the application.

The impurity content of the solution affects the conductivity, which affects crack
propagation.60

SCC occurs at more negative potentials when the aqueous environment is more acidic.

Stress intensity affects the crack propagation rate.

Dissolution at the sensitized grain boundaries is the primary cause of IGSCC.

The Macdonald model attempts to address deficiencies in other contemporary proposed
models. In particular, this model includes an explicit formulation of current at the crack
tip, and attempts to quantify the effects of the environment on SCC. The authors propose
that this is important because of the coupled nature of the local crack environment (the
occluded region) to the external bulk fluid: the latter is the primary determinant of the
former.

The authors begin by stating their assumptions.

o Crack walls are parallel and inert.

e Film rupture/slip dissolution is the primary crack propagation mechanism.

50This could be particularly important for the canister situation, in which salt films may exist, and which
may contain other impurities from the atmosphere.
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Applied stresses may potentially affect crack propagation if they affect film rupture
frequency.

Cracks form in sensitized regions.

Charge conservation applies. As the metal corrodes at the crack tip and releases
oxygen, these electrons are consumed in reduction reactions on the external surface.

The external environment is pure water.5!

Butler-Volmer equations describe charge transfer kinetics at the crack tips.

First, the electrodissolution reactions expected at the crack tip are stated. In stainless
steel, one expects to observe the oxidation of iron, chromium, and nickel.

Second, equations for species fluxes are established. These are given in terms of species
concentrations, species mobility, solution electrostatic potential, distance, number of elec-
trons involved in the species reaction, and the current density at the crack tip. This current
flow produces the electrons that are consumed in reduction reactions outside the crack. In
total, there are seven equations: one each for Nat, Cl=, H*, iron oxide, chromium hy-
droxide, nickel hydroxide, and hydroxide. These equations have the general form shown in
Equation (115):

aC d e
N; = —Di—a'xl - f(ni)UiFCiﬁ = f(n,a) (%) (115)

Variable definitions for Equation (115) are given in Table 30.

Prior to solving Equation (115) to determine the values of C;, several assumptions
are made. It is assumed that dissolution behavior is stoichiometric, and that Laplace’s
equation and its solution (V2¢ = 0) hold as a reasonable approximation for the potential

inside the crack. Because there is a net flux out of the crack, the use of Laplace’s equation

61This assumption would not apply for the canister model, which assumes the aqueous environment is a
deliquesced salt film on the canister surface.
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Table 30: Variable definitions for Equation (115)

Variable Definition

N; Species ¢ flux

D; Diffusion constant for %

C; Concentration

Uu; Mobility

o3 - Electrostatic potential

F Faraday’s constant

T Distance

n Number of electrons involved
te Current density

a; f (atom fraction of elements)

is not strictly accurate. If the crack is growing slowly, however, it is reasonable to assume
that net flux is zero for the purposes of calculation.

Equation (115) is then solved for each of the seven species: for each concentration Cj,
the ratio C;/ Cf’ is determined, where Cf is the concentration of species i in the external
environment (the bulk). By imposing charge conservation on the system, the developed
model quantitatively couples the internal (in-crack) and external (bulk) environments.

Next, a method for calculating the current at the crack tip is described. The authors
begin by considering the area of metal surface that is bare, A; at a time ¢ after film rupture
occurs. Experimental evidence indicates that A; is given as:

£\™
A= A) (-) (116)
to
where A) and tg is the reference time and the amount of bare metal surface area at that
time. An expression for the average value of of A; by assuming that n, which has a value

between 0.33 and 1, has a value of 0.5:
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Table 31: Variable definitions for Equations (116) - (119)

Variable Definition

Ay Exposed area following film fracture

A Exposed area at reference time %,

n Parameter between 0.33 and 1

i Standard exchange current density

ty Length of fracture-repassivation period

d)f Solution-side potential at crack tip

¢2 Standard potential for the crack tip dissolution reaction
L Crack length

t Time

M Composition weighted atomic weight of alloy
I_o Average current at crack tip

Om, Alloy density

F Faraday’s constant

w Length of crack opening on surface

é Half-width of crack opening

ba Anodic Tafel constant
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B 0 tf -0.5
Ay =247 (3 (117)

Next, the authors assume that when dissolution occurs following fracture, the resulting

current obeys Tafel behavior. The average dissolution current occurs when A; = A;, and:

_ 040 tf -0.5 oL _g0
Io =244 { = e b (118)
0

Crack growth rate can be calculated using the crack tip current as:

% = Qp—:;[-i_"‘—"w—é (119)
Variables are defined in Table 31. Parameters for the Macdonald model were determined
from pre-existing data in the literature.

This model also follows the SDR approach to crack propagation, and its assumptions

and methods should be reexamined if an SDR approach is selected for the crack propagation

component of the predictive model for Life Prediction of Used Fuel Canister Materials.

7.5.6 Shoji, 1995: Crack tip strain and crack growth rate

Shoji, Suzuki, and Ballinger developed a model for SCC crack growth rate that depends on
stress intensity K. Notably, this model accounts for the redistribution of strain at the crack
tip as the crack grows [21]. SCC is assumed to proceed via the standard dissolution mech-
anism (film rupture, accelerated dissolution, repassivation) when a certain threshold stress
intensity is present. Note that ¢; here is the period of a rupture-dissolution-repassivation
cycle.

The authors use Faraday’s law to establish the dissolution rate of the bare metal, and

set this equal to the crack growth rate:

204



da M Qf

=== =7 12
dt  pzF ty (120)

Qy, the dissolution charge density, is equivalent to the time integral of the current i(t) that

is measured when the film ruptures and dissolution occurs. The current takes this form:

it) = do(t/to)™ (121)

Shoji et al. also give an approximation of ty: ty = £¢/ec:, the ratio of film fracture strain
to crack tip strain. From these expressions, one can find the form of Equation (120) cited

by Wu [27]:

da M ig(to)™
dt  zpF (L—m)(ef)™

- (ec)™ (122)

Next, an expression for plastic strain at the crack tip was considered. The authors used
expressions developed by Gao et al. that could be applied to a progressing crack in an

“elastic plastic strain hardening material.”®? They are as follows:

T

1/1-n
&, = A(oy/E) [me’] (123)

and:

d8ct _ dEct d_a

“dt ~ da dt (124)
—~—

rmm——
dect _ Oect Ot da
dt ( da  or ) dt (125)

62Gee: Y. C. Gao and K. C. Hwang, “Elastic-Plastic Fields in Steady Crack Growth in a Strain Hardening
Material”, Advances in Fracture Research (ed. D. Francois), 5th International Conference on Fracture,
Cannes, France, 2, 1981.
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which yields:

- ﬁayn QKI a 1 A K] 2 Y 126
“m gy () 1 (5) .

Substituting this result into Equation (122) yields:

i m . . 2 1/(n-1)1™
do _ Mi, (t\"| _Boyn (,Ki a) ] 1A (Kr
dt zpF(1 —m) \ef E(n—1) Kr 1o 7o \ Oy

Table 32 contains variable definitions for all equations. Shoji remarks on the difficulty of

(127)

comparing this model to experimental data, due to the number of parameters involved
and the uncertainty associated with many of their definitions. It is also noted that the
expression for crack growth rate yields plateau behavior at high K values. This indicates
that crack growth rate is independent of K when K is high.

This model for crack growth could be useful because it expands even further upon
Ford and Andresen’s SDR model. However, it would be necessary to show that all the
parameters in this model could be accurately estimated in order to avoid introducing
too much uncertainty into the prediction. However, if this model was compared with
experiments using canister weld material and deliquesced salt solutions and found to be
accurate, and if the parameters could be accurately measured (or estimated for the canister
of interest), this model’s detail could actually provide an avenue for decreasing uncertainty
in the crack growth stage of the model. Wu (Section 7.7.3) selected this model by Shoji et

al. when he developed a predictive model for SCC in Alloy 600.
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Table 32: Variable definitions for the Shoji model

Variable Definition

a Crack length

M Atomic weight of metal

z Number of electrons involved in the reaction
p Mass density of the metal

F Faraday’s constant

Qs Dissolution charge density

ty Time of film rupture period

10 Cuwrrent density on surface

m Slope of current density curve associated with the dissolution stage
to Time when repassivation begins

Ef Film rupture strain

Ect Crack tip strain rate

Ef Fracture strain of the film

Ep Plastic strain distribution

E Young’s modulus

oy Yield stress

Kr Stress intensity factor

K Change rate of K (due to load change)
0 Distance ahead of crack tip

n Strain hardening coefficient

B Constant

A Constant
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7.5.7 Saito and Kuniya, 2001: Predicting SCC in Type 304 stainless steel

exposed to high-temperature water

Saito and Kuniya at the Hitachi Research Laboratory in Japan developed a mechanochem-
ical model (referred to here as the Saito model) to describe stress corrosion cracking in

Type 304 stainless steel exposed to 288°C water [24]. They consider two major processes:

e The kinetics of plastic deformation in the stainless steel

e Slip dissolution and repassivation at the crack tip

and their predictive equation is a function of stress intensity factor, sensitization, strain
hardening, and water chemistry. The equations presented in this section are derived in
detail in their paper.

In the Saito model, SCC is driven by strain at the crack tip and the associated pas-
sivation/repassivation process. In order to characterize plastic deformation, the crack tip
strain rate in this model is formulated as follows:

divp [ 2B - blodoB(K — Kisco) @D

Ect = 2pgbcosd ——e

(128)

X
Variable definitions are given in Table (33).

As the crack advances through the material, dislocations are “injected” into the bulk
along specific slip planes (45° to the tensile axis). Dislocation movement, described by a
dislocation velocity X, causes plastic shear deformation, and gives rise an observed strain
rate at the crack tip, as described in Equation 128 above.

Next, slip dissolution processes are considered. As a crack advances, slip steps are
formed at the crack tip. The formation of these slip steps exposes unpassivated metal.

The newly exposed metal passivates when the crack tip conditions still support the passive
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Slip step/ Dissolution/ Slip step/
dissolution repassivation dissolution

Slip step %

Oxide film

Anodic current density , i

time , t

Figure 49: Above, an illustration of the slip-dissolution-repassivation mechanism by which
SCC is assumed to proceed in the Saito model. Below, a general representation of the
behavior observed during the slip-dissolution-repassivation process. The anodic current
density jumps when film rupture occurs, and decays following power-law behavior as the
newly exposed metal repassivates, impeding continued dissolution. The process then re-
peats itself. [24]
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Table 33: Variable definitions for Equation (128)

Variable Definition

€ Crack tip strain rate

X Dislocation velocity

Pd Dislocation density

b Burgers vector

d Distance dislocation travels
dy Diameter of an obstacle

l Free length of dislocation
vy Debye frequency

le Critical length

E} Free energy of kink

Iy Obstacle spacing

kg Boltzmann constant

T Temperature

‘

state. The slip steps then begin to passivate, causing the corrosion current density to
drop. This anodic current density decreases according to a power-law decay pattern as
the passivating oxide layer grows and impedes metal dissolution. The current density then
jumps sharply when the next slip step forms, rupturing the passive film and exposing
fresh metal once again. This process is represented graphically in Figure 49. The average

observed current density at the crack tip is given as:

. n
. iolg X
ia = 129
A (1 - n) (Ns]ipndb ( )
n can be approximated as:
1 1
~_ n(—
31 (’io) (130)

where i is the anodic current density. A more exact expression for n is given below In

Equation (133).
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Table 34: Variable definitions for Equation (129)

Variable Definition

iq Average anodic current density

%0 Initial dissolution current density at bare surface
to Short time constant

n " Numerical constant in current power law relation
X Dislocation velocity

Nsiip Number of active slip bands

g Number of dislocations that form a slipband

b Burgers vector

First, it was necessary to model the effects of slip dissolution. The anodic current

density is expressed in terms of the bulk corrosion potential as follows:

F azFny
= FEPRFni(O) (ZR;t) e Rr;? (131)
By expressing %ﬂi as a linear function of ¢¢, 7 can be expressed as
i = FeprFyi() (Ca®c + Cs) e*(CsPc+05) (132)
| E—

zFye/(RT)

The average current density from anodic dissolution, given in Equation (129), requires a
value for the parameter n. A more exact expression is formulated using numerical constants

by substituting Equation (132) into Equation (130).

1
n= —§[ln( 1+ C1EPR)(C2k + C3)(Cy®c + Cs) + Ce®c + C7] (133)
Fy

=Fgpr
Note that F, the influential factor of the water conductivity, is assumed by Saito

to be a linear function of conductivity, and Fgpr, the influential factor for the degree
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of sensitization, is assumed to be a linear function of the electrochemical potentiokinetic

reactivation (EPR) measurement. Variable definitions are listed in Table 35.

Table 35: Variable definitions for Equations (132) and (133)

Variable Definition

C, Numerical constants

EPR Electrochemical potentiokinetic reactivation, which is used to measure
the extent of sensitization '

Fgpr Influential factor of degree of sensitization, expressed as 1 +C1-EPR.

If 440151 Tepresents the total anodic current density in a material with
sensitized grain boundaries and an unsensitized bulk matrix
such that isensitized + tmatrix = Ttotal, then tiotal = FEPR * tmatrix-

K Water conductivity

F Influential factor of water conductivity, expressed as Cak + C3
i(0) Exchange current density at surface-solution interface

(%] Bulk corrosion potential

a Charge transfer coefficient

These equations account for sensitization of the Type 304 steel at the grain boundaries.
Anodic current density is considered to be the weighted sum of current density from sen-
sitized and unsensitized parts of the matrix. These equations express the anodic current
density, which is a measure of metal dissolution, in terms of the corrosion potential and
conductivity of the environment. This allows the prediction of the anodic current density
in terms of measurable and/or predictable parameters. As an environment or material
changes, the likelihood of observing SCC changes. It is important to understand how
relevant quantities like anodic current, a metric for the extent of corrosion, change with
environmental characteristics including conductivity or corrosion potential.

These considerations of the slip formation/dissolution mechanism allow z, to be related

to the crack growth rate % as:
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da _ M,
dt ~ ZFp, °

(134)

where M is atomic weight of the steel sample, F' is Faraday’s constant, p,, is the steel’s
density, z is equivalent charge, and i, is the average current density described by Equation

(129). Appropriate substitutions yield:

. n
da M iol] X
= = 135
dt ZFp, (1-n) (Nslipndb> (135)

da _ M _ oty Ect " (136)
dt ~ zFpp, - (1-mn) 2pdCOS(0)Nslipndb2
da M it | d 2B — blodoB(K — Kisco)™D \ |
y —_ _ n’'41
_a — ZOtO Up exp _ k [4 OIB( ISCC) (137)
dt 2Fpm (1 — n) Nslipndlg kT

Next, the mechanics of crack growth are modeled. In fracture mechanics, crack growth
with time is described as a power law dependent on &, which is the strain rate at the crack

tip. In this model, Equation (136) is simplified as follows:

da _ M ’iotg' Ect "
dt = Fpm (1 n) (cm) (138)
NI ——
Ao Cm=2pgcos(8) Ngjipnyb?

It yields the following general expression for crack growth rate:

da C\n
o = Aln)(ew) (139)
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Ao and C,, are referred to as the rate coeflicient and material factor constant, respectively.
n is a constant for a given environment/material pair, and it accounts for sensitization,
water conductivity, and corrosion potential, as given in Equation (133). Note that this
formulation is the same as that developed by Ford and Andresen (see Section 7.5.1).

These constants can be determined for a specific material-environment combination.
For example, in steel, Ay can be expressed as A(n)s?, where €y is the fracture strain of the
typical oxide film. Ay is found to be a constant. Cy, can be calculated in a straightforward
manner using the appropriate material constants (see Table 34 and Equation (138)).

Crack tip strain rate can be calculated from Equation (128) using the appropriate
constants for the material and environment. In its general form, ¢4 may be expressed as
a function of K, since all other parameters are assumed to be constant.

The constant values for Ag, C,,, and the expression for €¢; can then be substituted into
(138), and this yields an expression for ‘lii—‘t' in terms of K.

Finally, the authors developed an expression for n in terms of the parameters of interest.

It was desired to found that calculate n as a function of

e sensitization at grain boundaries
e corrosion potential at crack mouth

e conductivity of the bulk fluid environment
In order to do this, crack experiments must be carried out and the following values recorded:

e crack growth rate

e stress intensity factor K

EPR (sensitization)
e bulk water conductivity

e corrosion potential ¢¢
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Next, K is used to calculate €. n can then be calculated:

_ 1Og [ %%)data /AO]
- log [(S'Ct)cal/cm]

(140)

with C,, and Ag determined from the properties of the given system. In the mate-
rial /environment system considered by the authors, %% data 1S Obtained via experiment and
Ee is calculated from the equations given in the footnote.%3

Equation (140) is then used in conjunction with Equation (133) to determine the values
of the numerical constants C) through C; via multivariate analysis.®* The result is a
formula for n in terms of EPR, ¢¢, and «.

Saito notes that higher n values correspond to slower crack growth rates. Increasing
conductivity, ¢¢, and EPR decreases the value of n, and correspond to higher crack growth
rates.

Saito and his colleagues compared the crack growth rate predictions of the model against
experimental crack growth data. To do this, they used the da/dt equations proposed by
their model to plot crack growth rate versus stress intensity factor. Two sets of environ-
mental parameters were chosen: a “best case” scenario (high corrosion potential and high
water conductivity) and a “worst case” scenario (low, negative corrosion potential and
65

a low water conductivity). Experimental data was shown to lie between these curves.

These results are shown in Figure 50. Similar validation procedures are used to show the

63Saito and Kuniya use the following equation to determine (€ct)calc, for Type 304 stainless steel in 288°C
water.

_ 3x10_19«1.5x10_2°(K——9)1/3)

et = 1.1 x 107exp ( 7.75%1— 21

54The details of this analysis are not provided in [24].
65This experimental data was obtained from the following two sources.

e F. P. Ford et al., EPRI NP-5064M, 1987, [137].

e L. G. Ljungberg, D. Cubicciotti, and M. Trolle. Proceedings of the Fourth International Symposium
on Environmental Degradation of Materials in Nuclear Power Systems - Water Reactors, 1989, [131].
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Figure 50: The Saito equations are used to plot % versus K for two sets of environmental
parameters. Experimental data is shown to agree with the predicted trends. [24]
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effect of ¢, water conductivity, and EPR (grain boundary sensitization) on da/dt [24].
This version of modeling crack growth as a result of the SDR process is useful if it
is found that including the effects of plastic deformation at the crack tip provides better
accuracy. However, this model is more complex, with many parameters to determine. Since
the purpose of the model in Life Prediction of Used Fuel Canister Material is predictive and
not explanatory, the goals of the model may be attainable without introducing such explicit
dependence on this many parameters. However, Saito’s expression for ‘fi—‘; is effectively the
same as the one originally proposed by Ford and Andresen. Saito, and the other authors
who build on an SDR model of crack growth, provides a particular way of calculating strain
rate at the crack tip that may prove to be useful, especially since he developed the model

explicitly for Type 304 stainless steel.

7.5.8 Thara et al., 2013: A probabilistic approach to understanding SCC crack
initiation in Type 316L Steel

Thara, Mochizuki, and Fujimoto studied the initiation of SCC in Type 316L stainless steel
exposed to a boiling water reactor (BWR) environment [28). The goal of this paper was
to relate the “microcrack” stage, at which SCC begins as a transgranular SCC (TGSCC)
phenomenon, to the onset of macroscopic cracking, which proceeds as intergranular SCC
(IGSCC). The macroscopic stage is assumed to begin when cracks reach a depth of 1 mm.
The authors assume that the “microcrack” stage plays an important role in macroscopic
SCC behavior and the lifetime of the affected component.

Microcracks were induced in Type 316L samples using slow strain rate testing (SSRT)
and a simulated BWR environment. The distribution of resulting crack depths was then
considered. Three specimens were studied, each with a different crosshead displacement:

d=1.0 mm, 1.5 mm, and 2.0 mm.
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Experimental results are shown in Figure 51. The authors suggest that the decrease
in the number of observed cracks at higher values of d indicate that microcracks have
coalesced into larger cracks. The crack length probability density function was found to be

consistent with a lognormal distribution, and is given as:

1 Inz — p)?
@) = e { -2 (141)

where z is crack length, u is the mean crack length, and s is the standard deviation of the
crack length distribution.

The average E and mode M are:

E =exp (u + %2) (142)
M = exp(p — 5%) (143)

Crack depths were estimated by assuming a crack aspect ratio of 0.6, and calculating

depth from the following relationship:
aspect ratio = crack depth / crack length

F and M can be modeled as functions of time ¢, where V; and q are materials constants

and o is the applied stress:

E = VFel® )y (144)

M = VMeld“ o)y (145)
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Figure 51: The experimental results of Ihara et al. are shown. For each of three SSRT
specimens, with d corresponding to crosshead displacement, the distribution of observed
crack lengths are plotted. [28]
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Based on the assumption that SCC is assumed to have initiated when the microcracks

reach a depth of 1 mm, the time to SCC initiation is calculated as a function of stress

applied to or in the material. This result is shown graphically in Figure 52.

I
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Figure 52: Time to initiation of SCC as a function of stress, as plotted in Ihara. It is
assumed that microcracks “initiate” SCC when a depth of 1 mm has been reached. [28]

If an initial microcracking stage is found to play a definitive role in SCC crack devel-

opment in the canister welds, Ihara’s work shows one way to develop a bridge between the

microcracking stage and the initiation of macroscopic SCC cracks. However, the micro- to

macro-crack transition criteria (SCC initiates when microcracks reach a depth of 1 mm)

may need further refinement or experimental validation.
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7.6 Pitting to Cracking: Complete SCC Models

The following two models, by Engelhardt and Turnbull, present “complete” models of SCC
in steel These models take a probabilistic approach to modeling SCC, and they account
for pit growth, crack initiation, and crack growth.

Models such as these can be used to write probabilistic simulations that predict the
evolution of corrosion damage on a surface. This quality is shared by the models discussed

in Section 7.4, although the scope of those models is narrower than those presented here.

7.6.1 Engelhardt, 2004: A probabilistic, damage function analysis approach
to modeling SCC

Engelhardt developed a model for predicting SCC damage in carbon steel and Type 316
turbine blades exposed to a chloride-containing aqueous environment [30]. He begins by
noting that the prediction of SCC in industrial turbines is usually done in-situ. Pitting and
crack damage is observed during turbine outages, and the amount of additional damage
expected to be incurred by the next outage is extrapolated. This approach, he says, is
not accurate and frequently underpredicts the amount of damage, and it is therefore not
recommended for use in predicting degradation when a high degree of confidence in the
quantitative results is required.%6

The author even makes an analogy between corrosion damage and the inherently prob-

abilistic nature of quantum mechanics:

“Accordingly, the task of deterministically describing corrosion damage un-

861t was noted by Turnbull (Section 7.6.2) that his modeling efforts were carried out more or less concur-
rently with those of Engelbardt. The resulting Engelhardt model is similar to that described in the Turnbull
papers, but Engelhardt assumes a constant crack growth rate that does not depend on crack depth. In
the Turnbull model, the crack growth rate is not prescribed, but its most probable value is indicated by
a calculated distribution of crack growth rates. The growth rate for any one crack is dependent on crack
depth [30], [31].
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der real conditions does not reduce to the prediction of the maximum depth,
Liax(t), but to the prediction of the probability, P(L,t), that the depth of the
largest corrosion events has a value between L and L+ dL for given observation
time, t, or prediction of the probability of failure, Pf(L,t), i.e. the probabil-
ity that the depth of the largest corrosion events is greater than the critical
dimension L for given time, t. Thus, we can see a crude analogy with the “de-
terministic” description of the position of a quantum particle, when only the
probability of [a] particle having coordinates between z and z + dr (but not

the exact value of ) can be predicted.”®”

Engelhardt notes the importance of surface chemistry to predicting corrosion damage.
There is a thin liquid film on the surface of the turbine blades in certain pressure and
temperature regimes, and the aggressiveness of this film’s chemistry (e.g. chloride ion con-
centration) is correlated to the likelihood of damage. This study also notes the importance
of film formation and passivity breakdown on predicting pit growth and subsequent SCC.58

Engelhardt considers a higher degree of complexity in the role of pitting. Instead of
beginning with an assumed collection of pits that grow according to appropriately dis-
tributed rates, the initiation of metastable pits on an undamaged surface is considered.
Next, the evolution of these metastable pits into stable pits or inactive, repassivated pits

is modeled, follov&ed by the growth of these stable pits. These pits may eventually become

57Reference [30], 4.

58Modeling the formation of an aqueous film, and its subsequent effects on passivity and corrosion, is an
important aspect of the Life Prediction of Canister Material project. The film assumed to be present on
the turbine blades in the Engelhardt model is particularly damaging because it can contain chloride ions,
which are the primary cause of our concern with the deliquescence of salt films on the welds.

Engelhardt notes that corrosion experiments are often set up under the assumption that films on the sur-
face of the metal in question contain particularly high concentrations of the aggressive chemical of interest.
This assumption is not always true, and there is not always an easily extrapolated relationship between
highly concentrated film and a dilute one. (Frequently concentrations are increased so that corrosion is ob-
served on a more convenient timescale.) Obviously, there is an important environmental difference between
a stationary weld exposed to the outside atmosphere and a rapidly moving turbine blade, but the use of
any highly concentrated films used in the experiments must be validated.
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crack initiation sites.

Importantly, Engelhardt asserts that it is not possible to assume a distribution of crack
growth rates that will be valid for all pits of a certain depth. Pit morphology and local
material and environmental conditions affect crack growth rate, and are expected to vary
across a material 5
He uses an approach called Damage Function Analysis (DFA) to study cracking damage

in the turbine blades of interest. The number of pits having depths between z; and xo

during a time ¢ is given by ANy (zx1,T2,t), which Engelhardt further expresses as:

ANk(.’Bl,xg,t) = Fk($1,t) — Fk(a‘?,t) (146)

where the number of corrosion events is expressed in terms of the integral damage function
(IDF) Fi. The differential with respect to depth z of Fy gives fi(z,t), known as the
differential damage function. The subscript k defines the type of defect, such that the
model can account for different types of defect. Engelhardt views fi as a concentration
of defect “particles” (units in number per cm3) and ji as the flux density of these defect
particles, such that:

Ofc | Ok

—5t— + % = Ry (147)

with Ry the defect source (or sink). At z = 0 (the surface of the material), jx = ng(t),
which is the nucleation rate of some defect of type k.

Pit nucleation can be described as:

891f a distribution is assigned, uniform local conditions should be assumed. If the properties of the film,
environment, and material vary across the surface of interest, the distinction between a global view of the
pits and individual pits is important. If the assumption of uniform properties are made to model a pit, but
the likelihood that a selected, single pit will initiate a crack is the desired quantity of interest, a more local
view may be required.
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N(t) = No [1 . e_t/tf’] (148)

if Ny is the total number of pits that could feasibly exist in a square centimeter of the metal
surface. This equation is also based on the assumption that pit nucleation simply equals
dN/dt, which requires knowledge of N(t), the number of stable pits on the metal surface as
a function of time, and also of ¢y, which is a sort of threshold time-to-possible-initiation."
A second expression for pit nucleation is presented, but pertains to situations that do not
have a time threshold that must be considered in the overall prediction.

Engelhardt presents several options for treating pit growth, using v throughout for

pit propagation rate. One can express the flux density of the defect particles (with a

corresponding to “active pits”) as:

Ja(,t) = fa(z, t)v(z) (149)

if it can be assumed that v is dependent only on pit depth z.

One can also proceed by assuming that pit size L is proportional to some kt™, with k
and m empirical constants: this is consistent with pitting experiments, and is similar to
expressions used elsewhere (such> as in Turnbull [31]). However, m is typically less than
1, and this means that its limit (the limit being, of course, dL/dt = v) is nonphysical for

small times. Engelhardt suggests using:

v= ‘Z—f =vg(1 +t/tg)™ ! (150)

"This to concept is of importance to this project, as the time that the canister welds have been exposed
to the environment is a very important parameter in determining their susceptibility to SCC. For example,
it takes a certain amount of time following the placement of the canister on the concrete pad for the surface
temperature to drop below the required temperature to even sustain an aqueous film: presumably, if this
time is o, then an observation period from ¢ = 0 to ¢t; < to will result in zero initiated pits.

224



instead of L = kt™.
Depending on the situation, it may also be appropriate to assume that v is constant,

and can thus be expressed as vg at all times. Or, it may be best to express v as:

dL

v= = vo( () (151)

where {(z) is used to ensure that the appropriate boundary conditions hold at the surface
(z = 0)."

In the Engelhardt view, the total propagation rate V is the sum of electrochemical
and mechanical processes that lead to increased corrosion and crack propagation. The

mechanical contribution to crack propagation can be expressed as:

Vinee = C(AK)" (152)

with C and n alloy specific parameters and AK the expected range of stress intensity. 72

In adapting these equations to a real situation, Engelhardt acknowledges that there will
likely be a distribution in pit growth rates. As mentioned previously, in real applications,
conditions across a component are rarely uniform. It is assumed that the distribution in
propagation rates is not time dependent. Pits in the Engelhardt model, propagating at an

initial rate vg, are represented by the following equation:

n(t) = [;oo A(t, vo)dvg (153)

"'Engelhardt’s paper includes a particular expression for ¢(x) that can be used when Equation 150 holds,
in addition to an explicit formulation for the parameter m. These details are omitted here, but should this
form of a model be followed, this detailed information can be found in Reference [30].

"2There are also explicit relationships for Vyec in terms of temperature and yield strength, although these
are specific to disc materials. Engelhardt refers to the relationships explained in T. H. McCloskey et al.,
“Turbine Steam Path Damage: Theory and Practice, Vols 1 and 2,” EPRI, Palo Alto, CA, 1999, [134].
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where n(t) = dN(t)/dt, or the rate at which pits nucleate. (N(t) was given as the number
of stable pits that nucleate per cm? between 0 and ¢ seconds.)
If the rate distribution isn’t time dependent, the variable dependence in A(t,v) can be

separated as:

A(t, v) = n(t)¥(vo) (154)

An appropriate distribution must be chosen for ¥(vp). Engelhardt uses Laplace’s distri-
bution function to describe the pit propagation rates.”> The distribution governing pit
growth rate is selected differently by different researchers (for example, see Section 7.6.2),
but characterizing these differently growing pit rates correctly is a crucial part of model
development. In general, it is necessary to conduct proper experimentation to validate the
selection of the distributions chosen to govern the different stages of the SCC model and
to calculate the values of any fitting parameters. This is especially true when adapting an
existing model to a new situation, since the SCC process varies so much across materials,
system types, and environments.

Having considered the rates at which pits grow, it is next important to consider how

pits repassivate or initiate a crack. Engelhardt assumes that repassivation is described as:

Ra(x’ t) = '—7fa(x,t) (155)

with v a constant that characterizes the repassivation of pits that were previously stable,
referred to by Engelhardt as the “delayed repassivation” constant.” It is specific to the

material-environmental system, and may also be specific to the pit itself (as an example, pit

"3This looks like ¥(vo) = 35¢xP(—|vo = Vo|/B), where Vo = mean initial pit propagation rate.
T4y is a function of potential, temperature, solution chemistry, and pit depth, but an explicit formulation
1Y
is not given in [30].
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potential and chemistry changes with pit depth, so 7 is not necessarily constant throughout
the pit’s lifetime).

Whether or not to consider repassivation rates as constant is an assumption that must
be made (and justified) when determining the form of a SCC model. For example, one
might calculate the critical potential at which passivation occurs, and from there the depth
at which the pit’s potential would reach this value. It would be necessary to show exper-
imentally that this calculation worked well for each pit, and that it was valid to assume
that every pit reaching this critical depth repassivated and ceased contributing to corrosion
damage. This type of assumption can be difficult for certain systems - such as the cask-
and-deliquesced-salt-solution that is the concern of this project - if a wide variability in
local conditions is expected. A time-dependent, local salt film is different from a uniform
bulk liquid.

Conditions for crack initiation in the Engelhardt model are

e K;> Kiscc

e Crack propagation rate > pit propagation rate

Engelhardt goes on to solve three differential damage functions: f, (active pits), fp
(passive pits), and f., (cracks). These expressions depend on v, g(z), vo, {(z), ¥(vo),
N(t), Vo, and other parameters. These expressions, which are derived from solutions of
Equation 147, are presented in Table 36. The percentage of pits of a certain depth which
have initiated a crack may be found from the ratio of fer to fiotal. Figure 53 shows how the
predictions of the equations in Table 36 compare with experimental results. The solid lines
show the likelihood of a crack developing from a pit (expressed as the percentage of pits
that have an associated crack) as a function of pit depth, as calculated by the equations in

Table 36. The individual points correspond to experimental results.
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Figure 53: Engelhardt calculated the percentage of pits that were expected to initiate a
crack as a function of pit depth using the equations in Table 36. Experimental results are
also plotted. The scenarios of interest were 3NiCrMoV disk steel exposed to aerated 1.5
ppm Cl~ solution and aerated pure water for different periods of time. It can be seen that
the equations accurately predict the expected cracking behavior of the disk steel. [30]
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Table 36: Differential damage functions in the Engelhardt model

fa, the differential damage function for active pits
o0
fa = [ duo¥(vo) (55 - €7 - n(t - 9(x)/v0) - Ulmax(zer, 700) — )
fp, the differential damage function for passive pits
[e¢]
fp =7U(zr — ) {dvoll'(vo) (vogl(w)'Ye_’Yg(z)/voN(t — g(x)/vo))

fers the differential damage function for cracks
for = Uz — z¢r) X dug¥(vo)

;fodv(]\l’(vo) (U(mtr - va)A(x7 Ttr, t) + U(xtr - l"vO)U(va - 3"‘)B(m7 t)

+U($tr - l‘vO)U(iL‘ - (L‘vo) [B(.’L'vo, t— 0(1:, va)) + A(.’l?, 0, t)])
AGoyt) = e Ol = g(y)/v0 — ber (2, 9)] X vy
B(z,t) = vy % [ waye 00t - g(2/) /vo — 8(z, «'))dz’

Ttr

Table 37: Variable definitions for the Engelhardt model

Variable Definition

T Depth

t Time

k Index

K Total number of different defects in the system
N Number of corrosion events per cm?
Fy(z,t) Integral damage function

fr(z,t) Differential damage function

Jk Flux density

Ry Bulk source of particle k

I Nucleation rate of defect k

fxo Initial distribution of defect k

Ny Maximum number of stable pits

to Characteristic time

ts Service life of component

a,b Parameters reflecting halide activity, pH, and potential
v Pit propagation rate

Vg Initial, finite pit propagation rate

Continued on next page
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Table 37 — continued from previous page

Variable Definition

fa Damage function for active pits

fo Damage function for passive pits

Jer Damage function for cracks

f fat fot fo

L Depth

k Constant in depth law (L = kt™)

™m Constant, usually < 1

{(x) Function used to satisfy boundary conditions

Qeff Anodic transfer coefficient for the alloy of interest

v Total rate of corrosion crevice propagation

Vel The electrochemical component of V'

Vinee The mechanical component of fatigue/creep

C,n Alloy dependent constants in Viyee = C(AK)™

AK Stress intensity range

T Temperature

oy Yield stress

At, vo) Used in n(t) to describe the number of pits nucleating between t and t + dt with
and a propagation rate between v and vy

vy Constant describing pit death rate

o) JEds/C()

U(vp) Pit growth rate distribution

E Potential

Eer, xer For E and x below these values, the pit is not active

U Unit function

0 Age of defect

Ocr Age of defect with corresponding propagation rate Ve,

Tir Depth at which K1 = Kigcc and cracking can occur

€ Percentage of pits with cracks at a given pit depth

B Constant that characterizes the Laplace distribution for defect growth rate

®(z,1) CDF": probability that a random pit has depth < z at an observation time ¢

S Area

N(t) Number of nucleated pits per cm?

The damage function approach is useful because it ties in naturally to extreme value

statistics. Extreme value statistics allow the researcher to use the data obtained from a
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small laboratory sample to extrapolate a meaningful prediction for the larger, real compo-
nent. In Engelhardt’s case, the real component is a turbine blade; in the case of the Life
Prediction of Canister Material project, the real component is the weld and heat-affected
zones of an actual used nuclear fuel storage canister. The cumulative distribution function

for the system can be expressed as:

_SIN® - F@,t)] _, _Fl)

®(z,t) = SNG NG (156)

Engelhardt points out that this is especially useful for characterizing the likelihood of
failure due to SCC: if F(z,t), S, and N(t) are known, then ®(zg,t), the probability of
no failure, can be calculated, with xg,; being the pit depth at which component failure is

assumed to occur. The probability of failure can be expressed as:

Py(x,t) = 1 — (~5F@1) (157)

Solving F'(z,t) as detailed in Reference [30] and assuming that the initial nucleation of the

pits occurred at ¢ = 0 yields the final CDF:

o @)
®(z,t)=1— / e~ 19/ %0y (o) dvg (158)
z/t

This approach outlines one possible way to bridge deterministic models (damage func-
tion analytics) with probabilistic methods in order to predict the effects of SCC in a com-
ponent or material of interest. Engelhardt provides a nearly complete view of SCC, from
pit growth to crack growth. Each step of this model would require experimental validation
if it were to be used to describe SCC in stainless steel canister weld material exposed to
deliquesced salt solutions, since some of the mathematical expressions might need to be

changed or adapted in order to be accurate for the new material-environment combination.

231



7.6.2 Turnbull, 2006: A probabilistic model for pitting and cracking

Turnbull’s work focuses on developing a statistical model of SCC in steam turbine disc steel.
It is of particular interest because it takes an explicitly probabilistic approach to modeling
(1) initial pitting, (2) pit growth, (3) pit-to-crack transition, and (4) crack growth.”

The Turnbull model first establishes a distribution of pit locations. Note that this
model begins with the assumption that a pit distribution exists, but does not predict the
initiation of the pits using environmental parameters as an input.

After the distribution of pitting locations on the metal surface has been determined, an
additional distribution is developed to describe the initial depths of these pits. Typically,
this starting point is informed by experimental observations of the relevant material. How-
ever, the characterization of this distribution should be done carefully. Small experimental
samples whose distribution of pits following an exposure test may not truly be representa-
tive of the actual distribution expected to be present on a full-sized operational component
[31].

These two distributions must account for the expected areal density of pits and the
assumed starting depths of pits. Minimum and maximum values for areal density of pits
and pit depths were prescribed.”® A model should also account for inactive pits (often
referred to as “dead” pits) which are too shallow to develop into cracks, and be able to
dynamically account for pit nucleation and deactivation as the simulation proceeds if this
behavior is relevant to the material-environment couple at hand.

First, it is assumed that all initial pit depths lie in a range from g to Typax. Turnbull

applies Weibull statistics to the study of the pit distribution.”” The Weibull distribution

"SThe mathematical techniques used in this work will likely provide the starting point for construction
of the predictive model for SCC in the used fuel canister welds.

"More ideally, the initial pit depths do not vary evenly between the prescribed minimum and maximum
values, but instead vary in accordance with an expected distribution (e.g., if more shallow pits are expected,
or more deep pits, and so on.)

""Weibull distributions have long been familiar to industrial materials scientists. A common practical use
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yields a cumulative distribution function (CDF) that can be used to calculate the percent-
age of pits that are smaller than some given size x [62]. The standard Weibull distribution

is as follows® [62]:

k—1 k
Flask,\0) =5 (’” = 9) exp (—”” - 9) (159)

Here, z is the pit depth; ) is the average pit diameter; and k characterizes the spread of
the observed pit diameters. 6, the location parameter, is typically equivalent to zero in ma-
terials science applications, thus reducing the Weibull distribution to its “two-parameter”
form [62]. This distribution can be used to characterize pitting on a metallic surface. En-
vironmental SCC is a regular, uniform process (assuming equal exposure of all parts of
the sample) that does not result in a perfectly uniform collection of equally sized corrosion
pits, and the Weibull distribution can be used to describe the expected range of pit sizes.

To find the probability that a pit lies in a size range of 0 to z, the following expression
is used [31], [63]:

F(z) = /0 p(¢)d¢ = 1 — e~ (@mw0)2 (160)

where a; and ay are fitting parameters, and T is the minimum observed pit depth (or the
minimum prescribed pit depth, if carrying out a simulation). If one is modeling pitting, it

is possible to solve this distribution for = as follows:

T =x0+ [gll-ln (1—_-%,@)] e (161)

of these distributions is the characterization of the sizes of particles that are created when a solid material
is ground up. An example would be stone being crushed into gravel: the Weibull distribution can be used
to accurately describe the size range and size distribution of the gravel particles.

78In Equation 159, z is the pit diameter, ) is the average pit diameter, and k characterizes the spread of
the observed pit diameters. 8, the location parameter, is typically equivalent to zero in materials science
applications, thus reducing the Weibull distribution to its “two-parameter” form [62].
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and use a random number generator (RNG) to assign a value to z/, thus finding F(z’) and
calculating an initial pit depth.” Note that prior to using the RNG, a value .y must
be determined, such that values of 2’ that are not realistic are rejected. Turnbull suggests
that the validity of the distribution is not especially sensitive to the selection of Tmax. It is
important to be sure that zpmax is not too small, or else the distribution will be unnaturally
truncated [31].

Turnbull also describes two approaches for working with this initial pit distribution. In
the first approach, the pit distribution on an exposed sample is determined experimentally.
The pit distribution is then modeled using Weibull statistics, and refined by fitting the
parameters a; and az to experimental data. The second approach involves arbitrarily
assigning values to a; and a2 given a range of appropriate possible values: clearly, this
approach is more accessible than carrying out exposure tests and carefully determining the
distribution of pits on the sample surface. It is contended by Turnbull that this second
approach is valid for the purposes of modeling and prediction because the mechanisms that
govern the growth of pits and cracks are far more important to the final state of the sample
than is the initial distribution of shallow pits.

It is then necessary to describe how the pits evolve in time. If P(x,t) is the pit size
distribution function, then its time rate of change can be described as:

0P(z,t) éf’ t) _ —%[g(m)P(x, )] + S(P(z, )z, £) (162)

with g the pit growth rate and S a source/sink term that can be ignored if a stable pit size
distribution is assumed [31].

The pit’s depth x is given as:

"Turnbull does not distinguish between « and z' in the cited paper; this is my addition to make the
process more clear.
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z=at? (163)

with a a normally distributed variable and 8 a parameter that must be fit to applicable
experimental data. It is possible to divide the pits into groups governed by different values
of a: this allows more refinement of the model, and increased agreement with observed
behavior [31]. The pit’s growth rate can be described as:

dr

= = 9(2) = fa/Pa(171/P) (164)

Qualitatively, this describes a distribution in which shallower pits grow more quickly.

Experimental validation of proposed distributions for initial pitting and subsequent pit
growth is a key step for the development of a new SCC model. Turnbull proposes two ways
to go about this, but the second “quick fit” method- while tempting - is not likely to be
an option for an endeavor like the canister-weld SCC modeling project. Because one of
the objectives of that project is to quantify and also minimize uncertainty, experimental
validation of every step of the model will be required.

Once the mathematical models of pit distribution and pit growth is in place, it is
necessary to consider the transition from pit to crack. Not all pits will yield a crack: while
these flaws do act as local stress concentrators, if they never yield a crack, they will not
contribute to the possibility of failure in SCC (assuming that material thickness >> the
maximum pit depth). Cracks do not initiate from a non-pitted surface in the Turnbull
model.

The transition occurs when the pit reaches a critical depth, indicating that the threshold
mechanical driving force has been reached. Turnbull argues that while this depth does

depend on the input of applied stress and environment, it should be found experimentally.
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Due to the complex interactions of factors leading to SCC, it is difficult to accurately predict
pit depth as a function of environmental and material conditions theoretically. After this
pit depth has been reached, flaw growth is governed by an appropriate crack growth rate
model [31].

Turnbull takes a similar view to that of Kondo (Section 7.3.7) as to how best to model
the pit-to-crack transition, and also that he similarly acknowledges that any model for a
given application will likely rely heavily on experimental data to fit any proposed governing
equations. As Kondo did, Turnbull suggests using experimental results to verify threshold
pit sizes (under the assumption that pit depth is static following the pit-to-crack transition).
Experimental data is also used in SCC models to fit parameters and constants, thus taking
into account the interactive effects of many environmental and material factors without
having to explicitly account for each one.

It is also interesting to note that the model includes an additional requirement for
crack initiation, that of a minimum pit depth that is less than or equal to the depth at
which the crack growth rate first exceeds the pit growth rate. In a later paper, Turnbull
explains that this is because some pits will have extremely small growth rates, and thus, if
one only imposes the condition that crack growth rate must exceed pit growth rate for a
crack to grow, these pits will always yield cracks [63]. In reality, however, these extremely
slow-growing pits would effectively be inactive (or “dead”) pits that do not contribute
significantly to the possibility of materials failure [63].

The crack growth rate is described and used to establish an expression for the critical
pit depth that leads to crack initiation.

The growth of the flaw immediately following the pit-to-crack transition can be de-

scribed as: -
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Z—f = CoPzt? (165)

where p and ¢ are fit to experimental data, and C is randomly selected from an appro-
priate normal distribution when carrying out a simulation, or measured explicitly from
observation of a sample for a specific pit-crack system [31].

One can now solve explicitly for the critical pit depth x. by setting the crack growth

rate equal to the pit growth rate:

B/(1+B(g-1))
1/8
Terit = (ﬁ = ) (166)

CoP

This model allows the simulation of pit size distribution, and a prediction of the number
of pits that will eventually yield cracks. Overall, the model agreed well with experimentally
observed pit depth distribution evolution, and it also sufficiently reproduced the variability
of the experimental measurements [31]. Predictions for crack-depth distribution using this
model are shown in Figure 54. The model is generally in good agreement with experimental
observations, although it somewhat overpredicts the number of deep cracks. However, if
the purpose of an SCC model is to provide a conservative prediction of failure, this may
not be an undesirable feature.

In a subsequent paper, Turnbull gave further consideration is given to Equation 165
[63]. It is noted that this particular crack growth law indicates that this formulation of the
crack growth rate would accelerate as its depth increased. This is not in accordance with
experiment: after a certain depth, crack growth is observed to.proceed at a constant rate.
The value of this constant, “deep crack” growth rate is dependent on the environment (but
not on the applied stress), and can be determined experimentally. In the Turnbull model,

then, after the pit-to-crack transition occurs, the crack grows according to Equation 165
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Figure 54: The results of a crack-depth distribution prediction using the Turnbull model
are shown and compared with experimental results. The steel of interest was a turbine
disc steel exposed to 1.5ppm Cl~ at 90°C for 9187 hours. Deep cracks are somewhat
over-predicted, but this may not be a major issue in an intentionally conservative model.

(63]

238



until a critical crack depth is reached.®® At this point, the crack growth transitions to the
“deep crack” regime, and its depth increases at a constant rate.

Turnbull et al. constructed the model knowing that the cracks would transition from
the short-crack regime (characterized by the growth rate described by Equation 165) to
the long-crack regime, but they did not proceed with any definitive knowledge of when
this transition occurred. As a result, in their model, a critical depth is assumed at which
the growth rate switches regimes.8! Ultimately, this results in a reasonable approximation
of ultimate corrosion damage, but is obviously not an exact representation of how cracks
propagate through material. For example, real cracks do not suddenly drop down to the
same constant crack growth rate once some threshold depth is reached. Here, the critical
crack depth was chosen such that the model’s predictions had a good fit with experimentally
observed data when the simulation was run.

It was also noted by Turnbull that two of the major assumptions of Kondo’s model (see
[18]) and his own prior model (see [31]) were not actually correct. First, it is not always
true that pits simply stop changing once the pit-to-crack transition occurs. Second, cracks
do not always initiate at the base of the pit (where stress and strain were assumed to be
the most concentrated) [64].

Importantly, the researchers observed different pit-and-crack configurations in the ex-
perimental samples: when a pit initiated a crack, the crack only grew from the pit base
43% of the time [64]. For example, in a 3Ni-Cr-Mo-V steel exposed to an aerated 1.5 ppm

chloride solution, the researchers also observed pits with cracks that broke the surface on

80Other researchers, such as Engelhardt and Macdonald, have approached SCC modeling in a manner that
is largely similar to that of Turnbull. However, they assert that the crack growth rates are not statistically
distributed [30]. Turnbull claims that his approach, with the statistically distributed short crack growth
rates, is more accurate (at least for the situation he is modeling) [31].

81This critical depth may be chosen retroactively, by picking the depth that causes the model to have
the best agreement with experimental results, or it may be chosen proactively, in which cracks in a sample
are monitored in order to empirically determine a depth at which the crack growth rate transition occurs.
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either side of the pit and extended beneath the pit. They observed cracks that did not
extend beneath the pit but which grew outward from the pit walls; and they observed
cracks which extended below the pit but which did not break the surface of the material
(64]. A thorough model should explain and predict these differences in crack type.
Turnbull suggests that configurations in which the cracks break the surface on the sides
of the pit but do not extend beneath the pit can be accounted for in a properly formulated
pit and crack growth rate distribution. In some cases, pit growth rate may in fact exceed
crack growth rate, in particular as the crack transitions to the slower deep-crack growth
rate: this may correspond to the pit-and-crack configurations in which the cracks initiate
from the pit sides and not the pit bottom. Turnbull noted that his model did predict that
a certain fraction of pits would grow faster than the cracks emanating from them, and
that these pairs might manifest as cracks that grew from the sides of the pit. However,
the percentage of experimentally observed pit-and-crack systems displaying this behavior
(50%) actually exceeded the percentage predicted by the Turnbull model (12%) [63].
More recently, Horner, Turnbull, Connolly, Zhou, and Crocker carried out finite element
analyses of the stress and strain fields around prototypical pits in order to gain insight into
the different crack morphologies that were observed in experiments [51]. Stress is localized
near the bottom of the pit. Strain was localized toward the mouth of the pit, meaning
the material is more susceptible to plastic flow there. Importantly, this research shows
that one cannot simply assume that the strain field parallels the stress field, because the
assumption of pure elastic strain is not necessarily correct [64]. This means that the crack
is not always expected to initiate from the bottom of the pit, as is commonly assumed. The
finite element analysis suggests a possible explanation for the large percentage of observed

cracks that emanate from the pit walls and not from pit base. This research effort is also
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covered in additional detail in Section 7.9.4.8%:83

Turnbull concludes that the model described in this sections has merit, but that it is not
entirely capable of predicting the different pit-and-crack morphologies that are observed in
experiment. Models (for certain situations) may also need to account for the generation of

multiple cracks from a single pit, and for the interaction between pits and cracks.

7.7 Modeling SCC in Alloy 600 exposed to primary water environments

Stress corrosion cracking is a major degradation mechanism for Alloy 600 (75Ni-15Cr-
9Fe) components exposed to the primary water system in pressurized water reactors. A
significant amount of work on modeling this process has been reported. The approaches
considered here have been selected because they aimed to develop a predictive model. Even
though the material and environment considered in these models is different, aspects of the
modeling approaches presented here could be applicable to the development of a predictive

model for SCC in used nuclear fuel canisters.

7.7.1 Aly, 2007: SCC in Alloy 600 components used in PWRs

Aly et al. also attempted to model the initiation and propagation of SCC in Inconel Alloy

600 in a high pressure, high temperature water environment characteristic of a PWR pri-

82Crack tip chemistry, in addition to the stress and strain field at the pit walls, is also a key input to
the where-and-when of crack nucleation. This chemistry is typically most aggressive at the pit base [64],
but as this chemistry is highly localized, it is not necessarily the same in every pit present on a sample
surface. This further influences the variation of crack initiation location relative to the pit geometry, and
adds another layer of complexity to any complete model of SCC.

83Turnbull and his associated researchers utilized x-ray microtomography technology in a 2011 paper
to gain further insight into the crack-pit configurations characteristic of the material and environment
being studied. This technique allows high-resolution 3D imaging of pits and their associated cracks based
on radiation attenuation at many points in a sample with a very fine mesh [51]. This technique is of
particular interest for the canister weld SCC project, since it will be important to establish the expected
crack-pit morphologies for the canister weld/salt-environment situation. Turnbull’s work shows that these
morphologies can vary significantly, even in the same sample. Any SCC model should account for these
differences, should they be found to exist.
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mary system [25]. This is a different environment than the one of concern to the canisters,
but many of the same questions are appropriate: how will temperature, surface chemistry,
surface stress, and component fabrication affect the probability of SCC failure?

Important factors that were considered include [25]:

e microchemistry of the grain boundaries (segregation and other factors can weaken
grain boundaries)

e thermal treatment of the component material

e carbide distribution (weakening of grain boundaries)
e grain size

e plastic deformation undergone by the component
e material yield stress

e residual stress of the material

e applied stress on the material

e strain on the material

e temperature

e pH

o chemistry of environment and solution on surface

e partial pressures of gases

Aly also notes many micro-scale events that serve to increase the likelihood of SCC,

per R. W. Staehle [49]. These are illustrated in Figure 55, and include:

o Ejection of passivating species or attraction of depassivating species at the surface
enhance corrosion vulnerability.

o Catalytically active precipitates at the surface or near flaws accelerate corrosion.
e Anions at the grain boundaries due to solute dissolution

e Hydrogen embrittlement
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Figure 55: Processes that can affect stress corrosion cracking behavior in steels. [49]
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e Wedging forces from corrosion products in the material
e Precipitates on the surface

e Bubbles along the grain boundary

Aly proposes a general phenomenological expression that describes the depth of a stress
corrosion crack. This model is based on the work of Staehle [25]. Each term in the equation
describes a particular aspect of the environment/material combination, as described in

Table 38. This equation for depth is as follows:
z= A[H"']"[x]meeE_bE eRr il (167)

Table 38: Variable definitions for Equation (167)

Term Definition

T SCC penetration depth

A Constant

[H*]* pH

[z]P Environmental species

K™ Stress intensity

e% Potential, alloy, environment
a Crack growth amplitude

T Temperature

(Al Time

In order to develop their model, Aly et al. begin by considering two existing kinetic

models. The first is an empirical-probabilistic model expressed as:

(1S I

A is a constant that changes for different materials. t.s is the time elapsed since the

reference state existed, in which a predetermined number of components have undergone
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PWSCC. Q is an activation energy, n is a stress exponent, and R is the gas constant. Equa-
tion (168) is simplified from a pH dependent expression for ts (time-to-failure) proposed
in a 1994 EPRI report on the topic.34

A Weibull distribution is then used to describe the number of components that have
undergone PWSCC since ty.3°

The second model considered by Aly is mainly dependent on strain rate, and is semi-
empirical. If D, which has units of length, is a “damage parameter” that gives information

regarding the extent to which cracks have initiated and propagated, then

D= / AP at (169)

0 S——

€=€e+en
Total strain is a summation of elastic and nonelastic components.®® A and p depend on

the environment and the material

One particularly interesting technique that Aly et al. use in their consideration of
PWSCC is a three-dimensional diagram that combines a Pourbaix diagram (pH and po-
tential) with useful strength, and then superimposes the submodes of corrosion for Alloy
600 (shown as a function of pH and potential in Figure 56). The corrosion submodes are

determined from data in the literature. By seeing how strength changes with pH and poten-

tial, and then determining which corrosion submodes are possible where, it can be shown

84Gee J. A. Gorman et al., “PWSCC Prediction Guidelines,” EPRI Final Report TR-104030 Project
2812-15, July 1994, [136].
85If F is the fraction of components that have experienced PWSCC at the given time, then F = 1 —

exp [— ( %)b]. b is the Weibull slope which is fitted for a given set of data, and £ is in units of effective full

power years (these units are only appropriate for reactor applications). 0 is a Weibull characteristic time,
and it is a reference value for a certain situation: here, at t = 0, 63.32% of the components of interest have
experienced PWSCC. See: [25], 146. Note also that “components” is not formally defined: it is not clarified
whether each reactor component composed of Alloy 600 is counted as one component, regardless of size, or
whether “component” refers to a unit area of Alloy 600 that is exposed to the primary water environment.

86Nonelastic and elastic strain are time dependent. Equations and methods for establishing expressions
for £(t) are given in more detail in Reference [25).

87pp.146-147 give more detailed information as to how these two constants might be determined.
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what degradation mechanisms are likely to be problematic in a known environment.®® The
boundaries of these submode regions are determined from the data in the literature.3?

This plot is used to determine the length of time a plant has operated under conditions
that allow the development SCC. This information, coupled with the previously developed
equations, is then used to estimate the fraction of all Alloy 600 components that are
susceptible to SCC.

In 2009, Aly et al. outlined the primary challenges to refining and validating a proposed
predictive model for SCC. One major challenge was designing and carrying out tests in
order to get better values for the parameters in the model (and to show that experimental
results are in good agreement with the model’s predictions) [65].%

In 2011, further work was presented at the Brazilian Congress of Mechanical Engineer-
ing. Three additional models were presented as being likely to be useful for modeling SCC
in high-temperature water environments. Aly notes that the validity of most SCC models
is debatable, and that further refinements and experimental validations must be made [66].
These models are as follows:

1. Andresen and Ford, 1988

Crack growth rate Vi is given as:

Vece = (7.8 x 1073036) (5.1 x 1071 K*)» (170)

where n is a parameter encompassing the environment and the chemistry and K is stress

88This diagram was originally developed by Stachle.

89This sort of data visualization could be very valuable to our application, as it makes the conditions
under which different corrosion-related mechanisms (for example: passivation, initial pitting, pit growth,
crack initiation, crack growth in its various regimes) are able to proceed very clear.

90Aly also points out a helpful reference for evaluating crack growth rates in SCC tests: B. Alexandreanu,
O. K. Chopra, and W. J. Shack, “Crack Growth Rates and Metallographic Examinations of Alloy 600 and
Alloy 82/182 from Field Components and Laboratory Materials Tested in PWR Environments,” USNRC:
Argonne, IL, 2008 (NUREG/CR-6964; ANL-07/12), [132].
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Figure 56: This Pourbaix diagram for Alloy 600 at a temperature of 300°C was used as the
base diagram for the 3D diagram that combines potential and pH (shown here) with useful
strength in a third dimension ([25], adapted from Staehle [49]). The corrosion submodes
are based on experimental data from the literature. It is suggested by Staehle that crack
velocity could replace useful strength.
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intensity (units of MPa-m®®). Transient creep results in strain, which ruptures the oxide
film on the metal surface, and SCC propagates along vulnerable paths (for example, a grain
boundary) [66], {19]. This model is not generally applicable to SCC in Life Prediction of
Canister Material, as it it was developed specifically for predicting crack growth rates in
light water reactor environments, in which the steel components being studied are exposed
to a continuous aqueous environment with well-characterized properties. This model is
cited as a generally accepted model for SCC crack growth rates in boiling water reactor
environments.?!

2. Rice, 1981

Rice proposed the following equation for crack opening in an SCC situation:

Ocal = 0f(000 — 0)/000] X €avg X d (171)

0 is an average crack opening - here, grain boundary separation - in the material, o is
a remotely applied stress, o is the stress at the grain boundary, € is the average strain
in the material resulting from creep, and d is grain diameter [66]. The objective of this
model is to predict how creep (or, the strain induced by creep) affects the propagation of
intergranular SCC. Aly mentions that this model gives reasonably good fits with data.
Rice also proposed a model in which time to rupture is proportional to the creep rate

of the material:

ty x (decrp/dt) = ¢ (172)

where c is a constant.

91Gee: F. P. Ford, D. F. Taylor, P. L. Andresen, and R. G. Ballinger. “Environmentally controlled
cracking of stainless and low alloy steels in light water reactor environments,” EPRI Final Report, NP-
5064M, Electric Power Research Institute, 1987, [126].
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7.7.2 Hickling, 2002: The Materials Reliability Program (MRP) model for
PWSCC in Alloy 600

The objective of this EPRI research project was to model crack growth rates (CGR) due
to primary water SCC of certain Alloy 600 components. The components of concern
were “thick-wall” components, such as reactor vessel head and in-core instrument nozzles.
Existing CGR data was combined with data from fracture tests carried out explicitly for
this project.

The authors begin with the following equation, which shows a power-law dependence of
CGR on the stress intensity factor and an Arrhenius temperature relationship. Equation
173 is stated to be a commonly accepted model for crack growth in Alloy 600 components

exposed to a primary water environment [26]. Variable definitions are given in Table 39.

% oo -2 (3 - )] o< - K (173)

Table 39: Variable definitions for the Hickling model

Variable Definition

Crack length

Time

Thermal activation energy for crack growth

Universal gas constant

Absolute temperature at the crack

Reference temperature for data normalization

Crack growth amplitude

Crack tip stress intensity factor

h Crack tip stress intensity factor threshold
Exponent

NQf_'bﬂ'ﬂbd@”‘g

hat

The power-law dependence on stress intensity was derived from CGR data for steam
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generator tubes.%?2 The authors note that there is not sufficient experimental data for
CGR in thick-walled components, and that the dependence of CGR on stress intensity
may plateau at high K values.

Twenty-six test specimens, each with a different heat treatment, were studied in order
to better understand the relationship between CGR and microstructural differences. A
mean power-law constant § was determined for each of the twenty-six heat treatments.
The mean of twenty-six values of o were used to fit a single log-normal distribution.?3

Figure 57 shows the resulting curve from this research effort, known as the MRP curve.

It plots % as a function of K.

7.7.3 'Wu, 2011: Combining previous models to predict SCC damage

This master’s thesis from the mechanical engineering department at the University of Mary-
land focused on modeling SCC in Alloy 600, particularly as it applies to steam generator
tubes in nuclear power plants [27]. This is a different alloy and a different environment,

but the goals of this paper were very similar to those of the canister project:

e Model crack incubation
e Model crack initiation
o Model crack propagation

e Consider associated uncertainties

To model SCC, Wu started with an existing empirical model and expanded upon it

to develop a model for crack propagation rates in Alloy 600 in PWR steam generator

92P, M. Scott carried out this work on thin-walled Alloy 600 components in the early 1990s, and the
curve he developed is shown alongside the MRP curve in Figure 57. See:

P. M. Scott, “An Analysis of Primary Water Stress Corrosion Cracking in PWR Steam Generators,”
Presented at NEA/CSNI Specialist Meeting on Operating Experience with Steam Generators, Brussels,
Belgium, 1991. :

93The reference temperature was 598.15 K, a was calculated to be 2.67x107*? at 325°C when SI units
are being used, B to be 1.16, and K, was taken to be 9 MPa,/m.
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Figure 57: This graph shows the MRP curve (solid black line) for expected crack growth
rates as a function of K in Alloy 600 thick-walled components. The modified Scott curve
is the dashed blue line. Experimental data for the different heat treatments is plotted next
to both curves. [26]
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tubing. He used Hickling’s model (see Section 7.7.2 ) as an initial method for describing
the propagation rate of a stress corrosion crack in Alloy 600 [27].
It was then desired to account for pH and yield strength in the model. It was proposed

that:

—  pH? (174)

where the pH is that of the bulk electrolyte and 3 is the power relationship parameter.

Wu noted that Alloy 600 crack growth occurred in three distinct stages. In the initial
stage of crack propagation, there is a strong dependence on the stress intensity. In the
second stage of crack propagation, this dependence becomes much weaker. In the third
stage, the crack growth rate increases sharply, and failure is likely to occur. A comparison
of the power law given in Equation (174) with % versus pH data determined that Equation
(174) applied best to the second stage of crack propagation.

To describe the dependence of f’i—‘t' on yield strength, the following equation was proposed:

%‘;- o [oye]™ (175)

where oy is the yield strength of Alloy 600, and m is the power relationship parameter.%*
Cold work was not selected as a variable to consider due to its tendency to vary too much

across components. This power law applied to SCC data in all stages of crack propagation.

94Equation (175) was based on the work of Rebak et al. and Speidel, in which a power-law dependence
of crack growth rate on yield strength and percent cold work was proposed. See:

e R. B. Rebak, Z. Xia, and Z. Szklarska-Smialowska, “Effect of Temperature and Cold Work on the
Crack Growth Rate of Alloy 600 in Primary Water,” Corrosion, 51(9), 1995, 689-697, [130].

e M. O. Speidel and R. Magdowski, “Stress Corrosion Crack Growth in Alloy 600 Exposed to PWR
and BWR Environments,” Corrosion, 2000, [127].
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The final model proposed by Wu combines the model proposed by Hickling (Section
7.7.2) with the two power law relationships given in Equations (174) and (175). Expressions
for crack propagation rate are given below, one for each of the two proposed stages of SCC

propagation. The second stage includes a pH dependence.

() crnlf -] b o o
(%) = Crr - exp [% (% - T;)] - [PHIP - [oys) ™ - [K — K™ (177)

The rapid third stage of SCC is not modeled. In order to link the two stages, the

following formulation is proposed:

%%)I for K < Kys,

da

78,0~ (%), @) for K < K, ure)
(%)H for K > Ktre~

where z is the transition ratio, and is described by:

K — K,
r=—— s (179)
Ktre - Ktrs
All variable definitions are provided in Table 40.
Fitting parameters were estimated from experimental data. Bayesian techniques were

used to analyze the experimental data and understand the uncertainty associated with

each calculated parameter value.
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Table 40: Variable definitions for Hickling and Wu models

Variable Definition

a Crack length

t Time

a Crack growth amplitude parameter

Q Activation energy for propagation

R Universal gas constant

T Temperature

Tret Reference temperature

K Stress intensity factor

Kin Threshold stress intensity factor

B Fitting parameter

pH Bulk electrolyte pH

Oys Yield strength of the material

T Transition ratio (Equation (179))

Kiss Stress intensity factor at beginning of Stage I to II transition
Kire Stress intensity factor at end of Stage I to II transition
m,n Fitting parameters

The model parameters were fit to experimental data, and Bayesian analysis techniques
were used to understand the uncertainty associated with those calculations. The aim was
to develop a joint probability density function that estimates the values of the parameters
and which also gives information about the actual observed data spread.

In this model, the parameters were C, n, m, and 3, with separate values for each of the
two crack growth rate regimes. Their estimated values were obtained from data collected
on %‘tl, K, pH, T, and oys. The output of the Bayesian analysis - the estimated probability
distribution that describes the likely parameter values - is called the posterior distribution.
Wau defines the set of parameters as #, and refers to the set of collected data as Data.

Then, the posterior distribution, 7, is given as:

L(Data | 8)m,(6)

(8 | Data) = [ L(Data | )7.(0)d8

(180)
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Table 41: Variable definitions for Equation (180)

Expression Definition

[ C,n,m,b,s

Data CPR,K,T,o0y, pH

7m(0 | Data)  Posterior distribution

L(Data | 8) Likelihood function for regression

mo(0) Prior beliefs for parameters

N Number of data points

s Standard deviation of the error
dt exp(z) ith experlmental S value

t

dt exp (3,8) experimental value for ¢ given 0

L(Data | 6) is an expression for the error distribution in the model, where the error
distribution describes the difference between the data and the best-fit model. Ideally, the
error associated with the model can be described by a normal distribution with a mean of
0.

To find the likelihood function associated with his model and data, Wu used the fol-

lowing expression:

da .
L(Data | 8) = H _%(dtexp() sdtcalc( 0)) (181)

All variables are defined in Table 41. The process for calculating the distribution of values
for each parameter is described in Reference [27]. An example of the results is given in
Figure 58. It shows the posterior joint distribution calculations for each parameter for the
Stage II model given in Equation (177). The calculated parameter values can then be used
in the model proposed in Equation (178), as shown in Figure 59.

This work provides one possible framework for developing a model for stress corrosion
crack growth rate in the canisters, especially with regard to incorporating a probabilistic

approach into existing deterministic or semiempirical models.
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Figure 58: Posterior joint distribution calculations for the parameters C, 8, m, n, and
s in Equation (177). These were calculated in accordanc