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Abstract

Geologic CO 2 sequestration is considered a promising tool to reduce anthropogenic
C02 emissions while allowing continued use of fossil fuels for the current time. The
process entails capturing C02 at point sources such as coal-fired power plants, and
injecting it in its supercritical state into deep saline aquifers for long-term storage.
Upon injection, C02 partially dissolves in groundwater to form an aqueous solution
that is denser than groundwater. The local increase in density triggers a gravita-
tional instability at the boundary layer that further develops into columnar C0 2-rich
plumes that sink away. This mechanism, also known as convective mixing, greatly
accelerates the dissolution rate of C02 into water and provides secure storage of C02
underground. Understanding convective mixing in the context of CO 2 sequestration
is essential for the design of injection and monitoring strategies that prevent leak-
age of C02 back into the atmosphere. While current studies have elucidated various
aspects of this phenomenon in 2D, little is known about this process in 3D.

In this thesis we investigate the pattern-formation aspects of convective mixing
during geological C02 sequestration by means of high-resolution three-dimensional
simulation. We find that the C02 concentration field self-organizes as a cellular
network structure in the diffusive boundary layer right beneath the top boundary.
By studying the statistics of the cellular network, we identify various regimes of
finger coarsening over time, the existence of a nonequilibrium stationary state, and
an universal scaling of 3D convective mixing. We explore the correlation between
the observed network pattern and the 3D flow structure predicted by hydrodynamics
stability theory.
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Chapter 1

Introduction

Increasing level of greenhouse gas in the atmosphere such as carbon dioxide (C0 2)

has led to climate change at a global scale. A significant portion of greenhouse gas

originates from anthropogenic CO 2 emissions. Geologic carbon sequestration refers

to the long-term, large-scale capture and storage of anthropogenic CO 2 into deep

geologic formations [15]. It has been proposed as a promising technology to reduce

CO 2 emissions to the atmosphere and mitigate climate change [18, 25, 36]. The pro-

posed procedure consists of three steps: 1) capture of CO 2 from the flue stream of

coal- or gas-fired power plants; 2) compression of CO2 into its supercritical form;

and 3) injection of the supercritical fluid through wells into geological formations like

deep saline aquifers. Once it has reached the brine-saturated formation, the initially

buoyant CO 2 mixes with groundwater by diffusion and creates an aqueous solution

that is denser than the ambient brine. The increase in fluid density results in a

configuration that is gravitationally unstable, and results in a Rayleigh-Benard-type

hydrodynamic instability that leads to stronger mixing of fluids as is controlled by

both advection and diffusion rather than diffusion alone [39, 20, 6, 29]. This convec-

tive mixing phenomenon is often referred to as "solubility trapping" in the context of

carbon sequestration as it enhances the dissolution rate of CO 2 into water and allows

the initially buoyant gas to be safely dissolved and stored away in groundwater-filled

formation.

Gravity-driven convection in porous media has been a subject of extensive study
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[see, e.g., 24] and it has recently attracted renewed attention in the context of CO 2

sequestration. After an initial period, the overlying dense layer of C0 2-rich ground-

water becomes unstable and develops finger-like plumes that protrude downward into

the underlying brine and induce convective flow. Using linear and nonlinear stability

analysis, one can predict the onset time of convection and the initial spacing between

fingering plumes [7, 29, 27, 34]. These initial plumes continue to grow downward,

stripping away the dense fluid from the top and thus allowing more CO 2 to dissolve

into the underlying groundwater. The fingering plumes exhibit complex dynamics of

vertical growth, lateral merging and rebirthing at the top boundary layer, which can

be observed using direct numerical simulations in two dimensions [29, 8, 11, 23] and

in three dimensions [27, 26] as well as in bench-scale experiments [16, 23, 1, 33]. Much

of the previous work has focused on upscaling the dissolution flux [26, 16, 23, 1, 12]

as it concerns the efficiency of solubility trapping for carbon sequestration. However,

certain aspects of convective mixing remain poorly understood.

In this work, we focus on the formation of intricate patterns in the diffusive

boundary layer as a result of the gravitational instability [26, 33, 32]. We describe the

entire evolution of the convective-mixing instability in 3D, and the 2D patterns that

emerge at the boundary layer. We identify and characterize several regimes in the

evolution of these patterns, and report the emergence of a cellular-network structure.

We address fundamental questions on the morphology and dynamics of this pattern:

What is the evolution that leads to this pattern morphology? Does this pattern

reach a pseudo steady-state characterized by a universal length scale? If so, how

does this length scale depend on the system parameters? What are the mechanisms

responsible for this nonequilibrium stationary state? Are the coarsening dynamics

also universal? Here, we explore these questions using 3D high-resolution simulation

of convective mixing in porous media. We provide direct visual illustration as well

as quantitative analysis of the pattern-forming process. In addition, we address the

dissolution flux in 3D in comparison with past observations from 2D simulations, and

explain the origin of the observed cellular morphology.
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Chapter 2

High-resolution simulation of 3D

convective mixing

2.1 Convective mixing model

The following equations describe the convective dissolution process in a homogeneous

porous volume, where gravity points in the positive z-direction:

K
U = (VP - Pgi) (2.1)

Oc
- = -u- Vc + #DV 2c (2.2)

at

V -u = 0 (2.3)

P = PO + Apc (2.4)

Eq.(2.1) is Darcy's law; here, i is the unit vector in the direction of gravity,

u = (u, v, w) is the Darcy velocity, K is the permeability, p is the viscosity, c is

the concentration of dissolved CO 2 normalized by the CO 2 solubility in water, #
is the porosity, D is the diffusion coefficient, p is the density of mixture and po is

the density of supercritical CO 2 . Eq.(2.2) is the advection-diffusion equation (ADE)

that describes the transport of dissolved CO 2 in the system; the velocity field here

is divergence-free as imposed by Eq.(2.3) and a linear relation between density and
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concentration is assumed, as shown in Eq.(2.4).

In 3D, the simulation domain is chosen as a cube (Q = [0, L] 3) with the following

initial conditions:

u(Xr y, z) = 0; c(x, y, z) = 0.

For boundary conditions, we assume periodicity in x, y direction and no-flow in z

direction with a prescribed concentration at the top boundary:

w(x, y, z = 0, t) = 0;

c(X, y, z = 0, t) = 1;

w(x,y,z = L,t) = 0;

Sxyz=L,t= 0

2.2 Scaling analysis

We express the equations in dimensionless form using L as the length scale and the

buoyancy velocity U as the velocity scale. We define the following characteristic

scales:

PC = Ap,

P = ApgL,

U=KP, K/pg
ML p

te -
<ppL

KApg

The above scaling relationships lead us to the following dimensionless system describ-

ing convective mixing:

V - u = 0,

u = -(VP' - C)

c = -u-Vc
Ot
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where P' is the adjusted pressure after taking out the hydrostatic part: P' = (P -

pogz)/ApgL. The system is controlled by the Rayleigh number, which is the ratio

between diffusive and convective time scales, defined as:

K/ pg L
Ra =D( 2. (2.8)

In non-dimensional form, the boundary conditions are expressed as:

w(x y, z = 0, t) = 0; w(x, y, z = 1, t) = 0;

c(x, y, z = 0, t)= 1; 2 ,,z=1,t= 0

A critical Rayleigh number, Rac, can be defined such that when Ra<Rac, the

dissolution process is stable and purely diffusive; when Ra>Rac, flow instabilities

develop within the top boundary layer and mass dissolution becomes convective. In

this problem, we estimate Rac = 47r2 , obtained from the analysis on a similar problem

where instability is driven by thermal gradient [13].

2.3 The stream-function-vorticity formulation

We combine Eq.(2.5) and Eq.(2.6) to arrive at the pressure equation:

V - (-VP' + ci) = 0. (2.9)

Eq.(2.9) is an elliptic partial differential equation and can be treated as a Poisson

problem with the concentration gradient acting as the source term. The pressure

field varies over space and needs to be updated at every time step; meanwhile, solv-

ing Eq.(2.9) is computationally expensive especially when there is a need for a high

resolution grid. To resolve this bottleneck, a stream-function-vorticity formulation

of Eq.(2.9) is often used, which allows for the use of an efficient fast Poisson solver.

Below we explain the stream-function-vorticity formulation in detail.
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The vorticity is defined as the curl of velocity:

w V x u

-V x (VP - cV)

=Vc x Vi

Oc
jx

Next we assume that there exists some vector stream function ' such that:

U = V x I, (2.11)

where

x
The result of taking the curl of the velocity field using the stream function definition

in Eq.(2.11) is equivalent to the vorticity defined in Eq. (2.10):

(Oc -
w=-V 2 p = i +

OCx
ax)

Thus, we can reformulate the pressure equation into the following system on stream

functions:

Oc

V 20 -
,

x,

VX = 0,1

BC: 0,=O,1 - 0 , periodic in x, y-direction;

BC: =0,=O, 0 , periodic in x, y-direction;

BC: Xz=O.1 0 , periodic in x, y-direction.

(2.12)

(2.13)

(2.14)

The solution to the boundary value problem described in Eq.(2.14) is simply X = 0.

Therefore we only need to solve for Eq.(2.12) and Eq.(2.13). The velocity field can
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then be obtained by taking the curl of T:

= (2.15)

v = (2.16)
Oz

w = (2.17)
ax 09y

2.4 Numerical implementation and visualization

The computation can be divided into three parts: a) computing concentration gra-

dients in x, y and z-directions, b) solving for the stream functions in Eq.(2.12) and

Eq.(2.13), and c) integrating in time. For the gradient calculation, periodicity in the

x- and y-directions allows us to use the computationally-efficient spectral method

[37]; in the z-direction we use a sixth-order compact finite difference scheme [19] and

make proper adjustment to the differentiation matrix to accommodate the no-flow

boundary conditions at the top and bottom of the domain. The stream functions #
and 0 are computed using the fast Poisson solver [35]. An explicit three-stage Runge-

Kutta method [30] is used for time integration. The time step is dynamic and is

chosen according to the stability criterion of the numerical scheme.

The initial condition is perturbed with uniformly distributed random noise around

the top boundary with a mean value of 1. This technique promotes the instability

and shortens the time before fingers form, thus saving computation time.

We conduct 3D simulations with Rayleigh numbers between Ra = 1600 and 6400

using grid resolutions between 1283 and 5123 (N ~ Ra/13). Convergence tests ensure

that the chosen grid resolutions are sufficient to resolve the corresponding Rayleigh

numbers. We perform these simulations on GPUs to reduce computing time and

generate 3D visualization of the results in ParaView[9].
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Chapter 3

Pattern formation and coarsening

dynamics

In this chapter, we discuss observations from simulations of convective mixing with

Rayleigh numbers up to 6400 and describe the 3D dynamics of the system along with

the 2D pattern forming process at the top boundary layer.

3.1 Pattern formation at the top boundary

The top boundary of the system is initially diffusive and stable; over time, however,

the flux of CO 2 at the top (c = 1) destabilizes this layer and triggers gravity-driven

convection. To reduce the onset time of this Rayleigh-B nard-type hydrodynamic

instability, we perturb the initial condition at the top with random Gaussian white

noise. After onset, the diffusive layer exhibits a sequence of 2D patterns:

1. Islands: Immediately after onset of instability, the originally flat diffusive dis-

solution front gives way to downward-moving protrusions, and transforms into

a bumpy 3D iso-concentration surface. A 2D view of the concentration field

within the boundary layer reflects these bumps in the form of disconnected is-

lands of high-concentration surrounded by zero-concentration brine [Fig. 3-1

(a)]. Our high-resolution simulations clearly illustrate the columnar pattern in
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Figure 3-1: Simulation of convective mixing with Ra = 6400 on a 5123 grid. (a)

Snapshot of the concentration field at a slice near the top boundary (z = 0.01)

at t = 0.5, showing a pattern of disconnected islands of high concentration. (b)

Snapshot of the same slice at t = 1, showing a partially-connected maze structure.

(c)-(e) Snapshot of the 3D concentration field at t = 2; (c) is a complete view of the

computational domain; (d) is a view of a partial volume (0.01 < z < 0.3) from the

top, illustrating the cellular network structure that emerges at the boundary layer;

(e) is a view of the same volume from the bottom, illustrating the columnar pattern

of C02-rich fingers that sink away from the top boundary.
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the onset regime, with a characteristic length that agrees well with predictions

from linear stability analysis, lonset ~ Ra- 1 [29].

2. Maze: The initially disconnected islands evolve by bridging among themselves

and become increasingly connected over time, giving rise to a maze-like mor-

phology in 2D [Fig. 3-1 (b)]. The emergence of this maze structure cannot

be anticipated from 2D simulations. Our 3D simulations demonstrate that the

bridges between islands form a maze structure that later develops into hexago-

nal cellular network.

3. Cellular network: Continued forcing from the top transforms the maze-like

structure in two ways: the thinning of maze walls and reorganization towards a

fully connected polygonal network consisting of high-concentration cell bound-

aries enclosing low-concentration cell interiors [Fig. 3-1 (c)-(d), Fig. 3-2 (a)].

The cell wall thickness is controlled by two mechanisms: lateral diffusion across

the cell and downward vertical advection through the wall, similar to the mech-

anism described for boundary layer thickness [29]. We perform a careful anal-

ysis and confirm that both boundary layer and cell wall thickness scale with

~ Ra- 1 . Beneath the cellular structure, we observe a brief transition into a

structure of different nature: a forest of disconnected columnar fingers. The

cellular vertices host the maximum downward CO 2 flux, acting as roots for the

downward-growing fingers [Fig. 3-1 (c)-(e)]. The dynamics within the cellu-

lar network, namely cell zipping and merging in the horizontal plane, are fast

compared to the dynamics of downward-migrating columnar fingers. Hence,

even though the columnar fingers are continuation of the cellular network atop,

the structure of the interior domain is not a direct reflection of the network

morphology (Fig. 3-2).
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(a) (b)

(c) (d)

Figure 3-2: Concentration field at t = 10 for the 3D simulation with Ra=6400, at
different depths. (a) z = 0.001, (b) z = 0.04, (c) z = 0.12, and (d) z = 0.43.
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3.2 Coarsening dynamics

Once the polygonal network becomes fully established at around t ~ 2, we observe

that the network coarsens through merging and collapsing of small cells while the

fingering plumes migrate downwards. This early-time coarsening regime lasts untill

t ~ 8, when the network stabilizes to a nonequilibrium steady state, during which two

mechanisms act to balance the characteristic cell size for an extended period of time.

1. Cell growth. In this first mechanism, small cells continue to vanish from the

network through collapsing and merging, leaving space for expansion of larger

cells. Looking at the convection-induced velocity field within the boundary

layer provides some hints on the process behind the growth mechanism. In an

overlapped image of the concentration field and velocity vector field within the

boundary layer (Fig. 3-3), we observe that cell centers coincide with upwelling

currents of fresh fluid that impinge onto the boundary layer and diverge laterally

towards cell edges. During this process, the fresh upwelling currents become

recharged with CO 2 at the boundary and reconvene at the cell edges to carry

on the downward transportation of concentrated fluid.

2. Cell division. While the upwelling currents drive the growth of large cells,

they also prime the birth of new cell edges within these large cells. Most of

the newborn cell links, or highly concentrated plume sheets, are immediately

swept sideways into existing cell boundaries due to strong upwelling current;

however, past a certain cell size, the velocity field within becomes low enough to

allow newborn cell edges to persist and evolve into cell boundaries, permanently

dividing the hosting cell. [Fig. 3-3 (b)].

The first mechanism promotes large cells in the network and is counterbalanced

by the second mechanism that penalizes cells that are too large. These two mech-

anisms reflect the nonequilibrium nature of the convective mixing process. After a

long-enough time (t ~ 20), the domain becomes sufficiently saturated with CO 2 and

the impact of bottom boundary on the dynamics in the top boundary becomes sig-
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Figure 3-3: (a) Snapshot of the velocity field at a depth z = 0.01 at time t = 13 for
Ra = 6400, showing upward flow at the cell centers (grayscale) and downward flow at
the cell edges (white), and horizontal flow from the center to the edges of individual
cells (red arrows). (b) Zoomed view of a small area of the same slice (blue square) at
different times, illustrating cell growth and disappearance of small cells (t = 11.6 to
t = 11.7), and cell division from the emergence of sheets of high concentration within
cells (t = 11.7 to t = 11.8).

nificant. At this point, the network can no longer sustain its characteristic size and

enters a regime of late-time coarsening where cell size continues to increase until the

disappearance of the network structure.

To demonstrate the existence of the three regimes, we perform a quantitative

analysis of the 2D concentration fields within the boundary layer. We compute the

power spectrum density (E(k), or PSD) for the concentration field at z = 0.01, for

a simulation of Ra=6400, at different times [Fig.3-4]. We verify that the network

pattern is isotropic by analyzing the 2D Fourier transform of the network images,

which indeed exhibit concentric circular isocontours at all times. This allows us to

define the 2D wave number as: k2 = k2 + k 2, where k, and kg are wave numbers in

the x- and y- directions, respectively. The wave numbers are also defined in a way

such that its corresponding length is calculated as 1/k instead of the common form

of 27r/k. The power spectrum density is computed as the square of the 2D Fourier

transform on the concentration field.

The PSD curves reflect distributions of length scales in the network pattern [Fig.3-

4]; the dominant length scale is often marked with the highest E(k). We observe
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k

Figure 3-4: Evolution of the power spectrum density for the concentration field of a
horizontal slice (z = 0.01) of the simulation with Ra = 6400. The onset wave number
inferred from the numerical simulations is k ~ 40, corresponding to the maximum
energy content for the solution at t = 0.2. While this number should be understood
as a plausible range rather than a hard value, it does agree nicely with the result of
a linear stability analysis (as extrapolated from Fig. 11 in [29]).

that during the early-time coarsening regime (red curves, corresponding to t = 0.2

and t = 1), the peak of the spectrum drastically shifts leftward towards smaller

k, marking the transitions from islands to maze and onward to cellular network.

During nonequilibrium steady state (blue curves, corresponding to t = 10 and t = 14),

the spectrum peaks at a smaller k compared to earlier regime, corresponding to an

increased length that signifies the average cell diameter; furthermore, the two blue

curves overlap almost perfectly, suggesting the statistical steady-state of the pattern.

The late-time coarsening regime (black curves, corresponding to t = 16 and t = 22)

is signaled by a further left-shift of the curve towards even smaller k, evidencing the

continued increase of cell sizes.

We confirm the transitions from an early-time coarsening to a statistical steady

state regime by evaluating a representative length scale of the network,

lcell = ,ig (3.1)
fNing

where Nfing is the number of fingers that root within the network and also corresponds

to the number of network joints [Fig.3-5 (a)]. Since there are no statistically significant
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Figure 3-5: (a) Snapshot of the concentration field at t = 10, z ~ 0.01 for a 3D
simulation with Ra=6400. (b) The dark lines mark the binary skeleton representation
of the same network shown in (a). The red circles are the network joints identified by
image processing tool. (c) Snapshot of the concentration field near the top boundary
of a 2D simulation with Ra=10000 at t = 10. The black dotted line indicates z ~
0.005, the depth at which we extract the ID concentration. (d) The black solid line is
the ID concentration signal obtained from (c); the red circles are the peaks identified
by the peak-finding tool.

changes in topology during the nonequilibrium steady state, we assume that the

number of network joints is linearly related to the number of cells in the network

during the steady regime. From observation, we propose to estimate the average cell

area Ace, ~ 1' as proportional to the total area of the network (1 x 1 square) divided

by the number of joints (Nfing).

A plot of 1ce1 as a function of time illustrates the growth of the characteristic

length scale during an initial period (t < 8), and a fluctuating, mean-reverting length

scale during the quasi-steady period (8 < t < 20) (Fig. 3-6). The details of this

analysis are discussed in section 3.3 below.

The characteristic length in the system exhibits three dynamic regimes: early-

time coarsening, nonequilibrium steady state and late-time coarsening. It is natural
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Figure 3-6: Time evolution of cell size (lce) in 3D simulations for different Rayleigh
numbers. The two dashed lines indicate the time averaging window (10 < t < 15)
used to calculate the characteristic cell length during the nonequilibrium steady state
regime of the network.
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Figure 3-7: Time evolution of non-dimensional flux (blue) and cell length near
the boundary (green). (a) 3D simulation with Ra=6400. (b) 2D simulation with

Ra=25,000.
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to ask whether the coarsening regimes of the length scale near the boundary layer are

reflected in the time evolution of dissolution flux. Indeed, the dissolution flux exhibits

three dynamic regimes as well: diffusive, convection-dominated and saturation [26,

12, 33, 10]. Here we compare these two quantities-characteristic length scale and

dissolution flux-for both a 3D simulation with Ra=6400 and a 2D simulation with

Ra=25,000 (Fig. 3-7). The dynamics of these two quantities appear to be highly

correlated in time. The magnitude of the dissolution flux, however, is uninformative

with respect to the length scale. The nondimensional flux is independent of Ra [12],

and clearly this is not the case for the characteristic length scale (Fig. 3-6).

3.3 Universality of coarsening dynamics

The fact that the characteristic length scale of the process reaches a stationary value

during an extended period of time raises the question of what sets that length scale.

Our hypothesis is that, in the absence of any external length scale in the problem, this

characteristic length is set by a balance between advection and diffusion, didff - D/U,

where U = (Apgk)/(#p) is the characteristic density-driven fluid velocity. From the

definition of the Rayleigh number, Eq. (2.8), we have that didff ~ H/Ra. This suggests

a linear scaling of cell size with the inverse of Ra,

icell ~ Ra- 1  (3.2)

To test this hypothesis, we perform a study of the evolution of cell sizes of the

network. We threshold the concentration field to obtain a binary image that can

then be reduced to a skeleton representation of the network [Fig. 3-5(b)], using open-

source image processing software [31]. We count the number of vertices, or joints, in

the skeleton network using a commercially available image processing tool [21], and

then estimate the cell length 'cel defined in Eq. (3.1).

In Fig. 3-6 we plot the time evolution of 'cell for nine different Rayleigh numbers,

ranging from 1600 to 6400. We identify the three coarsening regimes described in
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Figure 3-8: Characteristic length I plotted against Rayleigh number. (a) 3D sim-
ulations; (b) 2D simulations. This characteristic length scale exhibits a power-law
dependence with Rayleigh number I Ra-1.

section 2(b), although finite-size effects prevent achieving the pseudo-steady state for

the smaller values of Ra (1600 and 2000). We choose the overall characteristic length,

denoted 1, as the time average of 1ce1 during the nonequilibrium steady state, taken

here as 10 < t < 15. This average length scale Iexhibits a power-law dependence with

Rayleigh number, with exponent -1 [Fig. 3-8(a)], supporting the scaling relation in

Eq. (3.3).

icei ~ Ra- 1  (3.3)

We recognize that it would be useful to extend the study of 3D convective mixing

to higher Rayleigh numbers. However, the computational cost would be significant.

Instead, we confirm the proposed scaling I - Ra- 1 with 2D simulations, where it

is computationally tractable to perform simulations with Ra=40,000. In 2D, the

domain is the unit square (1 x 1), Nfiig is the number of finger roots in the boundary

layer [Fig. 3-5(c)], and the characteristic length is the average finger root spacing:

icell = 1/Nflng. We use a robust peak-finding tool [40] to identify the number of finger

roots, which are the peaks in a ID concentration signal [Fig. 3-5(d)] taken near the

boundary [Fig. 3-5(c)]. In Fig. 3-8(b), we plot the time-averaged 2D characteristic
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length I with Ra in log-log scale, and again observe the same -1 exponent. This

strongly suggests that the scaling relation 1cel ~ Ra-' is universal, both in 2D and

3D, in the regime of large Rayleigh numbers.
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Chapter 4

Flow structure and pattern

forming mechanisms

4.1 Rayleigh-Benard convection and linear stabil-

ity analysis

The hexagonal-like cellular convection pattern was first observed by Henri Benard

in 1900 in a thermal convection experiment [2]. The experiment setup uses a layer

of fluid between two parallel plates; the height of the layer is small compared to the

horizontal dimension. Initially, the temperatures of the top and bottom plates are the

same and the fluid temperature (T) is uniform and same as the surroundings. Then

the bottom plate is heated and kept at a constant temperature T+ AT. At this point,

the temperature, and the density and pressure with it, will behave diffusively between

the top and bottom plate, resulting in a uniform linear gradient in the field. Any

natural imperfections (noise) will then propagate through the established convection

field and create Benard convection cells in the vertical direction (Fig. 4-1). At steady

state, one can trace the flow structure in a horizontal plane using a passive tracer and

observe hexagonal cellular structures (Fig. 4-2).

Lord Rayleigh was the first to successfully analyze the B nard cells [28], thus

people commonly refer to this problem as Rayleigh-Benard convection. This fluid
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T

T+AT

Figure 4-1: A simplified diagram of the Benard experiment and illustration of the
convection cells in vertical direction.

Figure 4-2: Image from [17]. The following captions are from [38]: "Imperfections
in a hexagonal Benard convection pattern. The hexagonal pattern of cells typical

of convective instability driven primarily by surface tension is seen to accommodate
itself to a circular boundary. Aluminum powder shows the flow in a thin layer of

silicone oil of kinematic viscosity 0.5 cm 2/s on a uniformly heated copper plate. A
tiny dent in the plate causes the imperfection at the left, forming diamond-shaped
cells. This shows how sensitive the pattern is to small irregularities."
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mechanics problem has been well studied, including the analytical solution to the

hexagonal pattern [5, 3]; see [4] for a comprehensive summary and extended study on

the pattern forming process and hexagonal structure in Rayleigh-B nard convection.

The underlying mechanism of instability in convective mixing is similar to that of

the Rayleigh-Benard convection: in both cases, changes in a scalar field (CO 2 con-

centration or temperature) lead to changes in density of the fluid and thus create

an unstable configuration where a dense fluid sits atop a lighter fluid. On the other

hand, with much resemblance to foam dynamics, the hexagonal cellular pattern in

convective mixing exhibits more time dynamics and shape irregularities [Fig.3-3 (a)]

compared to the classical stationary Rayleigh Benard pattern (Fig.4-2). Nevertheless,

the pattern forming analysis on Rayleigh-Benard problem [5, 3, 4] should still pro-

vide some fundamental understandings of the pseudo-hexagonal cells in dissolution

convective mixing.

In the following, we first conduct a linear stability analysis to predict the critical

onset Rayleigh number for instability in 3D convective mixing. Then as an extension

to the stability problem, we briefly describe the work by Christopherson [5], Bisshopp

[3] and Chandrasekhar [4] on the analytical study of hexagonal cell patterns in the

Benard problem. Finally, we compare the velocity field from 3D simulations with the

analytical solution and find good agreement between simulated and predicted flow

structures.

4.2 Linear stability analysis

We start by revisiting the convective mixing system in dimensionless form [Eq.(2.5)-

(2.7)]

V u = 0, (2.5)

u = -(VP' - C), (2.6)

00 1
= - - VC+ IV2C, (2.7)

at Ra
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Taking the curl of Eq.(2.6):

Vxu=-(V xVP'-V x (Ci))

aC. 0C.=1 - _j

Taking the curl again and using the identity: V x (V x u) = V(V- u) - V 2u, we

obtain:

V x(V xu)

V(V-u)-V 2u -

- (, ui + Avj + Awk) -

V x( -
Dy

D2C
i+

D2C

Dxzl+

DC
i)09X

020

2 C.
Dj -

ay9z

+ k

2 C
+ a k [use Eq.(2.5)]

D 2 /

Taking only the z component of the above relation:

5 2 Dy2

( 2W 02C
0z2 Ox2

D2C
V 2w = V2C -- 2

OZ2
(4.1)

Now we decompose the stream-wise velocity w and concentration field C into a

base state and a transient state:

w(x, y, z, t) = wo(z, t) + tb(z)exp(ilx + imy - iwt) = wo + i

C(x, y, z, t) = Co(z, t) + O(z)exp(ilx + imy - iwt) = Co + 0

Similar perturbations are introduced to u, v: u = uo+ii, v = vo+v~. The base velocity

uo, vo, wo are zero here and the base concentration Co satisfies Eq.(2.6) and (2.7) with

u = 0 and D/D(x, y) = 0 2/(x 2 , y 2 ) = 0:

0CO
at

= -V2CO
Ra

1 D2Co

Ra az 2 (4.2)
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The general solution to the base state problem [Eq.(4.2)] is [29]:

4 1
Co(z,Et) = 1 - - sin((n - 1/2)7rz)exp(-(n - 1/2)2 r2t/Ra) (4.3)

7r 2n - I

The perturbation variables ii and C are decomposed into eigenfunctions 7b and

C, which depend on the streamwise coordinate, and normal modes in the x and

y-direction and time domain with wavenumbers being 1, m respectively and time

frequency being w. The linearized perturbation equation derived from Eq.(4.1) and

(2.7) then becomes:

(D2 - a2)iD - OZ2 + (D2 - a2)- Dz - D2C

0Co ~aC ~OC a o ac I (a2CO 2 2~
- +(-iw)C=- j -+v + (iii( Z + ) + +(D -a)C
(9t ax 'Y az x Ra j9z2

Here D = and a2 = 12+m2 . w here is the time frequency; following the principle of

exchange of stabilities [22] one can determine that w is purely imaginary. When w < 0,

the solution is stable and will decay to zero; when w > 0 the solution is unstable.

Marginal stability occurs when w = 0. We consider here the situation of marginal

stability: w = 0. After linearization by eliminating second order perturbations and

some simplifications:

(D 2 - a2 )1i = -a02 (4.4)

000 o0Co i (8 2 Co ~2~
= - + + (D2 - a2)C (4.5)

at az Ra Oz
2

Since Co satisfies the base state problem described by Eq. (4.2), we can further simplify

Eq.(4.5):
aCO 1 2 21- =-(D2 - a2)5 (4.6)

C9 Ra

Eliminating C using Eq.(4.4) and (4.6):

aC I
(D2 -a 2 ) 26 =a2 Ra wG, (4.7)

Oz
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where i3 is subject to:

ii= 0, D 2 i = 0 for z = 0, 1 (4.8)

Expanding Eq. (4.7):

D 4- 2a2 D2iD + a = a2 Ra w1 (4.9)Oz

Applying Eq.(4.8), it is clear that D4i = 0 on z = 0, 1. Differentiating Eq.(4.9) twice

in z, we obtain:

D6 - 2a 2 D 4 @ + a4D2 5 = a2Ra
&3CO

(Z3
CO D2&\

0z

Here we assume that Co is nth differentiable: OCO10/&z exists, which is a reason-

able assumption derived from Eq.(4.3). Analogously we get D6iii = 0 on z = 0, 1.

Repeating this exercise, we conclude that

D 2n = 0, for z = 0, 1.

This indicates that a solution for i is of the form:

'i = sin(j7rz)

We apply the above solution to Eq. (4.7) to obtain that:

&Co (j 2 + a2 ) 2

Ra = a2 , for j = 1, 2, 3...

The right hand side approaches oc as a2 goes to 0 or oc, and reaches minimum when

9/O 2 = 0: a2 = 7r2 . In other words,

&Co
Ra > 47r2

aoo
We can estimate the bounds for from Eq.(4.3),

9Z
assuming that
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critical number is then:

Rac = 47r 2

The system becomes unstable when Ra> Rac and behaves in a stable diffusive manner

when Ra< Rac.

4.3 Analytical and simulated two-dimensional cell

patterns

The following is a summary of the work by [5, 3, 4] on stationary hexagonal patterns

in Rayleigh-Benard convection. At steady-state of this problem, the horizontal de-

pendence of the fluid motions and temperature perturbations is generally assumed to

be separable. In particular, one can assume:

w(x, y, z) = W(z)4D(x, y)

T(x, y, z) =Oz + E(z)<b(x, y), AT/d

where d is the distance between top and bottom plates. By solving the stability

problem posed by the above, one find that 4P satisfies the equation:

(a2  a2\2
4X2  &y2 )

where a is the horizontal wavenumber as defined in Sec. 4.2. Christopherson [5] first

discovered the solution to the above problem for hexagonal pattern:

1 2w 27 4w
w = -W(z){2cos L Cos -Y + cos -Y}

3 L%73 3L UL

where L = -- is a constant. By performing a change of variables:
a

x =Wcos6, y= Wsin 0,
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one can discover the basic hexagonal symmetry from the updated solution rewritten

in terms of w, 0:

W = -W ( fcos[ 4w
3 UL

I 4w
sin(0 + -)] + cos[

3 3L
sin(0 + 2 ]

3
4w

+ cos[ L
3L

sin(0)] }
From this it is apparent that:

w(W,)= w(w, 0+-)
3

indicating that the solution is invariant for rotation by - = 60' about the origin. In
3

addition, the solution also exhibits periodicity in the x and y directions:

w(x + nLV3, y + 3mL) = w(x, y)

One can also study the solution along characteristic lines and points. For example,

at the origin, x = y = 0, the solution is:

w(0) = W(z). (4.10)

Along the three pairs of lines (forming a hexagon on the x - y plane):

3
4,

x '-+y = L
2

/3 - y = L2

the solution is:
1

w = -W(z)
3

At the six points (six vertices of another hexagon):

( 2
L) , (0, L), -

1 L
22

(4.11)

)
the solution is:

1w = W(z)
2

(4.12)
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One can also derive the horizontal velocities with the following relations:

1 &2 W

a2 Oxaz
1 &2 W

V = -
a2 ayjqz'

and obtain that u = v = 0 along the hexagon boundaries.

We compare the above analysis with the simulated velocity field in convective

mixing, and find good agreement. Fig. 4-3 shows a simulation with Ra=3200 and

snapshots of the velocity fields at t = 12. Notice that the horizontal velocity is

indeed zero along the cell boundaries (Fig.4-3, 2nd frame). Furthermore, the vertical

velocity (w) is upward (positive) and large in the center of the cells (Fig.4-3, 4th

frame; Eq.4.10); w is downward (negative) along the cell boundaries and is larger on

cell vertices than the boundaries (Fig.4-3, 3rd frame; Eq.4.11 and 4.12)

concentration horizontal speed downward vertical speed upward vertical speed
1 0.2

008 0.3 0.15
012 0.25

010.2 0.1

0O 10.0
Figure 4-3: For a simulation of Ra=3200, snapshots at t = 12 of horizontal slices at
z = 0.04. From left to right: concentration field, flow speed in x-y plane (horizontal
speed), flow speed in positive z-direction (downward) and flow speed in negative z-
direction (upward).
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Chapter 5

Conclusion

In this thesis, we have studied the pattern-formation aspects of convective mixing

in porous media, a phenomenon of relevance in CO 2 sequestration in deep saline

aquifers. We have analyzed the process by means of high-resolution simulations in

a simplified geometry. Our key observation is the emergence of a cellular network

structure in the diffusive boundary layer at the top boundary. Theoretical arguments

and statistical analysis of the evolving pattern allowed us to discern the fundamental

scaling properties of this pattern in space and time. In particular, we have identified

a period of coarsening followed by a nonequilibrium steady state, and explained the

detailed mechanisms-cell growth and cell division-responsible for this behavior.

We investigate the onset of instability via a linear stability analysis of the 3D

problem. Through the analysis, we determine the critical Rayleigh number to be Ra=

47r2, consistent with previous analysis by [14] on a similar problem regarding thermal

convection. Seeking insights into the pattern forming mechanism through earlier work

using perturbation theory, we reviewed briefly the analysis done by [5, 3, 4] on the

hexagonal cellular patterns in convection. We then compare the predicted velocity

field from the analytical stability solution to observations from simulation and find

that they agree well: no horizontal flow occurs along the hexagonal cell boundaries;

vertical flow is upward and largest in cell centers; vertical flow is downward on cell

boundaries and is larger on cell vertices than on cell edges.
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