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Abstract A frame in an n-dimensional Hilbert space Hn is a possibly redundant collection of vectors
{fi}i∈I that span the space. A tight frame is a generalization of an orthonormal basis. A frame {fi}i∈I is
said to be scalable if there exist nonnegative scalars {ci}i∈I such that {cifi}i∈I is a tight frame. In this
paper we study the combinatorial structure of frames and their decomposition into tight or scalable subsets
by using partially-ordered sets (posets). We define the factor poset of a frame {fi}i∈I to be a collection of
subsets of I ordered by inclusion so that nonempty J ⊆ I is in the factor poset iff {fj}j∈J is a tight frame
for Hn. We study various properties of factor posets and address the inverse factor poset problem, which
inquires when there exists a frame whose factor poset is some given poset P . We then turn our attention
to scalable frames and present partial results regarding when a frame can be scaled to have a given factor
poset; in doing so we present a bridge between erasure resilience (as studied via prime tight frames) and
scalability.

Keywords Frames · Tight frames · Prime frames · Frame decompositions · Erasures · Erasure resilience

Mathematics Subject Classification (2000) Primary 42C15 · 05B20 · 15A03 · 06A07

1 Introduction

Frames are systems for representing finite- or infinite-dimensional Hilbert space elements. A frame for a
finite-dimensional Hilbert space is a spanning set that is not necessarily a basis. The concept of frames was
introduced by Duffin and Schaeffer [22] in 1952. Frames began to be studied widely after the landmark
paper of Daubechies, Grossman and Meyer [21] in 1986. They have become a crucial component in the
state-of-the-art techniques in signal processing, information theory, engineering, and computer science [16,
13]. The areas of wavelets [20] and, more recently, compressive sensing [23] are just two settings in which
frames play an essential role.

Redundancy of frame vectors in finite-dimensional frames plays a pivotal role in the construction of
stable signal representations and in mitigating the effect of losses in transmission of signals through com-
munication channels. Because of the usefulness in applications, finite frames have been studied intensively
in the recent years [13].
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The primary focus in this paper is the structure of decompositions of frames in finite-dimensional
Hilbert spaces Hn. Such decompositions were first considered in the study of erasure resilience of frames
[25,12,7,28,36,35,18], which focuses on understanding how tight frame properties (such as frame bounds)
change under deletion, or removal, of vectors. (The study of how tight frames behave under the addition
and removal of vectors is referred to as surgery [26,35,18].) An understanding of erasure resilience is of
particular importance in the deployment of frames in signal processing applications.

In a recent and new view on erasures in [32], the authors propose studying prime tight frames F for Hn

for which no proper subset of F is a tight frame for Hn. They show that every tight frame can be written
as a union of prime tight frames [32], and hence prime tight frames serve as the building blocks for all tight
frames. Using this as a starting point, authors in [4] define for any frame a partially-ordered set (poset)
known as the factor poset which encodes which subsets of a frame in Hn are tight frames for Hn. In doing
so, they also study some of the combinatorial properties of factor posets.

In this paper we expand on the work in [4] in two respects. On the first front, we provide a deeper
analysis of both combinatorial and algebraic properties of factor posets. On the second front, we extend
the notion of factor posets to the setting of scalable frames and use this framework to raise and partially
address new substantive questions here. In both directions, such decompositions provide what we believe
is a natural and powerful framework for studying erasure resilience properties in a new light. Perhaps most
importantly, our viewpoint incorporates geometric, combinatorial, and algebraic elements. In this sense, our
work naturally complements recent developments in frame theory which rely on results from polyhedral
and algebraic geometry [13,31,10,30,15].

The primary problem we address with factor posets is the inverse factor poset problem, which inquires
for which posets P there exists a frame in Hn whose factor poset is P . By connecting this problem to
the well-known subset sum problem in computer science and combinatorics [19,34,24,39], we completely
resolve this for H2 and provide necessary conditions for Hn. We also describe constructions of such frames
when they exist. We then turn our attention to further understanding properties of factor posets. Along
these lines, we consider full spark frames [3] as well as several combinatorial properties which subsume
those proven in [4]. We also study how factor poset structure behaves under projections, providing precise
characterizations for both Hn = Rn and Hn = Cn. We close this section by studying properties about the
size of factor posets and the size of decompositions into prime tight frames.

In the second part of the paper we extend the notion of factor posets to the setting of scalable frames.
Scalable frames were first studied in [31] and are frames that can be made tight by appropriately scaling the
frame vectors. They have since been studied extensively [17,10,30,15] and are of particular interest because
they can be made tight while maintaining other frame properties. We define a natural analogue of the
factor poset called the scalability poset and consider a corresponding notion of primality. Throughout we
focus on the problem of determining when a frame can be scaled to have a given factor poset. We partially
answer this problem by fully characterizing scalings that produce non-prime frames. Such a problem offers
a rich set of new questions which remain open for future research. Studying such a problem bridges a gap
between erasure resilience (as studied in [25,12] and via prime tight frames in [32]) and scalability.

The structure of the paper is as follows. In Section 2 we present the necessary preliminaries from finite
frame theory. Our results on factor posets, including combinatorial properties and the inverse factor poset
problem, are detailed in Section 3. Finally, in Section 4 we turn our attention to scalable frames and the
scalability poset.

2 Preliminaries

Throughout this paper we only consider vectors in Rn or Cn. If a result holds true in both Rn and Cn then
we will indicate that the result holds for any n-dimensional Hilbert space Hn. Otherwise, we will state the
result only for Rn. A frame is defined as follows.

Definition 1 A sequence {fi}i∈I ⊆ Hn is a frame for Hn with frame bounds 0 < A ≤ B < ∞ if for all
x ∈ Hn,

A‖x‖2 ≤
∑

i∈I

|〈x, fi〉|2 ≤ B‖x‖2. (1)

The following theorem provides a characterization of finite frames in Hn.

Theorem 1 ([26, p. 99]) A sequence of vectors in Hn is a frame for Hn if and only if it is a spanning
set for Hn.

A frame can be viewed as a generalization of a basis. There are special types of frames that generalize
an orthonormal basis.
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Definition 2 A frame {fi}i∈I is said to be λ-tight if λ = A = B in Eq. (1) and is said to be Parseval if
A = B = 1.

The following operators associated with frames are useful in the study of frames. Henceforth, for con-
venience, we fix the set of indices of a frame as I = {1, 2, . . . , k}. For a sequence {fi}i∈I we define the
analysis operator θ : Hn → Hk by

θ(x) =

k∑

i=1

〈x, fi〉ei,

where {ei}i∈I is an orthonormal basis for Hk. The adjoint of θ, namely θ∗ : Hk → Hn, is defined by

θ∗(ei) = fi

for i ∈ I. This operator θ∗ is called the synthesis operator. Using the standard orthonormal bases for the
spaces Hn and Hk the operators θ and θ∗ can be represented by matrices as

θ∗ =



↑ ↑
f1 · · · fk
↓ ↓


 and θ =



← f∗

1 →
...

← f∗
k →


 .

The frame operator S : Hn → Hn is given by S(x) = θ∗θ(x) = θ∗(
∑

i∈I〈x, fi〉ei) =
∑

i∈I〈x, fi〉fi. The
Gramian operator G : Hk → Hk is given by G = θθ∗ and is represented by the k×k matrix [Gij ] = [〈fj , fi〉].
The following theorem gives some important equivalent formulations of frames.

Theorem 2 ([26, pp. 105-107]) Let {fi}i∈I be a sequence of vectors in Hn with associated operators
defined as above. The following hold:

1. {fi}i∈I is a frame if and only if S is an invertible (positive) operator.
2. {fi}i∈I is a λ-tight frame if and only if S = λIn, where In denotes the identity matrix of size n.
3. {fi}i∈I is a Parseval frame if and only if S = In.

2.1 Diagram Vectors

Any vector f in R2 can be written as f =

[
f(1)
f(2)

]
. The associated diagram vector f̃ is defined as f̃ =

[
f2(1)− f2(2)
2f(1)f(2)

]
. Diagram vectors are used in the following characterization of tight frames.

Theorem 3 ([26, p. 124]) Let {fi}i∈I be a sequence of vectors in R2, not all of which are zero. Then

{fi}i∈I is a tight frame if and only if
∑

i∈I f̃i = 0.

The diagram vector of a vector in R2 belongs to R2. The diagram vectors of a tight frame in R2 can be
placed tip-to-tail to demonstrate that they sum to zero. In [17] the notion of diagram vectors was extended
to Rn and Cn.

Definition 3 For any vector f =



f(1)
...

f(n)


 ∈ Rn, we define the diagram vector of f , denoted as f̃ , by

f̃ =
1√

n− 1

[(
f2(i)− f2(j)

)
i<j(√

2nf(i)f(j)
)
i<j

]
∈ R

n(n−1),

where the difference of squares f2(i) − f2(j) and the product f(i)f(j) occur exactly once for i < j, i =
1, . . . , n− 1.

Definition 4 For any vector f ∈ Cn, we define the diagram vector of f , denoted as f̃ , by

f̃ =
1√

n− 1




(
|f(i)|2 − |f(j)|2

)
i<j(√

nf(i)f(j)
)
i<j(√

nf(i)f(j)
)
i<j


 ∈ C

3n(n−1)/2,

where the difference of the form |f(i)|2 − |f(j)|2 occurs exactly once for i < j, i = 1, . . . , n − 1, and the
product of the form f(i)f(j) occurs exactly once for i 6= j.
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Using these definitions, Theorem 3 was extended to Hn in [17].

Theorem 4 ([17]) Let {fi}i∈I be a sequence of vectors in Hn, not all of which are zero. Then {fi}i∈I is

a tight frame if and only if
∑

i∈I f̃i = 0. Moreover, for any f, g ∈ Hn we have (n− 1)〈f̃ , g̃〉 = n|〈f, g〉|2 −
‖f‖2‖g‖2.

Remark 1 ([17]) From Theorem 4 it is immediate that if ‖f‖ = 1 then ‖f̃‖ = 1. Suppose Sk := {f ∈ Rk+1 :
‖f‖ = 1} is the unit sphere in Rk+1. We can define the diagram operator D : Sn−1 → Sn(n−1)−1 and note
that D is not injective since f and −f have the same diagram vectors. It can be shown that D is surjective
if and only if n = 2.

2.2 Posets

One of the main tools we use for studying the combinatorial structure of finite frames is partially ordered
sets (or posets). We recall the definition of a poset. Let P be a nonempty set. A partial order on P is a
relation denoted by ≤ satisfying the following properties:

1. a ≤ a for every a ∈ P (reflexivity),
2. a ≤ b and b ≤ a implies a = b (anti-symmetry),
3. a ≤ b and b ≤ c implies a ≤ c (transitivity).

We may write a ≤ b in the equivalent form b ≥ a. A nonempty set P with a partial order is called a
partially ordered set or poset.

Two elements a and b in a poset P are said to be comparable if one of them is less than or equal to the
other, that is, if a ≤ b or b ≤ a. A partially ordered subset in which any two elements are comparable is
called a totally ordered set or chain. A partially ordered subset in which no two elements are comparable
is called an antichain or a Sperner family.

A poset can be represented by a Hasse diagram. If the partial order on the power set of {1, 2, 3, 4} is given
by inclusion, then the poset {{1, 2, 3, 4}, {1, 2}, {3, 4}, ∅} is represented by the following Hasse diagram:

{1, 2, 3, 4}

{1, 2} {3, 4}

{}

All of the posets which we will consider in this paper will be collections of sets, ordered by set inclusion.

2.3 Prime Tight Frames

An important concept in the study of tight frames is the notion of prime tight frames defined and studied
in [32].

Definition 5 ([32]) A tight frame {fi}i∈I ⊆ Hn is said to be prime if no proper subset of the frame is a
tight frame for Hn. If {fi}i∈I is not prime, then we say the frame is divisible.

One of the main results in [32] is the following.

Theorem 5 ([32]) Every tight frame of k vectors in Hn is a finite union of prime tight frames.

Definition 6 Let F be a tight frame. Then for some ℓ ∈ N,

F = F1 ∪ F2 ∪ · · · ∪ Fℓ,

where Fj is a prime tight frame for j = 1, 2, . . . , ℓ. We say that the Fj are prime factors or prime divisors
of F .
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3 Factor posets

In this section we study the decompositions of frames, particularly tight frames, into tight subframes. We
begin by defining a poset structure which describes such a decomposition. For simplicity in the remainder
of this section we only consider frames which contain no zero vectors.

Definition 7 Let F = {fi}i∈I ⊆ Hn be a frame. We define its factor poset FF ⊆ 2I to be the set

FF = {J ⊆ I : {fj}j∈J is a tight frame for Hn}

partially ordered by set inclusion. We assume ∅ ∈ FF .

Definition 8 For a frame F = {fi}i∈I ⊆ Hn and its factor poset FF , we define the empty cover of FF ,
EC(FF ), to be the set of J ∈ FF which cover ∅, that is,

EC(FF ) = {J ∈ FF : J 6= ∅ and 6 ∃J ′ ∈ FF with ∅ ( J ′
( J}.

Example 1 Let F = {e1, e2,−e1,−e2} = {f1, f2, f3, f4} ⊆ R2. Then

FF = {∅, {1, 2}, {2, 3}, {3, 4}, {4, 1}, {1, 2, 3, 4}}.

This follows from finding the diagram vectors:

f̃1 = f̃3 = e1 and f̃2 = f̃4 = −e1.

Here we note the correspondence between tight subframes for H2 = R2 and collections of diagram vectors
which sum to zero. Because we consider frames without zero vectors, this is a one-to-one correspondence.
Here we also compute EC(FF ) = {{1, 2}, {2, 3}, {3, 4}, {4, 1}}.

3.1 Inverse Factor Poset Problem

In this section we consider the inverse factor poset problem, namely, the problem of determining for which
posets P ⊆ 2I there exists a frame in Hn whose factor poset is P . Given the correspondence between tight
subframes and collections of diagram vectors summing to zero, we begin by considering the well-studied
subset-sum problem, which for a finite set A ⊆ R inquires whether there exists a subset whose sum is zero
(or some fixed number). This problem has implications in computer science, number theory, and beyond,
and is a classical example of an NP-complete problem [19].

In the context of the subset-sum problem for a set A, a natural poset to consider is

SubSum (A) :=

{
B ⊆ A :

∑

b∈B

b = 0

}
.

In the following theorem we prove that solving the inverse factor poset problem for frames in R2 is equivalent
to determining whether a poset corresponds to SubSum (A) for some set A ⊆ R. We begin by stating a
result from [4]. We include a proof here for convenience of exposition.

Lemma 1 ([4, Theorem 3.1]) Suppose F = {fi}i∈I ⊆ R2 is a collection of vectors. Then there exists a
corresponding collection of vectors G = {gi}i∈I ⊆ R2 with gi ∈ span{v1} ∪ span{v2} for all i ∈ I so that
FF = FG, where {v1, v2} is any orthonormal basis for R2.

Proof By the invariance of factor poset structure under rotations we take without loss of generality v1 = e1
and v2 = e2, where e1 = (1, 0) and e2 = (0, 1). We now define a linear transformation T : R2 → R such
that the following property holds:

(†) For all J ⊆ I, T


∑

j∈J

f̃j


 = 0 if and only if

∑

j∈J

f̃j = 0.

Because these are linear transformations, it is true that T
(∑

j∈J f̃j
)
= 0 if

∑
j∈J f̃j = 0. We now seek

such a T so that the converse holds. Let C =
{∑

j∈J f̃j : J ⊆ I and
∑

j∈J f̃j 6= 0
}
. Select a line ℓ in R2

through the origin that contains no point in C. Let v be the normal vector of ℓ. Define T : R2 → R by
T (x) = 〈x, v〉. Then T satisfies the desired property (†).
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Now let

Sp = {i ∈ I : T (f̃i) > 0}
Sz = {i ∈ I : T (f̃i) = 0}
Sn = {i ∈ I : T (f̃i) < 0}.

For each i ∈ I, we define gi as follows:

1. If i ∈ Sp, let gi =

√
T (f̃i)e1. Then g̃i = (T (f̃i), 0).

2. If i ∈ Sz, let gi = 0. Then g̃i = (0, 0).

3. If i ∈ Sn, let gi =

√
|T (f̃i)|e2. Then g̃i = (T (f̃i), 0).

Then for J ⊆ I we have that
∑

j∈J g̃j = 0 if and only if
∑

j∈J T (f̃j) = T
(∑

j∈J f̃j
)
= 0 if and only if

∑
j∈J f̃j = 0. It follows that FF = FG for G = {gi}i∈I .

Proposition 1 Given any collection F = {fi}i∈I ⊆ R2 there exists a set A ⊆ R with |A| = |I| so that
SubSum (A) = FF . Conversely, given a set A ⊆ R there exists a collection of vectors F = {fi}i∈I ⊆ R2

with |A| = |I| so that SubSum (A) = FF . Further, this correspondence can be taken so that nonzero vectors
in R2 correspond to nonzero numbers in R, and vice versa.

Proof To prove the general claim, we may assume F = {fi}i∈I ⊆ R2 \ {0}. By Lemma 1 we may map the

diagram vectors {f̃i}i∈I to real numbers {ai}i∈I ⊆ R \ {0} so that for all J ⊆ I we have

∑

j∈J

f̃j = 0 if and only if
∑

j∈J

aj = 0.

In the reverse direction, given a set A = {ai}i∈I ⊆ R \ {0} we can define {fi}i∈I ⊆ R2 \ {0} in the same
inverse procedure as given in the proof of Lemma 1. This completes the proof.

Remark 2 Observe that the first part of Proposition 1 holds for collections in Rn, with an identical proof.
Namely, if F = {fi}i∈I ⊆ Rn then there exists a set A ⊆ R with |A| = |I| so that SubSum (A) = FF . This
is also shown below using projections (see Proposition 6).

Remark 3 Note that the analogue of Proposition 1 holds for frames in C2 as well, now relating them to
subset-sums in C. Observe that subset-sum posets in C are the intersection of two subset-sum posets for real
numbers (namely, taking the subset-sum poset for the real parts and intersecting it with the subset-sum
poset for the imaginary parts), and that the intersection of two such posets must itself be a subset-sum
structure for real numbers by the following results in Theorem 6. Therefore, we restrict our attention for
now to factor posets for frames in Rn.

Remark 4 An analogue of Lemma 1 does not exist for n > 2. For example, when n = 3, consider the set

F =

{
e1, e2, e3,

1√
2
(e2 + e3),

1√
2
(e2 − e3)

}
⊆ R

3,

where {e1, e2, e3} is an orthonormal basis for R3. This has factor poset

FF = {∅, {1, 2, 3}, {1, 4, 5}}.

We claim there is no frame consisting of multiples of some orthonormal basis in R3 whose factor poset is
FF . Suppose G = {g1, g2, g3, g4, g5} consists entirely of scaled copies of e1, e2, e3 ∈ R3 and that FG = FF .
Without loss of generality we may take g1 = e1, g2 = e2, g3 = e3 since {g1, g2, g3} must be tight in R3 (the
only tight frames with 3 vectors in R3 are orthogonal bases). Since {g1, g4, g5} must be tight as well, at
least one of g4 and g5 must be ±e2 with the other being ±e3. Taking g4 = e2 and g5 = e3 would force
that we also have {1, 3, 4} ∈ FG = FF , which is a contradiction. Therefore, no such frame G exists. This
example has an obvious extension to Rn for n > 3.

We are now prepared to fully answer the inverse factor poset problem for frames in H2. This will follow
from a general condition which is necessary for a solution to the inverse problem for frames in Hn. In the
proof we shall use the following notation and terminology.
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Definition 9 Fix I = {1, 2, . . . , k} and the standard (real) orthonormal basis {ei}ki=1 for Hk. For J ⊆ I
define the index vector for J as

[J ] :=
∑

j∈J

ej .

Given P ⊆ 2I , define the index span of P , denoted I (P ), as

I (P ) = span{[J ] : J ∈ P}.

Here we take the span over real numbers regardless of whether Hk is Rk or Ck.

For example, taking I = {1, 2, 3, 4} and P = {∅, {1, 2}, {3, 4}} we have in the case H4 = C4 that

[{1, 2}] = e1 + e2 =




1
1
0
0


 ∈ C

4 and I (P ) = span{0, e1 + e2, e3 + e4} ⊆ R
4.

We can now state a necessary condition for the inverse factor poset problem using the index span. Given
that we restrict our attention to factor posets for frames with no zero vectors (as zero vectors interfere with
the subset-sum structure of diagram vectors), we consider posets P ⊆ 2I which contain no singletons (as
singletons in a factor poset would correspond to a diagram vector of zero).

Theorem 6 Let I = {1, 2, . . . , k} be some finite index set and P ⊆ 2I be a poset ordered by set inclusion
and which contains no singletons. If there exists some frame F = {fi}i∈I ⊆ Hn \ {0} with factor poset P
then P is span-closed, i.e., [J ] /∈ I (P ) for every J ∈ 2I \ P .

Proof Suppose there exists some frame F = {fi}i∈I ⊆ Hn \ {0} with FF = P . First note that ∅ ∈ P since
any factor poset contains the empty set as an element by definition. We may assume that P contains an
element other than ∅, and hence ℓ = dim(I (P )) > 0. To show that P is span-closed, suppose J ∈ 2I with

[J ] ∈ I (P ). We must prove that J ∈ P , i.e.,
∑

j∈J f̃j = 0. Since [J ] ∈ I (P ) we may write

[J ] =

ℓ∑

i=1

αi[Ji],

where αi ∈ R, and Ji ∈ P for all i = 1, . . . , ℓ. Let {ηi}Mi=1 be an orthonormal basis for Rn(n−1) if Hn = Rn

or an orthonormal basis for C3n(n−1)/2 if Hn = Cn. To show
∑

j∈J f̃j = 0 it is enough to show that〈∑
j∈J f̃j , ηm

〉
= 0 for all m = 1, . . . ,M . For any such m we have

∑

j∈J

〈f̃j , ηm〉 =
〈

〈f̃1, ηm〉

...

〈f̃k, ηm〉


 , [J ]

〉

=

〈

〈f̃1, ηm〉

...

〈f̃k, ηm〉


 ,

ℓ∑

i=1

αi[Ji]

〉

=

ℓ∑

i=1

αi

〈

〈f̃1, ηm〉

...

〈f̃k, ηm〉


 , [Ji]

〉

=
ℓ∑

i=1

αi

∑

j∈Ji

〈f̃j , ηm〉

=

ℓ∑

i=1

0 (since Ji ∈ P )

= 0.

Hence J ∈ P , as was to be shown.

We now prove that in H2 a poset P being span-closed is sufficient for the existence of a frame F with
factor poset P , whereas it is not sufficient for Hn with n > 2.
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Theorem 7 Let I = {1, 2, . . . , k} be some finite index set and P ⊆ 2I be a poset ordered by set inclusion
and which contains no singletons. Then there exists some frame F = {fi}i∈I ⊆ H2 \ {0} with factor poset
P if and only if P is span-closed.

Proof The forward direction is the content of Theorem 6. We now prove the reverse direction. Here we
restrict our attention to H2 = R2 because the case for H2 = C2 is an obvious extension given Remark 3.

By Proposition 1 it suffices to show the existence of a vector a ∈ Rk with no zero components so that

〈a, [J ]〉 = 0 if and only if J ∈ P.

Since P is span-closed and contains no singletons it follows that K = I (P ) has dim(K) < k and ei /∈ K
for i = 1, . . . , k. Therefore, K⊥ is a (linear) subspace of positive dimension. Write every vector [J ] for
J ∈ 2I \ P uniquely as

[J ] = [J ]‖ + [J ]⊥,

where [J ]‖ ∈ K and [J ]⊥ ∈ K⊥. We seek some a ∈ K⊥ so that 〈a, [J ]〉 6= 0 for all J ∈ 2I \ P . For any

a ∈ K⊥ and J ∈ 2I \ P we have
〈a, [J ]〉 = 〈a, [J ]⊥〉.

Note that the subspaces of the form {a ∈ K⊥ : 〈a, [J ]⊥〉 = 0} are of codimension 1 in the ambient space
K⊥. Hence, the set

K⊥ \


 ⋃

J∈2I\P
{a ∈ K⊥ : 〈a, [J ]〉 = 0}


 6= ∅.

Hence, such an a = (a1, . . . , ak) exists with
∑

j∈J aj = 0 if and only if J ∈ P . Using the subset-sum

reformulation of factor poset structure for frames in R2 from Proposition 1, the proof is complete.

Example 2 Let P = {∅, {1, 2}, {1, 3}, {1, 4}, {2, 3, 4}} ⊆ 2{1,2,3,4}. Note that P cannot be the factor poset of

any frame in R2 because {1, 2}, {1, 3}, {1, 4} imply that corresponding diagram vectors satisfy f̃2 = f̃3 = f̃4.
However, one can readily verify that the conditions of Theorem 7 fail because dim(I (P )) = 4 6< k = 4, and
hence P could be span-closed only if P = 2{1,2,3,4}.

Observe that Theorem 7 also determines for a given poset P ⊆ 2I the smallest possible factor poset
which contains P . Namely, take P and append any subsets J ⊆ I for which [J ] ∈ I (P ). Call the new poset
P ′. This will necessarily make P ′ span-closed. Note, however, that P ′ may now contain singletons. As
singletons correspond to zero vectors, P ′ will not technically be a factor poset and is only the subset-sum
poset for diagram vectors (which is not the same as the factor poset for the same frame when zero vectors
are present), but the correspondence to an actual factor poset in this case is clear. In this sense the previous
result determines precisely the deficiencies of a poset.

Let us also remark that Theorem 6 is not sufficient for n > 2. For example, the factor poset {∅, {1, 2}}
for {e1, e2} ⊆ R2 cannot be the factor poset of a frame in R3 since two vectors in R3 cannot span R3. For
P to be the factor poset of a frame in Rn clearly |J | ≥ n for each non-empty J ∈ P .

Example 3 Let P be the factor poset corresponding to the frame

F = {fi}9i=1 = {e1, e1, e1, e1, e1, e1,
√
2e2,
√
2e2,
√
2e2} ⊆ R

2,

which is a tight frame. Suppose we wish to construct a frame {gi}9i=1 ⊆ R3 with P as its factor poset. Let
us observe that

{1, 2, 7}, {1, 3, 7}, {2, 3, 7} ∈ P.

Because the only tight frames with 3 vectors in R3 are orthogonal bases, we may assume without loss
of generality that g1 = e1, g2 = e2, and g7 = e3. Since {1, 3, 7} ∈ P , we have that g3 = ±g2. Hence,
dim(span{g2, g3, g7}) = 2, hence {2, 3, 7} /∈ P , a contradiction. Therefore no frame in R3 has P as its factor
poset.

Observation 1 We now revisit the inverse construction from subset-sum structures for real numbers to
frames in R2 given in Proposition 1. The construction involves turning a vector v = (v1, . . . , vk) ∈ Rk into
a collection of diagram vectors [

v1
0

]
, · · · ,

[
vk
0

]
.

As long as v ∈ K⊥, where K = I (P ), the poset Pv :=
{
J ⊆ I :

∑
j∈J vj = 0

}
will contain the original

poset P . Moreover, as long as v does not lie in a forbidden hyperplane hJ := {a ∈ K⊥ : 〈a, [J ]〉 = 0} for
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any J /∈ P , the collection Pv will not contain any subsets not in P . Thus by choosing v ∈ K⊥ \⋃J /∈P hJ ,
we can construct a frame for the given poset. Because the forbidden hyperplanes have measure 0 relative
to K⊥, the frame can be constructed with vectors parallel to e1 or e2 by picking any generic vector from
K⊥.

This construction can be extended to a more general construction. If v,w ∈ Rk, then we can turn them
into a collection of k diagram vectors [

v1
w1

]
, · · · ,

[
vk
wk

]
.

We inquire about what conditions on v and w make this collection of diagram vectors correspond to a
frame with factor poset P . For any element in P , the sum of the corresponding diagram vectors should
be 0. However, because the components of a vector sum “independently,” this simply means that for any
element in P , the sum of the corresponding coordinates in v should be 0, and the same for w. Thus the
poset Pv ∩ Pw contains P if and only if v,w ∈ K⊥.

Conversely, we must inquire what conditions on v and w makes Pv ∩ Pw not have any subsets not in
P . For any J /∈ P , we want at least one of

∑
j∈J vj or

∑
j∈J wj to be nonzero. Thus J /∈ P is in the factor

poset for the given collection if and only if both v,w ∈ hJ . Therefore, to construct a general frame in R2

for P , choose two points v,w ∈ K⊥ such that no single forbidden hyperplane hJ for J /∈ P contains both
v and w. Every R2 frame having P as its factor poset can be constructed this way.

Example 4 Let I = {1, 2, 3} and P = {∅, {1, 2}}. Then

2I \ P = {{1}, {2}, {3}, {1, 3}, {2, 3}, {1, 2, 3}}.

It is easy to check that K = I (P ) =







a
a
0


 : a ∈ R



 and K⊥ = span







0
0
1


 ,




1
−1
0





, a plane in R3.

Clearly dim(K) = 1 < 3. The forbidden hyperplanes are h{1} = h{2} =







0
0
a


 : a ∈ R



, h{3} = h{1,2,3} =








a
−a
0


 : a ∈ R



, h{1,3} =








a
−a
−a


 : a ∈ R



, and h{2,3} =








a
−a
a


 : a ∈ R



.

1. If we select v =




2
−2
1


 ∈ K⊥ \⋃J /∈P hJ then P corresponds to the frame {

√
2e1,
√
2e2, e1}.

2. If we select v =




1
−1
−1


 and w =




1
−1
1


, where v ∈ h{1,3} and w ∈ h{2,3}, then we get a frame

{f1, f2, f3} ⊆ R2 whose diagram vectors are

f̃1 =

[
1
1

]
, f̃2 =

[
−1
−1

]
, f̃3 =

[
−1
1

]
.

Remark 5 Observe that our inverse construction in principle will work in Rn, in the sense that any collection
of n(n−1) vectors which all lie in K⊥ and do not all lie in the same forbidden hyperplane hJ will determine
a collection of k vectors in Rn(n−1) which sum to 0 precisely on those subsets in P . Further, all such subsets
are constructed in this way. However, given that the diagram vector map from vectors to diagram vectors is
not surjective for n > 2 [17, Remark 2.6], these vectors may not be diagram vectors and therefore it may be
impossible to invert these to produce frame vectors in Rn. A deeper understanding of the structure of the
diagram vector map may provide insights into answering this problem. In Section 3.3 we discuss projections
and provide comments as to how dilations of frames may be useful in solving the general inverse problem.

For completeness we describe a method for computing inverse frames in Hn for a given poset P . We
restrict our attention to Rn as the general algorithm is similar. Given a poset P ⊆ 2I , where I = {1, . . . , k},
we inquire whether there exist {fi}i∈I ⊆ Rn so that

∑

j∈J

f̃j = 0 if and only if J ∈ P.

In essence we are inquiring whether there exists some point in the real algebraic variety

{(f1, . . . , fk) ∈ R
n×k :

∑

j∈J

f̃j = 0 ∀J ∈ P}
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which does not lie in the variety

⋃

J /∈P



(f1, . . . , fk) ∈ R

n×k :
∑

j∈J

f̃j = 0



 .

We claim such a problem can be written as a so-called nonconvex quadratically-constrained program, i.e., a
(nonconvex) system of quadratic inequalities. We summarize this in the following proposition:

Proposition 2 For a given poset P ⊆ 2I , where I = {1, . . . , k}, determining whether there exists a frame
{fi}i∈I ⊆ Rn with factor poset P is equivalent to finding a solution feasible to the following system of
quadratic inequalities:





∑
j∈J f̃j = 0 ∀J ∈ P∑n(n−1)
i=1

(
r+Ji + r−Ji

)
≥ 1 ∀J /∈ P∑

j∈J f̃j(i) = r+Ji − r−Ji ∀J /∈ P, i = 1, . . . , n(n− 1)

r+Ji, r
−
Ji ≥ 0 ∀J /∈ P, i = 1, . . . , n(n− 1)

r+Jir
−
Ji = 0 ∀J /∈ P, i = 1, . . . , n(n− 1).

Proof It suffices to show that we can represent
∑

j∈J f̃j 6= 0 for J /∈ P . This is equivalent to

∑

i

∣∣∣∣∣∣

∑

j∈J

f̃j(i)

∣∣∣∣∣∣
> 0.

By multiplying all numbers by an appropriate scalar we can express this equivalently as

∑

i

∣∣∣∣∣∣

∑

j∈J

f̃j(i)

∣∣∣∣∣∣
≥ 1.

Note that if x ∈ R then |x| can be represented exactly using quadratic inequalities: if x = r+ − r− with
r+, r− ≥ 0 and r+r− = 0 then |x| = r++r−. The desired quadratic representation given in the proposition
follows.

Observe that this system is prohibitively large for all but small examples. Solving nonconvex quadratic in-
equalities is in general a difficult problem. Such problems can be solved using a variety of branch-and-bound
algorithms [33,40,37] or can be approached using heurustic methods adapted from nonlinear programming
[6], such as an augmented Lagrangean procedure [5] (e.g. ADMM [9]).

3.1.1 Full spark frames and inverses

A type of frame of particular interest is full spark frames, which have been studied extensively and arise in
important applications such as compressive sensing [3].

Definition 10 Let F = {fi}i∈I ⊆ Hn be a frame. We define the spark of a frame F to be the size of the
smallest linearly dependent subset. We say F has full spark if F has spark n + 1, i.e., every subset of n
vectors of F is a basis for Hn.

As a consequence of Observation 1 we have the following proposition.

Proposition 3 Suppose P is the factor poset for some frame in R2 with three or more vectors. Then if
dim(I (P )) = |I| − 1, where I is the index set for P , there exists no full spark frame in R2 with P as its
factor poset.

Proof IfK = I (P ) and dim(I (P )) = |I|−1 = k−1 thenK⊥ is 1-dimensional, and therefore any v,w ∈ K⊥

are collinear. Hence, the diagram vectors

[
v1
w1

]
, · · · ,

[
vk
wk

]

are collinear. Because a frame in R2 is full spark if and only if no two of its diagram vectors point along
the same ray (the nonnegative span of a single vector), whenever k ≥ 3 this means that a frame with factor
poset P would necessarily not have full spark.
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Now we give a necessary and sufficient condition for the existence of a full spark frame in H2 \ {0}
whose factor poset coincides with a given poset P .

Theorem 8 Let I = {1, 2, . . . , k} be some fixed index set and P ⊆ 2I be a poset ordered by set inclusion
and which contains no singletons. Then there exists a full spark frame F = {fi}i∈I ⊆ R2 \ {0} with factor
poset P if and only if P is span-closed and (ei − αej) /∈ I (P ) for i, j ∈ I, i 6= j, and α > 0.

Proof We begin with the forward direction. From Theorem 7 it follows that P must be span-closed for the
existence of a frame in R2 \ {0} with factor poset P . Suppose there exists some i, j ∈ I with i 6= j and
α > 0 such that (ei − αej) ∈ I (P ). Note that every a ∈ K⊥ where K = I (P ) is orthogonal to (ei − αej).
Thus any choice of vectors v,w ∈ K⊥ such that no single forbidden hyperplane hJ for J /∈ P contains both
v and w will produce diagram vectors that will satisfy f̃i = αf̃j . This will mean the frame vectors fi and
fj are collinear. Hence the frame cannot be full spark.

For the reverse direction let K = I (P ). If P is span-closed then from Theorem 7 there exists a frame
F = {fi}i∈I ⊆ R2 \ {0} with factor poset P . Suppose (ei − αej) /∈ K for every α > 0 and i, j ∈ I, i 6= j.
Then (ei − αej)

⊥ ∩K⊥ ( K⊥. If v ∈ Rk ∩K⊥ has all nonzero components then for each i, j ∈ I there is
exactly one α > 0 such that v ∈ (ei − αej)

⊥ ∩K⊥. Thus for a given v with all nonzero components there
can be only

(
k
2

)
hyperplanes of the form (ei − αej)

⊥ ∩K⊥ containing v. If we select v first, then we select

w ∈ Rk ∩K⊥ with all nonzero components so that w is not in any of the finite number of hyperplanes of
the form (ei − αej)

⊥ ∩K⊥ containing v nor any of the forbidden hyperplanes hJ for J /∈ P . Such a choice

of v and w produces a full spark frame since the diagram vectors do not satisfy f̃i = αf̃j for any i, j ∈ I,
i 6= j, and α > 0. This completes the proof.

3.2 Necessary Conditions for Factor Posets

In this section we examine combinatorial conditions that are necessary for a poset to be a factor poset.

3.2.1 Closure Condition

Consider a factor poset P containing the elements {1, 2, 3, 4} and {3, 4, 5, 6}, and let the frame for this
poset be denoted {fi}i∈I . We know of course that the corresponding diagram vectors satisfy

f̃1 + f̃2 + f̃3 + f̃4 = f̃3 + f̃4 + f̃5 + f̃6

since both sums are equal to zero. By subtracting f̃3 + f̃4 from both sides of this equation, we obtain that

f̃1 + f̃2 = f̃5 + f̃6.

In this case, we say that the sets {1, 2} and {5, 6} are copies of each other.

Definition 11 For a given poset P and any A,B ∈ P , we say that A \ B and B \ A are copies of one
another.

Remark 6 For a given frame {fi}i∈I whose factor poset is P , if J and K are copies of each other then

∑

i∈J

f̃i =
∑

i∈K

f̃i.

Because copies have the same sum of diagram vectors, if we remove a set from a tight frame and replace
it with a copy we will not affect the tightness of that frame. This is formalized in the following proposition.
We omit its proof.

Proposition 4 (Closure condition) For any factor poset P , if J and K are copies of each other, and
there exists an element A ∈ P such that J ⊆ A and K ∩A = ∅, then (A \ J) ∪K ∈ P .

Example 5 Let {1, 2, 3}, {3, 4}, and {1, 2, 5} be elements of a factor poset P . Then J = {1, 2} and K = {4}
are copies, and by the closure condition if A = {1, 2, 5} then {4, 5} must also be an element of P .

It is a previously known result [4, Prop. 3.6] that for any factor poset P , and any two elements A,B ∈ P ,
the following are equivalent:

1. A ∪B ∈ P
2. A ∩B ∈ P
3. A \B ∈ P
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Observation 2 The equivalence of conditions (1), (2), and (3) above follows from the closure condition.

Proof Assume that A ∪ B ∈ P . By taking the relative complements of A ∪ B with B, we see that A \ B
and ∅ are copies. The closure condition then says that, since ∅ ∈ P necessarily, (∅ \ ∅) ∪ (A \B) = A \B is
in P . Thus (1) implies (3).

Assume that A∩B ∈ P . By taking the relative complements of A∩B with A, we see that A \B and ∅
are copies. The closure condition then says that (B \ ∅) ∪ (A \B) = A ∪B is in P . Thus (2) implies (1).

Assume that A \ B ∈ P . By taking the relative complements of A \ B with A, we see that A ∩ B and
∅ are copies. The closure condition then says that (∅ \ ∅) ∪ (A ∩B) = A ∩B is in P . Thus (3) implies (2).
This is sufficient to show that (1), (2), and (3) are equivalent.

Observation 3 Note that for certain posets P computing I (P ) can be completed only using the empty
cover. We claim that whenever P satisfies the closure condition (C) from Proposition 4, we have that
I (P ) = span{[J ] : J ∈ EC(P )}. This is because any poset which satisfies (C) is generated by its empty
cover [4, Corr. 3.9]. Note that for J1, J2 ∈ P , we have J1 ∪ J2 ∈ P iff J1 ∩ J2 ∈ P . Yet, if J1 ∩ J2 ∈ P , then
we find that [J1 ∪ J2] = [J1] + [J2]− [J1 ∩ J2], which proves the claim because then

span({[J ] : J ∈ P}) = span({[J ] : J ∈ EC(P )}).

3.2.2 Sign condition

Definition 12 A signing of a frame F = {fi}i∈I is any function from I to the set {+,−} with the property
that every tight subframe of F contains at least one element with positive sign and at least one element
with negative sign.

A signing of a poset P with index set I (by which we mean I =
⋃

A∈P A) is any function from I to the
set {+,−} with the property that every non-empty element of P contains at least one index with positive
sign and at least one index with negative sign.

Observation 4 If F is a frame and P its factor poset, the set of all signings for F is equal to the set of all
signings for P .

Given a frame F = {fi}i∈I ⊆ Rn, consider the set of diagram vectors {f̃i}i∈I ⊆ Rn(n−1). Any codimen-
sion 1 hyperplane Γ in Rn(n−1) divides the space into two halfspaces Γ+ and Γ−. These are determined
(up to an overall sign) by any nonzero τ ∈ Γ⊥. For any such τ we let

Γ+ = {x ∈ R
n(n−1) : 〈x, τ〉 ≥ 0} and Γ− = {x ∈ R

n(n−1) : 〈x, τ〉 ≤ 0}.

Equivalently, given a vector τ ∈ Rn(n−1) we can divide Rn(n−1) into two regions by considering the sign of
the inner product of a given vector x ∈ Rn with τ . If none of the diagram vectors for F lie on Γ (equivalently
none are orthogonal to τ), then this is a signing of F .

Proposition 5 For a given frame F = {fi}i∈I , and a vector τ ∈ Rn(n−1) which is not orthogonal to any

diagram vector of F , the function i 7→ sign(〈f̃i, τ〉) is a signing of F .

Proof Suppose that we have a tight subframe {fj}j∈J of F and a vector τ which is not orthogonal to any

diagram vector for F . Therefore,
∑

i∈J f̃i = 0 since this subframe is tight. But the inner product of this

sum with τ is
∑

i∈J〈f̃i, τ〉. We know by assumption that none of these summands is zero, and the sum is
non-empty, so if {fj}j∈J does not contain at least one element of positive sign and at least one element
of negative sign, then this is a set of real numbers of all the same sign which add up to 〈0, τ〉 = 0, a
contradiction.

We now present a number of immediate corollaries of Proposition 5. Throughout we assume the poset
P satisfies P ⊆ 2I .

Corollary 1 (Sign Condition) If a poset P does not have any signings, then it is not a factor poset for
any frame (with all non-zero vectors).

Corollary 2 Let P be a poset and i, j ∈ I. If σ(i) = σ(j) for every signing σ of P then every frame {fi}i∈I

with P as its factor poset will have fi and fj collinear.

Proof If there exists a frame with fi and fj not collinear, then the diagram vectors f̃i and f̃j will not be

parallel. Thus there exists some hyperplane with f̃i and f̃j on opposite sides and which does not contain any
of the diagram vectors. This produces a signing σ with σ(i) 6= σ(j). The result follows by contraposition.
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Corollary 3 Let P be a poset and i, j ∈ I. If σ(i) 6= σ(j) for every signing σ of P then every frame {fi}i∈I

with P as its factor poset will have f̃i and f̃j antiparallel.

Here by antiparallel we mean the following: f̃i and f̃j are antiparallel iff there exists some α < 0 so that

f̃i = αf̃j . We now proceed with the proof.

Proof First observe that f̃i and f̃i cannot be parallel, where by parallel we mean that one is a positive
scalar multiple of the other. If this were the case then certainly there is a signing with σ(i) = σ(j). We now

proceed with the proof of the claim. Assume there exists a frame {fi}i∈I with f̃i and f̃j not antiparallel.
Consider the set

A = {x ∈ R
n(n−1) : 〈x, f̃i〉 > 0} ∩ {x ∈ R

n(n−1) : 〈x, f̃j〉 > 0},
a full-dimensional unbounded (open) polyhedron in Rn(n−1) (see [41]). Because A is full-dimensional, A \⋃

i∈I f̃
⊥
i is non-empty, and hence any τ in this set which is not orthogonal to any diagram vectors gives a

signing σ with σ(i) = σ(j). The result follows by contraposition.

Corollary 4 Let P be a poset, and let F be a frame with P as its factor poset. If there exists a unique
signing for P (up to an overall change of sign), then all the diagram vectors for F must be collinear.
Equivalently, all of the vectors in F lie along two orthogonal lines.

Proof All of the diagram vectors for elements of F can be divided into two groups A and B, so that f̃i
is in A if σ(i) = + and in B otherwise. By Corollaries 2 and 3, we know that all of the diagram vectors
in A are parallel to each other, all those in B are parallel to each other, and all diagram vectors in A are
antiparallel to those diagram vectors in B. Taken together, this means that every diagram vector for F is
collinear with every other diagram vector for F .

Corollary 5 Let P be a poset. If there exist two indices i, j in the index set I for P such that every signing
σ of P has σ(i) = σ(j), then any frame F with P as its factor poset has spark at most 2.

Proof By Corollary 2, the diagram vectors for fi and fj are parallel. This can only happen if fi and fj are
collinear, so the spark of F is less than or equal to 2.

3.3 Projections of factor posets

Here we address how the factor poset structure is preserved under (orthogonal) projections. The necessity
of span-closure for the inverse problem (Theorem 6) along with its sufficiency for R2 gives the following
result:

Proposition 6 Given a frame F = {fi}i∈I ⊆ Hn there exists a frame G = {gi}i∈I ⊆ R2 such that F and
G have the same factor poset.

Therefore, it is natural to inquire whether given a factor poset for a frame F in Hn, for all ℓ ∈ N

with 2 ≤ ℓ ≤ n does there exist a frame G ⊆ Hℓ with the same factor poset as F? Here we answer in
the affirmative by way of studying the structure of non-tight frames under projections. The properties of
projections of frames have been studied in several different contexts [14,27]. The projection of any tight
frame is tight, and if F is a frame with frame bounds 0 < A ≤ B <∞, then any projection πF is a frame
with lower frame bound at least A and upper frame bound at most B (the bounds A and B are valid frame
bounds, although they may not be optimal after projection). For example, projecting the (non-tight) frame
{e1, e2, 3e3} ⊆ R3 onto e⊥3 gives a tight frame for R2, whereas projecting onto e⊥2 does not give a tight
frame.

Consider the problem of projecting a frame in Hn to a frame in Hn−1 with the same factor poset
structure. Any tight subframe {fj}j∈J ⊆ {fi}i∈I will certainly remain tight. To project via π to a frame
πF ⊆ Hn−1 with the same factor poset we must also have that {πfj}j∈J is not tight (in Hn−1) whenever
{fj}j∈J is not tight (in Hn). Therefore, we must inquire when a non-tight frame is projected to a non-tight
frame. For a frame F = {fi}i∈I ⊆ Hn with frame operator S, a natural function to study is

ΛF (x) :=
∑

i∈I

|〈x, fi〉|2 = 〈Sx, x〉 for x ∈ Sn−1 = {x ∈ Hn : ‖x‖2 = 1},

since minx∈Sn−1 ΛF (x) and maxx∈Sn−1 ΛF (x) are the optimal lower and upper frame bounds, respectively,
for a frame F . In the following proposition we use the structure of this function to answer our desired
question on factor-poset-preserving projections. The results are slightly different whether Hn is Rn or Cn.
Our proof uses an interlacing inequality on eigenvalues of projections.
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Lemma 2 ([14]) Let {fi}i∈I ⊆ Hn be a frame with frame operator S and π be a rank ℓ ≤ n orthogonal
projection on Hn. Let λ1 ≥ λ2 ≥ · · · ≥ λn be the non-zero eigenvalues for S and let µ1 ≥ µ2 ≥ · · · ≥ µℓ be
the (non-zero) eigenvalues for the frame operator πSπ of {πfi}i∈I . Then for all 1 ≤ i ≤ ℓ we have

λi ≥ µi ≥ λn−ℓ+i.

In particular, when π is a rank n− 1 projection, we have

λ1 ≥ µ1 ≥ λ2 ≥ µ2 ≥ · · · ≥ λn−1 ≥ µn−1 ≥ λn.

We now prove our desired result on projections of non-tight frames.

Proposition 7 If {fi}i∈I ⊆ Rn is a frame which is not tight, where n ≥ 3, then there are at most two
projections π onto (n− 1)-dimensional subspaces of Rn for which {πfi}i∈I is a tight frame for π(Rn).

Proof Let S be the frame operator for F = {fi}i∈I ⊆ Rn and let λ1 ≥ λ2 ≥ · · · ≥ λn > 0 be the
eigenvalues for S with corresponding orthonormal eigenvectors {η1, . . . , ηn}. For x ∈ Sn−1 we may write
x =

∑n
i=1〈x, ηi〉ηi with 1 =

∑n
i=1 |〈x, ηi〉|2 by Parseval’s identity. Therefore,

ΛF (x) = 〈Sx, x〉 =
n∑

i=1

λi|〈x, ηi〉|2.

Assume that there is a rank n − 1 projection π such that πF is a tight frame for K = π(Rn) (otherwise,
nothing is to be shown). By Lemma 2 we have λ := λ2 = λ3 = · · · = λn−1. If we require that ΛF is constant
on K ∩Sn−1 (so that πF is a tight frame for K) then by the interlacing lemma this constant must be equal
to λ. Hence we consider the deviation of ΛF from λ:

ΛF (x)− λ =

n∑

i=1

λi|〈x, ηi〉|2 − λ

=

n∑

i=1

λi|〈x, ηi〉|2 − λ

n∑

i=1

|〈x, ηi〉|2

= (λ1 − λ)|〈x, η1〉|2 − (λ− λn)|〈x, ηn〉|2.
Let a = λ1 − λ ≥ 0 and b = λ− λn ≥ 0. Note that since F is not tight, at least one of a and b is nonzero.
We now consider two cases:

1. Suppose λ1 > λ > λn, i.e., a > 0 and b > 0. Then, if for x ∈ Sn−1 we have ΛF (x)− λ = 0 this implies

|〈x, η1〉|2 =
b

a
|〈x, ηn〉|2.

The set of x ∈ Rn satisfying this equation is the union of two codimension 1 hyperplanes, namely(
η1 ±

√
a
b ηn

)⊥
, and hence there are two projections which result in tight frames.

2. Suppose λ1 > λ = λn, so a > 0 = b. Here

ΛF (x)− λ = a|〈x, η1〉|2,
which can only equal zero for all x ∈ Sn−1 ∩K where dim(K) = n− 1 when K = η⊥1 . Therefore there
is one and only one projection which results in a tight frame. The case for a = 0 < b is essentially
identical.

The desired result follows, as there are 0, 1, or 2 rank n− 1 projections of Rn for which πF is tight in
π(Rn).

Before proceeding to prove an analogous result for frames in Cn, we state and prove a lemma.

Lemma 3 Let E,Es (s ∈ S, some index set) be hyperplanes in Hn such that E ⊆ ⋃
s∈S Es. If W :=⋂

s∈S Es has codimension two and
⋃

s∈S Es 6= Hn, then E = Es for some s ∈ S.

Proof We begin by showing that W ⊆ E. If W 6⊆ E, then there exists some x ∈W \E. Because codim(E) =
1, we may write

Hn = E + span{x} ⊆
(
⋃

s∈S

Es

)
+ span{x} =

⋃

s∈S

(Es + span{x}) =
⋃

s∈S

Es.

(The last step uses that x ∈ W and hence x ∈ Es for all s ∈ S.) This is a contradiction, and therefore, we
have W ⊆ E. Now, because codim(W ) = 2, codim(E) = 1, and W ⊆ E, we may write E = W + span{x̄}
for some x̄ ∈ E. As x̄ ∈ E ⊆ ⋃s∈S Es, there is some ℓ ∈ S so that x̄ ∈ Eℓ. This implies that E = Eℓ, as
was to be shown.
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Proposition 8 Let {fi}i∈I ⊆ Cn be a frame which is not tight, where n ≥ 3. Let V ⊆ Sn−1 ⊆ Cn denote
the set of unit vectors f ∈ Cn so that the rank n − 1 projection πf onto f⊥ results in a tight frame πfF
for πf (C

n). Then V is entirely contained in a subspace of Cn of dimension 2.

Proof The proof carries through almost entirely as before, except Case 1 (where λ1 > λ2 = · · · = λn−1 >
λn) deviates from before. Consider again the equation of the form

|〈x, η1〉|2 = c|〈x, ηn〉|2,

where c > 0 is a real number. Without loss of generality we take c = 1. The set of solutions x ∈ Cn to this
equation is precisely ⋃

δ∈[0,2π)

(
η1 + eiδηn

)⊥
,

a union of hyperplanes. The collection V in this case (where λ1 > λ > λn) is precisely

V =

{
eiδ1√
2

(
η1 + eiδ2ηn

)
: δ1, δ2 ∈ [0, 2π)

}
.

This follows from an application of Lemma 3 with E = V ⊥, S = [0, 2π), and Eδ =
(
η1 + eiδηn

)⊥
for δ ∈ S.

(It is easy to verify that
⋂

δ∈S Eδ has codimension two and
⋃

δ∈S Eδ 6= Cn, so the lemma indeed applies.)
To finish, observe that V is contained in span{η1, ηn}, a two-dimensional subspace in Cn. In Case 2 (where
either λ1 = λ2 or λn = λ2), the same conclusion as before holds.

Remark 7 Observe that since the set V ∩Sn−1 lies in a subspace of dimension 2 < n, its Lebesgue measure
on the sphere Sn−1 is zero. Hence, with probability one, a rank n−1 projection chosen uniformly at random
will project a non-tight frame to a non-tight frame. Therefore, given a frame F ⊆ Hn we have that for
almost all rank n− 1 projections π on Hn that πF has the same factor poset as F .

An immediate consequence of these propositions is the main theorem for this subsection. This can be
seen as a strengthening of Proposition 6.

Theorem 9 Suppose F = {fi}i∈I ⊆ Hn is a frame. Then for any 2 ≤ ℓ ≤ n there exists some rank ℓ
projection π : Hn → Hn such that πF ⊆ π(Hn) has the same factor poset as F .

Corollary 6 Let P ⊆ 2I be a span-closed poset which contains no singletons and suppose {∅} ( P . Then
there exists some m ∈ N, m ≥ 2, so that an Hℓ inverse frame exists for all ℓ ∈ N with 2 ≤ ℓ ≤ m and no
Hℓ inverse frame exists for any ℓ > m.

Hence, the largest possible dimension for the existence of an inverse frame is an intrinsic property of
the factor poset. We believe that it may be possible to solve the general inverse problem by inquiring when
it is possible to lift a frame in Rn to a frame in Rn+1 with the same factor poset. This can be seen as
a restricted version of a dilation problem (see [27] for commentary on dilations of frames). This problem
remains open for future work. We conclude this section by considering a bound on the largest possible such
dimension. For a poset P ⊆ 2I which is span-closed, let D(P ) denote the largest dimension d for which a
frame in Rd exists with factor poset P . In the following proposition we give a trivial bound on D(P ).

Proposition 9 For a span-closed poset P ⊆ 2I we have that

D(P ) ≤ min{|A| : A ∈ P,A 6= ∅}.

This bound is true since every frame in Hn contains at least n vectors. However, this bound can be
arbitrarily bad in the following sense.

Example 6 Here we show that for any m ∈ N there exists a frame in R2 with a factor poset P so that (1)
min{|A| : A ∈ P,A 6= ∅} ≥ m and (2) there exists no R3 frame with P as its factor poset. In this sense, the
bound in Proposition 9 can be arbitrarily bad. Let e1, e2 ∈ R2 be the standard ONB for R2. Fix m ∈ N

and let k ≥ 2m+ 2 be any even integer. Define the frame of k vectors in R2 to be

F = {fi}ki=1 = {e1, . . . , e1︸ ︷︷ ︸
k−2 times

,−
√
k/2− 1e2,−

√
k/2− 1e2}.

It is straightforward to verify that the factor poset P for F satisfies

min{|A| : A ∈ P,A 6= ∅} = k/2− 1 ≥ m.
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Further, no R3 frame can have P as its poset. Suppose G = {gi}ki=1 ⊆ Hn is a frame with P as its factor
poset. Then using the poset structure alone we see that g̃1, . . . , g̃k−2 must all be copies of one another, and
hence each element in the empty cover EC(P ) corresponds to a frame with k/2−1 copies of one vector and
one other vector. Hence, these correspond to frames with 2-dimensional span, and therefore no R3 inverse
can exist. Thus, D(P ) = 2.

One interesting question is to study how the function D behaves under the intersection of posets. By
earlier remarks on span-closure we know that if P1 and P2 are factor posets for frames in Hn and Hm,
respectively, then P1 ∩P2 is the factor poset for a frame in R2, and hence D(P1 ∩P2) ≥ 2. We now present
an example which highlights some of the behavior of D.

Example 7 Fix I = {1, . . . , k} with k ≥ 5 and let F = {fi}i∈I , G = {gi}i∈I ⊆ R2 be two frames with
respective factor posets

FF = {∅, {1, 2}, I \ {1, 2}, I} and FG = {∅, {k − 1, k}, I \ {k − 1, k}, I}.

Such frames exist by [32, Prop. 2.8] or by an elementary argument using diagram vectors. Note that
D(FF ) = D(FG) = 2. However,

D(FF ∩ FG) = D({∅, I}) = |I| = k.

Here we have implicitly used the existence of prime tight frames with k vectors in Hn for any k ≥ n [32,
Prop. 2.8].

We believe that that while D(P1 ∩ P2) cannot be bounded above easily, as hinted at in the previous
example, the following lower bound holds.

Conjecture 1 Let P1 and P2 be two factor posets. Then

D(P1 ∩ P2) ≥ min{D(P1),D(P2)}.

Based on the results presented above, to prove the conjecture it suffices to show that for two frames
{fi}i∈I , {gi}i∈I ⊆ Rn with factor posets P1 and P2, respectively, there exists some {hi}i∈I ⊆ Rn with
factor poset P1 ∩ P2.

3.4 Factor poset enumeration and size bounds

In this subsection we touch on two distinct problems related to factor poset enumeration for a fixed dimen-
sion n and number of vectors k:

1. how many non-isomorphic (or non-strongly-isomorphic) factor posets are there for frames {fi}i∈I ⊆ Hn

with |I| = k, and
2. how large can these factor posets be?

By isomorphic we mean the usual definition of isomorphism on posets (P1,≤1) and (P2,≤2), namely, an
invertible mapping φ : P1 → P2 so that for all a, b ∈ P1 we have

φ(a) ≤2 φ(b) if and only if a ≤1 b.

For two subsets P1, P2 ⊆ 2I for an index set I, both partially-ordered by set inclusion, we say P1 and P2

are strongly isomorphic there exists some permutation σ of the indices of I so that σ(P1) = P2. (Indeed, a
strong isomorphism is an isomorphism.) We see that strong isomorphism classes are the collection of factor
posets modulo the action of the symmetric group on the indices in I.

Here we begin by considering the enumerative question for frames in R2. Note that factor posets are
uniquely determined by their index span (because of span-closure), hence enumerating factor posets for
R2 is equivalent to enumerating the number of different subsets of {0, 1}k ⊆ Rk which are realized as the
intersection of a subspace with {0, 1}k, the vertices of the unit hypercube (also known as the 0/1-polytope).
Technically speaking, we should restrict our attention to subsets which contain no vector e1, . . . , ek and
we should only count up to permutation of the indices (given we are counting strong isomorphism). While
it appears that an application of Burnside’s lemma may be appropriate here, for the situation we are
considering it is difficult to apply.

In general this appears to be a difficult problem [2]. Here we only discuss the computability of this
number. A primitive result here is as follows:

Proposition 10 For any k ∈ N there exists a brute-force enumeration scheme to determine the number of

factor posts for frames with k vectors in R2 which is guaranteed to terminate in time O
(
25k/2−k2

kk2/2
)
.



17

Proof Let P ⊆ 2I be a factor poset for some R2 frame. Hence, P satisfies the conditions of Theorem 7. Let
K = I (P ). Define

A = K⊥ \


 ⋃

J∈2I\P
{a ∈ K⊥ : 〈a, [J ]〉 = 0}


 6= ∅,

the object of central interest in Theorem 7. We claim that A∩Zk 6= ∅. It suffices to show that A∩Qk 6= ∅,
which follows from a standard Cramer’s rule argument; hence, we have the desired A∩Zk 6= ∅. Consequently,
there is some subset of Z\{0} whose subset sum structure corresponds to the poset P . Now let a ∈ A∩Zk.
We may assume that gcd(a) = gcd(a1, . . . , ak) = 1. In [2] it is shown that we must have that ‖a‖∞ ≤
2−(k−1)kk/2. Hence, we may enumerate all factor posets by computing the subset-sum structure for the(
2 · 2−(k−1)kk/2

)k
integer k-tuples with no zero components and ℓ∞ norm at most 2−(k−1)kk/2. Subset-

sum structure can be computed in time O(2k/2) [29], hence this brute force algorithm is

O

(
2k/2

(
2 · 2−(k−1)kk/2

)k)
= O

(
25k/2−k2

kk2/2
)
.

Remark 8 Let us remark that this is an improvement over the “obvious” brute-force enumeration scheme.

Namely, calculate the powerset of {0, 1}k (which has 22
k

elements). For each of these sets A ⊆ {0, 1}k
we must determine if it is span-closed. Define the matrix MA to be the k × 2k matrix whose first |A|
columns are the vectors in A and whose remaining columns are the vectors {0, 1}k \A. Note that MA can
be row-reduced to rr(MA) in time O(k3) (although storage is exponential in k). If MA is span-closed and
A contains no vector e1, . . . , ek (corresponding to a poset not containing singletons) then we can express
rr(MA) in the block form

rr(MA) =

[
I M1

O M2

]
,

where O is a matrix with all entries equal to zero. Then MA is span-closed if and only if M2 contains no

columns which are entirely zero. Hence, this brute forces scheme has time complexity O
(
k322

k
)
, which is

significantly worse than that given in the previous proposition.

We now shift our attention to bounding the possible size of factor posets. Here there are two distinct
questions of interest:

1. how many possible subsets of a given tight frame can be tight, and
2. how many possible subsets of a given tight frame can be prime tight frames?

The first question is answered using the existing literature, where the size of subset-sum structures has
been studied using techniques from complex analysis [34] and Sperner-like theorems in poset theory [24].
We begin with the theorem statement.

Theorem 10 ([24]) Let A ⊆ R be a set of k ≥ 2 nonzero numbers which sum to zero and let P be its
subset-sum poset. Then

|P | ≤
{ (

k
k/2

)
, k is even,

2
(

k−1
⌊k/2⌋−1

)
, k is odd.

Moreover, this bound is tight. Up to permutation of indices and a scaling of all numbers, these bounds are
achieved uniquely by a1 = · · · = ak/2 = 1, ak/2+1 = · · · = ak = −1 for k even, and a1 = 2, a2 = · · · =
a⌊k/2⌋−1 = 1, a⌊k/2⌋ = · · · = ak = −1 for k odd.

Using the connection of R2 factor posets to the subset-sum problem there is an immediate corollary for
tight frames.

Corollary 7 Let F = {fi}i∈I ⊆ Hn \ {0} be a tight frame with factor poset FF . Then

|FF | ≤
{ (

k
k/2

)
, k is even,

2
(

k−1
⌊k/2⌋−1

)
, k is odd.

Moreover, this bound is tight for n = 2 and not tight for n ≥ 3.

This bound is not tight for n ≥ 3 because those tight frames which realize the bound have no inverse in
H3 (which can be argued via elementary means). We have not been able to prove the following conjecture:
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Conjecture 2 Let F = {fi}i∈I ⊆ Hn \ {0} be a tight frame with factor poset FF and suppose |I| = mn,
where m ∈ N. Then

|FF | ≤
m∑

i=0

(
m

i

)n

.

Moreover, this bound is tight taking

G = {e1, . . . , e1︸ ︷︷ ︸
m times

, . . . , en, . . . , en︸ ︷︷ ︸
m times

}.

Observe that this conjectured bound is precisely that which is obtained for n = 2. This is true because

m∑

i=0

(
m

i

)2

=

(
2m

m

)
.

Note that this proposed bound is a hypergeometric function nFn−1 for which there is no closed form in
terms of binomial coefficients when 3 ≤ m ≤ 9 (see [11]). Despite the multitude of literature on the structure
of antichains in posets [8,1,38], we have not yet been able to apply these results for the form of constrained
subset-sum problem arising in Hn for n > 2.

We now turn our attention to bounding the number of prime tight subframes for a given tight frame in
R2. In other words, given a frame F = {fi}i∈I ⊆ R2 with factor poset FF , what is the largest possible size
of |EC(FF )|? We conjecture that it must be that

|EC(FF )| ≤ 2

(
k − 2

⌊k/2− 1⌋

)
.

While we have no proof that this bound is true, it is trivial to show it is asymptotically tight in k. Consider
the construction given in the following example.

Example 8 Fix k ≥ 4 and n = 2. Define the frame of k vectors in R2 to be

Fk = {e1, . . . , e1︸ ︷︷ ︸
k−2 times

,−
√
⌊k/2− 1⌋e2,−

√
⌈k/2− 1⌉e2}.

It is straightforward to verify that |EC(FFk
)| = 2

( k−2

⌊ k−2

2
⌋
)
as the prime tight subframes consist of ⌊k/2− 1⌋

choices of any of the first k− 2 vectors paired with the penultimate vector, or any ⌈k/2− 1⌉ choices of the
first k − 2 vectors paired with the final vector. This gives

(
k − 2

⌊k/2− 1⌋

)
+

(
k − 2

⌈k/2− 1⌉

)
= 2

(
k − 2

⌊k/2− 1⌋

)
.

Let f(k) = Θ(g(k)) denote that limk→∞ f(k)/g(k) exists and is contained in (0,∞). We now show that
the desired bound is asymptotically tight.

Proposition 11 Let Ek denote the size of the largest possible empty cover for frames F = {fi}i∈I ⊆
R2 \ {0} with |I| = k. Then

Ek = Θ

((
k − 2

⌊k/2− 1⌋

))
.

Proof We know by the constructive example above that Ek ≥ 2
(

k−2
⌊k/2−1⌋

)
. Further, by Corollary 7 we have

that Ek ≤
(

k
⌊k/2⌋

)
. One can readily verify that

lim
k→∞

(
k

⌊k/2⌋

)/(
2

(
k − 2

⌊k/2− 1⌋

))
= 2,

hence Ek = Θ
((

k
⌊k/2⌋

))
= Θ

((
k−2

⌊k/2−1⌋
))

.

The conjectured bound is therefore tight (up to the multiplicative constant 2) in the limit as k → ∞.
Let us note that it is easy to show that the desired (finite k) bound does hold true for certain factor posets,
such as where the empty cover can be partitioned into A ⊔ B = EC(FF ) so that

∣∣⋃
a∈A a

∣∣ ≤ k − 2 and∣∣⋃
b∈B b

∣∣ ≤ k−2. However, this is not true for all empty covers of R2 frames. We suspect that a modification
of the proof argument in [24] on the size of the entire factor poset may be useful in proving our desired
result. Further, it may be possible to develop an Ahlswede-Zhang (AZ) type identity [1] for factor posets
expressing the connection between the size of the factor poset and the size of its empty cover. Clearly there
is a trade off between the two, and therefore an AZ-type identity may also further illuminate the underlying
combinatorial structure of factor posets.



19

4 Scalable Frames

4.1 Scalability Posets

In this section, we discuss scalable frames and characterize when scalings with certain properties exist.
Throughout our discussion of scalability we assume that F = {fi}i∈I ⊆ Hn is a unit-norm frame, i.e., F is
a frame and ‖fi‖ = 1 ∀i. Scalable frames were first studied in [31] and subsequently in [17,10,30,15].

Definition 13 ([10]) For a frame F = {fi}i∈I ⊆ Hn, a scaling is a vector w = (w(1), . . . , w(k)) ∈ Rk
≥0

such that {
√

w(i)fi}i∈I is a Parseval frame for Hn. If a scaling exists, F is said to be scalable.

Definition 14 ([10]) A scaling w is minimal if {fi : w(i) > 0} has no proper scalable subset.

The set of all scalings for a frame F can be described in terms of its minimal scalings. Before proceeding,
we require a few additional definitions.

Definition 15 Let {xi}mi=1 be a set of points in Hn. A point x is a convex combination of points from
{xi}mi=1 if x =

∑m
i=1 αixi, where αi ≥ 0 and

∑m
i=1 αi = 1. The set of all convex combinations of points in

{xi}mi=1 is called the convex hull of {xi}mi=1, and is defined as

conv{xi}mi=1 :=

{
m∑

i=1

αixi : αi ≥ 0,
m∑

i=1

αi = 1

}
.

Let F = {fi}i∈I be a frame and let P denote the set

P :=

{
(w(1), . . . , w(k)) : w(i) ≥ 0,

k∑

i=1

w(i)fif
∗
i = In

}
,

where each fif
∗
i is an n× n Hermitian matrix called the outer product of fi with itself.

Using basic polytope theory [41] the authors in [10] described the structure of P:

Theorem 11 ([10]) Suppose F = {fi}i∈I ⊆ Hn is a unit norm frame and {vi}mi=1 is the set of its minimal
scalings. Then P = conv{vi}mi=1 and w ∈ P if and only if w is a scaling of F .

In other words, P is the convex hull of the minimal scalings, and every scaling is a convex combination of
minimal scalings.

Let us begin by first defining the scalability poset S.

Definition 16 Let F = {fi}i∈I be a scalable frame in Hn. We define its scalability poset to be the set
SF ⊆ 2I ordered by set inclusion, where

SF = {J ⊆ I : {fj}j∈J is a scalable frame for Hn}.

We assume ∅ ∈ SF .

Given a vector f ∈ Hn, supp(f) is the set of indices where the vector f has nonzero components. We
observe that the empty cover of the scalability poset corresponds precisely to the support of the minimal
scalings of a frame F , i.e. EC(S) = {supp(vi)}mi=1. This result follows from the following proposition:

Proposition 12 Let F be a frame in Rn and {vi}mi=1 its set of minimal scalings. Then supp(vi) 6= supp(vj)
for all i 6= j.

Proof Let u and v be two minimal scalings with equal supports. From [17, Prop. 3.6] we know that u

and v must belong to the kernel of G̃, the Gramian of the diagram vectors {f̃i}i∈I . Consider the function

M(t) = u − tv ∈ ker G̃. Let t0 > 0 be the smallest t > 0 so that supp{M(t)} ( supp(u) = supp(v). Then
by the definition of minimal scaling and since M(t) is a scaling to a tight frame (which is not necessarily
Parseval) for any 0 ≤ t ≤ t0, it must be that supp(M(t0)) = ∅. Hence, u = t0v. Because both u and v are
scalings which induce Parseval frames, this forces t0 = 1 by a simple norm argument. Therefore, u = v,
completing the proof.

We now present results on when frames can be scaled to be prime. We prove these using the empty
cover which contains useful information about when prime and non-prime scalings are possible. A scaling of
a frame is prime if the scaled frame does not contain any proper, tight subframes and non-prime otherwise.
Note that a minimal scaling is always prime. The following theorem characterizes non-prime scalings.
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Theorem 12 A scaling is non-prime if and only if it is a convex combination of minimal scalings which
can be partitioned into two orthogonal subsets.

Proof We first prove the forward direction. Let w ∈ Rn be a non-prime scaling of F = {fi}i∈I . Since
{
√

w(i)fi}i∈I is a divisible frame, there exists J ( {1, . . . , k} such that {
√

w(i)fi}i∈J is a tight frame. Let

K = {1, . . . , k} \ J . Hence {
√

w(i)fi}i∈K is also a tight frame. Let w1 and w2 denote the scalings of F for

the tight subframes {
√

w(i)fi}i∈J and {
√

w(i)fi}i∈K , where some frame vectors have coefficients equal to
0.

Observe that the subframes {
√

w(i)fi}i∈J and {
√

w(i)fi}i∈K are not Parseval. However, there exists

λ ∈ (0, 1) such that {
√

w(i)
λ fi}i∈J and {

√
w(i)
1−λfi}i∈K are Parseval frames and 1

λw1,
1

1−λw2 ∈ P. Thus we

may write 1
λw1 and 1

1−λw2 as convex combinations of the minimal scalings {vi}mi=1, i.e.

1

λ
w1 =

m∑

i=1

αivi,
1

1− λ
w2 =

m∑

i=1

βivi,

where αi, βi ≥ 0 for all i and
∑m

i=1 αi =
∑m

i=1 βi = 1. Since J ∩K = ∅, supp
(
1
λw1

)
and supp

(
1

1−λw2

)

are disjoint, and hence 1
λw1 and 1

1−λw2 are orthogonal. This implies that

0 =

〈
1

λ
w1,

1

1− λ
w2

〉

=

〈
m∑

i=1

αivi,
m∑

i=1

βivi

〉

=
m∑

i=1

〈αivi, βivi〉
︸ ︷︷ ︸

A

+
∑

i 6=j

〈αivi, βjvj〉
︸ ︷︷ ︸

B

.

As αi, βi ≥ 0 for all i and each minimal scaling vi lies in Rk
≥0, the terms A and B must both sum to

0. Considering each term separately, A = 0 implies that whenever αi > 0, βi = 0 and whenever βi > 0,
αi = 0. Thus, the minimal scalings which appear nontrivially in the expression

∑m
i=1 αivi appear trivially

in the expression
∑m

i=1 βivi and vice versa. Moreover, since B = 0, the minimal scalings which appear
nontrivially in

∑m
i=1 αivi must be orthogonal to those which appear nontrivially in

∑m
i=1 βivi. Letting

C = {vj : αj > 0}, D = {vℓ : βℓ > 0},

we see that C and D are orthogonal subsets of {vi}mi=1. Since

w = w1 + w2

=
∑

j∈C

λαjvj +
∑

ℓ∈D

(1− λ)βℓvℓ,

w is a convex combination of minimal scalings which can be partitioned into two orthogonal subsets, which
proves the forward direction.

For the reverse direction, suppose w is a scaling which can be expressed as a convex combination of
minimal scalings partitioned into two orthogonal subsets. Thus there exists C,D ⊆ {1, . . . ,m} such that
C ∩D = ∅ and 〈vj , vl〉 = 0 for all j ∈ C, ℓ ∈ D, and we can write

w =
∑

j∈C

αjvj

︸ ︷︷ ︸
w1

+
∑

ℓ∈D

βℓvℓ

︸ ︷︷ ︸
w2

,

where αj , βℓ ≥ 0 for all j ∈ C and ℓ ∈ D, and
∑

j∈C αj +
∑

ℓ∈D βℓ = 1. Note that w1 and w2 are both
tight scalings of F and supp(w1) ∩ supp(w2) = ∅. This implies that

{
√

w1(i)fi}i∈I , {
√

w2(i)fi}i∈I ⊆ {
√

w(i)fi}i∈I

are both tight frames, and therefore w is a non-prime scaling. This completes the proof.

Example 9 Let F = {e1, e2,−e1,−e2} ⊆ R2. Its minimal scalings are v1 = (1, 1, 0, 0), v2 = (0, 0, 1, 1),
v3 = (1, 0, 0, 1), v4 = (0, 1, 1, 0) and note that v1 ⊥ v2 and v3 ⊥ v4. Let α1, α2 ∈ (0, 1), α1 + α2 = 1. By
Theorem 12, w1 = α1v1+α2v2 and w2 = α1v3 +α2v4 are non-prime scalings. Furthermore, any non-prime
scaling of F can be expressed as w1 or w2.
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Definition 17 A scaling is called strict if all of its entries are strictly positive.

Theorem 13 A unit-norm frame F = {fi}i∈I has no prime strict scalings if and only if the empty cover
of its scalability poset can be partitioned into two disjoint sets A and B so that

⋃
K∈A K and

⋃
K∈B K are

disjoint sets of indices.

Before proving this theorem, we present the following lemma regarding covering convex sets by vector
spaces. It is similar in flavor to Lemma 3 which appeared earlier.

Lemma 4 If a convex set C in Rn is contained in
⋃

i∈I Vi, where each Vi is a subspace of Rn, with |I|
finite, then there is at least one index i such that C ⊆ Vi.

Proof We begin with a proof by induction that for any finite number k, any k points in C are all contained
in a single vector space Vi. For the base case, we know that any single point in C is contained in Vi for
some i, since C is contained in the union. Our inductive assumption is that for any collection of up to k
points in C, there is a single Vi containing all k points.

Choose k+1 points {x0, . . . , xk}. For any t ∈ (0, 1), consider the set {tx1+(1−t)x0, . . . , txk+(1−t)x0).
Since C is convex, these k points all lie in C, and hence by inductive assumption there must exist a Vt

containing them for each t. However, there are infinitely many t, and only finitely many Vi, so there must
exist at least two distinct values t, t′ ∈ (0, 1) for which Vt = Vt′ =: Vj .

This Vj contains tx1 + (1− t)x0 and t′x1 + (1− t′)x0, two distinct points on the line connecting x0 to
x1. Their linear span must contain x0 and x1 and so x0, x1 ∈ Vj . In a similar fashion it can be shown that
xi ∈ Vj for all 0 ≤ i ≤ k. We have shown that for any k + 1 points in C there is a single Vi containing all
of them. By induction this is true for any finite number k.

Now let Γ = span(C), the smallest vector subspace containing C, and let d = dim(Γ ). Since C spans
Γ , there must be d linearly independent vectors in C, {xi | 1 ≤ i ≤ d}. Because d is finite, there must be
an index i ∈ I containing all these vectors, hence containing all of Γ and therefore all of C.

To proceed with the proof of the theorem, we first make an observation. Let P be the polytope consisting
of all scalings of a given frame in Rn. Using the interpretation of scalings in [17], this polytope is the

intersection of the vector space ker(G̃), the null space of the Gramian of the diagram vectors for the frame,
with the convex region R = Rk

≥0 ∩ {v ∈ Rk : ‖v‖1 = n} = {v ∈ Rk :
∑k

i=1 vi = n, vi ≥ 0 ∀ i}. Using this
we prove our result on prime strict scalings.

Proof (Proof of Theorem 13) By Theorem 12 we know that a scaling is non-prime if and only if it can
be written as a non-trivial convex combination of two orthogonal scalings. Consider any subset J ⊆ I =
{1, . . . , k} and its complement Jc. Some scalings will be supported on J , and some scalings will be supported
on Jc, and some scalings are not supported on either. The set of all vectors (not scalings) supported
on J forms a vector space A = span{ej : j ∈ J}, and the set of all scalings supported on J will

be the set A ∩ ker(G̃) ∩ R. Similarly, the set of all scalings supported on Jc is B ∩ ker(G̃) ∩ R where
B = span{ej : j ∈ Jc}. Then any scaling that is a nontrivial non-negative convex combination of a vector

in A ∩ ker(G̃) ∩ R and a vector in B ∩ ker(G̃) ∩ R, and is itself a scaling, will be a non-prime scaling by
Theorem 12. Because A and B are orthogonal subspaces with disjoint supports, this set corresponds exactly
to ((A∩ker(G̃))⊕ (B∩ker(G̃)))∩ relint(R). Note that the relative interior of R, relint(R), is those points in
R with all components strictly positive. We restrict to the interior to avoid trivial combinations, which are
not prime, as well as any non-strict scalings. Observe that this region is of the form CJ ∩ relint(R) where
CJ is a vector space dependent upon J .

Now observe that every non-prime strict scaling will be in CJ ∩ relint(R) for some J , because any two
orthogonal scalings will fall into some partition (J |Jc), and as noted above, every scaling in CJ ∩ relint(R)
will be non-prime. Hence the property that a frame has no prime and strict scalings is equivalent to
relint(P) ⊆ ∪CJ . Yet relint(P) is convex, and therefore the preceding lemma applies. It follows that there
exists some CJ containing all of relint(P). Because CJ (a finite dimensional subspace) is closed, CJ contains
all of P.

Therefore, every point in P is a linear combination of some scaling supported on J and one supported
on Jc; in fact, it is a convex combination, because every point in P has only positive coefficients, and the
two scalings have disjoint support. Because minimal scalings (corresponding to the empty cover elements)
cannot be written as convex combinations of one another, it must be the case that every element of the
empty cover is either a subset of J or a subset of Jc. This proves the forward direction of the theorem.

For the converse, assume that the empty cover of the scalability poset can be partitioned into two sets A
and B so that

⋃
K∈A K and

⋃
K∈B K are disjoint sets of indices. Then every strict scaling can be written as

a non-negative linear combination
∑

a∈A λas(a)+
∑

b∈B λbs(b) where s(a) is the minimal scaling associated
to the empty cover element a ∈ EC(SF ). But since A and B have disjoint supports, this is a sum of two
orthogonal scalings, and it must be non-trivial if the scaling is strict. Hence every strict scaling must be
non-prime. This completes the proof.
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Proposition 13 Let A ∈ SF and J = {j : supp(vj) ⊆ A}. Suppose that {vj}j∈J cannot be partitioned
into orthogonal subsets. If supp(vj) 6⊆

⋃
ℓ∈J\{j}

supp(vℓ) for all j, then every scaling w with supp(w) = A is

prime.

Proof Suppose toward a contradiction that w is a non-prime scaling with supp(w) = A. By Theorem 12,
there exists L ⊆ J such that w is a convex combination of minimal scalings {vℓ}ℓ∈L, where {vℓ}ℓ∈L can be
partitioned into orthogonal subsets and

⋃
ℓ∈L supp(vℓ) = A. Since {vℓ}ℓ∈L can be partitioned but {vj}j∈J

cannot be partitioned, L ( J . Let p ∈ J \ L. Then supp(vp) ⊆
⋃

ℓ∈J\{p} supp(vℓ), a contradiction. Hence

every scaling w with supp(w) = A is a prime scaling.

The following example shows that if {vj}j∈J cannot be partitioned into orthogonal subsets and there
exists j such that supp(vj) ⊆

⋃
ℓ∈J\{j}

supp(vℓ), both prime and non-prime scalings are possible.

Example 10 Let F =

{[
1
0

]
,

[−1
2√
3
2

]
,

[ −1
2

−
√
3
2

]
,

[
0
1

]
,

[
−

√
3
2

−1
2

]
,

[√
3
2

−1
2

]}
⊆ R2. The minimal scalings of F are v1 =

(
2
3 ,

2
3 ,

2
3 , 0, 0, 0

)
, v2 =

(
0, 0, 0, 2

3 ,
2
3 ,

2
3

)
, v3 = (1, 0, 0, 1, 0, 0), v4 = (0, 1, 0, 0, 1, 0), v5 = (0, 0, 1, 0, 0, 1). Note

that the minimal scalings cannot be partitioned into orthogonal subsets and supp(vi) ⊆
⋃

j∈I\{i} supp(vj)

for i = 1, . . . , 5. The scaling w1 =
∑5

i=1 αivi, where αi 6= αj for i 6= j and αi > 0 for all i is prime. On

the other hand, the scaling w2 =
∑5

i=1
1
5vi is non-prime, although it is a convex combination of minimal

scalings which cannot be partitioned into orthogonal subsets. Note that w2 can be written as a convex
combination of the minimal scalings in many ways, e.g.

w2 =
1

2
(v1 + v2)

=
1

3
(v3 + v4 + v5)

=
1

4
(v1 + v2) +

1

6
(v3 + v4 + v5),

Since there exists at least one way of expressing w2 as a convex combination of minimal scalings which can
be partitioned into orthogonal subsets, w2 is a non-prime scaling by Theorem 12.

We conclude this paper with an open problem (Q): given a poset P with I ∈ P and a unit-norm

frame F = {fi}i∈I ⊆ Rn, does there exist a strictly scaled version F̂ of F so that the factor poset of F̂
is P? In this paper we have considered a particular case of (Q), namely, when P corresponds to a prime
configuration: P = {∅, I} (Theorem 13). In general note that an obvious necessary condition for (Q) to
hold is that P ⊆ SF . While we have not resolved (Q), we believe that it can be answered based on the
structure of scalability posets alone. Along these lines, we close with a conjecture.

Conjecture 3 If the unit-norm frames F = {fi}i∈I , G = {gi}i∈I ⊆ Rn have the same scalability poset and
G is a tight frame, then F can be strictly scaled to have the same factor poset as G.
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