
MIT Open Access Articles

Neural Representations of Emotion Are 
Organized around Abstract Event Features

The MIT Faculty has made this article openly available. Please share
how this access benefits you. Your story matters.

Citation: Skerry, Amy E., and Rebecca Saxe. "Neural Representations of Emotion Are Organized 
around Abstract Event Features." Current Biology 25 (August 3, 2015), pp.1945-1954.

As Published: http://dx.doi.org/10.1016/j.cub.2015.06.009

Publisher: Elsevier B.V.

Persistent URL: http://hdl.handle.net/1721.1/107225

Version: Original manuscript: author's manuscript prior to formal peer review

Terms of use: Creative Commons Attribution-NonCommercial-NoDerivs License

https://libraries.mit.edu/forms/dspace-oa-articles.html
http://hdl.handle.net/1721.1/107225
http://creativecommons.org/licenses/by-nc-nd/4.0/


 

Neural representations of emotion are organized around abstract event features 

 
Skerry, A.E1 and Saxe, R.2 

1. Department of Psychology, Harvard University, Cambridge MA 02138. 
2. Department of Brain and Cognitive Sciences, Massachusetts Institute of Technology, Cambridge MA 

02139. 
 
 

Corresponding author: 
Amy Skerry 

amy.skerry@gmail.com 
MIT Building 46-4021 

77 Massachusetts Avenue 
Cambridge, MA 02139 

 
 
 
SUMMARY 
 
Research on emotion attribution has tended to focus on the perception of overt expressions of at most 5 

or  6  basic  emotions.  However,  our  ability  to  identify  others’  emotional  states  is  not  limited  to  perception  of  

these canonical expressions. Instead, we make fine-grained inferences about what others feel based on 

the situations they encounter, relying on knowledge of the eliciting conditions for different emotions. In the 

present research, we provide convergent behavioral and neural evidence concerning the representations 

underlying these concepts. First, we find that patterns of activity in mentalizing regions contain 

information about subtle emotional distinctions conveyed through verbal descriptions of eliciting 

situations. Second, we identify a space of abstract situation features that well captures the emotion 

discriminations subjects make behaviorally, and show that this feature space outperforms competing 

models in capturing the similarity space of neural patterns in these regions. Together, the data suggest 

that  our  knowledge  of  others’  emotions is abstract and high-dimensional, that brain regions selective for 

mental state reasoning support relatively subtle distinctions between emotion concepts, and that the 

neural representations in these regions are not reducible to more primitive affective dimensions such as 

valence and arousal. 
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INTRODUCTION 

 The emotional states of others can be identified by a number of cues: we can recognize what 

someone is feeling based on their facial expressions [1, 2], affective vocalizations [3, 5], or body posture 

[7, 9, 11]. However, we can also attribute subtle emotions based solely on the situation a person 

encounters [12], and our vocabulary for attributing these states extends beyond the small set of emotions 

associated with canonical emotional displays [13–15]. In many cases, surrounding context has been 

found to modulate or even dominate the perception of emotion from overt expressions [16–19]. 

 While the space of emotional states perceived in faces has been studied extensively [20–22], little 

is known about how conceptual  knowledge  of  others’  emotions  is organized, or how that knowledge is 

encoded in the human brain. What are the relevant features of events that allow us to make fine-grained 

emotional attributions (e.g. distinguishing when someone will feel angry versus disappointed, or excited 

versus proud) and what are the dimensions of the space by which neural populations represent 

emotions? Here, we argue that emotion attribution recruits a rich theory of the causal context of different 

emotions, and show that dimensions of this intuitive theory underlie emotion representations in brain 

regions associated with theory of mind. 

What neural mechanisms support fine-grained emotion attributions? 

As with behavioral research, studies of the neural basis of emotion attribution have generally 

focused on the perception of affect in facial or vocal expressions [23, 24]. For example, different facial 

expressions elicit discriminable patterns of activity in regions of the superior temporal sulcus (STS) and 

the fusiform gyrus [25–28], while emotional prosody can be decoded in secondary auditory cortex [29]. 

Some have argued that these overt expressions communicate a set of five or six basic emotions [1, 21, 

30, 31], while other data suggest that faces and voices support even fewer universal discriminations [32–

34]. In addition to regions distinguishing observable displays of emotion, recent research suggests that 

the medial prefrontal cortex (MPFC) contains representations of emotion that are invariant to perceptual 

modality [35, 36], generalizing to emotions inferred in the absence of any overt expression [37].  

While these studies move beyond modality-specific perceptual representations, they nonetheless 

focused on relatively coarse distinctions, decoding either valence [37] or 5 basic emotions [36]. Does the 

MPFC also contain representations that support more fine-grained emotional discriminations? To address 

this question, we constructed verbal stimuli (see Table 1) describing events or situations that would elicit 



one of 20 different emotions (validated using 20-AFC behavioral experiment with independent subjects; 

see Experimental Procedures) and use multi-voxel pattern analysis [38, 39] to test which regions contain 

information about these subtle emotional distinctions.  

 As a first step, we train a classifier to distinguish the 20 emotions using distributed patterns of 

activity across voxels in a region, and test whether the emotion category of a new stimulus can be 

classified based on the pattern of neural activity it elicits. In addition to whole-brain analyses, we focus on 

a priori regions of interest [36, 37], the strongest candidates being subregions of MPFC—dorsal medial 

prefrontal cortex (DMPFC) and middle medial prefrontal cortex (MMPFC). However, the MPFC is part of a 

larger network of regions involved in reasoning about others' mental states [40, 41]: the posterior 

cingulate/precuneus (PC), bilateral temporal parietal junction (TPJ) and bilateral anterior temporal lobes 

(ATL). These remaining  regions  of  the  “Theory  of  Mind”  (ToM)  network  have been associated with causal 

attribution of emotion [42–44], and thus these remaining regions of the “Theory  of  Mind” (ToM) network 

serve as additional candidate regions for fine-grained emotion concepts. 

 We then use Representational Similarity Analysis (RSA:[39, 45]) to characterize emotion 

representations in ToM brain regions, and test competing hypotheses about the features that best explain 

that representational space (Figure 4). RSA complements classification analyses by providing a 

framework for characterizing the representational structure within a region, and for testing competing 

models of that structure [45, 46]. While above-chance classification of different emotions would 

demonstrate that a particular region contains information that can differentiates emotions, classification 

accuracies alone reveal little about the underlying representations. In RSA, neural population codes are 

represented in terms of the similarity of the neural patterns elicited by different stimuli or conditions. The 

representational dissimilarity matrix (RDM) of the conditions in a given region can then be compared to 

the similarity spaces captured by different models [46, 47]. Importantly, RSA allows for comparison of 

hypotheses that take different forms (i.e. RDMs can be outputs of formal computational models or derived 

from quantitative behavioral results) and have different numbers of parameters (the correlation between 

model and neural RDMs is parameter free, eliminating the risk of over-fitting with more complex models).  

Candidate feature spaces for emotion inference 

 A dominant approach in affective neuroscience has been to represent emotions as points within 

some low-dimensional space of more basic affective states. One possibility is that the space of emotions 



is built from a small set of basic emotions (e.g. happiness, sadness, fear, anger, and disgust), each 

associated with a prototypical facial expression, behavioral profile, and innate neural substrate [1, 48–53]. 

On this view, the diverse space of human emotion can be understood as combinations of these more 

basic emotional states [54–56]. For example, a recent study found that although human faces could 

convey as many as 21 discriminable emotional expressions, these emotions could be decomposed into 

linear combinations of 6 more primitive expressions [57].  

A  competing  theory  of  emotional  perception  is  the  “circumplex”  model,  according  to  which  

emotions live within a core affective space composed of only two primitive dimensions: valence and 

arousal [22, 58–61]. Valence and arousal are argued to correspond to two innate systems that are 

implemented in distinct neural circuits and recruited to varying degrees across different emotions [62–66]. 

Thus, a second proposal is that neural representations of emotion can be reduced to a linear combination 

of two these neurophysiological dimensions [67]. 

 These theories provide two competing hypotheses about the features or dimensions that 

structure neural representations of attributed emotion. Although many have focused on the differences 

between these two proposals [68, 69], they have much in common. Both approaches aim to reduce 

emotions to a smaller number of categories or dimensions, which are assumed to be basic affective 

states rooted in innate neural substrates. However, much of the empirical support for both proposals 

comes from studies on the perception of emotions from overt expressions [1, 60, 70], and from research 

on the neural correlates of perceiving or inducing different emotions [63, 65, 71, 72]. While these low-

dimensional spaces successfully capture the emotions people perceive in overt expressions, they may be 

inadequate to account for the full variety of human emotional concepts [4, 12, 13, 73].  

Here, we present subjects with the rich causal structure of eliciting situations rather than overt 

emotional displays. Thus, we hypothesize that the present paradigm will evoke neural representations of 

emotion that differ both in dimensionality and content from the models that have dominated research on 

perception of facial expressions.  

To test this hypothesis, we consider a third feature space that represents emotions in terms of 

abstract features of the events that give rise to them. According to appraisal theory, emotional reactions 

relate systematically to people’s  interpretations  or  “appraisals”  of the events around them [74–76], and 

there have been various proposals concerning the specific event appraisals that correspond to different 



emotions [77–80]. Drawing from this literature1, we generated a set of 38 abstract event features thought 

to reliably vary across different emotions concepts (e.g. Did someone cause this situation intentionally or 

did it occur by accident? Was the person interacting with other people in this situation? Was this situation 

a familiar event/situation for the person? See Supplemental Experimental Procedures for full list of 

appraisal features).  

A main goal of the present research is to test whether emotion representations in MPFC and 

other ToM regions can be well-explained by any of these three candidate feature spaces: the “circumplex”  

space defined by the judgments of valence and arousal for each stimulus, the “basic  emotion”  space  

defined by judgments of the extent to which the stimulus elicited each of 6 basic emotions (happy, sad, 

angry, afraid, disgusted, or surprised), and the 38-dimensional appraisal space. Importantly, the latter 

space differs from the other two not only in its dimensionality (38 dimensions vs. 6 or 2) but also in its 

content:  rather  than  reducing  the  space  of  emotions  to  a  smaller  set  of  purportedly  “basic”  affective  

states, it aims to encode emotions in terms of abstract features of the causal contexts that tend to elicit 

them. Of course, the hypothesis that neural representations of emotion concepts are best captured by a 

high-dimensional space of appraisal features is not at odds with the claim that simpler dimensions like 

valence and arousal contribute to the organization of our emotion knowledge. For example, the 38-

dimensional space contains features such as goal consistency and pleasantness that intuitively relate to 

the dimension of valence. The question, then, is whether the representations in regions like MPFC can be 

exhausted by one of the simpler spaces. 

To create RDMs that encode each of these feature spaces, an independent group of subjects 

rated each verbal stimulus on a large set of features (i.e. 38 abstract event features, as well as ratings of 

6 basic emotions, and of valence and arousal). These behavioral ratings were used to form three 

candidate representational spaces (see Figure 3), where each emotion category is captured as a feature 

vector within that space (see Figure S3 for examples of appraisal profiles). First, we examine which space 

best captures the set of emotions subjects attribute behaviorally by testing whether models trained on 

                                                        
1 We drew on appraisal theory to generate event features because researchers in that tradition have 
been most explicit about what the relevant conceptual dimensions might be. However, our general 
approach is also compatible with constructivist theories [4, 6, 8, 10] in which assume that affective 
primitives like valence and arousal must be combined with abstract conceptual knowledge to differentiate 
others’  emotions.   



each of the relevant feature vectors for a subset of the stimuli could reliably classify the emotion label of 

untrained stimuli (based on stimulus-specific feature values). Do any of these feature spaces provide a 

sufficient basis to match performances of human subjects in discriminating these 20 emotions? Then, to 

test which feature space best explains the neural representation of these stimuli, we compute the 

similarity of conditions within each proposed feature space and compare the RDMs of candidate models 

to neural RDMs derived from patterns of activity across voxels in a particular region. Thus, we can test 

whether regions implicated in emotion discrimination are better characterized by a model containing only 

dimensions such as valence and arousal (the circumplex space) or 6 basic emotions, or by a 

representational space defined in terms of abstract event variables. 

 

RESULTS 

Classification: 

 In the scanner, subjects read 200 stimuli describing situations that would cause a particular 

emotion (see Experimental Procedures; example stimuli provided in Table 1). Subjects were instructed to 

consider how the target would feel in the situation, and rate the intensity of the experience for the target. 

To confirm that these stimuli elicit reliable fine-grained emotional attributions, a group of subjects on 

Amazon Mechanical Turk (MTurk: https://www.mturk.com) were asked to choose which of 20 emotion 

labels best described the emotion of the character in each stimulus. These subjects performed well above 

chance (relative to the emotion the stimulus was intended to elicit), classifying the stimuli with 65%2 

accuracy (chance=5%; see Figure S2A for behavioral confusion matrix). That is, subjects attribute 

consistent emotions from these stimuli, providing a benchmark with which to compare different models 

and brain regions.  

 To identify regions in which neural patterns contain information about emotions, we first replicate 

the finding that MPFC contains modality-independent emotion representations by testing whether neural 

patterns in MFPC can distinguish the valence of these verbal stimuli. We localized MPFC and other 

regions selective for ToM using individual subject localizers (see supplemental results). We selected a 

                                                        
2 Note that because the set of emotions included subtle discriminations (apprehensive vs. terrified), and 
stimulus events could evoke a combination of different emotions, either simultaneously, or over the 
course of the vignette, we should not expect to obtain 100% agreement across subjects. 



subset of emotion conditions that most closely align with the positive and negative conditions used in 

previous work (Skerry and Saxe, 2014), and tested whether neural patterns in MPFC would support 

above-chance classification of these conditions. Replicating prior work, classification of valence was 

reliably above chance in both DMPFC (M(SEM)=0.610(0.028), t(19)=3.889, p<0.001) and MMPFC 

(M(SEM)=0.603(0.019), t(19)=5.530, p<0.001).  

 We then investigate whether these or other regions contain information about the full set of 20 

emotions. We conducted a whole brain-searchlight to find regions in which the local neighborhood could 

classify the 20 emotions above chance. The set of regions that could reliably decode the 20 emotions 

was largely restricted to regions of the ToM network (particularly DMPFC, RTPJ, LTPJ; see Figure 1B 

and Supplemental Data Table S2). The searchlight analysis exhibits striking overlap with the set of 

regions recruited for theory of mind (Figure 1B shows overlap between the searchlight (FWE p<.05, k>25) 

and the random effects analysis of the localizer task, shown at p<.001 uncorrected), and justifies our 

continued focus on these a priori ROIs. 

 Consistent with the searchlight results, we were able to classify emotions above chance (1/20 

emotions, 5%) based on neural patterns in all individually localized ToM regions: DMPFC: 

M(SEM)=0.093(0.005), t(19)=9.018, p<0.001; MMPFC: 0.094(0.006), t(19)=7.043, p<0.001; VMPFC: 

0.080(0.006), t(17)=5.156, p<0.001; RTPJ: 0.092(0.005), t(21)=8.205, p<0.001; LTPJ: 0.075(0.005), 

t(21)=4.744, p<0.001;PC: 0.079(0.006), t(21)=4.749, p<0.001;RSTS: 0.082(0.006), t(20)=5.380, p<0.001 

(Figure 1A).  

 Moreover, in the judgments provided by subjects on MTurk there are reliable differences across the 

emotion categories in the extent to which subjects make consistent judgments (e.g. that subjects are very 

reliable  in  their  attribution  of  “terrified”  but  less  consistent  in  labeling  an  event  as  “joyful”;;  one-way 

ANOVA: F(19,180)=4.99, p<0.0001. see Figure 2A). These differences serve as another signature with 

which to compare neural representations. Thus, we also computed separate accuracies for each emotion 

category in each ROI, and correlated these with the behavioral emotion accuracies. In all ROIs, the 

accuracy of neural classifications for different emotions was significantly correlated with the accuracy 

levels observed in the emotion judgments of the behavioral raters on MTurk (Figure 2a): DMPFC: 

r(18)=0.70, p=0.001; MMPFC: r(18)=0.53, p=0.017; VMPFC: r(18)=0.47, p=0.036; RTPJ: r(18)=0.55, 

p=0.012; LTPJ: r(18)=0.71, p<0.001; PC: r(18)=0.46, p=0.042; RSTS: r(18)=0.65, p=0.002 (see Fig 2b for 



scatterplot in DMPFC). Thus, the reliable across-emotion accuracy differences observed behaviorally are 

paralleled in the emotion-specific accuracies of these neural populations (see Fig S2B for neural 

confusion matrices). 

RSA: 

 Representational similarity analyses were then used to test specific hypotheses about the structure 

of the representations in these regions. We generated three competing feature spaces using independent 

behavioral ratings (Figure 3A) and tested which feature space could best capture the neural 

representation of the 20 emotions. We first analyzed the behavioral data alone, assessing the extent to 

which emotion categories could be reliably classified based on feature vectors in each of these candidate 

spaces. Do any of these feature spaces provide a stimulus representation sufficient to match the 

performance of human subjects in discriminating these 20 emotions (65%)? We found that although all 

three feature spaces were well above chance level of 5%, the appraisal feature space outperformed the 

other lower-dimensional spaces (57%, compared to behavioral benchmark of 65%; see Figure 3B). Using 

a paired samples t-test across individual items, we found that the abstract appraisal space performed 

reliably better than the circumplex space (t(199)=8.288, p<0.001) and the basic emotion space 

(t(199)=2.176, p=0.031).  

 These feature spaces were then compared to neural RDMs in each region to identify the space that 

best accounts for the similarity of the conditions in their neural patterns. In addition to the 3 spaces 

described above, we tested a model in which condition similarity is defined in terms of similarity of word-

frequency vectors (see Experimental Procedures), following the approach of previous attempts to 

characterize neural semantic representations in terms of word frequencies or word co-occurrences [81–

83]. Does the 38 dimensional appraisal space, which represents emotions in terms of a set of abstract 

intermediate variables, outperform a raw word-level representation of the stimuli? We also tested three 

control spaces capturing possible lower-level dimensions of the stimuli—reading ease, syntactic 

complexity, and rated intensity (confounded with motor response).  

 For each region, we correlated the RDMs for the competing feature spaces to neural RDMs from 

individual ROIs (distances of the 20 emotions in their voxel-wise patterns). In the two MPFC subregions, 

the similarity of conditions in their voxel level patterns was positively correlated with their similarity in the 

space of 38 appraisal dimensions (at the group-level—DMPFC:  kendall’s  tau  =  0.28;;  MMPFC:  kendall’s  



tau= 0.21). Moreover, correlations with individual subject neural RDMs (Figure 5) revealed a reliable 

relationship between the neural and model RDMs (DMPFC: M(SEM)  kendall’s  tau=0.08(0.02),  z(19)=3.32  

p<0.001; MMPFC: 0.06(0.02), z(19)=2.95 p=0.002). In both of these regions, the correlation with the 38-

dimensional space reached the lower bound of the noise ceiling (suggesting that although the average 

correlations are low, they approach the theoretical maximum given noise in the individual neural RDMs; 

see Experimental Procedures). Moreover, in both DMPFC and in MMPFC, the neural similarity space was 

more correlated with the space of 38 appraisal features than with either of the two dimensional spaces: 

the basic emotions space (DMPFC: 0.08 vs. 0.05, z(19)=3.02, p=0.002; MMPFC: 0.06, vs. 0.03, 

z(19)=2.31, p=0.021) and the circumplex space (DMPFC: 0.08 vs. 0.06, z(19)=2.84, p=0.005; MMPFC: 

0.06 vs. 0.04, z(19)=2.80, p=0.005).  

 In both regions, the space of abstract appraisal features also outperformed a similarity space 

defined in terms of word-token frequencies (DMPFC: 0.08 vs. 0.02, z(19)=2.99, p=0.003, MMPFC: 0.06 

vs. 0.02, z(19)=2.17, p=0.030), a representation frequently used in fully automated approaches to 

emotional text classification such as sentiment analysis of reviews or other social media [84, 85]. To 

control for lower-level properties of the verbal stimuli, we also compared the neural RDMs to the similarity 

of stimuli in their reading ease, their syntactic complexity, and rated intensity (confounded with motor 

response). In both regions, the correlation with the space of 38-appraisals was higher than for reading 

ease (DMPFC: 0.08 vs. 0.02, z(19)=2.39, p=0.017, MMPFC: 0.06 vs. 0.01, z(19)=2.02, p=0.044), 

syntactic complexity (DMPFC: 0.08 vs. 0.03, z(19)=2.50, p=0.012, MMPFC: 0.06, vs. 0.02, z(19)=1.98, 

p=0.048),  and intensity (DMPFC: 0.08 vs. 0.02, z(19)=3.21, p=0.001, MMPFC: 0.06 vs. 0.03, z(19)=2.05, 

p=0.040).  

 In addition to our a priori ROIs, we conducted the same analyses in the remaining ToM regions 

(RTPJ, LTPJ, PC, RSTS, and VMPFC): these ROIs were also reliably correlated with the space of 38-

appraials (RTPJ: M(SEM)=0.07(0.02), z(21)=3.59 p<0.001 (see Figure 5); see Figure S6 for results from 

other ToM regions), and no region was reliably more correlated with the basic emotion or circumplex 

spaces. The 38-dimensional space outperformed competing spaces in all ToM regions except for VMPFC 

(where the best performing space was the word frequency representation). In VMPFC, RSTS, and RTPJ 

(but not in PC and LTPJ) the neural-model correlations passed the lower bound of the noise ceiling 

(Figure S6). However, DMPFC and MMPFC were the only regions in which the high-dimensional space 



significantly outperformed all other models.  

Region contributions: 

 We could reliably decode emotion in all of the theory of mind ROIs, and the same 38-dimensional 

feature space did the best job of capturing the neural similarity space in all regions other than VMPFC. Is 

the same information represented redundantly across these regions, or is there evidence that these 

regions contribute differently to the representation of emotions? To address this question, we first 

compare classification accuracies using single ROIs to the classification accuracy when combining 

regions across the ToM network. When classifying only valence, a model trained with voxels from all ToM 

ROIs (M(SEM)=0.581(0.016), t(21)=4.942, p<0.001) performs less well than a model trained only with 

voxels in DMPFC or MMPFC (58.1% relative to 61% in DMPFC). In contrast, when classifying the full set 

of 20 emotions, a model trained with voxels from all regions of the network outperforms any of the 

individual ROIs. Classification using the voxels from all regions of the ToM network 

(M(SEM)=0.108(0.006), t(21)=9.135, p<0.001; see Figure 5) was reliably higher than classification using 

only voxels in DMPFC (t(38)=2.684, p=0.015), MMPFC (t(38)=2.848, p=0.01), or RTPJ (t(42)=2.773, 

p=0.011), suggesting that the individual ROIs could contribute non-redundant information.  

 To further characterize representational differences across the ROIs, we explored whether the 

regions differ in the particular situation features they represent. Rather than compute separate RDMs for 

all 38 appraisal features, we identified a reduced set of 10 features that capture the most unique variance 

in behavioral ratings across items (see Figure S5; Experimental Procedures). We then computed the 

RDMs for this 10-dimensional space, and also for each of the 10 features individually, and correlated 

each with the neural RDMs in different regions. Thus in each subject, we obtained neural-feature 

correlations for each of the 10 features in each ROI. By testing for feature x ROI interactions across 

subjects, we can thus test for differences in the feature representations across ROIs. We focus in 

particular on comparing MPFC and RTPJ, as these regions have been proposed to be involved in distinct 

aspects of mental state reasoning (affective and epistemic respectively; see Koster-Hale et al., in review). 

The neural RDMs in DMPFC, MMPFC, and RTPJ were reliably correlated with the RDM of the 10-feature 

space (DMPFC: M(SEM)=0.08(0.02), z(19)=3.21 p=0.001; MMPFC: M(SEM)=0.05(0.02), z(19)=2.61 

p=0.004; RTPJ: M(SEM)=0.06(0.01), z(21)=3.55 p<0.001), and this smaller set of features appears to 

capture much of the representational structure of the initial 38-d space (Figure 6; see Figure S7 for results 



from secondary ROIs). A repeated-measures ANOVA on the neural-model correlations for each feature 

(with ROI and feature as within-subjects factors) revealed a significant ROI x feature interaction for the 

comparison of DMPFC and RTPJ (F(9,171)=2.06, p=0.036) but not between MMPFC and RTPJ 

(F(9,171)=1.036, p=0.414). The differential feature representations between DMPFC and RTPJ suggest 

that although multiple ToM regions are involved in the attribution of emotion, some of these regions may 

contribute unique information to the final representational space that governs behavior. For example, 

exploratory  analyses  reveal  that  the  correlation  with  the  “self  cause”  feature  (“Was this situation caused 

by  <character>  herself  or  by  someone/something  else?”) is reliably higher in DMPFC than in RTPJ, where 

as  the  “distant past”  feature  (“Did  this  situation  involve  events  from  <character>'s  distant  past?”) is more 

correlated with the RDM in RTPJ than in DMPFC. 

 

DISCUSSION: 

 The  ability  to  predict  and  infer  the  emotional  states  of  others  is  central  to  our  species’  unique  social  

and cooperative behaviors [86]. In the present research, we provide evidence that neural patterns in 

regions involved in mental state reasoning contain information relating to the emotional states of others. 

Moreover, we provide quantitative insight into the underlying representational structure that supports this 

inferential ability.  

The structure of emotion knowledge 

 Decades of research in the science of emotion have aimed to characterize emotions in terms some 

low-dimensional space of basic affective primitives [1, 59, 67]. Behaviorally, we find that a space of 38 

abstract event features, inspired by work in appraisal theory [80], reliably outperforms these simpler 

spaces in discriminating the 20 different emotions in our stimuli. While affective dimensions that make up 

the circumplex model [59] or basic emotions theory [1, 21] may capture the range of emotions we express 

and perceive with overt expressions, a higher-dimensional space is needed to encode the range 

attributions elicited by short verbal descriptions of events.  

 Interestingly, a model using the 38-dimensional space still falls short of human behavioral 

performance when labeling stimuli (57% versus 65% accurate), indicating that this collection of features 

does not adequately capture our intuitive emotion knowledge. There are at least two plausible reasons for 

this inadequacy. First, the 38 dimensions used in the present study were derived from prior literature on 



emotion appraisal without subsequent optimization. This list may therefore contain redundant or 

uninformative features, and some additional features are likely necessary.  

 A second, more fundamental limitation is that this approach aims to encode human emotion 

knowledge in terms of flat feature vectors (i.e. lists of appraisal checks applied to each stimulus). While 

this feature-based approach has been productive in other domains of perception and cognition [87–91] 

and proved useful in the present paradigm, it is unlikely that representations in a domain of high-level 

cognition such as theory of mind can be reduced to operations over lists of associated features [92, 93]. 

For example, emotions are caused by events that unfold over time: the emotion attributed depends 

critically on the temporal and causal order of the different elements of the event (e.g. eating a whole cake 

and then swearing to keep to your diet; versus swearing to keep your diet and then eating a whole cake).  

To capture the richly causal and compositional nature of the representations involved in emotion 

inference [12], future research will need to move beyond a feature-based approach, incorporating 

structured, generative knowledge representations from other areas of cognitive science [94, 95]. 

 Nonetheless, present research makes important advances in our understanding of emotion 

inference. While constructivist theories of emotion have long acknowledged that attribution depends on 

emotion-specific conceptual knowledge [4, 6, 8, 68, 96, 97], the content and structure of that knowledge 

has remained unclear. Here, we provide an initial sketch of specific features that might structure human 

emotion concepts, and provide a framework for evaluating competing models of this knowledge. 

Neural  representations  of  others’  emotions 

 Consistent with previous reports [36, 37], the present results suggest that neural representations in 

MPFC contain information about attributed emotions. Whereas prior studies focused on coarse 

distinctions (e.g. valence), we are able to classify a set of nuanced emotions at above chance levels, 

suggesting that emotion representations in this region are relatively fine-grained. Moreover, by expanding 

to a rich space of eliciting situations, we are able to decode attributed emotions in all regions of the ToM 

network. Using a whole brain searchlight, we find that although emotion information is present in many 

regions, this information is largely restricted to regions involved in theory of mind (particularly MPFC, 

RTPJ, and LTPJ). When combining information from voxels across all ToM regions, we were able to 

decode the emotion label of a stimulus with ~10% accuracy. 

 Although these classifications were reliably above chance (5%), they are far from reaching the 



accuracy observed in behavior (65%). This discrepancy between neural and behavioral classification 

could arise because the population code in these regions is insufficient to explain the behavior, or 

because single trial estimates of fMRI data provide a noisy, highly blurred measurement of the underlying 

neural code. However, across different emotions, there were reliable correlations in the average accuracy 

of the neural populations and of independent behavioral raters, providing support for the role of these 

regions in emotion attribution behaviors.  

 We then further probed the underlying representational structure that supports successful emotion 

discrimination. The previous literature [35–37] is consistent with the possibility that MPFC codes a limited 

space of affective dimensions such as valence and/or arousal. Moreover, even in our MPVA analyses, a 

region could support 20-way classification at above-chance levels by coding only a single dimension or 

feature that varies across emotions. Using RSA, we find that brain regions selective for theory of mind not 

only contain information about attributed emotions, they are also best captured by the high-dimensional 

space of event features.  

 In all but one of the ToM regions, the similarity of emotion conditions in their voxel response 

patterns was most correlated with the similarity of the emotions in the space of 38 appraisals. This result 

suggests that the neural code in these regions does not reduce to a simpler set of distinctions such as 

valence and arousal, and provides novel insight into the granularity of the emotion representations in 

MPFC and other ToM regions. Together, the behavioral and neural data suggest that human emotion 

attribution is organized around abstract features of the causal context in which different emotions occur, 

rather than the sorts of affective primitives that have dominated prior research.  

 A challenge for future work will be characterizing the scope and specificity of the neural 

representations in the observed regions. One possibility is that these neural populations contain 

representations specific to attributed emotion, and that these attributed states are coded within a space of 

emotion-relevant causal features. Alternatively, there could be neural populations that contain information 

about emotion-relevant features, but in the form of domain-general semantic representations. These 

event representations might serve as intermediate features in the service of diverse inferential processes 

beyond emotion attribution. Ultimately, successful emotion inference depends on a rich body of general 

world knowledge, and neural populations specific to social cognition must interface with more general-

purpose semantic processing mechanisms. Characterizing information flow within and between these 



different networks will be an important avenue for future research.  

Relation to prior research 

 In the present research, we provide a first attempt to characterize the feature space that governs 

emotion representation in the human brain. To do so, we draw heavily on methods and ideas that have 

been fruitful in recent research on visual object recognition and object semantics, where researchers 

have tested a range of high-level and low-level features that could capture neural similarity of different 

objects [46, 81, 83, 98–102]. In one study, Mitchell and colleagues [81] coded object words in terms of 

their co-occurrence with a set of 25 verbs hypothesized to pick out relevant semantic dimensions (e.g. 

“manipulate”,  “taste”), and found that this representation was sufficient to support above chance neural 

classification of untrained stimuli. Further analyses of these data show that a corpus-based co-occurrence 

space is outperformed by a space derived from behavioral ratings on a set of a priori object properties 

(e.g. is it alive?) [101, 103]. The present research is most similar to this second approach, relying on 

behavioral ratings of a set of hypothesized event features. We show that it is possible to generate 

candidate representational spaces for domains of high-level cognition such as emotion inference, and to 

use these spaces to characterize patterns of activity in theory of mind brain regions.  

 With this approach, we hope to move beyond identifying regions that contain information about 

emotion attributions, and gain insight into the intermediate stages and corresponding features used to 

construct these attributions. In the study of object representation, researchers have made headway in 

understanding differences across regions and temporal stages [99, 102, 104]; representational similarity 

analysis in particular has provided a flexible framework for comparing the structure of the representations 

in different regions along the ventral pathway [105, 106]. Interestingly, the present results provide 

preliminary evidence that theory of mind regions differ in their contributions to emotion inference. When 

classifying the 20 emotions, we find a reliable advantage to using voxels from the whole network, 

compared to any region in isolation. Moreover, we observed region-by-feature interactions in the RSA 

analyses, suggesting that the regions differ in the specific appraisal features that dominate their 

response. Further work is needed to characterize the precise computational roles of these regions and 

how they interact with other networks to form a processing stream. 

 As has been the case in research on object representation, we assume that future studies of 

emotion attribution will yield feature spaces that outperform the 38-dimensional space explored here. 



Future work might aim to not only better fit the neural data, but also to build computational models 

capable of extracting the relevant intermediate features directly. Many early approaches to modeling 

neural object representations involved hand-picked feature spaces (e.g. 25 chosen verbs) [81, 107] and 

often manual coding of stimuli within those spaces [99, 101, 108, 109]. However, recent research has 

yielded computational models that can be applied to raw stimuli (i.e. images) and achieve high 

quantitative fit to neural patterns [110]; even relevant feature spaces themselves can be discovered in a 

bottom-up manner [82, 111, 112]. In our study, candidate features were selected based on prior domain 

knowledge, and the stimuli required manual annotation into these feature spaces (MTurk ratings). Future 

research in this area should ideally identify new sets of optimized features (either event features or some 

other candidate basis), and new ways to infer these features from text alone, removing the need for a 

human subject or experimenter in the loop. 

 Despite these important open questions, the present data provide novel insight into the 

representations underlying human emotion inference and the neural populations that support them. 

Together, the results suggest that  our  knowledge  of  others’  emotions  is  abstract  and  high-dimensional, 

that brain regions associated with emotion perception and inference contain information about relatively 

fine-grained emotional distinctions, and that the neural representations in these regions not reducible to 

more primitive affective dimensions such as valence and arousal. 

 

EXPERIMENTAL PROCEDURES: 

Further details on experimental procedures (e.g. ROI selection and univariate analyses) are provided in 

the Supplemental Experimental Procedures. 

 

Stimuli: All experiments used a set of 200 verbal stimuli (2-3 sentences; M(SEM)= 50.68(0.28) words; 

see Table 1) describing a character experiencing one of 20 different emotions. In each item, the emotion 

was conveyed via a description of an emotion-eliciting event, without any labeling or description of the 

character’s  reaction.  

 

Behavioral attributions: To verify that subjects make reliable attributions of the emotions conveyed in 

the 200 stimuli, subjects on Amazon Mechanical Turk (MTurk, N=139) were asked to choose which of the 



20  emotions  best  described  the  character’s  emotional  state (see Supplemental Experimental 

Procedures). Predicted emotions for each stimulus were used to compute an overall accuracy level 

(relative to the intended emotion for each stimulus; see Figure 3A), as well as a confusion matrix (the 

proportion of time each intended emotion was labeled as each of the emotion categories: see Figure 

S4A). 

  

Behavioral feature ratings: A separate set of MTurk subjects (N=250) provided ratings (1-10 scale) for 

each of the stimuli on each of the features of the three competing feature spaces. A given subject rated 

stimuli on either features from the 38-dimensional appraisal space (e.g. “Did someone cause this situation 

intentionally or did it occur by accident?” 1= caused accidentally, 5=neutral/not applicable, 10=caused 

intentionally; see Supplemental Table), or dimensions corresponding to the basic emotion space (e.g. 

“Was <character> happy in this situation?” 1= not at all happy, 5=somewhat/not applicable, 10=very 

happy) and the circumplex space (e.g. “Did <character> find this situation to be positive or negative?” 

1=clearly negative, 5=neutral/not applicable, 10=clearly positive). 

 

Feature-based classification of behavioral data: To test whether any of the 3 candidate spaces (basic 

emotion, circumplex, and 38 appraisals) capture the full range of attributed emotions, we created an item-

by-feature matrix for each possible space, and tested whether a model trained on these features could 

classify the 20 distinct emotions. Specifically, we trained a linear SVM (SVC, one vs. one implementation) 

on emotion-labeled feature vectors for a subset of items, and tested whether the classifier could generate 

the appropriate label for a different set of items. Thus, we test whether each feature space provides a 

basis for emotion discrimination that generalizes across the different exemplars3. We conducted this 

procedure iteratively (n=1000), splitting items into 100 training and test exemplars (5 items for each 

emotion condition), and computed the average cross-item classification accuracy for each feature space, 

                                                        
3 Note, because the set of 20 emotions includes some basic emotions (disgust, surprised), the 
comparison of the 38-appraisal spaces to the space of basic emotions is rather conservative. That is, the 
basic emotion space actually contains as features some of the labels we are trying to predict (i.e. to 
predict  emotion  categories  like  “disgusted”,  “surprised”,  and  “terrified”,  the  basic  emotion  space  uses  
ratings  of  the  extent  to  which  the  event  elicits  “disgusted”,  “surprised”,  “afraid”  emotions).  If  the  38-
dimensional space outperforms the basic emotion space despite being at such a disadvantage, this would 
provide particularly compelling evidence for the role of causal context in structuring our representations of 
others’  emotions. 



to compare to the behavioral benchmark (65%). We also computed the accuracy separately for each 

item, and tested for reliable differences between the three feature spaces using a t-test across items. 

 

FMRI participants: 22 right-handed adults ages 18-40 (Mage= 25.39, STDage=5.43; 13 female) 

participated in the study. All participants had normal/corrected-to-normal vision and no history of 

neurological disorders.  Participants gave written, informed consent in accordance with the requirements 

of the MIT institutional review board. We collected behavioral measures of social-cognitive ability from 

each participant (see Supplementary Experimental Procedures) 

 

FMRI tasks 

Theory of mind localizer: Subjects were presented with short textual scenarios that required inferences 

about mental states (Belief condition) or physical representations such as a map or photo (Photo 

condition; [41, 113] (stimuli available at http://saxelab.mit.edu/superloc.php). Scenarios were presented 

for 10s, followed by a true or false question (4s) about either the representation (Belief or Photo) or the 

reality of the situation. Each run (4.53min) consisted of 10 trials separated by 12s inter-stimulus intervals, 

and 12s blocks of fixation were included at the beginning and end of each run. 1-2 runs were presented to 

each participant, with the order of stimulus type (Belief or Photo) and correct answer (True or False) 

counterbalanced within and across runs. 

Emotion Attribution task: In the Emotion Attribution task, subjects viewed the 200 emotion stimuli, as 

well as a set of 10 stories describing physical pain [42]. The experiment consisted of 10 runs 

(7.37min/run), each containing 1 exemplar for each of the 21 conditions (20 emotions plus 1 pain 

stimulus). Each story was presented at fixation for 13s, followed by a 2s window during which subjects 

made a behavioral response. Subjects were instructed to press a button to indicate the intensity of the 

character’s  experience (1  to  4,  neutral  to  extreme),  which  focused  subjects’  attention  on  the  character’s  

emotional state, but ensured that behavioral responses (intensity) were orthogonal to discriminations of 

interest. The stories were presented in a jittered, event-related design, with a central fixation cross 

presented between trials at a variable inter-stimulus interval of 3-5-7 seconds. The order of conditions 

was counterbalanced across runs and participants, and the order of individual stories for each condition 

was randomized. 



 

FMRI acquisition 

Data were acquired on a 3T Siemens Tim Trio scanner in the Athinoula A. Martinos Imaging Center at the 

McGovern Institute for Brain Research at MIT, using a Siemens 32-channel phased array head coil. We 

collected a high-resolution (1mm isotropic) T-1 weighted MPRAGE anatomical scan, followed by 

functional images acquired with a gradient-echo EPI sequence sensitive to blood-oxygen-dependent 

(BOLD) contrast (repetition time [TR] = 2s, echo time [TE] = 30ms, flip angle = 90°, voxel size 3x3x3mm, 

matrix 64x64, 32 axial slices).  

 

FMRI analyses 

Preprocessing: MRI  data  were  preprocessed  using  SPM8  (www.fil.ion.ucl.ac.uk/spm/software/spm8/),  

freesurfer (for skull-stripping; http://surfer.nmr.mgh.harvard.edu/), and in-house code. SPM was used to 

motion correct each subject's data via rigid rotation and translation about the 6 orthogonal axes of motion, 

to register the functional data to the subject's high-resolution anatomical image, to normalize the data 

onto a common brain space (MNI), and to smooth images with a  Gaussian  filter  (FWHM=5mm). 

MVPA Classification Analyses: We first aimed to replicate previous valence decoding in MPFC (Skerry 

and Saxe, 2014) by choosing subset of conditions that most closely match the happy versus sad 

emotions used in that study ('”Excited”, “Joyful”, “Proud” vs. “Devastated”, “Disappointed”, “Annoyed”) and 

testing whether voxel patterns in MFPC could reliably classify the valence of these stimuli. We then tested 

whether voxel patterns in MFPC or other ToM regions could reliably classify the set of 20 emotions. Code 

for multi-voxel pattern classification was developed in Python using the publicly available PyMVPA 

toolbox (http://www.pymvpa.org/).  

 We conducted MVPA within ROIs that were functionally defined based on individual subject 

localizer scans. High-pass filtering (128 Hz) was conducted on each run, with linear detrending across the 

whole time-course. A timepoint was excluded if it was a global intensity outlier (> 3 SD above the mean 

intensity) or contained a large movement (> 2mm scan-to-scan). The data were temporally compressed to 

generate a voxel-wise average for each individual trial, and these single trial summaries were used for 

training and testing. The individual trial patterns were calculated by averaging the preprocessed bold 

images for the 12TR duration of the trial, offset by 5 TRs to account for the HRF and lag in relevant 



context (offset and duration selected based on subset of time-course in which the response magnitude 

differed between pain and emotion stimuli). Rest timepoints were removed and the trial summaries were 

concatenated. The pattern for each trial was then z-scored relative to the mean across all trial responses 

in that voxel. 

 The data were classified using a support vector machine; this classifier uses condition-labeled 

training data to learn a weight for each voxel, and subsequent stimuli (validation data not used for model 

training) can then be assigned to one of two classes based on a weighted linear combination of the 

responses in each voxel. For the 20-way discrimination, multi-class classification was conducted with a 

one-vs-one method [114], yielding a single condition prediction for each trial. We used a fixed 

regularization parameter (C=1) and restricted ourselves to linearly decodable signal under the assumption 

that a linear kernel implements a plausible readout mechanism for downstream neurons [115–117].  

 The data were partitioned into 10 run-based folds and the classifier was trained iteratively on all 

runs but one, and tested on the remaining run. Classification accuracy was averaged across folds to yield 

a single score for each subject in the ROI. A one-sample t-test was then performed over these individual 

accuracies, comparing to chance classification (.5 for positive versus negative, and .05 for the 20-way 

emotion classification; all t-tests on classification accuracies were one-tailed). We also performed this 

analysis using the full ToM network, where  each  subject’s  ROI  was the union of his/her individually 

localized ROIs. 

Whole brain searchlight classification: The searchlight procedure was identical to the ROI-based 

procedure except that the classifier was applied to voxels within local spheres rather than individually 

localized ROIs. For each voxel in a gray matter mask, we defined a sphere containing all voxels within a 

3-voxel radius (123 voxels) of the center voxel. Classification was then performed on each cross-

validation fold, and the average classification accuracy for each sphere was assigned to its central voxel, 

yielding a single accuracy image for each subject for a given discrimination. A one-sample t-test over 

subjects’  accuracy  maps  (comparing accuracy in each voxel to chance—0.05 ) yielded a group t-map, 

which was assessed at a p<.05 (K>25), FWE corrected (based on SPM’s  implementation  of  Gaussian  

Random Fields). 

Representational Similarity Analyses: To create representational dissimilarity matrices (RDMs) for the 

competing feature spaces, we first averaged the feature vectors for each emotion condition (across 



stimuli), yielding the emotion-by-feature matrices shown in Figure 3. For each matrix, we then computed 

the Euclidean distance of feature vectors for each pair of emotions.  We conducted this analysis 

iteratively (n=1000) across split halves of the data (5 items per condition in each half), such that the self-

distances along the diagonal are meaningful.  

 In addition to the three candidate feature spaces described above (circumplex model, basic 

emotions, and abstract appraisals), we generated an additional space defined in terms of the similarity in 

word occurrences across stimuli. Features vectors were created based on frequencies of individual words 

from the stimuli, excluding English stop words and stripping common morphological endings. We used a 

term frequency-inverse document frequency (tf-idf) vectorizer such that the exemplar value for each word 

increases with the frequency of the word in the exemplar, but decreases with the frequency of the word in 

the full stimulus set. This type of flat, unordered word-level representation is popular in existing machine 

learning approaches to sentiment analysis/emotion classification [84, 85]. Finally, we computed several 

additional control spaces to confirm that neural RDMs could not be explained in terms of lower-level 

properties of the stimuli: reading ease, syntactic complexity, and behavioral ratings of intensity (see 

Supplemental Procedures). 

 Neural RDMs were computed separately for each region in each subject. These were computed 

with a procedure analogous to that described for feature space RDMs, except that the features were 

voxel-wise neural responses rather than the behavioral feature ratings. We averaged voxel response 

vectors for each condition separately split halves of the data, yielding two condition-by-voxel matrices (for 

even and odd runs). We then computed similarity of the conditions in terms of Euclidean distance of the 

voxel patterns across runs, yielding a RDM for each region (again this is done across even and odd 

subsets so that the diagonal is interpretable). Each neural RDM was normalized by subtracting its 

minimum value and dividing by the range, yielding a matrix with distances ranging from 0 to 1. This 

procedure was conducted separately for each individual subject, and individual subject neural RDMs for 

each region were averaged to generate a group RDM for the region. 

 To compare neural and model similarity spaces, we then computed the rank correlation (kendall’s 

tau-a) between the neural and model RDMS for each region. The group neural RDM will be least noisy, 

and therefore provide the best estimate of the relationship between the true neural RDM and each of the 

model spaces. However, to assess the reliability of the neural-model relationships, we compute the 



neural-model correlations separately for each subject, and perform a Wilcoxon test comparing the 

individual subject correlations to chance (average  kendall’s  tau  =  0). We also compare the fit of different 

models by conducting a one-tailed Wilcoxon signed-rank test on the correlations for different pairs of 

models. 

 We compare these neural-model correlations to a behavioral benchmark (dotted line in Figures 5 

and 6) was defined as the correlation of the neural RDM with an RDM computed from the confusion 

matrix of independent behavioral raters. From the behavioral classification study, we have scores 

representing the frequency with which a given emotion is misclassified as another emotion. We then 

computed Euclidean distances of the conditions with this matrix to yield a RDM capturing the similarity 

space of the emotion conditions (though because behavioral performance was relatively high, the 

confusion matrix is sparse and may underestimate the similarity structure of the emotions). We then test 

whether any of our intermediate feature spaces (38-dimensions, basic emotions, circumplex model, etc.) 

meet or surpass this benchmark correlation. Given that our analyses depends on neural-model 

correlations computed in individual subjects, we wished to assess the extent to which our correlations are 

limited by noise in the individual subject neural RDMs. We estimated a noise ceiling for this analyses 

approach, on the assumption that individual neural RDMs can be no more correlated with a model than 

they are with the true neural RDM [118]. We computed the correlation of each individual RDM to the 

mean RDM of the full group, which potentially overestimates the reliability of the individual RDMs since 

the  individual  subject’s  data  is  included  in  the  group.  We  then  used  a  leave-one-out procedure to 

correlate the individual RDMs to the mean of the group RDM excluding that subject; this potentially 

underestimates the reliability of the individual neural RDMs with the true neural representation, since the 

group mean is an average of a small sample of subjects. These two values serve as upper and lower 

bounds on the neural-model correlations we can expect to observe with this analysis approach. 

Region analysis—comparisons of individual features: Using a set of 10 features that explain the most 

unique variance across stimuli (see Supplemental Procedures and Data), we created a reduced 10-

dimensional space and subject it to the same behavioral and neural analyses described above. 

Specifically, we compute RDMs for the 10-feature space, and for each feature in isolation, and correlate 

these with the neural RDMs in each region. To assess whether regions differ in the individual features 

they represent, we conducted repeated measures ANOVA on the  correlations  (kendall’s  tau) between 



neural and the feature RDMs, with ROI and feature as within-subject factors. 
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Figure and Table Legends 
 
Table 1. Example stimuli. 
 
Figure 1. MVPA classification results: A. Above chance 20-way classification of emotions in all ToM 
regions. B. Whole-brain random-effects analysis of ToM localizer (FB>FP, green); searchlight map for 20-
way emotion classification (red); overlap (yellow). 
 
Figure 2. Classification accuracy broken down by emotion: A. Average classification accuracy for each 
emotion condition (+/- SEM across exemplars) in behavioral judgments. B. Correlation between 
behavioral classification accuracies (from A) and neural classification accuracies for each emotion class 
(based on errors of an SVM trained and tested on DMPFC voxel patterns). 
 
Figure 3. Competing behavioral feature spaces: Matrix of emotions x average dimension scores for A) the 
38-dimensional appraisal space, B) the 6 basic emotion space, and C) the circumplex space. D. 
Classification of 20 emotions (across stimulus exemplars) using information from each of the 3 competing 
spaces (+/- SEM across exemplars). Orange dotted line reflects chance (.05); blue dotted line reflects 
behavioral performance (.65). 
 
Figure 4. RSA Methods: Representational dissimilarity matrices (RDMs) encode the pairwise Euclidean 
distances between different emotions within each feature space. For each region, a neural RDM captures 
the pairwise Euclidean distances between different emotions in the patterns of activity elicited across 
voxels (DMPFC shown here). Feature spaces are fit to the neural data by computing correlations 
between feature space RDMs and neural RDMs for each region in each subject. 
 
Figure 5. RSA Results:  Mean  correlation  (kendall’s  tau)  between  model  RDMs  and  individual  subject  
neural RDMs (+/- SEM across subjects). Dotted line shows the correlation of a similarity space defined by 
the raw behavioral confusion matrix. 
 
Figure 6. RSA Feature Results: For each region in each subject, the neural RDM was correlated with the 
full 38-dimensional space, the reduced space of 10 features, and with RDMs encoding each of the 
features individually. Plot shows the mean correlation between neural and model spaces (+/- SEM across 
subjects). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Figures and Tables 
 
 
Table 1.  
 
Stimulus Type Example Stimulus 
Emotion After an 18-hour flight, Caitlin arrived at her vacation destination to learn that her 

baggage (including necessary camping gear for her trip) hadn't made the flight. After 
waiting at the airport for 2 nights, Caitlin was informed that the airline had lost her 
luggage altogether and wouldn't provide any compensation. 

 For months, Naomi had been struggling to keep up with her various projects at work. 
One week, the company announced that they would be making massive payroll cuts. 
The next day, Naomi 's boss asked her to come into his office and close the door 
behind her. 

 Linda was having financial difficulties after graduating from college. She worked over-
time and lived very meagerly, but still had trouble making her loan payments. One day, 
she received a letter from her grandfather saying that he wanted to help. A check for 
$8,000 was enclosed. 

 Dana always wanted a puppy, but her parents said it was too much of a hassle. One 
summer  afternoon,  Dana’s  parents  returned  from  a  supposed  trip  to  the  grocery  store, 
and Dana heard barking from inside her garage. She opened the door to see her 
parents holding a golden retriever puppy. 

Physical Pain One afternoon, Caitlin was running through her house while playing tag with her friend. 
After going through a doorway, Caitlin slammed the door behind her, but her fingers 
were caught in the door. When they opened the door, two of her fingers were broken. 
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SUPPLEMENTAL INFORMATION 
 
Supplemental Data 
 
Table S1. Results from whole brain searchlight for 20-way emotion classification (p<.05, FWE 
corrected, k>25) 
# voxels Peak T X Y Z Region 
1204 11.91 12 60 18 DMPFC/MMPFC 
527 12.27 50 -58 18 RTPJ 
233 12.99 -46 -66 20 LTPJ 
147 11.40 -46 -56 46 LIPL 
107 9.83 54 2 -22 RSTS 
53 10.55 -58 -18 -16 LSTS/LMTG 
41 9.06 0 -34 32 PC 
36 10.51 -40 24 32 LMFG 
36 9.33 -48 36 12 LIFG 
32 9.27 54 -24 -6 RSTS 
32 8.83 36 48 0 RIFG/MFG 
28 10.39 -2 -18 40 PC 
26 9.40 -50 -36 42 LIPL 
26 8.56 16 52 28 DMPFC 

 
Supplemental Figure Legends 
 
Figure S1. Univariate Analyses of ToM ROIs: We localized theory of mind regions in the majority 
of subjects using the localizer contrast FB>FP (DMPFC: 20 subjects, MMPFC: 21 subjects, 
VMPFC: 22 subjects, RTPJ: 22 subjects, LTPJ: 22 subjects, PC: 22 subjects, RSTS: 22 subjects). 
Previous results suggest that these regions are selectively involved in processing the mental 
states of other people relative to physical or bodily states (Bruneau et al, 2012; 2013). We 
confirmed the selectivity of localized ROIs by comparing the response to the emotion stimuli and 
physical pain stimuli. Plots of percent signal change in each of the ToM ROIs show the BOLD 
response to the 20 emotion stimuli (negative situations in yellow/green, positive situations in 
blue/pink) relative to the response to non-mental stimuli describing physical pain (dark red). 
Consistent with prior work, we found robustly higher response to the emotional items relative to 
physical pain items (average Emotion beta > Pain beta) in all regions: DMPFC: t(19)=6.224, 
p<.001; MMPFC: t(20)=6.115, p<.001; VMPFC: t(21)=6.065, p<.001; RTPJ: t(21)=4.571, p<0.001; 
LTPJ: emo>pain: t(21)=8.085, p<0.001;PC: t(21)=7.620, p<0.001; RSTS: t(21)=5.182, p<0.001) 
 
Figure S2. A. Confusion matrix from behavioral stimulus categorizations performed by 
independent subjects on MTurk. B. Confusion matrices from neural classification analysis (linear 
SVM trained and tested on 20 emotion categories across runs). 
 
Figure S3. The behavioral classification results show that different emotions have distinct profiles 
across the 38 appraisal dimensions. Plot shows examples of the feature averages (+/- SEM 
across items) for several different emotions. 
 
Figure S4. Correlation matrix for 38-dimensional feature space. Pairwise correlations between 
individual appraisal features show high collinearities amongst certain features.  
 
Figure S5. Reduced appraisal space: A. Stimulus-by-appraisal matrix reconstructed using the 10 
selected features, capturing 75% of the variance of the original matrix of stimuli-by-38-dimensions. 
B. Classification of 20 emotions (generalizing across stimulus exemplars) using information from 
the full 38-dimensional space (dark blue), the space of 10 selected features (light blue), and each 
of those 10 features individually (green). A model trained to distinguish the 20 emotion labels using 
only the 10 features could classify the emotions of novel stimuli at 45% accuracy (compared to 
57% observed with the full appraisal space), and the emotional discriminations were not captured 
by any of the individual features in isolation (all accuracies <20%). 
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Figure S6. Representational Similarity Analysis Results (secondary ROIs): Mean correlation 
(kendall’s tau) between model RDMs and individual subject neural RDMs (+/- SEM across 
subjects). Dotted line shows the correlation of a similarity space defined by the raw behavioral 
confusion matrix. ROIs were all significantly correlated with the space of 38-appraials: LTPJ: 
M(SEM)=0.06(0.02), z(21)=2.97 p<0.001, PC: M(SEM)=0.05(0.01), z(21)=3.07 p<0.001, RSTS: 
M(SEM)=0.06(0.02), z(20)=2.97 p<0.001, VMPFC: M(SEM)=0.03(0.01), z(17)=1.81 p=0.035. 
 
Figure S7. Representational Similarity Analysis Feature Results (secondary ROIs): Mean 
correlation between neural RDMs (from LTPJ, RSTS, VMPFC, and PC) and the RDM encoding 
the 38-dimensional space, an RDM encoding the reduced space of 10 features, and separate 
RDMs encoding each of the features individually (+/- SEM across subjects).   
 
Figure S8. Representational Similarity Time-course Analysis: To explored the temporal profile of 
representation in each region, RSA analyses were conducted separately for overlapping 4s 
windows with onsets ranging from 0 to 11 TRs post stimulus presentation. This analysis reveals 
relatively comparable time-courses across ROIs; for example, the regions with the strongest 
correlations (DMPFC, MMPFC, and RTPJ) all exhibited a peak in similarity in the window 6-7 TRs 
post stimulus onset. 
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Figure S3. 

 

3. NDE confusion matrix and group neural confusion matrix??  
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Fig 6. Reduced appraisal space

Fig 6. Reduced appraisal space: A. Stimulus x appraisal matrix reconstructed using the 10 selected features, capturing 75% 
of the variance of the full 38-dimensional space. B. Classification of 20 emotions (generalizing across stimulus exemplars) 

using information from the full 38-dimensional space, the space of 10 selected features, and each of those 10 features 
individually.
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Figure S6. 
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Figure S7. 

 
 
Figure S8. 

 
 
 
 
 
 

S8. 1. Other ToM rois ind feaure rsa figs 

Fig 5. Representational Similarity Analysis Results: 

ke
nd

al
l’s

 ta
u 

38
 d

im
en

sio
ns

 
be

st
 1

0 
fe

at
ur

es
 

oc
cu

rre
d 

ot
he

r p
eo

pl
e 

re
la

tio
ns

hi
p 

in
flu

en
ce

 
ca

us
ed

 b
y 

se
lf 

life
 re

le
va

nc
e 

di
st

an
t p

as
t 

pl
ea

sa
nt

ne
ss

 
ca

us
ed

 b
y 

ag
en

t 
re

pe
tit

io
n 

bo
di

ly 
di

se
as

e 

38
 d

im
en

sio
ns

 
be

st
 1

0 
fe

at
ur

es
 

oc
cu

rre
d 

ot
he

r p
eo

pl
e 

re
la

tio
ns

hi
p 

in
flu

en
ce

 
ca

us
ed

 b
y 

se
lf 

life
 re

le
va

nc
e 

di
st

an
t p

as
t 

pl
ea

sa
nt

ne
ss

 
ca

us
ed

 b
y 

ag
en

t 
re

pe
tit

io
n 

bo
di

ly 
di

se
as

e 

     DMPFC       
ke

nd
al

l’s
 ta

u 
     LTPJ       

38
 d

im
en

sio
ns

 
be

st
 1

0 
fe

at
ur

es
 

oc
cu

rre
d 

ot
he

r p
eo

pl
e 

re
la

tio
ns

hi
p 

in
flu

en
ce

 
ca

us
ed

 b
y 

se
lf 

life
 re

le
va

nc
e 

di
st

an
t p

as
t 

pl
ea

sa
nt

ne
ss

 
ca

us
ed

 b
y 

ag
en

t 
re

pe
tit

io
n 

bo
di

ly 
di

se
as

e 

PC      VMPFC       

     MMPFC            RSTS       

38
 d

im
en

sio
ns

 
be

st
 1

0 
fe

at
ur

es
 

oc
cu

rre
d 

ot
he

r p
eo

pl
e 

re
la

tio
ns

hi
p 

in
flu

en
ce

 
ca

us
ed

 b
y 

se
lf 

life
 re

le
va

nc
e 

di
st

an
t p

as
t 

pl
ea

sa
nt

ne
ss

 
ca

us
ed

 b
y 

ag
en

t 
re

pe
tit

io
n 

bo
di

ly 
di

se
as

e 

38
 d

im
en

sio
ns

 
be

st
 1

0 
fe

at
ur

es
 

oc
cu

rre
d 

ot
he

r p
eo

pl
e 

re
la

tio
ns

hi
p 

in
flu

en
ce

 
ca

us
ed

 b
y 

se
lf 

life
 re

le
va

nc
e 

di
st

an
t p

as
t 

pl
ea

sa
nt

ne
ss

 
ca

us
ed

 b
y 

ag
en

t 
re

pe
tit

io
n 

bo
di

ly 
di

se
as

e 

     VMPFC       

     LTPJ       

     PC       

     RSTS       

0.12 

0.10 

0.08 

0.06 

0.04 

0.02 

0.00 

-0.02 

-0.04

0.12 

0.10 

0.08 

0.06 

0.04 

0.02 

0.00 

-0.02 

-0.04

0               2               4               6               8             10                                                

          TRs from onset to start of window
0               2               4               6               8             10                                                0               2               4               6               8             10                                                0               2               4               6               8             10                                                

     
RTPJ       ToM Network     

     

DMPFC      

     LTPJ            RSTS            VMPFC       PC 

38 dimensions 
basic emotions 
valence & arousal 
word-features 
intensity (behavior) 
syntactic complexity 
reading ease 

ke
nd

al
l’s

 ta
u 

ke
nd

al
l’s

 ta
u 

S7 RSA timecourses

          TRs from onset to start of window          TRs from onset to start of window          TRs from onset to start of window

     

MMPFC           RTPJ           ToM Network      

     LTPJ           RSTS      VMPFC           PC      



Supplemental Experimental Procedures 
 
 
38 features used to construct the abstract appraisal space (RSA analysis) 
Feature Name Feature Question 
expectedness Did <character> expect this situation to occur? 
pleasantness Did the situation involve a hedonically positive or pleasant experience 

for <character>? 
goal consistency Was the situation consistent or inconsistent with <character>'s goals, 

needs, or desires? 
fairness Was this situation fair or unfair for <character>? 
caused by agent Was this situation caused by a person or some other external force 

(e.g. randomness)? 
intentional action Did someone cause this situation intentionally or did it occur by 

accident? 
caused by self Was this situation caused by <character> herself or by 

someone/something else? 
involved close others Did this situation involve people that <character> felt close to? 
control Were the events in this situation primarily within <character>'s control? 
altering Did <character> think she had the power to alter the situation in the 

future? 
morality Did this situation involve people behaving in a way that would be 

considered proper or moral? 
self esteem Did this situation affect <character>'s self-esteem or opinion of herself? 
suddenness Did this situation occur suddenly/out of the blue? 
familiarity Was this situation a familiar event/situation for <character>? 
future Did <character>'s emotion involve an event that would or might occur in 

the future? 
distant past Did this situation involve events from <character>'s distant past? 
already occurred Was <character>'s emotion based on an something that had already 

occurred? 
certainty Did <character> feel certain about the situation/outcome? 
repetition Did <character> think the situation was likely to occur again? 
coping Did <character> think she could cope with/handle the situation? 
mental states Was <character>'s emotion related to the mental states (e.g. beliefs, 

attitudes) of other people? 
others knowledge Did people other than <character> know about the situation that 

occurred? 
bodily disease Did the situation involve events relating to the physical body? 
other people Was <character> interacting with people in this situation? 
self relevance Was there a lot at stake for <character> in this situation? Did the events 

have high-relevance for <character>'s life? 
freedom Was <character> free to act or behave however she wanted in this 

situation? 
pressure Was <character> under a lot of pressure in this situation? 
consequences Was <character>'s situation an isolated incident, or did it have long-

term consequences? 
danger Was <character> in physical danger in this situation? 
self involvement Did the situation describe an outcome directly involving <character> 

herself or primarily involving other people? 
remembering Was the situation something that <character> is likely to remember in 

the future? 
self consistency Did the situation involve events consistent with <character>'s 

personality or self-concept? 
relationship Did this situation affect <character>'s relationships with other people? 



influence 
agent vs. situation Was this event primarily a reflection of <character> (e.g. her 

personality, her abilities) or a reflection of the surrounding situation? 
attention How much of <character>'s attention did this situation occupy? 
psychological 
change 

Did this situation involve a change in <character>'s psychological state? 

safety Did this situation involve risks for <character> or others? 
knowledge change Did this situation involve a change in <character>'s knowledge or belief 

about something? 
 
 
Behavioral data acquisition for Classification Analysis: Behavioral data were collected on 
Amazon’s Mechanical Turk. To obtain behavioral classification for each of the 200 stimuli, a set of 
subjects were presented with a single story on each trial and asked to choose which emotion (one 
of the 20 emotion categories, plus Neutral) best described the emotional state of the character. In 
addition to the stimuli from the 20 emotion categories, subjects were presented two stories in 
which the character was explicitly described as feeling neutral, which was used as an 
attention/quality check. We obtained judgments from 172 subjects (96 female; 
M(SEM)age=33.326(0.873), and reduced the sample to 139 subjects who passed the quality check 
questions (by rating the neutral stories as neutral). 
 
Behavioral data acquisition for RSA analysis: To construct RDMs, a separate set of subjects 
was used to obtain ratings of the stimuli within each of our feature spaces. MTurk subjects (n=250) 
were presented with a single stimulus item and used a 1 to 10 scale to rate the extent to which the 
event contained each feature in a given space. As an attention check, subjects were asked to rate 
the extent to which the story involved the character named in the story (subjects were excluded if 
their average response to this item was <7, and individual items were excluded if the response on 
this question was <5). 22 subjects were excluded for failing the attention check, leaving 238 
subjects (108 female; M(SEM)age= 34.47(0.77)) and an average of 15.4 responses for each of the 
200 items). Subjects were allowed to rate more than one stimulus, and a given subject rated 
stimuli either on features from the 38-dimensional appraisal space (e.g. “Did someone cause this 
situation intentionally or did it occur by accident?”), or on dimensions corresponding to the basic 
emotion space (e.g. “What <character> happy in this situation”) and the circumplex space (“Did 
<character> find this situation to be positive or negative?”). 
 
Region of interest selection: To define individual ToM ROIs, we used hypothesis spaces for 
bilaterial TPJ, right STS, PC, ventral, dorsal and middle subregions of MPFC, which were derived 
from previous random effects analyses with this task (see Figure S1 for hypothesis spaces). The 
task was modeled as a 14s boxcar (the full length of the story and question period) convolved with 
a standard hemodynamic response function, and a general linear model (implemented in SPM8) 
was used to estimate beta values for Belief trials and Photo trials. We conducted high-pass 
filtering at 128hz, normalized the global mean signal, and included nuisance covariates to remove 
effects of run. For each subject, we used a t-test implemented in SPM8 to generate a map of t 
values for the contrast of Belief>Photo and identified the peak t value within the hypothesis space. 
An individual subject's ROI was defined as the cluster of contiguous suprathreshold voxels 
(minimum k=10) within a 9mm sphere surrounding this peak. If no cluster was found at p<0.001, 
we repeated this procedure at p<0.01 and p<.05 (see Figure S1). We masked each ROI by its 
hypothesis space—defined to be mutually exclusive—such that there was no overlap in the voxels 
contained in each functionally defined ROI. An ROI for a given subject was required to have at 
least 20 voxels to be included in multivariate analyses. 
 
Univariate analyses of mental state selectivity in ToM ROIs: To confirm the selectivity of the 
individually localized ROIs, we compared the average BOLD response to the emotion stimuli to the 
average response to non-mental stories describing events in which a character experienced 
physical pain. This task was modeled as a boxcar (the full length of the story and response period) 
convolved with a standard HRF. We conducted high-pass filtering at 128hz, normalized the global 
mean signal, and included nuisance covariates to remove effects of run. We computed for each 
ROI the average beta value across voxels for each condition, and then averaged the beta values 



for the different emotion conditions to compare to the response to pain stimuli. In each ROI, we 
conducted a paired sample t-test comparing the beta values for emotion and pain conditions (see 
Figure S1) 
 
Percent signal change in ToM ROIs: To visualize the univariate response to all conditions in 
these regions (see Figure S1), we computed the percent signal change (PSC) relative to baseline 
for each of the 21 conditions (20 emotions, plus physical pain). Baseline response for each ROI 
was computed as the average BOLD response at all rest time points, excluding the first 4s after 
stimulus offset for each trial. The PSC relative to baseline was calculated for each time point in 
each condition, averaging across all voxels in the ROI and across all trials in the condition, where 
PSC (at time t) = (average BOLD for condition at time t – average BOLD for fixation)/average 
BOLD magnitude for fixation. We plot this event-related average to visualize the average BOLD 
response at each time point after the trial onset for each condition. 
 
Construction of control feature spaces for RSA analysis: To control for possible confounding 
sources of variation in our stimulus set, we computed three control spaces: reading ease, syntactic 
complexity, and intensity as rated by subjects in the scanner (confounded with motor response). 
The similarity spaces for reading ease and syntactic complexity were both derived from features 
extracted using CohMetrix (www.cohmetrix.com). Reading ease was made up of each exemplar’s 
scores on Flesch Reading Ease (measuring average sentence length and number of syllables per 
word, where higher scores indicates easier text and increased readability) and Standardized 
Cohesion (measuring extent to which words overlap across the text; text with low referential 
cohesion is usually more difficult to process as there are fewer repetitions connecting ideas across 
the text). Syntactic complexity was defined in terms of Negation (measuring the number of 
negative expressions in the text, such as no, not, un-, without), Noun Phrase Modification 
(measuring the average number of modifiers, such as adjectives, adverbs, and determiners, per 
noun phrase), and Left-Embeddedness (measuring the average number of words before the main 
verb in each sentence). Finally, we computed the similarity of each stimulus in terms of its average 
intensity, derived from the in scanner behavioral judgments (1=neutral/low intensity, 
4=extreme/high intensity). This RDM allows us to control for neural patterns reflecting possible 
differences in motor responses across emotion conditions. 
 
Feature selection for region comparison analysis: To characterize the representation of 
specific appraisal features, we identified a reduced set of features that capture unique variance 
across stimuli (i.e. to eliminate redundant features or features that do not reliably vary across the 
stimuli). Computing pairwise correlations between each of the features (see Figure S4), we 
observe substantial correlations amongst features, suggesting that a smaller feature space may be 
sufficient. While many approaches to dimensionality reduction involve transforming data into linear 
combinations of the initial features, we wished to maintain the interpretability of our semantically 
meaningful features, and therefore used a forward step-wise regression procedure. On each of 38 
iterations, we computed a separate regression fitting each of the available appraisal dimensions to 
the data (original 200 stimuli x 38 dimension matrix), yielding a separate R2 value for each 
dimension. We then identified the appraisal dimension with the highest R2 for that iteration and 
added it to an ordered list of appraisals. We then performed a regression on the initial data matrix 
using that dimension and the previously selected appraisals, with the R2 characterizing the 
variance explained in the initial data matrix that can by this reduced set of features. The residuals 
of this regression (observed-predicted) served as the data matrix for the subsequent iteration. 
Thus, this procedure selects appraisal features that explain unique variance in the data. The first 
10 appraisal features extracted with this method together capture 75.95% of the variance in the full 
input matrix, and are used as a reduced space. With the behavioral data, we perform 20-way 
classification using a feature vector in this 10-dimensional space, and using each of the 10 
features in isolation (see Figure 6). 
 
Analysis of RSA time-courses for region comparison: We also explored the temporal profile of 
representation in each region (see [1]) by computing RSA time-courses for each region. To do so, 
we separately analyzed a series of overlapping 2 TR (4 sec) windows, with onsets ranging from 0 
to 11 TRs post stimulus presentation. For each window, we conducted the RSA analyses 
described above (compute neural RDM within that temporal window, and compute kendall’s tau 
between the neural RDM and the model RDM for that time period). We can then plot these neural-



model correlations over time to identify differences in the time-course of similarities across 
different region. 
 
Behavioral individual difference measures: To assess the relevance of emotion-specific neural 
patterns to emotional and social competence, we collected behavioral measures of empathy and 
emotion recognition abilities and sought to relate these to individual differences in neural 
classification accuracy. The AQ [2] and the Interpersonal Reactivity Index (IRI, [3]) were completed 
via online Qualtrics surveys (www.qualtrics.com), yielding for each participant a single AQ score, 
and separate IRI scores for Empathic Concern (EC), Fantasy (FS), Personal Distress (PD), and 
Perspective Taking (PT). Participants also completed an Empathic Accuracy task [4] in which they 
made continuous ratings of a target’s emotional state over the course of 16 trials. Empathic 
accuracy was operationalized as the correlation between subjects’ emotion ratings and ratings 
generating by the individuals who recorded the stimuli.  We tested for relationships between the 
behavioral measures of interest (Empathic Accuracy, AQ score, and IRI-Empathic Concern score) 
and individual subject classification accuracies in each of the ROIs by computing Pearson 
correlations (testing for positive relationship between neural classification accuracy and behavioral 
measures of EA and IRI-EC and negative relationships between classification accuracy and AQ 
score). No reliable relationships were observed. 
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