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Abstract

Driven by strong market competition, the performance of air conditioning systems
has improved in numerous ways over the years. However, the fundamental control
methodology that operates the underlying vapor compression cycle remains rudimen-
tary: the room air temperature is regulated by compressor capacity control while the
system superheat is controlled by an expansion device. The performance of these de-
coupled single-input single-output (SISO) feedback loops is inherently limited in terms
of transient behavior and energy efficiency, due to the strong cross-coupling among
feedback loops. This thesis presents a systematic control design method based on ef-
fective modeling and modern multivariable feedback techniques to coordinate control
efforts, such as compressor speed and expansion valve opening, in order to achieve
greater improvement over conventional schemes.

To develop an effective model for the purpose of control design, a moving-interface
lumped parameter model is first developed to describe the dynamics of two-phase
flow heat exchangers. A low order, ccmpact dynamic model of the vapor compression
cycle is established by integrating heat exchanger models with simplified models of the
compressor and the expansion valve under appropriate connecting conditions. The
resultant model is simple and yet effective enough in reflecting the main dynamic
characteristics of a vapor compression cycle, and is readily applicable to feedback
control design. This model is validated by extensive experimental tests.

To synthesize a model-based multivariable control system, the LQG technique is
applied with guaranteed stability robustness in the design. Furthermore, to control a
vapor compression cycle over a wide range where system nonlinearities become evident,
the multivariable controller is designed to adapt to changing operating corditions
based on a gain scheduling scheme. Both analytical studies and experimental tests
show that the multivariable control can significantly improve the transient behavior
of vapor compression cycles compared to the conventional SISO control scheme.

Thesis Supervisor: Haruhiko H. Asada
Title: Professor of Mechanical Engineering

Thesis Co-supervisor: Sheng Liu
Title: Research Scientist of Mechanical Engineering
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Chapter 1
Introduction

1.1 Background and Objectives

Vapor compression cycles are widely used for industrial and residential applica-
tions, such as heat pumps and air conditioning systems. Modeling, control, and di-
agnostics of vapor compression cycles have been active research subjects for years
for improving energy efficiency. Most of these research works are concerned with the
steady-state operation of such systems, despite the fact that steady-state conditions
are almost never reached, and the actual coefficient of performance (COP) may be
considerably lower than that claimed by the manufacturers.

In a vapor compression cycle, the evaporator and condenser are the two-phase flow
heat exchangers that interact with indoor or outdoor air respectively, depending on its
heating or cooling application. During the cycle operation, energy efficiency is closely
dependent on the thermodynamic states of refrigerant at various components in the
cycle loop. In principle, the cycle loop can be characterized by evaporating tempera-
ture, condensing temperature, superheat at the evaporator outlet, and subcooling at
the condenser outlet. A proper regulation of these state variables and their dynamic
behavior can lead to energy-efficient operations; more importantly, it also affects the
machine’s service life. For instance, superheat regulation is extremely important to
the compressor operation. The desired superheat is usually set between 5°C ~ 10°C.
For values below this, there may be the danger of liquid refrigerant entering the com-
pressor. When it is too high, the energy efficiency is low, and the excessively heated

vapor may dramatically increase the compressor discharge temperature. In practice,
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superheat is often regulated by a thermostatic expansion valve. It is well known that
oscillatory behavior or "hunting” often occurs when a thermostatic expansion valve is
used. Broersen and van der Jagt reported in [2] that such oscillatory behavior can be
attributed to the dynamics of the closed-loop system consisting of the refrigerant flow
and the thermostatic valve.

Over the years, heat pumps and air conditioners have been operated in a cyclic
on-off manner for temperature regulation. It is well known that frequent start-up and
shut-down transients entailed in the on-off control result in poor energy efficiency. The
introduction of variable speed compressors to the vapor-compression cycle has greatly
improved its operation flexibility. The compressor speed can be continually adjusted so
as to modulate the heat exchanger capacity for matching the actual loading condition.
Therefore, the discontinuous on-off operation can be avoided and the energy efficiency
can be improved. This is generally kuown as capacity control [15].

In addition to variable-speed compressors, adjustable expansion valves and variable-
speed fans are also available now in heat pumps and air conditioning systems. The
opening of an expansion valve can affect refrigerant flow rate as well as pressure drop
between the condenser and evaporator, which not only can change the overall COP,
but also has a direct influence on the superheat at the evaporator outlet. The influence
of fan speeds on the two heat exchangers is in the heat transfer coefficient between
air and heat exchanger wall. By changing the fan speeds, heat transfer rate can be
altered, which results in variations in COP, evaporating pressure, condensing pressure,
superheat, as well as subcool.

These variable-speed drives offer opportunities of improving both energy efficiency
and machine operation reliability. However, before one can take full advantage of

these actuating inputs to operate a vapor compression cycle, the role of each actuator
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in affecting the overall cycle behavior, including at transients and steady states, must
be clarified. In particular, how to combine and coordinate these various inputs so as
to achieve multiple task goals such as capacity modulation and superheat regulation
is a key issue to be addressed. To this end, a sound understanding of the physical
behavior of a vapor compression cycle is indispensable. One of main objectives of this
thesis is aimed at developing and validating an effective model of vapor compression
cycle dynamics for the purpose of designing advanced control and diagnostic schemes
that are readily applicable to commercial heat pumps and air conditioning systems.
To be incorporated into a real-time control design, a model must be expressed in
an explicit form of input-output relation. For the case of vapor compression cycle, the
actuating inputs and performance outputs are involved in a set of high-order, nonlin-
early coupled equations, due to the distributed, two-phase nature in this thermo-fluid
system. The thesis derives and validates a model with the simplicity of a lumped-
parameter model while preserving a faithful representation of compression cycle dy-
namics. In particular, performance outputs such as evaporating and condensing pres-
sures, superheat, will be expressed explicitly in a canonical state space form as func-
tions of actuating inputs. To this end, at first, the set of partial differential equations
that govern general thermo-fluid systems are converted into ordinary different 1 equa-
tions, based on a concept of transition point in two-phase flow heat exchangers. The
resultant lumped-parameter model is then analyzed by studying the cycle dynamics
in the vicinity of a certain normal operating point, the so called “short transients” in
related literature, as opposed to the “long transients” during start-up and shut-down
phases. Short transients are studied based on the linearized model, which provides
insight into the energy exchange mechanism in a vapor compression cycle as well as

how this mechanism can be perturbed by small changes in actuating inputs.
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The derivation of this dynamic model is also based on the moving-boundary ap-
proach, as described in [9]. The main difference is in the modeling of the tube wall
temperature, which is also simplified in this model to a multi-node form with bound-
aries coincide with the moving interfaces. The analytic model is carefully validated
through experiments by estimating all parameters involved, simulation and compar-
isons. The model can be further simplified to reflect the low-order dynamic behavior
of vapor compression cycle. The resultant simplicity and validity of this model make
it well suited for model-based control system synthesis.

The second main objective of this thesis is to develop a multivariable control sys-
tem to regulate vapor compression cycles based on the dynamic model. This thesis
investigates the limitation of the conventional single-input single-output(SISO) con-
trol scheme in air conditioning systems, and presents theory and experimental results
of model-based multivariable controls for improving the transient responses of vapor
compression cycles.

This thesis is organized as follows. In chapter 2, the moving-interface lumped
parameter model is presented to describe the dynamics of two-flow heat exchangers.
In chapter 3, the analytic model of vapor compression cyc'es is proposed, followed by
the experimental estimation of parameters involved ir. the model, and simulation and
validation of the model through experimental tests. Multivariable control for vapor
compression cycle is presented in chapter 4. Concluding remarks are given in chapter

5.

1.2 Previous Works

Published literature in dynamic modeling of vapor compression cycle and control

of air conditioning systems have been studied. Several works have been done on
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modeling the dynamics of a vapor compression cycle. In most of these works, spatial
dependency was ignored. These include the single-node, lu..ped-parameter models in
3], [27], and [5]. While these lumped-parameter models are quite useful for predicting
the response of average refrigerant properties in heat exchangers, they fail to reflect
critical properties such as refrigerant superheat or subcooling values, which can orly be
captured through a spatial distribution analysis. MacArthur and Grald [21] presented
a unsteady compressible two-phase model for predicting heat pump performance based
on partial differential equations that govern the transient and transport of thermofluid
properties. This model is a useful tool for simulating the dynamic response of the
refrigeration system and its spatiai distribution with a high accuracy. However, it is
by far o complex to be used for any control design purpose.

They presented in [9] a moving-boundary approach in order to reduce the com-
putation complexity relatively to the spatially distributed approach. This moving-
boundary formulation was based on the transition point concept first described by
[29]. The spatial dependence of the heat exchanger was approximated by convert-
ing the governing partial differential equations into ordinary differential equations.
Although the computation of two-phase refrigerant dynamics was greatly simplified
in [9], the response of tube wall temperature was still modeled based on the spatial
dependent approach. Hence, the overall computaticn load is still too complex to be
applied to any coitrol design.

There have been lots of research works on the control of air conditioning sys-
tems. On-off control was introduced initially for operating an air conditioning ma-
chine. Compressor capacity control was investigated when the inverter technology
was not fully developed [15). The approach was based on the single-input single-

output(SISO) methodology. Many researches proposed different SISO PID controllers
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for compressor speed and expansion valve opening since electronic expansion valve was
invented and variable-speed compressors were available. In [20], an optimal control
method was proposed by using variable-speed compressor and indoor fan flow rate.
Miller did an experimental research on the optimal control of air conditioning systems
equipped with variable speed compressor and indoer fan speed [23]. However, all these
research works discussed empirical steady state open loop controls. This thesis is the
first attempt to develop closed loop feedback multivariable control system based on a

vapor compression cycle model.
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Chapter 2
Dynamics of Two-Phase Flow Heat Exchangers

2.1 Introduction

Two-phase flow heat exchangers have been widely used in vapor-compression cy-
cles for industrial and residential applications, such as heat pumps, air conditioning
systems, and refrigeration systems. Figure 2.1 depicts a schematic of a vapor compres-
sion cycle, where the evaporator and condenser are the two-phase flow heat exchangers
that interact with indoor or outdoor air respectively, depending on its heating or cool-
ing application. In the cooling mode, the indoor heat exchanger is an evaporator.
High quality two-phase flow of refrigerant enters the evaporator, evaporates along the
heat exchanger tubes, and becomes the superheated vapor at the exit of evaporator.
During the evaporating process, the liquid in the two-phase flow is gradually changed
into vapor, and the heat is absorbed from the indoor air to realize the phase change
of the liquid refrigerant. Most of analysis of heat exchangers are concerned with the
steady-state operation of such systems, however steady-state conditions are almost
never reached, and the dynamics of heat exchangers is of importance to the system
performance.

Several works have been done on modeling the dynamics of two-phase flow heat
exchangers. Most of these works employed a simplified heat exchanger model in which
spatial dependency was ignored. These include the single-node, lumped-parameter
models in [3], [5], and [27]. In (28], a three-lump model of a two-phase flow heat
exchanger was established based on a temperature-entropy bond graph. While these

lumped-parameter models are quite useful for predicting the response of average refrig-
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Figure 2.1: A schematic of a vapor compression cycle.

erant properties in heat exchangers, they cannot reflect explicitly critical properties
such as refrigerant superheat or subcool value, which can only be captured through
a spatial distribution analysis. MacArthur and Grald [21] presented a unsteady com-
pressible two-phase model for predicting heat pump performance based on partial
differential equations that govern the transient and transport of thermofluid proper-
ties. This model is a powerful tool for simulating the dynamic response of refrigerant
properties and their spatial distribution. Compared with experimental data, the pre-
diction from this model was quite accurate. However, this model requires iterations at
each time step to solve the high-order, nonlinear simultaneous equations for all state
variables. No explicit input-output equations are available and readily applicable to
control design.

Wedekind’s work in [30] is critically important in simplifying a class of two-phase
transient flow problems into the type of lumped-parameter systems. With experimen-
tal confirmation, Wedekind showed that the mean void fraction (the volumetric ratio

of vapor to liquid) remains relatively invariant in the two-phase region of a heat ex-
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changer during most operations. This implies that under different inflow conditions,
the liquid dry out point in an evaporator, for example, may change its location along
the evaporator tube; however, the distribution of liquid/vapor remains similar at all
time. This similarity property enables us to characterize the liquid/vapor distribution
in the two-phase region by a single variable, i.e. the mean void fraction, denoted #.
This concept is depicted in Figure 2.2 where [ (¢) is the location of the liquid dry-out
point in an evaporator measured from the inlet. Mean void fractions in two instants,
denoted 7(¢,) and +y(t2), remain similar, even though l.(¢;) and l.(¢;) are different due

to changes in inflow conditions.

777, GIIITIITIIIENIIIIIIIIIY,

N7 7777777

y(1) = y(8)

I IXT77,

Figure 2.2: Illustration of time-invariant mean void fraction.

In this chapter, based on the principle of time-invariant mean void fraction, the
spatial dependence of heat exchangers was approximated by converting the governing
partial differential equations into ordinary differential equations. As a result, the
dynamic behavior of superheat and subcool can be captured. Similar works have been
done by [2], [10], and [9]. However, they all require complex numerical procedures for

accurate simulations, not suitable for model-based control design.
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2.2 One-Dimensional Thermofiuid Continuous Models

Based on the conservation principles of mass, momentum, and energy, the dynam-
ics of two-phase flow heat exchangers can be described mathematically by a set of
complex, coupled, nonlinear partial differential equations. Several assumptions must
be made in order to simplify these equations into a mathematically tractable form.
These assumptions include (1) the heat exchanger is a long, thin, horizontal tube;
(2) the refrigerant flowing through the heat exchanger tube can be modeled as a
one-dimensional fluid flow; (3) axial conduction of refrigerant is negligible.

The one-dimensional partial differential equations that govern the conservation of
mass, momentum, and energy of refrigerant flowing through a heat exchanger tube

can be written as:

9p , 9(pu)

Mass balance: %t 5, = 0 (2.1)
A p+P)_ 41,
Momentum balance: 5t + P = D;'A 5PU (2.2)
O(ph — P) Odpuh 4
Energy balance: (e 5t ) + gz = B—ia;(Tw -T) (2.3)

where

p: density of refrigerant

velocity of refrigerant flowing along the tubes

8

pressure of refrigerant

> v

friction coefficient.
D;: the inner diameter of the tube
h: enthalpy of the refrigerant
T,: the bulk temperature of the refrigerant
Ty: the temperature of the tube wall

a;: heat transfer coefficient between the tube wall and the refrigerant per unit area
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A detailed derivation of equations (2.1) ~ (2.3) can be found in [21]. The mass flow
rate can be shown as 7 = puA, where A = TD?. Since the mass flow rate is a variable
of interest, and the cross-sectional area, A, is assumed to be constant, equations (2.1)

~ (2.3) can be rewritten as

0dp | ot

5% T8, = 0 (2.4)
om  0(% + AP) 4 1m?
£ + — 5, = —-D—;/\EP—A (2.5)
d(pAh—AP) 8mh
5 t>, = mD;0;(Ty — T7) (2.6)

For the heat exchanger tube wall, the energy balance equation can be written as

'a& = 7TD,'CY,'(T,- - Tw) + wDoao(Ta - Tw) (27)

(CPwprw) ot

where

Cpy: heat capacity of the tube wall
pw: density of the tube wall
Ay: cross-section area of tube wall, = 3(D? — D?)
D,: outer diameter of the tube
T,: temperature of the inlet air to the heat exchanger element

o,: equivalent heat transfer coefficient between the tube wall and the air

Equations (2.4) ~ (2.7) represent a set of coupled equations where a unique solution
exists if appropriate initial conditions and boundary conditions are specified. One set
of independent state variables can be selected as P(z,t), h(2,t),m(z,t) and T,(2,t),

which are functions of both time and spatial coordinates. Other unknown variables
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include p(z,t) and T,(z,t). Based on the refrigerant thermodynamics properties, p(z,t)
and T,(z,t) can be determined via p(z,t) = p(P, h) and T,(z,t) = T(P, h) respectively.

To solve this spatially dependent, unsteady, compressible, two-phase flow problem
requires a considerable amount of effort. MacArthur and Grald proposed a method to
solve these partial differential equations numerically by discretizing the entire tube into
a large number of sections and applying the finite difference technique [21]. MacArthur
and Grald’s approach is the first one in simulating dynamics of two-phase flow heat
exchangers based on a continuous model. Their simulation results were quite accurate
when compared to experimental data. However, the computation complexity involved
is enormous. Ard by no means this continuous model can be incorporated into a real-
time control system. To meet our control design purpose, we need a heat exchanger
model which is simple, mathematically tractable, and yet effective enough in reflecting
the essential dynamic characteristics of a heat exchanger. In the following section, a
lumped-parameter model is derived by integrating the governing partial differential
equations based on the transition point concept discussed in [29]. The resultant model

is well suited for feedback control design as well as for transient analysis.

2.3 A Moving-Interface Lumped-Parameter Model

In this section, we focus our attention on deriving a lumped-parameter evaporator
model. A lumped-parameter condenser model can be obtained based on the same
principles discussed here and will be presented in next chapter. The configuration of
the heat exchanger considered here is of the cross-flow type with air as the secondary
fluid. By the phase of refrigerant, an evaporator can usually be divided into two
parts: a liquid-vapor mixture section and a superheated vapor section, as depicted in

Figure 2.3. For a condenser, there is an additional part: the subcooled liquid section.
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Figure 2.3: A schematic of an evaporator model.

Compared with the total pressure head, the pressure drop along the evaporator tube
due to momentum change in refrigerant and viscous friction is negligible. Therefore,
refrigerant pressure can be assumed uniform along the entire evaporator tube, and the
momentum equation (equation (2.5)) is no longer needed. In the two-phase section,
the refrigerant temperature is at its saturated value with no spatial variation. In
the superheated section, the temperature of refrigerant increases as it travels from
the two-phase/vapor interface toward the evaporator outlet. For this distinction in
temperature variation, we lump the evaporate dynamics into two nodes: the two-phase
node and the superheated node.

Let us consider mass flow rate at the evaporator inlet 7;, inflow enthalpy h,,
and mass flow rate at the outlet 72, as the boundary conditions for the governing
partial differential equations of the evaporator dynamics (subscription e in Figure 2.3
represents evaporator). Let L;(t) denote the length of the two-phase section measured
from the evaporator inlet. Note that L,(t) varies with time due to any change in

boundary conditions. By integrating equation (2.6) from 2z = 0 to z = L,(t), we
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obtain the energy balance equation for node 1 (see appendix for derivation).

AL (d(Plh')(l 3) + d(l:;thg)'_y ‘filta) + A1 = ¥)(phu - pg y) dt =

mihy — Minthine + @™ DLy (T — Tr1) (2.8)

where p; and p, are saturated liquid and vapor densities, respectively, k; and h, are
saturated liquid and vapor specific enthalpies, respectively, 7 is the mean value of void
fraction, 7;,; is the mass flow rate at the interface of node 1 and node 2, h;,; is the
specific enthalpy at the interface and is equal to hg, T, is the tube wall temperature
at node 1, and T}, is the refrigerant temperature at node 1. At the two-phase/vapor
interface, refrigerant enters node 2 as saturated vapor. Therefore, hin, = hy. Also
note that py, pg, hi, by, and T;; can be expressed as functions of pressure P(t) only.
Therefore, the time derivatives of ph; and pgh, in equation (2.8) can be expressed in

terms of the time rate of change of pressure. Hence,

(oht) .\ dpghy) - dP dl, _
AL (K00 - )+ 200)s 5) &2 s = )t - ) 5 =
mihi — inchy + @™ DLy (Tyy — Tr1) (2.9)

where 3 is the unit conversion constant. The mass balance equation of node 1 can be
obtained by integrating equation (2.4) from z = 0 to z = L; (see appendix for the
derivation).

dp1 dP dLl

ALvgp oy Al = pg) 3 =

m; — mint (2 10)

where p; = pi(1 — 7) + p,7 is the average refrigerant density in node 1. The energy

equation for the tube wall of node 1 is

dTw 1

= amrD,-(T,l - Twl) + aonDo(Ta - Twl) (211)
The energy balance equation for node 2, the superheated vapor section, is given

23



dhy dP)

AL (Pza‘ s

@ioT D;Ly(Two — Tra) — (Mine — pgA

dLl ho - hint o ho "2hint (212)

&) 2 Mo
where h, is the specific enthalpy at the node 2 outlet, hy = (hine+ o) /2, p2 = p(P, h2),
Tro = T(P, hy), and L, is the length of node 2. The above equation can be rewritten

as:

AL, [(&ﬂ’i - ﬂ) E + &d’%] =

2 dP dt 2 dt
1, . . dL,
ai‘27TDiL2(Tw2 - Tr2) - §(ma + Mine — poAE")(ho - hg) (2-13)
The mass balance equation for node 2 is:
dp, dl, _ . :
ALQ‘E + A(pg — pz)ﬂ = Mint — My (2.14)

Since po = p(P, h2), the above equation can be rewritten as

O0p2dP  0p. dh, dL, . .
ALGGp o + oh, dt )+ Alpg = pa)—= = titine — 1t (2.15)

The energy equation for the tube wall of node 2 is

dTy2 + Ty1 — Ty dL,y

(CroA)u(—5; L,  dt

) = a.-27rD.-(T,.2 - Twz) + aoﬂ'Do(Ta - ng) (216)

From equation (2.10) the mass flow rate at the interface, r;,;, can be expressed
in terms of other variables of interest. Thus, the 7;,, term in equations (2.9), (2.13),
and (2.15) can be substituted by the expression given in equation (2.10). Equations
(2.9), (2.13), (2.15), (2.11) and (2.16) are five differential equations that describe
the dynamics of an evaporator in terms of five state variables: the position of the

interface, Ly, refrigerant pressure P, the outlet enthalpy, h,(t), the two-phase section
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tube wall temperature, T,,;, and the mean tube wall temperature of the superheated
vapor section, T,;. Given a certain set of boundary conditions in m;, h;, and m,,
equations (2.9), (2.13), (2.15), (2.11), and (2.16) can be solved for L, (t), P(t), ho(t),
Tw1(t) and T,o(t). The superheat at the outlet of an evaporator can be determined
from the values of P(t) and h,(t). If these boundary conditions can be regulated at
any arbitrary values, we can regard them as control inputs to affect the evaporator
dynamics.

Define the vector of state variables as € = [L; P h, Ty, ng]T and the vector of
control inputs as u = [mh; h; ™,]T. Then equations (2.9), (2.13), (2.15), (2.11), and

(2.16) can be written in a compact state space form:

&= D"'f(c,u) (2.17)
where i .
r'n,-h,- - m,-hg + a,-11rD,-L1 (Twl —_ Trl)
'I'hohg - ’l’hoho + a,-21rD,-L2(Tw2 - T,-2)
ail"rDi(Trl - Twl) + aoWDo(Ta - Twl)
X ai27rDi(Tr2 - Tw2) + ao"rDo(Ta - Tw2) i
and

(dyy dia 0 0 O
dy dyp dys 0 O

D=|ds3 dsa dz 0 0O

0 0 0 dy O

L dsg; O 0 0 dss ]

Expressions of all elements in matrix D are given in appendix B.

(2.19)

Note that in equation (2.17), the heat transfer coefficient between the tube wall
and air, a,, has been considered as constant. This coefficient is in fact dependent,
on the air flow velocity. That is, o, = a(v,), where v, is the air velocity. For an
evaporator equipped with a cross-flow fan, air velocity v, is directly related to the fan

speed. If the speed of the fan can also be continually regulated, v, can be considered as
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another control input that affects the dynamic responses of evaporator state variables.

The vector of control inputs can be augmented as u' = [ri; h; 1it, v,]T.

The dynamics of a condenser can also be formulated in the same manner into a
lumped-parameter model, in which case there will be 3 nodes, including the super-

heated vapor node, the vapor/liquid two-phase node, and the subcooled liquid node.

2.4 Model Linearization

The state space model shown in equation (2.17) relates control inputs m;, h;,
m,, and v, to the responses of 5 state variables of an evaporator. Although this
mode! has been reduced to a compact, lumped-parameter form, it involves a set of
nonlinear differential equations. It is desired to further simplify this model into a
linear form by linearizing these differential equations around a nominal solution, say
z® = [L3 P* h T2, T:,]T while u* = [mf h{ md v2]T. In most cases, an evaporator
is designed to operate only in the vicinity of a predetermined operating point. The

dynamic deviation from this set-point takes place only in a small amount. That is,
z(t) = z° + 6=(t), u(t) =u®+du(t) (2.20)

where dz(t) and du(t) are “small” quantities compared to * and u®. The model that

describes these dynamic deviation can be obtained as:
éx = Adz + Bbu (2.21)
where A and B are constant matrices and can be written as
A=D'A (2.22)

B=D"'B (2.23)
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where D is given in equation (2.19), and A’ as well as B’ are in the following forms.

[ ay, 0 0 ajy O ] [ by b, O 0O
@y Gy @3 0 a4y 0 0 by O
A={0 0 0 0 0 B=|1 0 -1 0
0 app 0 ay O 0 0 0 b,

| 0 af ay; 0 oy | | 0 0 0 by

Expressions of all elements in matrices A' and B’ are given in appendix B.

The linearized model shown in equation (2.21) not only can be used for analysis of
the evaporator dynamics around an operating point, it is also well suited for control
design to ensure the evaporator dynamics stay within this vicinity.

Compared to the spatially distributed model, this new model of two-phase heat
exchangers is simpler and mathematically tractable. Unlike the single node, lumped-
parameter models which treat two-phase and one-phase sections in a heat exchanger
as one single lump, this new model considers the dynamics of the these sections as
separate nodes, and hence it is capable of reflecting the essential distributed character-
istics such as superheat response. This model is particularly useful when incorporated

into the overall model of a vapor compression cycle.
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Chapter 3
Dynamic Model of a Vapor Compression Cycle

3.1 Introduction

In this chapter, we presents a new lumped-parameter dynamic model of vapor
compression cycles which can be used for multivariable feedback control design.

Dynamics of a vapor compression cycle is mainly comprised of dynamics of two
heat exchangers, the expansion valve model and the compressor model connecting to-
gether with appropriate boundary conditions(Figure 3.1). With the lumped-parameter
moving-interface evaporator model presented in the previous chapter, a condenser
models, an expansion valve model, and a compressor model, a set of state equations
can be derived for the whole vapor compression cycle dynamics.

For the whole vapor compression cycle dynamics, the control inputs are compres-
sor speed, expansion valve opening, indoor fan speed and outdoor fan specd. It is
clear that the compressor speed and expansion valve opening directly affect the re-
frigerant flow rate. The fan speeds affect the air flow rates around the condenser and
the evaporator, and in turn the air flow rates influence the heat transfer coefficients
between air and these subsystems. The cycle dynamics is to provide the dynamic
responses of several important variables such as evaporating temperature (or pres-
sure), condensing temperature (or pressure), superheat, and subcool etc given a set of
control inputs and ambient conditions. Using the linearized dynamics, multivariable
control system can be developed to regulate several important variables at arbitrary
operating points against different kinds of disturbance to maintain desired COP, or

provide better transient control between different optimal set-points. The original dy-
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namics is expected to be utilized for the design of optimal refrigerant control during
long transient processes such as start-up. Also the whole machine nonlinear dynamics
can be used for transient simulation with given control inputs. The lumped-parameter
model of vapor compression cycles developed here will provide one of indispensable
tools for high-performance multivariable refrigerant control design which ultimately
aims at improvement of system performance and energy efficiency of air conditioning

systems.

Condenser
SC P,
[ —— -
Fan
Expansion 0
Valve
§ Compressor
P
SH
Evaporator

Figure 3.1: A schematic of vapor compression cycle model.

In this chapter, models for condensers, expansion valves and compressors are firstly
presented. It is followed by the establish of the dynamic model for a whole vapor com-
pression cycle. Then we discuss how to estimate all parameters involved in the dynamic
model based on experimental tests as well as heat transfer and thermodynamics equa-
tions. With these estimated parameters, the new model of vapor compression cycles
is simulated in a number of different cases, and is validated based on comparisons of
experimental and simulation results. The model is further simplified to a lower order

form to reflect the low order dynamic behavior of a vapor compression cycle.
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3.2 Models of other main components

There are four main components in a vapor compression cycle, i.e., evaporator,
condenser, compressor, and expansion valve. Besides these four main components,
there are several additional components in an actual machine, e.g., accumulator, vapor
suction and discharge lines, liquid line, four-way valve, liquid receiver, and connecting
pipes etc. It is assumed that dynamics of a vapor compressor cycle around an operating
point is mainly dependent on the four main components. The effects of other additional
components for the cycle dynamics will be aggregately included in some parameters
involved in the compressor model and expansion valve model. In this section, we

discuss models for condenser, compressor and expansion valve.

3.2.1 A Lumped-Parameter Model for Condeaser Dynamics

In this subsection, we derive a lumped-parameter dynamic model for a condenser.
The configuration of the heat exchanger considered here is of the cross-flow type with
air as the secondary fluid. By the phase of refrigerant, a condenser can be divided
into three parts: a superheated vapor section, a liquid-vapor mixture section and a
subcooled liquid section, as depicted in Figure 3.2. Compared with the total pres-
sure head, the pressure drop along the condenser tube due to momentum change
in refrigerant and viscous friction is negligible. Therefore, refrigerant pressure can
be assumed uniform along the entire condenser tube. In the superheated vapor sec-
tion, the temperature of refrigerant decreases as it travels from the inlet toward the
vapor/two-phase interface. In the two-phase section, the refrigerant temperature is
at its saturated value with no spatial variation. In the subcooled liquid section, the
temperature of refrigerant decreases as it travels from the two-phase/liquid interface

toward the outlet. For this distinction in temperature variation, we lump the con-
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denser dynamics into three nodes: the superheated vapor node, the two-phase node

and the subcooled liquid node.

Figure 3.2: A schematic of a condenser model.

Let us consider mass flow rate at the condenser inlet r;, inflow enthalpy h;, and
mass flow rate at the outlet 7, as the boundary conditions for the governing pa:. al
differential equations of the condenser dynamics. Let L,(t) denote the length of the
superheated vapor section measured from the condenser inlet, and L;(t) denote the
length of the two-phase section measured from the vapor/two-phase interface. Note
that L,(¢) and Lo(t) vary with time due to any change in boundary conditions.

The energy balance equation for node 1, the superheated vapor section, is given

by:

dh, dP
AL ("‘E B E) =
. dLy h,—h; . hy—h;
ailﬂ'DiLl (Twl - Trl) - (mintl - pgA_l) g - — my 2 (31)

dt 2 2

where A is the inner area of the coil tubes, P is the condensing pressure, h, is the

saturated vapor specific enthalpy, p, is saturated vapor density, h; is the specific
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enthalpy at the inlet of node 1, hy = (hi + hy)/2, p1 = p(P, k1), Trx = T(P, k1),
dh,/dt = dhy/dt, Tinn is the mass flow rate at the interface of node 1 and node 2,
T, is the average temperature of the tube wall of node 1, and o4, is the heat transfer
coefficient between the refrigerant and the tube wall at node 1.

The above equation can be rewritten as:

(-1
dL,

1 . .
oy DLy (Tur — Try) = 5(777-.' + Mine1 — PgAE)(hg - hi) (3:2)
The mass balance equation for node 1 is given by:
dp, dL . .
ALIT‘lt— + A(p1 — ) dtl = Mi — Minn (3.3)

Since p; = p(P, h;), the above equation can be rewritten as

6p1 6p1 dhg dP dLl

AL(5p + gp ap) g T AP~ P g = ™~ Mina (3.4)

The energy equation for the tube wall of node 1 is

dTwl + Tw1 — Tw2 dL1

7 ) = a,17rD (T Twl) + ao'n'D,,(Ta - Twl) (35)
1

(CPPA)w(

By integrating equation (2.6) from z = L,(t) to z = Ly(t), we obtain the energy

balance equation for node 2 (see appendix C for derivation).

d(pih _ d(p.h dP dL _ dL,
AL (M8 1+ Llstds — SN+ Aoy, - ) G+ Axloshy — i) G =
Mint1hg — Mint2hi + 02T D;La(Twa — Tr2) (3.6)

where p; is saturated liquid density, h, is saturated liquid specific enthalpy, ¥ is the
mean value of void fraction of two-phase flow in node 2, 1,5, is the mass flow rate at
the interface of node 2 and node 3, T, is the tube wall temperature at node 2, and

T, is the refrigerant temperature at node 2. Note that p;, py, hi, hg, and T;2 can be
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expressed as functions of pressure P(t) only. Therefore, the time derivatives of ph
and pyh, in the above equation can be expressed in terms of the time rate of change

of pressure. Hence,

d(phy) . d _ dP dL
AL, ('(dp'_P‘(l - ’)’) + (ngg) - ﬂ) E + A( h pgh() + A’)’(Pg Plhl) 2=

Thin By — Mine2ht + @iamDiLo(Twa — Tho) (5.7)

where 3 is the unit conversion constant. The mass balance equation of node 2 can be
obtained by integrating equation (2.4) from z = L, to z = L, (see appendix C for the

derivation).

dp, dP

AL b

A(pg pl) dt + A(p2 Pl)'_" = Mine1 — Mine2 (38)

where p2 = pi(1 — 7) + py7y is the average refrigerant density in node 2. The energy

equation for the tube wall of node 2 is

dTw2

(CPPA)w = a,-21rD,-(T,.2 - ng) + aoﬂDo(T,, - ng) (39)

The energy balance equation for node 3, the subcooled liquid section, is given by:

dh dP L+ L )
AL; (P'd_: = ) + Api(hy — ha)(l—tz) = to(hy — ho) + azmD;Ls(Tus — Ths)
(3.10)

where h, is the specific enthalpy at the condenser outlet, hy = (h; + h,)/2, T;3 =
T2 + (hs — ht)/Cp = Ty2 + 0.5(h, — hy)/Cp. The above equation can be rewritten as:

(8 p) 40y ety el iy

2 dP a2 d 2t dt
’l"no(h( - ho) + a,-37rD,-L3(Tw3 - T,-3) (3.11)

The mass balance equation for node 3 is:

Mint2 = M, (3.12)
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The energy equation for the tube wall of node 3 is

FdTw3 Tw2 — Tw3 dLl dL2 _
(CppA)w[ i I, ( 7 + o )] = agmDi(Ty3 — Twa) + aomD,(Tg — Tya)

(3.13)

From equation (3.4), the mass flow rate at the interface of node 1 and node 2,
Mine1, can be expressed in terms of other variables of interest. Thus, the 7, term in
equations (3.2), (3.7), and (3.8) can be substituted by the expression given in equation
(3.4). Mine in equations (3.7) and (3.8) can be replaced by m, according to equation
(3.12). Equations (3.2), (3.5), (3.7), (3.8), (3.9), (3.11) and (3.13) are seven differential
equations that describe the dynamics of a condenser in terms of seven state variables:
the position of the interface of node 1 and node 2, L;, the length of the two-phase
section, Lo, refrigerant pressure P, the outlet enthalpy, h,(t), and the mean tube wall
temperature of the superheated vapor section, T,,;, the two-phase section tube wall
temperature, T2, and the mean tube wall temperature of the subcooled liquid section,

w3. Given a certain set of boundary conditions in 7, h;, and m,, equations (3.2),
(3.5), (3.7), (3.8), (3.9), (3.11) and (3.13) can be solved for L,(t), L2(t), P(t), ho(t),
Tuw1(t), Twa(t) and T,,3(t). The subcool at the outlet of a condenser can be determined
from the values of P(t) and h,(t). If these boundary conditions can be regulated at
any arbitrary values, we can regard them as control inputs to affect the condenser
dynamics.

Define the vector of state variables as € = [L; Ly P h, Tyy Tw2 Tus]* and the
vector of control inputs as u = [r; h; ,)T. Then equations (3.2), (3.5), (3.7), (3.8),

(3.9), (3.11) and (3.13) can be written in a compact state space form:

&= D"'f(z,u) (3.14)
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where _

tivihi — tshg + @a® DLy (Tur — Tn) |
mohg — mohy + a.-27rD.-L2(Tw2 - ng)
mohi — Mohe + aia®DiL3(Tyws — Tra)
f=|mi—m, (3.15)
ail“Di(Trl - Twl) + aoﬂ'Do(Ta - Twl)
ai27rDi(Tr2 - Twi) + ao”Do(Ta - Tw2)
(11'31I'D.'(T,-3 - Tw3) + aowDo(Ta - Tw;;) )

and )
dy 0 ds 0 0 0 0]
d2| d22 d23 0 0 0 0
ds; dyp d3z ds¢ 0 0 O
.D = d.“ d42 d43 0 0 0 0 (316)
dsqy 0 0 0 dss 0 O
0 0 0 O 0 de O
| d71 d72 0 0 0 0 d77

Expressions of all elements in matrix D are given in appendix D.

Note that in equation (3.14), the heat transfer coefficient between the tube wall
and air, a,, is dependent on the air flow velocity. That is, a, = a(v.), where v, is
the air velocity. If the speed of the fan can also be continually regulated, v, can be
considered as another control input that affects the dynamic responses of condenser

state variables. The vector of control inputs can be augmented as u' = [r; h; 17, V| .

3.2.2 Models of Expansion Valves and Compressors

During normal operating conditions, the dynamics of the compressor and the ex-
pansion valve is much faster than that of the two heat exchangers. For the residential
air conditioners described in the subsequent experiment section, the rise time of the
compressor speed for a step change of 10 Hz is less than 4 seconds, and the rise time
of the expansion valve is on the order of 100ms. In contrast, the time constant of the
heat exchangers is more than 40 seconds. Therefore, the dynamics of the compressor
and valve is an order-of-magnitude faster than that of the heat exchangers. In the

following analysis, the compressor and the valve are treated as static components.
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Expansion Valve Model

There are several different types of expansion devices available for expansion process
between the condenser and the evaporator. Capillary tube, thermostatic expansion
valve and electronic expansion valve are most widely used expansion devices.

A capillary tube is a long and tiny tube which can maintain the minimum pressure
at the condenser at which all the flowing refrigerant can condense. For a thermostatic
expansion valve, the valve opening is controlled by the counteracting pressure: the
bulb pressure which measures the temperature of the refrigerant at the evaporator
outlet, an opposing suction pressure which measures the pressure of the refrigerant
at the evaporator outlet, and a spring pressure which provides a toggling force. Elec-
tronic expansion valves have higher performance than thermostatic expansion valve
and capillary tube in several aspects like controlling refrigerant flow rate and the su-
perheat at the evaporator exit. The opening of an electronic expansion valve is directly
controlled by electronic signals determined by a certain control law. The electronic
expansion valve together with inverter technology for compressor make it feasible to
develop high performance multi-input multi-output(MIMO) control system for heat
pumps and air conditioning systems.

Liquid refrigerant flowing through an expansion valve can simply be modeled as

the following orifice equation.
my = CyAyy/ po AP (3.17)

where 7, is the mass flow rate of the refrigerant through the expansion valve, C, is the
orifice coefficient, A, is the opening area, p, is the density of the refrigerant, and AP is
the pressure drop across the orifice. Equation (3.17) shows a simple algebraic relation
between the valve opening and the mass flow rate. With an electronic expansion valve,

A, is a continually adjustable variable.
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Compressor Model

The compressor is the most complex component in a vapor compression refrigeration
machine. It compresses the low pressure vapor refrigerant into high pressure such
that the high pressure refrigerant can condense in a condenser to reject the heat to
the second fluid.

It is assumed that the compressor wall is well insulated from the ambient air.
Generally, the mass flow rate in air compressor is dependent on compression ratio, the

compressor speed and density of the refrigerant. That is
P
The = f(Fz,w, p) (3.18)
1

where f is given by compressor performance maps, w is compressor speed, p is the
density of the refrigerant, and P, and P, are outlet and inlet pressures, respectively.

The relation between inlet enthalpy and outlet enthalpy is given by

Bout = """_";ﬁ‘- + hin (3.19)

where h,y, is the enthalpy if the compression process is isentropic, 7). is the compressor

efficient coefficient which is given by a compressor performance map.

For simplicity, we consider a simple reciprocating compressor, which is depicted
in Figure 3.3. It is assumed that refrigerant flowing into the compressor undergoes a

polytropic compression, which can be characterized by the following equation:

N _ P2 1/n
() - (Pl) (320)

where v is the specific volume of refrigerant, P is pressure, and the subscripts 1 and 2
correspond to suction and discharge stages, respectively. For this simple compressor,

the equation of refrigerant mass flow rate can be written as follows ([22]).

mc = chpc (1 + Cc - Cc(%)llu) (3.21)
1
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Figure 3.3: Schematic of a simple reciprocating compressor.

where . is the mass flow rate through the compressor, w is the motor shaft speed,
V, is the effective displacement volume of the compressor, and n is the polytropic

coefficient defined in terms of v as:
n=vy—-FF(y-1) (3.22)

where F'F is a constant. It should be noted that due to the pressure drop across the
intake valve and the exhaust valve, P, is slightly lower than the evaporator pressure,
P., while P; is a bit higher than the condenser pressure, Pry. Figure 3.4 gives a

simplified pressure-enthalpy diagram showing the state change across the compressor.

The causality issue involved in compressor modeling is rather intricate, in addition
to the complexity of the modeling task itself. One thing is certain about the compressor
dynamics is that the motor shaft speed, w can be specified at will, assuming the motor
dynamics can be easily compensated. From equation (3.21), we can see that given a

certain refrigerant density and P; — P, ratio, mass flow rate . is a linear function of
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Figure 3.4: Pressure-enthalpy diagram of compressor.

w. Note that p. basically depends on the refrigerant state at the evaporator, and P; as
well as P, are functions of upstream and downstream pressures. These variables are
not directly related to w. Rather, there are state variables involved in the condenser

and evaporator dynamics.

3.3 Model of a whole vapor compression cycle

In addition to the compressor, valve and heat exchangers, most actual air con-
ditioners include accumulators in the vapor compression cycle. During the normal
cooling operation, such an accumulator can be regarded as a part of connecting pipes,
since the accumulator is filled with vapor refrigerant and is dry throughout the normal
cooling operation. Unlike a strat-up process, where the accumulator dynamics must
be modeled separately, the accumulator dynamics during the normal cooling operation
can be incorporated into connecting pipes.

'The model of a complete vapor compression cycle can be obtained by combining
the models of evaporator, condense, compressor, and expansion valve with appropri-
ate boundary conditions. Based on the lumped-parameter evaporator and cor}denser

models as well as the compressor model and the expansion valve model discussed
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above, a lumped-parameter model can be derived for the whole vapor compression

cycle dynamics.

We have already obtained the following component models.

Evaporator dynamic model
Ee = D' fo(xe, ue) (3.23)
where x. are state variables given by
Te = [Ler Pe heo Tewt Tew2]”
and u, are control variables for the evaporator dynamics
u, = [y by 1h ve]T

and _

0
dy dyp diz 0 O
De=|d3 dy dsz 0 0
0 0 0 dg O
d51 0 0 0 dss ]

-

[ Theihei — Theihg + i TD;Ley (Tewt — Ter1)
meohg — Teoheo + aiamD; Ly (Tew2 - Ter2)
i e = | Tei — Meo

ail"rDi(Terl - Tewl) + ao"rDo(Ta - T::wl)
ai27rDi(Ter2 - Tew2) + aoﬂ'Do(Ta - Tew2) ]

Condenser dynamic model
&, = D, f (2., uc) (3.24)

where

T = [Lcl Ley P, hep Tewn Tewn Tcw3]T
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and

and

dyy dy dy

day dz; dyz dy,

D.=|{dy dg dig 0
ds;, 0 0 O ds

0 0 0 0

dn dz 0 O

-

Meihei — Meihg + 0 T™DiLey(Tewy — Ter1)
ﬁlwhg - ‘ﬁlwhj + a,-QTngch(ng - Tc,-z)
Meohy — Mcoheo + a,-37rD,vLc3(Tcw3 - Tc,-a)
fc = | Mg — e

ailﬂ'Di(Tcﬂ - Tcwl) + aoﬂ'Da(Ta - Tcwl)
aiZWDi(Tcr2 - Tcw2) + aoWDo(Ta - Tcw2)

| aiSWDi(Tcra - Tcw3) + aoWDo(Ta - Tcw3) J

Expansion valve model

m; = CuAuV pv(Pc - Pe)

Compressor model

. P, Pl
e = f(5,w) = wVep (1 +Ce~ Gl )Y )

h3 - hssn— h2 + hg — h3,(]33, h;, })c) - hz +

ha

hy = x4 = he
In the above,
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rhy: the expansion valve mass flow rate (assumed to be the same as the inlet mass
flow rate for the evaporator and the outlet mass flow rate for the condenser).

Thy: the compressor mass flow rate (assumed to be the same as the inlet mass flow
rate for the condenser and outlet mass flow rate for the evaporator).

hy: the enthalpy at the inlet of the evaporator ( assumed to be the same at the
outlet of the expansion valve ).

ho: the enthalpy at the outlet of the evaporator ( assumed to be the same at the
inlet of the compressor ).

hs: the enthalpy at the outlet of the compressor ( assumed to be the same at the
inlet of the condenser ).

hs: the enthalpy at the outlet of the condenser ( assumed to be the same at the
inlet of the expansion valve, therefore hy=h, ).

( the accumnlator and pressure drops in the liquid line and the gas line can be
compensated):

There are four control inputs, i.e. the compressor speed, two fan speeds and the

expansion valve opening. Let’s denote

y=w u=A, U=V Ug=1

Therefore,
e = Ge(Te, 11, h1, 2, us)
ic = gc(wc, m21h31m17 u4)
my = Cyuz V pu(Pc - Pe)
P

77"12 = f(P)u].)p)

has(P., ha, P.) — h
hy = 3( £ :’ ) 2+h2 hi = Ze4 (3.29)
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Based on the above equations, the dynamic model of a vapor compression cycle
can be derived.

T = g(x, uy, up, u3, uq) (3.30)

where
z={z; =}’

This nonlinear dynamic model of vapor compression cycle can be used for simu-
lating transient responses being given any control inputs and changing ambient condi-
tions. We are concerned with the system transient in the vicinity of a certain operating
point. For this purpose, the above nonlinear matrix equation can be greatly simpli-
fied by linearizing it around a stable operating point. Linearization of this nonlinear

dynamic model is discussed in details in the following section.

3.4 Model Linearization

In order to investigate the dynamic behavior of a vapor compression cycle in the
vicinity of an operating point, we study the linearized model of the vapor compression
cycle dynamics described by Equation (3.30).

The state space model shown in equation (3.30) relates control inputs u;, us, us,
and uq4 to the responses of all state variables of a vapor compression cycle. Although
this model has been reduced to a compact, lumped-parameter form, it involves a set
of nonlinear differential equations. It is desired to further simplify this model into a
linear form by linearizing these differential equations around a nominal solution, say
z’ = [(xT)* (xT)*]” while u® = [u? u} v u4]T. In most cases, a vapor compression
cycle is designed to operate only in the vicinity of a predetermined operating point
when the ambient conditions remain invariant. The dynamic deviation from this set-

point takes place only in a small amount. That is,
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z(t) = * + 0=(t), wu(t) =u®+ du(t) (3.31)

where éz(t) and du(t) are “small” quantities compared to £* and u®. The model that

describes these dynamic deviation can be obtained as:
5z = Adz + Béu (3.32)

The matrices A and B are derived as follows.

For a linearized evaporator dynamics, we have
bz, = A bz, + B.ou, (3.33)
where A, and B, are constant matrices and can be written as
A.=D'A (3.34)

B.=D;'B, (3.35)

where D, is given in equation (3.3), and A, as well as B, are in the following forms.

[ ay; @ 0 a0 ] [ n by 0 0]
ag, @y ag; 0 aj 0 0 b O
A,=]10 0 0 0 0 B.=|1 0 -1 0
0 ap, 0 ajy O 0 0 0 b,
0 a5 a3 0 ay |, [ 0 0 0 b,

Expressions of all elements in matrices A, and B., are given in appendix B.

For a linearized condenser dynamics, we have
oz, = AST, + B u, (3.36)
where A, and B, are constant matrices and can be written as

A.=D;'A (3.37)
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B.=D.'B. (3.38)

where D, is given in equation (3.3), and A as well as B, are in the following forms.

(¢}, 0 a3 0 a5 0 0] (b, b, 0 0]
0 ay ay,y 0 0 ajy O 0 0 by 0
ay a3 azp ay 0 0 ay 0 0 b33 O
A.=10 0 0 0 0 0 O B.=1 0 -1 0
0 0 aj3 0 a3 0 O 0 0 0 b
0 0 a5 0 0 ag O 0 G 0 b
0 0 ap a 0 0 a |, 0 0 0 by,

Expressions of all elements in matrices A, and B are given in appendix D.

According to the expansion valve model, the linearized model is

5ty = 6(CyAvy/po(Pe — P.)) = Ky 188z + Kip0%cs + Kigbus (3.39)

The linearized equations for compressor model are

oy, = 6f(%, ) = k3,0Zez + k3p0zc3 + kzzou, (3.40)
Shy = 5("3’(” 1 ";’ Fo) —hs hy) = ki 8Ten + khgdTcs + kogbzes  (3.41)
ohy = 6371:4 (342)

where k},, ki, k13, k51, Kb, k53, k31, k3, and kj; need to be estimated experimentally.
It follows that
D.z. = Al bz, + A. bz, + B bu (3.43)

DJz. = Al Sz, + Al bz, + Bl Su (3.44)

where D, is given in equation (3.3), and A.,, A, and B., are in the following forms.

[ a}, aj+bhk, 0 ajy 0 ] [0 0 bk, b, 00O
ay @y, +bjzky az; 0 ay 0 0 bigky 0 0O
0 d 0 a 0 00 0 000

0 as, a3 0 ag |, | 0 0 0 0 00
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D, is given in equation (3.3), and A,

B, =

ee

0 bukiy 0 0]
bkis 0 0 0
- 1,13 '13 0 0

0 0 b, 0

o 0 , 0]

!

g 'uk:';)l’ "I;'b'mkél 'uokiz g
23511
0 43k 0 0
A.,=10 ki, — ki, 0 o
0 0 0 0
0 0 0 0
0 0 0 0
[ a}; 0 ajg+by ki 4k, 0 ais
0 a ahs + bhaki, 0 0
LI gEn 4
32— M2
0 o0 agy 0 ai
0 0 ags 0 0
0 0 ar ay 0
bkt 0 0 0]
0 b:23k:13 0 0
mo| S
cc = 33 33
0 0 0 b,
0 0 0 b,
0 0 0 |
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The compact form of the linearized dynamic model of vapor compression cycle is

the following.

Dz, | [ A, AL ][ oz, B!
[Dcéé:c]_[A’ce A;Hazc]Jf[Bi:]d“ (345)
Furthermore,
6z, | [ D;7'A., DAl ][ bz. DB, (3.46)
bz, | | D;'AL, D'Al || b=z, D; ‘B' '
6z | _ [ Aee Ac ][ oz B.,
Eb AwHaxcHBJ&u a7

The linearized model shown in equation (3.47) not only can be used for analysis of
the vapor compression cycle dynamics around an operating point, it is also well suited
for control design to ensure the vapor compression cycle dynamics stay within this
vicinity. This in fact is a regulator design problem where a dynamic system is to be
regulated around a steady state point. In the present case, the control objective can be
defined as regulating the evaporating temperature, the superheat etc in the presence
of disturbance due to change in air flow temperatures or outdoor conditions as well as
in any other machine components. Advanced control techniques developed for linear

systems can be utilized for this regulator design problemn.
3.5 Validation of the Linearized Model

In this section, we discuss validation of the present model of vapor compression
cycle by comparing simulation and experimental results.

3.5.1 Experimental Set-up

In order to validate the present dynamic model of vapor compression cycles, experi-

mental tests were conducted in the standard climate chamber which has well controlled
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indoor and outdoor environment. The experimental setup is shown in figure 3.5. The
air conditioner tested is a new model (Daikin AZ285SX) of residential air conditioner
equipped with variable-speed compressor, variable-flow electronic expansion valve and
variable-speed indoor fan. The tested machine is of split type with cooling capacity
rated at 2.8KW. A schematic diagram of the test room is shown in Figure 3.6. During

the tests, the indoor and outdoor conditions remains relatively invariant.
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Figure 3.5: Experimental Setup
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Figure 3.6: A schematic of the test room

The indoor fan motor, compressor motor and the stepping motor for the expansion
valve are all controlled by the signals from a PC (Pentium/75MHz). Specifically, the
indoor fan motor is controlled by RS232C serial communication commands. The
compressor motor can be controlled by either way of D/A signal or RS232C serial
communication commands. A stepping motor is used to control electronic expansion
valve. There are 500 steps in the stepping motor. Each steps is corresponding to one
500th of full valve opening. The outdoor fan is controlled by a relay board connecting
to a PIO board. Except the outdoor fan, all compressor speed, expansion valve opening
and indoor fan speed are continuously adjustable.

To measure pressures, temperatures, and refrigerant mass flow rate, we installed
8 pressure sensors in different locations, 16 thermocouples to measure temperatures,
and one volumetric flow meter. A semiconductor sensor built into the data acquisition
board is used for reference junction compensacion for thermocouples. The flow meter
is of gas turbine type and is installed at the exit of indoor heat exchanger. The sensor
interface consists of a A/D board for pressure gignal conversion and a multiplexier
board connecting a A/D board for temperature signal conversion. The volumetric
flow rate is obtained by measuring voltage of a signal from the rate converter and

converting the voltage value into flow rate based on calibration table. The mass
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flow rate is obtained by multiplication of the density and volumetric flow rate. Heat
capacity is estimated based on the enthalpy change of the refrigerant flowing through
the evaporator and the mass flow rate. COP can be determined by the estimated heat

capacity and the measurement of total power consumption.

3.5.2 Parameter Estimation

There are many parameters involved in the dynamic model of vapor compression
cycle. Some of them can be measured directly from the machine and experimental
tests, and some of them have to be estimated based on thermodynamics and heat
transfer equations based on the values of the parameters and variables. In the fol-
lowing, we list main parameters and variable values at steady state which need to be

estimated for each component, and equations to estimate these parameters.

Evaporator side
The parameters need to be estimated:

a;: average heat transfer coefficient between refrigerant at the two-phase section
and the tube wall.

ayp: average heat transfer coefficient between refrigerant at superheated section
and the tube wall.

a,: average heat transfer coefficient between the air and the tube wall.

¥: mean void fraction of the two-phase section.

(CppA)y: equivalent heat capacity of the tube wall.
The constants and values of variables at steady state which can be directly measured
and need to be estimated :

D;: inner diameter of the tube

D,: outer diameter of the tube
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P?: the evaporating pressure at the steady state.
SH’: superheat at the steady state.
TJ

w

,: temperature of two-phase section tube wall at the steady state.
m?*: mass flow rate at the steady state.
L:,: length of the two-phase section at the steady state.

hi: enthalpy of refrigerant at the inlet of evaporator at the steady state.

Here we mainly discuss the methods to estimate heat transfer coefficients oy, a2,
and a,, since they are very important for the model.

To estimate a;3, the average heat transfer coeflicient between refrigerant at su-
perheated section and the tube wall, we use Dittus-Boelter equation for single-phase

refrigerant (R-22).
Nu = 0.023Re®® Pr03%

where
Nu = 9‘121 is Nusselt Number.
Pr= “—f"- is Prandtl Number.
Re = % is Renold Number.
oo is the heat transfer coefficient need to be estimated.
G = m/A; is refrigerant mass flux
Cp: is thermal capacity of refrigerant
k: is thermal conductivity of refrigerant
u: absolute viscosity of refrigerant

There are two parallel pipes in the evaporator tube circuit. At a certain cper-

ating point, u = 0.03lb/ft - hr, C, = 0.18, k = 0.0058, m = 88.5lb/hr, A; =
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3.4 x 107%ft?, G = 5";‘? From the above equations, the estimated value of oy, is

57.5Btu/ ft2Fhr.
To estimate a;;, the average heat transfer coefficient between refrigerant at two-

phase section and the tube wall, the equation proposed by Pierre for forced convection

evaporating process is used.

JAzig, )05

Nu =0.0009- Re - (—

where

Nu = £2 : Nusselt Number

Re = €2 : Renold Number

J : mechanical equivalent of heat

Az : vapor quality change in the tube

igg : latent heat of evaporation.

ky, : thermal conductivity of liquid

pr : absolute viscosity of liquid

Based on the above equations, o is estimated to be about 620Btu/ft>Fhr for a
certain operating point with pu = 0.53lb/ft - hr, k. = 0.0558, rh = 88.5lb/hr, A; =
3.4 x1074f1?, G =22,

From the above estimation, the heat transfer coefficient at the two-phase evapo-
rating section (ay; = 620Btu/ft2Fhr) is much larger than that at the superhcated
section (a;2 = 57.5Btu/ft?Fhr). If superheat value is too large, the efficiency of the
evaporator becomes low since shorter section is used for evaporation. However, if the
superheat is too small, there may be some liquid entering the compressor. Therefore

it is important to maintain an appropriate value of superheat.

The following equation is used to estimate the length of two-phase section L.,
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% . (h; —_ h:) = aymD;Le (T;;l - Te’)

where

h? can be estimated based on condensing pressure and the value of subcool.

h; is the enthalpy of saturated vapor which is determined by evaporating pressure.

T2,: temperature of two-phase section tube wall at the steady state which can be
directly measured.

T?: evaporating temperature of two-phase refrigerant which can be directly mea-
sured.

a,: the average heat transfer coefficient between the air and the tube wall, is

estimated by empirical method as following.
m 8 8 L]
7 (hg —hf) = apmD,La (T, — T,)

where T, is air temperature. It should be noted that the heat transfer between
evaporator tube wall and the air includes two parts. One is the sensible heat transfer
between the air and the tube. The second part is the latent heat transfer which
changes moist air into liquid(condensation of moist air). The estimated value of «, is
an equivalent heat transfer coefficient which represents both sensible and latent heat
transfer between the air and the tube wall. The estimated value of a, at a certain
steady state is 104.5Btu/ft?Fhr.

The mean void fraction % is obtained by the following equations.

pL— P1b
P — Py

f-y=

where
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aLel

)

1
= In(1
P1y GLel n( + Vo

vp = v + z(vy — ;)
aL ="My, _y)
hfg

where v, v; are specific volumes of saturated vapor and liquid. hg, h; are enthalpies

of saturated vapor and liquid. z is the quality at the inlet of evaporator.

Condenser side
The parameters need to be estimated:

a;;: average heat transfer coefficient between refrigerant at superheated section
and the tube wall.

a;p: average heat transfer coefficient between refrigerant at superheated section
and the tube wall.

 ay3: average heat transfer coefficient between refrigerant at subcooled section and

the tube wall.

a,: average heat transfer coefficient between the air and the tube wall.

4: mean void fraction of the two-phase section.

(CppA)w: equivalent heat capacity of the tube wall.
The parameters and values at steady state which can be directly measured and need
to be estimated:

D;: inner diameter of the tube

D,: outer diameter of the tube

P?: the condensing pressure at the steady state.

SC*: subcool at the steady state.

L:;: length of the superheated section at the steady state.
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L?,: length of the two-phase section at the steady state.
TB

wa: temperatiire of two-phase section tube wall at the steady state.

h!: enthalpy of refrigerant at the inlet of condenser at the steady state.
: enthalpy of refrigerant at the outlet of condenser at the steady state.
To estimate the one-phase heat transier coefficients «;; and a;3, we still use the

Dittus-Boelter equation.

Nu = 0.023Re® pr0-333

To estimate the condensing heat transfer coefficient, the following equation pro-

posed by Traviss, Baron and Rohsenow of MIT is used:

0.9 A

Nu = Re;; ?;LF 1
where

Nu = §2 : Nusselt Number

Rer, = Q(%:E)Q : Renold Number

Pr = %’L : Prandtl Number

F1=0.15(X;" + 2.85X%5%)

B=1for F1<1;8=115 for F1>1

F2 =5Pr +5In(1 + P1.) + 2.5In(0.00313Re?®'2) for Re; > 1125

X = (12_3)0-9(%)0-5(%)0-1

Based on the similar ideas for evaporator, the average heat transfer coefficient be-
tween the air and the tube wall of condenser a,, mean void fraction %, L%, and L%,
are estimated. For a certain operating point, some of steady state values are P, =
92.4Psia, P, = 200psia, SH = 9F, SC = 2.3F. Mass flow rate is 88.5/b/hr. The esti-
mated values of the parameters are a;; = 40Btu/ ft?Fhr, oy, = T10Btu/ ft*Fhr, o3 =
38Btu/ ft?Fhr, a, = 59Btu/ ft*Fhr. There are four parallel pipes in the condenser.
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Compressor side
The parameters need to be estimated:
K31, K33, K33 and K3y, Koz, Koa3.
K3,, K32, K33 are the parameters in the following equation for the change of mass

flow rate through the compressor
o0y = K3,0P, + K330 P, + K330u,

where u, is the compressor speed.
K31, K, K3 are the parameters in the following equation for the change of refrig-

erant enthalpy at the exit of the compressor.
0hg = K310 P, + K220 P, + K236h,

where h; is the refrigerant enthalpy at the compressor inlet.

To estimate K3, K32, K33, we take the following approach.

Step 1: keep constant compressor speed and constant fan speeds, and change the
expansion valve opening by step increase, and record the change of mass flow rate, the
change of steady state evaporating pressure, and the change of steady state condenser
pressure.

Step 2: change the indoor fan speed by step increase, and keep other control
inputs constant, and record the changes of mass flow rate, evaporating pressure and
condensing pressure.

Step 3: change the compressor speed by step increase, and keep other control inputs
constant, and record the changes of compressor speed, mass flow rate, evaporating
pressure and condenser pressure.

Based on the numbers obtained from the above three steps, the values of K3;, K33, K33

can be estimated. Taking similar approach as above, K, Koz, K23 can be estimated.
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Expansion valve side
The parameters need to be estimated: K,;, K, and K,3.
K1, K12 and K3 are the parameters in the following equation for the change of

mass flow rate through the valve.
0y = K116P. + K120 P, + K 30u,

where u; is the expansion valve opening. Using similar approach as above, K1, K19, K3
can be estimated.
After the values of all parameters involved in the model of vapor compressor cycle

are obtained, we are ready to simulate the model with the estimated parameters.

3.5.3 Simulation of the Model and Comparisons to Experimental Results

The system considered here is a residential air conditioner of split type as described
previously. Its cooling capacity is rated at 2.8 KW. We consider the cooling mode only
here.

The dry bulb/wet bulb temperatures of air entering the indoor unit coil are 27°C/19°C.
The temperature of air entering the outdoor unit coil is 35°C. This is the standard
indoor and outdoor environment for cooling mode test. An operating point is selected
where the compressor speed is 70H z, the expansion valve opening is 120 steps, the
indoor fan speed is 1000rpm and the outdoor fan speed is 660rpm. The corresponding
evaporating temperature is Te = 8.5°C, the superheat is SH = 5°C

The linearized dynamic model around this operating point is expressed as :
éx = Az + Béu (3.48)

8y = Céz + Déu (3.49)
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where dx and du are given in equation (3.31), dy are output variables. Under the

given condition, all elements of matrices A, B C and D can be obtained.
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Figure 3.7: Step responses under a step change in compressor speed.

Figure 3.7 shows the dynamic responses of several variables in the model for a
step increase in compressor speed. From Figure 3.7, one can see that the superheat
increased with the increase of the compressor speed. Figure 3.7 also shows that the
evaporating temperature decreased and condensing temperature increased when the
compressor speed increased. This is indeed consistent with the intuiticn that a higher
compressor speed will build up more compression ratio. Increase of compressor speed
will increase the mass flow rate. This is shown in Figure 3.7. Step responses of the
model show behavior of a low order system.

The dynamic responses of the model under a step change of the expansion valve
opening are shown in Figure 3.8. A step increase of expansion valve opening implied

higher refrigerant mass flow rate, which resulted in a longer two-phase section for
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Figure 3.8: Step responses under a step change in expansion valve opening.

evaporation, and thus the superheat dropped. The increase of the opening of expansion
valve gave rise to the increase of evaporating temperature The condensing temperature
decreased at first when the expansion valve was open widerly, and then increased to
reach a steady state.

Figure 3.9 shows the dynamic responses of several variables under a step increase
of heat transfer coefficient o, at the indoor unit side due to the change of air flow
velocity which was caused by the change of the fan speed in the indoor unit. Since the
heat transfer coefficient between the evaporator tube wall and the air increased, the
two phase flow refrigerant evaporated more quickly. Therefore the superheat should
be higher. It can be seen from Figure 3.9 that the superheat increased with an increase
of the indoor fan speed. The evaporating and condensing temperatures increased due
to the increase of indoor fan speed. Therefore thelincrease of indoor fan speed usually

decrease the effort of dehumidification.
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Figure 3.10 shows the dynamic responses of the model under a step increase of heat
transfer coefficient o, at the outdoor unit side due to the increase of outdoor fan speed.
Increase of heat transfer coefficient at the outdoor unit side makes it possible for a
lower condensing temperature to reject sufficient heat to the outdoor air. It can be seen
in Figure 3.10 that both the evaporating temperature and the condensing temperature
decreased due to the increase of outdoor fan speed. The superheat increased with an
increase of the outdoor fan speed.

Figure 3.11 shows the comparisons of simulated responses and the actual system
responses measured from a experiment to a step increase in compressor speed. Figure
3.12 shows the comparisons of simulated responses and the actual system responses

to a step increase in expansion valve opening.

9.5 v v - 48
9 —: Experiment 47
_85 — : Simulation 46 :
o o C e AN ey
1 45
2 % Ay 1 e
7.5 44
7 43
6.5 42
0 50 100 150 200 0 50 100 150 200
Time (secs) Time (secs)
60 6
2 o8|
e = AX T
w56 5
- €
254 2
2 By
S 52 ’
50 4
0 50 100 150 200 0 50 100 150 200
Time (sacs) Time (secs)

Figure 3.11: Simulated results and actual system response measured from experiments.
The compressor speed is changed from 70Hz to 75Hz
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Figure 3.12: Simulated results and Actual system response measured from experi-
ments. The expansion valve opening has 10 steps increase

From Figure 3.11 and Figure 3.12, we can see that these actual responses are con-
sistent with the simulated ones. Both simulation and experiments show the same
directions of steady state changes when a control input has a step change, and simu-
lated responses and actual ones reflect the low order behavior of the vapor compression
cycle dynamics. This implies that the analytic model captures the main character-
istics of the cycle dynamics. Although the analytic model with 12 state variables
has been very much simplified from the actual nonlinear, two-phase and distributive
system, and there are so many parameters involved, the simulated results still match
the experimental tests pretty well in terms of main dynamic characteristics and the
directions of steady state changes. Therefore, the analytic model is well validated by

the experiments and could be used for model-based feedback control design.
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Comparisons of simulation of the model and experimental tests were also made for

otkLer operating points. Similar results were obtained.

3.6 A simplified model

Observed from the experimental tests, the actual dynamic responses of vapor com-
pression cycles exhibit behavior of very low order systems. Therefore it is possible
to further simplify the lumped-parameter dynamic model presented in the previous
sections.

In both evaporator and condenser, two-phase refrigerant dominate the major por-
tion of the heat exchangers. The thermal capacitance of these sections are much
greater than that of single-phase sections. It could be seen from the eigenstructure
analysis of the system matrix A that those fast eigenvalues mainly correspond to
the dynamics associated with those short, single-phase sections. Hence, it is verified
that the dynamics of the two heat exchangers are mainly dominated by the dynamic
perturbation in the two-phase regions.

To capture only the dynamics of two-phase sections, a more simplified lumped-
parameter model can be proposed as shown in Figure 3.13

Here only five independent state variables associated with the heat exchangers are
defined. For the evaporator, superheat behavior is closely related to the length of the
two-phase section. The dynamic behavior of P, and SH driven by actuating inputs
such as compressor speed, expansion valve opening, fan speeds can be easily derived

based on this model.
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Chapter 4

Multivariable Control of Vapor Compression
Cycles

4.1 Introduction

Recent advances in variable-speed drive technology offer tremendous opportunities
for improving system performance and energy efficiency in vapor compression systems
[4]. The compressor speed can be continually adjusted so as to modulate the heat
exchanger capacity to match the actual thermal load. The speeds of fans can be
altered to affect the heat transfer rates across the heat exchangers. The opening of
the expansion device can be varied, such as a needle valve driven by a stepper motor,
so that refrigerant flow rate and pressure drop can be changed. Vapor compression
systems equipped with these variable-speed and variable-position drives have already
been commissioned for residential and commercial applications for several years [1].
However, to date the industry has not taken full advantage of these variable devices
to gain substantial performance improvement.

One of the primary control goal in operating heat pumps and air conditioning
systems is to modulate heat exchange capacity to match actual loading condition.
Over the years, this has been done by running the compressor in a cyclic on-off manner.
It is well known that these frequent start-up and shut-down transients result in poor
energy efficiency. With today’s variable-speed compressors, the cyclic on-off method
has been replaced by a feedback control scheme using indoor temperature as the
feedback signal. In addition to capacity modulation, superheat regulation is also

essential in maximizing evaporating efficiency and in preventing liquid or excessively
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heated vapor from entering the compressor. Superheat regulation has been done by
merely controlling the expansion valve opening, independent of compressor speed or
fan speed controls.

In principle, capacity incdulation and superheat regulation have been attempted
based on the conventional single-input single-output (SISO) techniques. And the per-
formance has been limited, due to the limitation of the controller structure and the
difficulty in tuning the feedback gains in the framework of SISO methodelogy. In
addition, so far only compressor speed and expansion valve opening have been treated
as active control inputs for dynamics regulation. As pointed out by [15], besides com-
pressor speed and valve opening, the speeds of fans at the two heat exchangers are also
useful inputs that should be properly controlled for improving system performance.
However, the role of fan speed control has never been addressed in details in any
literature.

It can be shown that there are strong cross-couplings between these various actu-
ating inputs and performance outputs such as evaporating temperature, condensing
temperature, superheat etc. By intuition, it is conceivable that a proper coordination
among the valve opening, far speeds, and compressor speed will improve superheat
behavior to a greater extent in withstanding external disturbances while the sys-
tem capacity being effectively modulated. In fact, advanced multi-input multi-output
(MIMO) control techniques are readily available to serve this purpose.

This chapter presents multivariable feedback control design for regulating vapor
compression cycles based on the dynamic model developed in the previous chapter.
The control objective is defined as improving the transient behavior of the vapor com-
pression cycle in terms of regulating desired superheat and evaporating temperature.

In particular, the conventional control strategy of SISO systems is studied based on
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the dynamic model and experimental tests. A model-based MIMO control design for
controlling desired superheat and evaporating temperature is described. The MIMO
control is digitally implemented in a residential air conditioner and compared with the

SISO control experimentally.

4.2 Analysis of traditional control scheme in air conditioning systems

To date, the principle of the traditional control method for regulating the vapor
compression cycle in an air conditioning system is to control indoor room temperature
(or evaporating temperature T, or cooling capacity) by the compressor speed and to
regulate superheat SH by the expansion valve opening as shown in Figure 4.1. There
is no feedback control for fan speeds. The indoor fan speed is set to be proportional
to the compressor speed and the outdoor fan is kept to have constant speed. The
two control loops are treated as two independent SISO systems, which results in
a diagonal control structure (decentralized control) while the cross-couplings in the
plant dynamics are completely ignored. Often a PI controller is used in the valve-
superheat loop to regulate SH within a cesired range, while indoor room temperature
is controlled by a proportional scheme acting on the compressor speed to match the
indoor thermal load during a cooling mode. For a system with cross-coupling reflected
by the non-zero off diagonal terms in the transfer function matrix, such an independent
SISO control invariably will result in drawbacks in its performance. It was observed
long time ago that superheat controlled by thermostatic expansion valve can exhibit
undesirable oscillating behavior, known as hunting phenomena [2]. This can be clearly
explained by the model we proposed. In the transfer function from the expansion valve
to superheat based on the model, there exists a nonminimum phase zero which stays in

the right hand side of the s-plane. Figure 4.2 shows the root locus plot for the transfer
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function from the valve opening a, to the superheat SH around a certain operating
point. Thermostatic expansion valve is basically a proportional controller usually with
high gain. A high gain for an open loop transfer function with nonminimum phase
zero will cause unstability or oscillation of the close loop system. If a smali gain is used

for the P-controller, the closed loop response will have steady state error, although it

may be stable.
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Figure 4.1: A decouple SISO control system

PID controller was proposed to regulate the superheat using a motor driven needle
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Figure 4.2: Root locus of the transfer function from a, to SH (partially shown here)

68



PID controt of SH by expansion vaive under a compressor speed change
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Figure 4.3: Valve-controlled SH response to a step change in compressor speed.

PID control of Pe by compressor speed under a disturbance of valve opening
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Figure 4.4: Compressor-controlled P, response to a step change in valve opening.

expansion valve in [10] to avoid steady state error. However there is strong coupling
between superheat and compressor speed. Figure 4.3 shows the response of valve-
controlled SH (PI controller) to a step change in compressor speed. It can be seen
that the transient process takes a long time to reach the desired steady state. There
is no way to adjust PID controller parameter to get a quick response without causing
oscillation or large undershoot. Figure 4.4 shows the response of compressor-controlled
P.(PI-controller) to a step change in valve opening. It can be seen that the transient
process is long and has undesired undershoot. As shown in Figure 4.3 and Figure 4.4,
a poor coordination between compressor speed and valve opening in the presence of

strong cross-couplings can result in unfavorable interference between the two ioops.
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Figure 4.5: A decouple SISO control system

The conventional control system for regulating the evaporating temperature T, and
the superheat SH is illustrated in Figure 4.5. Two control loops are decoupled. Since
there exist strong cross-coupling between these two control loops, the performance of

the conventional SISO system is very limited.
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Figure 4.6: Performance of a SISO control system
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Figure 4.6 shows the performance of the SISO control system if the gains are tuned
based on Zigler-Nicoles optimal gain tuning method for PI controller. In Figure 4.6,
the control objective is to reduce the desired superheat valve from 5°C to 4°C while
evaporating temperature is kept at 8.5°C. It is observed that the control system is
oscillating. To avoid unstable or oscillating performance, small gains must be used.

That generally causes slow transient processes.

4.3 Model-based MIMO control of vapor compression cycles
4.3.1 A multivariable control design method: LQG with integrator

In order to better control the transient processes of vapor compression cycles,
model-based multivariable control is presented. Based on the dynamic model of a
vapor compression cycle developed in the previous chapter, muitivariable control sys-
tems can be designed to control T, and SH by both compressor speed and expansion
valve opening. Figure 4.7 shows the schematic diagram of a MIMO control system.
The main difference is that the decoupled SISO control only use one feedback signal to
generate one control input. However MIMO controls use both feedback signals to gen-
erate two control inputs. When a dynamic model is used to design a MIMO control,
" “the cross coupling between the two single SISC loops can be taken into account. That
makes the MIMO control have better performance than the decoupled SISO control,
since the two SISO loops are strongly coupled.

Based on the dynamic model, we designed multivariable controllers to contrel vapor
compression cycle. The particular objective of control here is to regulate superheat and
evaporating temperature by both compressor speed and expansion valve opening. The
multivariable control method which is used here is Linear-Quadratic Gaussian(LQG)

control with integrator because this MIMO control can optimize a cost function which
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Figure 4.8: A block diagram of LQG

compromises the output errors and control efforts.

The structure of a LQG multivariable controller is shown in Figure 4.8. It is
an observer-based compensator which uses Kalman filter to optimally estimate un-
measured state variables based on measurements and then use the optimal full state
feedback to generate the control law. The optimal gain matrix K and Kalman filter
matrix L are determined based on the system matrix A, B, C, D of the dynamic model
and weighting matrices Q and R for linear quadratic regulator and weighting matrices

Q@ and R for linear quadratic estimator.

T2



The dynamic model of a vapor compressor cycle around an operating point is

expressed in a state space form as follows.
x = Ax + Bu (4.1)
y =Cx+ Du (4.2)

where X are the state variables, u are control inputs, and y are system outputs. And
D =0.
The optimal feedback gain matrix K is calculated such that the feedback law

u = —Kx minimizes the cost function:
J = / (y'Qy + uRu)dt (4.3)
subject to the constrain equation:
x=Ax+ Bu, y=Cx+ Du

To obtain Kalman filter gain matrix L, linear quadratic estimator design is con-

sidered. For the system:

x = Ax + Bu + Bw (4.4)
y=Cx+Du+v (4.5)
with process moise and measurement moise covariances:
E{w}=E{v} =0, E{ww'} =Q, E{vv'} =R, E{wv'} =0
The gain matrix L is obtained such that the stationary Kalman filter
x = Ax+ Bu+ L(y — Cx — Du) (4.6)

produces an linear quadratic Gaussian optimal estimate of state variables x based on

the measurement output y and the state equations.
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After gain matrix K and L are obtained, the transfer function of the observer-based

compensator LQG can be expressed as

C(s)=K(sI-A+BK +LC)'L

1 > Ki
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I—ﬂ)—n-l +°"L+ I__K ’lB xIxc_:i__—V
- A -4 + ul +
0, =
A n
pe N B B

Figure 4.9: A block diagram of LQG with integrators

Generally, a LQG control will have steady state error if the plant itself has no
integrator. Therefore, for vapor compressor cycles which have no integrator in the
dynamics, we need to include the integrator in LQG to eliminate steady state errors,
Figure 4.9 shows the block diagram of LQG with integrator. To design a LQG with
integrator based on the dynamic model, we at first need to include the integrators
in the model, and then augment the states to include integrator variables. All out-
pus, integrator variables and control inputs are included in the cost function to be
optimized.

Integration of y give rise to the integrator variables z.

z=1Iy (4.7)
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The augmented state is

H

Xg =

z

Therefore the augmented state equations are
we[2 1] 2]

_[c o
ya— ona

The optimal feedback gain matrix for the augmented system is obtaibed such that

the feedback law u = — K, x, minimizes the cost function:

J= / (y,Qy. + uRu)dt (4.8)

subject to the constrain of the augmented system state equations.
After the optimal feedback gain matrix K, is obtained, the control law can be

expressed in the summation of two terms

u=—K,x, = —[K K] [ ; ] = -Kx - Kz (4.9)

MIMO control for a vapor compression cycle can be designed based on the above

procedures.

4.3.2 Digital implementation and Experimental results

The multivariable control has been digitally implemented for the tested machine.
Five second sampling time was selected based on the main time constant of the system.
The control input (compressor speed and expansion valve) are therefore generated
based on the multivariable control law and the feedback signals of superheat SH and

evaporating temperature Te.
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In the design of the LQG with integrator, the bandwidth frequency is selected to
be 0.1 rad/sec. The dominant frequency of the vapor compressioz cycle around the
given operating point is about 0.05 rad/sec. Figure 4.10 shows the singular valve of
the dynamic model transfer function, the loop transfer function(with controller), the
closed loop transfer function and the sensitivity transfer function. The design has
about 0.1 rad/sec closed loop bandwidth, and can tolerate about w/0.1 model error
and have guaranteed perfermance error of less than w/0.04 for frequency less than

0.01 rad/sec.
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- Figure 4.10: Frequency domain singular values

To compare the command following capability of the MIMO control and the SISO

control, the SISO control gains are best tuned. Figure 4.11 shows the results when
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the desired evaporating temperature Te is changed from 8.5°C to 7°C while the super-
heat value SH remains at 5°C. Figure 4.12 shows the comparisons when the desired
superheat value is changed from 5°C to 4°C. It can be seen that the MIMO control
has much better performance than the SISO control in command following. For the
SISO control, it takes about 4 to 6 minutes to reach steady state, however the MIMO
control can reach steady state in 2 to 3 minutes. By utilizing the dynamic model
and the coordination of two control inputs, the transient processes controlled by the

MIMO system are much faster.
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Figure 4.11: Command following: Desired Te has a step change
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Figure 4.12: Command following: Desired superheat has a step change

The disturbance rejection capability was tested both for the MIMO control and the
SISO control. In the disturbance rejection tests, the desired superheat and evaporating
temperature need to remain the same after the indoor fan speed is changed from
1000rpm to 1200 rpm. Figure 4.13 shows the comparison results. It can be observed
that the MIMO control has much better disturbance rejection capability that the SISO
control as predicted in the previous section.

It is important to investigate the effects of high control gains and model errors
on MIMO control stability and performance. Since there must exist a certain level of
uncertainty in the dynamic model used for control design, too high control gains will

enlarge the effect of model errors and actuators dynamics on the control stability. It
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Figure 4.13: Disturbance rejection: indoor fan speed changed from 1000rpm to
1200rpm

turns out that the closed loop maximum singular valves could go bevond the robustness
bound. Figure 4.14 shows that if too high gains were used in MIMO control design, it
caused unstability of the closed loop system. Therefore, we need to select appropriate
control gains for MIMO control. The effects of model errors on the MIMO control
stability are also tested. It turned out that the closed loop system is still robustly
stable even if the evaporating heat transfer coefficient or the mean void fraction has

50% change.
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Figure 4.14: Effect of high control gain

4.3.3 Control of vapor compression cycle over a wide range using gain

scheduling scheme

It is desirable to control vapor compression cycle over a wide range based on MIMO
controls. Since system nonlinearities become evident over a wide range of operating
conditions, it is important to adapt the control law to different operating range using
gain scheduling technique. A schematic diagram of gain scheduling is shown in Figure
4.15. Figure 4.16 shows the control results over a wide range. The control goal in
Figure 4.16 is that the desired evaporating temperature needs to be changed from 7°C

to 10°C while the superheat is kept to be 4.5°C. From Figure 4.16, one can see that the
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compressor speed is changed about 40 Hz which is almost 50% operating range. We
used two MIMO control laws for two operating points and successfully controlled the
desired evaporating temperature and superheat. It can be seen that the MIMO control
is much faster than the SISO control. In this situation, since the transient process
controlled by the MIMO system is much quicker than that of the SISO control, the
COP is significantly different as shown in Figure 4.17. The desired capacity can be

reached much faster by use of MIMO control.
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Figu\re 4.15: A schematic of gain schedule
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Chapter 5
Conclusions

5.1 Thesis Summary

The main results and contributions of this thesis are summarized as follows:

A moving-interface model of two-phase heat exchangers

A two-node moving-interface lumped-parameter model has been presented for de-
scribing the dynamics of two-phase flow heat exchanger. Compared to the spatially
distributed model, this new model is simpler and mathematically tractable for con-
trol design. Unlike the single node, lumped-parameter models which treat two-phase
and one-phase sections in a heat exchanger as one single lump, this new model con-
siders the dynamics of these sections as separate nodes, and hence it is capable of
reflecting the essential distributed characteristics such as superheat response. This
model relates the dynamic responses of several critical variables such as evaporating
temperature and the refrigerant superheat at the heat exchanger outlet, to changes
in boundary conditions, including the inflow and outflow rates as well as the inflow
enthalpy. This model of two-phase flow heat exchanger is essential for the establish of

a lumped-parameter model of vapor compression cycles.

A new model of vapor compression cycles

A lumped-parameter model for describing the dynamics of a vapor compression cycle
has been presented. One of the main features of this model is in its effective charac-
terization of superheat response, in addition to pressure response, to actuator inputs.
Although superheat regulation is highly essential in a vapor compression cycle, its

dynamic characteristics has never been captured by any previous model which is con-
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cise enough to incorporate into control design. This model, expressed explicitly in a
transfer function matrix, is highly useful for designing control systems that coordinate
several actuator inputs so as to achieve capacity modulation and superheat, regulation

simultaneously.

MIMO control of vapor compression cycles based on the dynamic model

Multivariable feedback control has been proposed to regulate a vapor compression cy-
cle based on the proposed lumped-parameter model. The conventional SISO method
of controlling a vapor compression cycle was shown to have very limited performance.
The LQG technique has been applied to synthesize a model-based multivariable con-
trol system with guaranteed stability robustness in the design. To control a vapor
compression cycle over a wide range where system nonlinearities become evident, the
multivariable controller has been designed to adapt to changing operating conditions
based on a gain scheduling scheme. The multivariable control was analytically and
experimentally demonstrated to have much better performance than the conventional
SISO method. This thesis is the first attempt to utilize a dynamic model to design

MIMO control for vapor compression refrigeration systers.

5.2 Main Impacts on HVAC&R. Systems

This thesis has direct impacts on a variety of HVAC and refrigeration systems
including air conditioners, heat pumps, and refrigerator etc. The following aspects

illustrate the main impacts of this thesis on HVAC&R Systems.

Controlling superheat at a lower value to increase energy efficiency

The evaporating efficicncy is largely dependent on the value of superheat. A high
superheat value implies a longer superheated section which has much smaller heat

transfer coefficient than the two-phase section in an evaporator. The higher the su-
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perheat value, the lower the energy efficiency. Ideally, with a zero superheat, the
system has highest energy-efficiency. However, a positive superheat value much be
maintained to prevent liquid refrigerant from entering the compressor. With conven-
tional control schemes ( thermostatic expansion valve or any PID control of electronic
expansion valve), the desired value of superheat has to be set relatively high, due to the
limited stability and efficacy of SISO control. It was demonstrated in the thesis that
MIMO control techniques can take advantage of crcss couplings in vapor compression
systems to better and effectively regulate superheat response by properly coordinat-
ing the compressor speed and valve opening. This manifests that the desired value of
superheat can be set relatively low in the systems with MIMO control. Therefore the

overall system energy-efficiency can be increased.

Quick and stable response to indoor temperature sctting change

Change of indoor temperature setting is often made due to reasons such as uncom-
fortable thermal sensation. We expect a quick response of the air conditioner that can
change the indoor air temperature to the new setting for the desired thermal comfort.
As shown in the thesis, multivariable control can quickly respond to the setting change
without causing instability of the system. Instability of the system ;;ay occur if quick

action is taken based on a conventional control.

Integrating with set-point optimization to achieve high energy efficiency

In addition to variable-speed compressors and adjustable electronic expansion valve,
variable-speed indoor and outdoor fans are becoming available in heat pumps and air
conditioners now. There exist multiple combinations of compressor speed, indoor fan
speed, outdoor fan speed, and expansion valve opening that can .satisfy cooling (or
heating) load condition or thermal comfort requirement. However, the most energy-

efficient operation where the COP is maximized corresponds to a certain combination
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of these control inputs, i.e. the optimal set-point. If the optimal set-point can be deter-
mined and stablized under arbitrary indoor and outdoor environment, these modern
variable-speed drives can be exploited to significantly improve the energy efficiency
of vapor compression systems. The multivariable control discussed in the thesis can
stablize an optimal set-point or realize fast and stable transitions between changing

optimal set-points under changing outdoor temperature.

Potential for more complicated systems

There are many more complicated HVAC systems than residential air conditioners.
Several examples are multi-systems which have more than one indoor heat exchanger,
and big building HVAC systems which include many integrated components. Such
complicated systems possess many actuators like compressors, fans, and valves. These
actuators usually need to be operated to achieve multi-goals. Decoupled control sys-
tem generally result in either low energy-efficiency or low performance to achieve these
multi-goals. It is more beneficial to develop multivariable control for those compli-
cated systems. The framework proposed in this thesis could be useful for developing

advanced control in many more complicated HVAC systemns.
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Appendix A

Derivations of equations (2.9) and (2.10) are given as follows. The derivations in-

volve integration with time-dependent limits of integration. The following integration

equation is applied.

/z:t(;wf((;,t) Y ;it f(z 0z — flza(t) )d22() ().t )dza,;t) (A1)

Integration of the energy balance equation from z = 0 to z = Ly(t) for the two-

phase flow section gives rise to

Li(t) 9(ph dP(t
A/(; (5; )d - AL] (t) ( ) h mmthmt + q (A2)

where
q1 = a;wD;Li{t)(Tu1(t) — Tr1)
Applying equation (A1), we have
/ o Mdz
0

ot
= %/OLI(” phdz — pghs,‘idlt(—t2
= 52 _/Ll(t)(Plhl(l —7) + pghyr)dz — Pgh delt(t)
= a‘lit (.01 l/ (1 — v)dz + pghy / ) - pghgdelt(t)
dL,(t)

= (Ll(t)pzhz(l— ) + Li(t)pghy) — pohe—

_ L1<t) (et - 5) 4 Horhs ) 4 0= ok = )

dL,

7 (A3)

where 7 is the void fraction defined as the volume fraction of vapor relative to the
total volume of the two-phase mixture at any flow section. 4 is the mean value of the

void fraction which can be determined based on the density profile.
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Integration of the mass balance equation from z = 0 to z = L(t) gives

L®dp . _
A-/O 6t = m; — Mnt (A4)
L) dp dL,(t
40384, — 2 [ -
_ d 1 Li(t) dLl(t)
= 5 (Ll(t) D) f (p(1 =) + pg?) Z) L
dp, dP(t dL,(t
= LB (gl (a5)

where py = m(1 — 7) + pg7-

The energy balance eauations for the tube walls of two-phase flow section and

one-phase flow can be obtained in a similar way.

Appendix B

Elements in matrices D, A’, and B’ for the evaporator model are as follows.
dy = —A(l = ¥)pihyg
diz = AL, (—(1 - ’_Y)d—(p#';:“'2 +p g — )
dpy = —3A(ho — ho)p2

das = AL3(0.502%% +0.5(ho — hy) 33 — B)
dy3 = AL4(0.5p3 + 0.5(ho — g)ah.,)
d3 = A(Pl - p2)

dy = AL % + AL, 33
d33 = Angﬁ

das = (CppA)w

dy = (CppA)u ™7,
dss = (CppA)w

a}, = aamDi(Ty, — Tn)
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0'12 — _mi% - a,-l‘/TDing:{%L
al, = aamD;L,

0'121 — __a'zﬂ-D( - r2)

ah, = 1, T8 — a"WD"Lza_g’gz
ayy = —Tp — a..27rD,-L2%Tﬁ
ahy = am DLy

a,42 = a;lﬂ'D‘ dP

agy = —(eamD; + ae2mD,)
agz = aingi%z

! a1,
U5y = a,ng,—ﬂaho

aly = —(aiemD; + agenD,)
1 =hi—hg
by, = my;
=hg — h,
ha = TDo(T, — Tw,)m‘:-L

e = TDo(Ty — T,,,2 o

Appendix C

In this appendix, the detailed derivations of equations (3.6) and (3.8) are given.
Integration of the energy balance equation from z = L;(t) to 2 = Ly(t) for the two-

phase flow section in a condenser gives rise to

dP( )

PPV 4y — ALy(t) 2=

Ly(1)+L2(t) O(ph ) .
A / (ph) = Ming1 Ng — Mint2hu + @2 (C1)

Li(t) ot

where

g2 = 0ppmD;La(t) (T2 — T;2)
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Applying equation (Al), we have

/Lx(l)+Lz(¢) a(ph)d
—az

L1 ot

_ % 2 zlg /Ll:(lt()t)ﬂ,(t) phdz] ~ plh:d(Ll(t)d-: Ly(2)) +pghydelt(t)

= i [Lz puhu(1 = 7) + pghg¥)) — phu d(Ll(t)d-: Latts t p"hggLTlt(tl

_ ( (pzhz)(1 )+ d(FZthe) ) + (pohg p,h,)d;: +¥(pghy ~ pzhz)%?@)

where 7 is the void fraction defined as the volume fraction of vapor relative to the
total volume of the two-phase mixture at any flow section. % is the mean value of the
void fraction which can be determined based on the density profile.

Integration of the mass balance equation from z = L,(t) to z = Ly(t) gives

Li)+La(t) §p _
A/[-,I(t) Edz = mmtl Mint2 (03)
LOHLO 8 d [ 1 (O dLi(t)  dLy(t),  dLu(2)
/L,(a) atdz T odt 2L2-/L|(t) z]-p;( at T dr )+ po dt
d dLi(t) dLy(t).  dL.(t)
= gLep) (== +—=) +p—,
d dL, dL
= L +(Py Pl)ﬂ + (p2 — Pl) : (C4)

where py = pi(1 — 7) + pg?.
Appendix D

Elements in matrices D, A’, and B’ for the condenser model are as follows.
dyy = 0.54p1(h; — hy)
di3 = AL\(p1dhg/dP + 0.5(h; — hy)(dp1/dP + dp,/dhidh,/dP) — )
m = Apihgg
dyy = AYpihgg
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diy = ALy(~(1 - 7)d(pihs;)/dP + padhy/dP - f)
dy;, = Ap0.5(ht — ho)
diy = Api0.5(hy — hy)
diy = AL3(0.5pdhy/dP — B)
di, = 0.5ALspy
dy = A(p1 — p1)
12 = Alp2 — p1)
d\y = AL (dp:/dP + dpy/dh\dh,/dP) + ALadpy/dP
dy, = (CppA)u(Twr — Tu2)/Ln

55_ w

(CppA)
dgs = (CppA)w
11 = (CppA)uw(Tuwz — Tus)/Ls
= (CppA)uw(Tw2 — Tus)/Ls
dzr = (CrpA)w
ayy = aamDi(Ty — Tr1)
aiz = —(midhy/dP + aymD;L,(dT;,/dP + dT;,/dh,dhg/dP))
ais = aymD;L,
ahy = 0T Di(Tya — T;2)
ans = Mydhy/dP — modhy/dP — aomD;LydT;o/dP
ane = atjamD; Ly
ay; = — a3 D;i(Tys — Trs)
ayy = —ai3mDi(Tys — Trs)
d)y = modhy/dP — oi5m D;L3dT,s/dP
a}y = —my — 03 D;LadTys/dh,

1
asz; = oi3mD; Ly
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ag3 = anmD;(dT,,/dP + dT;,/dh,dhg/dP)
aly = —(aanD; + o,mD,)

agy = i D;dT,o/dP

age = —(aiemD; + a,wD,)

ay3 = ajnDdT,3/dP

0'74 = Q43T DidTr3/ dh,

a4y = ~(aimD; + a,mD,)
1 =hi—hy

by = m;

by = hg — hy

by = hi — h,

£ 2E

biy = mD,(Ty — Ty1)
ba = TDo(Ty — Toyo)
I74 = WDO(Ta - Tw3)

-8

Ve

*®

Ve

Expressions for k;; are as follows.

= .._Thl___ I _nh_ r_ ﬂ
wEcam-rn MeTam-opy BT
%I—E'h %_h}g,, ahSa
kél = 17: k’22 = : k£3 = (ah - 1) /T’c + 1
ro_ af(}—;:)ul) - af(}_‘;:vul) k, — af(‘—;‘:)ul)
31 ape 32 aPC 33 aul

For a reciprocating compressor,

;P MG g oL [ _haCe(E) g = M
w5 \ira-amr) e E\Ga-omr) e
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