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Abstract

This thesis presents the design and testing of the first multi-cell superconducting
accelerating cavity with a photonic band gap (PBG) coupler cell. The structure serves
as a building block for superconducting radio-frequency (SRF) electron accelerators.
It has five accelerating cells: four cells of elliptical shape, commonly used for SRF
cavities, and one PBG cell in the middle.

The purpose of the PBG cell is to damp unwanted Higher-Order electromagnetic
Modes (HOMs) in the structure. Strong HOM damping is highly desirable for SRF
cavities because it increases maximum achievable beam current by reducing the neg-
ative effect that HOMs have on the propagating electron beam. In the presented
structure, effective HOM damping is achieved because of the inherent frequency se-
lective properties of the PBG cell.

The HOM spectrum in the five-cell cavity was carefully analyzed using eigenmode
and wakefield simulations with good agreement between the two methods. The simu-
lations showed that most of the dangerous HOMs were damped to fairly low external
quality factors on the order of 102−104. This in principle implies that the new multi-
cell cavity will support much higher beam currents than achievable in conventional
SRF cavities that are not optimized for high-current operation. The improved HOM
damping does not significantly compromise the accelerating properties of the cavity
which are comparable to those of the cavities that only use the elliptical cells. Addi-
tionally, the PBG cavity does not need HOM couplers on the beam-pipe sections of
the structure, and hence for the same amount of acceleration has a shorter length in
the direction of the propagating beam.

The five-cell cavity was fabricated of high purity niobium. Fabrication and tuning
mechanisms were successfully tested on a copper prototype before being implemented
for the niobium cavity. The accelerating gradient profile in the tuned niobium cavity
matched the desired profile within a 5% accuracy.

Two cryogenic tests were conducted with the five-cell cavity. The first test did not
succeed due to a problem with the low quality factor of the cavity’s accelerating mode.
The problem was identified as a poor waveguide joint in the fundamental power cou-
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pler. Modifications were made to the waveguide joint and a second cryogenic test was
conducted. In the second test, the high cavity quality factor was demonstrated at the
temperature of 4.2 K for accelerating gradients up to 3 MV/m. The measured value
of the cavity’s quality factor with all ports closed was 1.55 × 108, in agreement with
the prediction. This agreement indicated that the implemented surface treatment was
effective in the cavity, including the complex PBG cell. No cavity leaks were observed
during the tests in superfluid helium, proving the reliability of the fabrication process
which included difficult electron-beam welds. No hard barriers in the accelerating
gradient were observed during the test, indicating the absence of fundamental limits
to cavity’s operation for the gradient of at least several MV/m.

A series of room-temperature experiments were conducted to measure external
quality factors of six dangerous HOMs in the fabricated five-cell cavity. The mea-
surements agreed with the simulations, showing all of the measured Q-factors below
3 × 103. Effective HOM damping, together with the ability to support accelerating
gradients of multiple MV/m at cryogenic temperatures, makes the cavity an attractive
candidate for future high-current accelerators.

Thesis Supervisor: Richard J. Temkin
Title: Senior Research Scientist, Department of Physics

Thesis Supervisor: Evgenya Simakov
Title: Physicist IV, Los Alamos National Laboratory
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Glossary

Accelerating gradient, < E >

One of the main characteristics of an accelerating structure. < 𝐸 > is defined as

the amount of acceleration in the units of Volts that a charged particle gets while

traversing the structure, divided by the lengths of the accelerating structure.

BBU

Beam break-up. BBU is caused by the interaction of deflecting modes with a particle

beam, leading to effective emittance growth and eventually a loss of the beam in the

walls of the accelerating structures.

Beam-pipe

A pipe connecting accelerating structures, necessary to create a vacuum in the beam

line.

Brilliance

A term that applies to light sources such as the synchrotron, the free electron laser,

or the inverse Compton light source. Brilliance is defined as the number of produced

photons in the light source with a wavelength within 0.1% of the central wavelength,

per unit time per unit solid angle per unit area.

Bunch

Am ensemble of charged particles traveling in an accelerator.

Coupling 𝛽 factor

A number that describes the strength of coupling between an electromagnetic mode

in a structure and an RF coupler (e.g. waveguide) attached to the structure. 𝛽 is

defined as

𝛽 =
𝑄0

𝑄𝑒𝑥𝑡

,

where 𝑄0 is the unloaded Q-factor and 𝑄𝑒𝑥𝑡 is the external Q-factor related to the

power loss through the coupler.

Critical coupling

The case when the coupling 𝛽 factor is equal to one. It means that no RF power is

reflected from the coupled structure.
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CW

Continuous wave. The CW operation of an accelerating structure means that the

RF power is being supplied to the structure continuously (as opposed to the pulsed

regime) and the particle beam is being produced continuously (as opposed to single

bunches).

Dipole mode

An electromagnetic mode in an RF cavity that has one angular variation in the plane

perpendicular to the axis of the beam.

Driver linac

A linear accelerator that is used to supply accelerated particles to a particle collider

or a light source.

E-boundary

A boundary condition used in electromagnetic simulations. This condition, defined

on a plane, requires the vector of the electric field to be perpendicular to the plane.

Eigenmode simulation

A type of numerical simulation that aims to solve Maxwell’s equations and find natural

modes (eigenmodes) in a closed RF structure.

Emittance, 𝜖

A term that characterizes the internal structure and divergence of an accelerated par-

ticle beam. Emittance is defined as the area that the beam occupies in the transverse

or the longitudinal (with respect to the beam’s trajectory) phase space. In the trans-

verse phase space the emittance 𝜖 is proportional to the area of an ellipse enclosing

the beam in the phase space

𝜖 = 1/𝜋

∫︁
ellipse

d𝑥d𝑥′,

where 𝑥 is a transverse coordinate and 𝑥′ is the corresponding angle of motion with

respect to the beam’s trajectory.

ERL

Energy recovery linac. A type of a linear accelerator that “recycles" the energy of the
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accelerated particles by slowing the particles down and generating RF power after

the particles were used for generating light (in a light source) or in collisions (in a

particle collider).

Field emission

Field emission is the effect caused by the emission of electrons from the regions of

the high electric field on the surface of an RF cavity. The emitted electrons travel in

the RF fields of the cavity and impact the cavity’s surface. This leads to excessive

heating and production of X-rays.

Fundamental power coupler (FPC)

A waveguide or a coaxial line used to feed RF power into an accelerating structure.

H-boundary

A boundary condition used in electromagnetic simulations. This condition, defined

on a plane, requires the vector of the electric field to be strictly parallel to the plane.

HOM

A higher order mode. An HOM is an electromagnetic mode with a frequency higher

than the frequency of the operating (accelerating) mode.

Linac

Short for the linear accelerator. In a linear accelerator, a particle beam is accelerated

along a straight line, as opposed to a circular accelerator.

Luminosity, L

A term that applies to particle colliders. 𝐿 is defined as the number of collisions

between the accelerated particles, per unit area per unit time.

Monopole mode

An electromagnetic mode in an RF cavity that has zero angular variation in the plane

perpendicular to the axis of the beam.

Multipacting

Multipacting in RF structures is a resonant process in which a large number of elec-

trons build up spontaneously, absorbing RF power.

PBG

Photonic band gap. A frequency gap between bands in a dispersion diagram for a
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periodic structure. An electromagnetic wave cannot propagate in a periodic structure

if its frequency is in the band gap.

Perfectly matched layer (PML)

PML is used in electromagnetic simulations to create a no-reflection boundary. Prop-

erties of the layer are chosen to cancel out reflection for the specific geometry [93].

Q-factor

A number that describes the decay of an electromagnetic mode in a structure. Defined

as the number of periods it takes for the amplitude of the mode’s energy to decay by

a factor of 𝑒. Can also be written as

𝑄 =
𝜔𝑈

𝑃𝑙𝑜𝑠𝑠

,

where 𝜔 is the angular frequency of the mode, 𝑈 is the electromagnetic energy stored

in the mode, and 𝑃𝑙𝑜𝑠𝑠 is the power loss due to Ohmic loss, radiation, etc.

Loaded (total) Q-factor 𝑄𝐿

The Q-factor of an electromagnetic mode due to all kinds of losses in the cavity,

including Ohmic loss and radiation loss.

Unloaded Q-factor 𝑄0

The Q-factor of an electromagnetic mode due to only the Ohmic loss in the walls

of the RF cavity, as opposed to the total Q-factor that includes losses of all kinds.

External Q-factor 𝑄𝑒𝑥𝑡

The Q-factor of an electromagnetic mode that only includes the power loss to an

external coupler (e.g. waveguide). It is different from the total Q-factor that includes

losses of all kinds.

Quenching (thermal breakdown)

Quenching is a sudden transition from the superconducting state to the normal con-

ducting state due to heating in “defects" on the surface of a superconducting cavity.

Quenching results in a sharp drop in the RF cavity unloaded quality factor.

Real estate gradient

Same as accelerating gradient, but averaged over the whole length of an accelerator,
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including non-accelerating structures, e.g. HOM dampers. The real estate gradient

characterizes the whole accelerator as opposed to an accelerating structure.

RF

Radio frequency. A range of frequencies from 3 kHz to 300 GHz.

S-parameters

S-parameters relate output signals from a structure (e.g. an accelerating cavity) to

the input signals. For a two-port system, there are four S-parameters: S11, S12, S21,

and S22. In our case, the indices indicate the output and the input waveguide or

coaxial ports of the cavity.

SRF

Superconducting radio-frequency. The acronym SRF is used to describe a part of

accelerator science and technology that involves the application of electrical super-

conductors to radio frequency accelerating structures.

TESLA cavity

A superconducting RF 9-cell accelerating cavity [65] developed for the International

Linear Collider [9].

Wake impedance, Z(𝜔)

The Fourier spectrum of wake potential w(𝑠) with respect to the distance between

the bunches 𝑠. Wake impedance Z(𝜔) shows the frequency (𝜔) content of a wakefield

and is used to analyze the impact of individual HOMs on the beam. Longitudinal and

transverse wake impedances are mathematically defined in Equations (2.3) and (2.4).

Wake potential, w(𝑠)

A quantity that describes the strength of interaction between a test bunch and a

wakefield excited by a source bunch.Wake potential w(𝑠) is a function of the distance

between the source bunch and the test bunch 𝑠. Longitudinal and transverse wake

potentials are mathematically defined in Equations (2.1) and (2.2).

Wakefield

Electromagnetic fields excited in an RF structure by a passing particle beam (see

also: HOM).

Wakefield simulation
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A type of numerical simulation that aims to solve Maxwell’s equation in the time-

domain using a passing particle beam as a source of excitation.
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Chapter 1

Introduction

Particle accelerators constitute a very important part of modern-day science. Applica-

tions of particle acceleration are incredibly diverse and include industrial applications,

medicine, and studying fundamental particle physics, condensed matter physics, ma-

terial science, and biology. In this thesis, a new photonic band gap (PBG) structure

resonating at an RF frequency is developed for use in particle accelerators. The

remainder of this Chapter introduces basic concepts and terminology used to under-

stand particle accelerators.

For example, a particular kind of accelerators, particle colliders, is exclusively

used for studying high-energy physics. By colliding particle beams of extremely high

temperatures, scientists can simulate the events that happened shortly after the Big

Bang. High energy physics is also of great interest for verifying the currently dominant

theory describing fundamental particles and fields, the Standard Model.

The Standard Model, sometimes regarded as “the theory of almost everything”, is

currently the closest model to a complete theory of particle interactions. It continues

to demonstrate success in accurately predicting diverse experimental results. In the

Model, all elementary particles are divided into 12 fermions (quarks and leptons), 4

gauge bosons, and the Higgs boson. The Higgs boson, predicted by the Standard

Model decades ago, was finally discovered in ATLAS and CMS detectors of the Large

Hadron Collider (LHC) at CERN [1, 2] in 2012. This discovery marked a great

physics breakthrough of the 21st century [3, 4]. Future applications of particle collid-
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ers include making more precise measurements of the properties of the fundamental

particles [5] and possibly answering the questions on the origin of dark matter.

Figure 1-1: Livingston plot of accelerated particle energy versus year of accelerator
commissioning [6].

Some of the most important parameters of particle colliders are collision energy

and luminosity, the latter defined as the number of collisions per unit area per unit

time. Progress towards higher collision energy of particle accelerators for high-energy

physics applications can be summarized in the “Livingston” plot shown in Figure 1-1.

The figure plots particle energy against the year the accelerator was commissioned.

In the plot, particle colliders are separated into two major families: hadron colliders
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and lepton colliders.

As can be seen in Figure 1-1, higher collision energies can be achieved by acceler-

ating heavy particles (hadrons) in circular machines. Updates to the current energy

frontier colliders like LHC promise to achieve even higher energy and luminosity [7].

However, hadron collisions are not “clean”, meaning that the colliding particles are

not elementary particles, but instead, consist of quarks. This makes results of hadron

collisions hard to analyze.

On the other hand, acceleration of lighter particles (leptons) allows “cleaner” col-

lisions. However, achieving collision energies on the order of 1 TeV is much harder

in circular machines for leptons due to significant synchrotron radiation losses. This

calls for future linear lepton colliders such as CLIC [8] and ILC [9]. For example,

the proposed ILC is a 30-50 km long electron-positron collider (Figure 1-2), more

than 10 times longer than today’s largest linear accelerator, SLAC [10]. Its planned

collision energy of 500 GeV with a possible upgrade to 1000 GeV puts is right above

the existing blue line on the “Livingston” plot (Figure 1-1).

Figure 1-2: An overview graphic of the planned ILC based on the accelerator design
of the Technical Design Report.

Other important type of particle accelerators, distinct from colliders, is so-called

light sources. In light sources, the energy of the accelerated particles is converted to

(typically X-ray) radiation, which is then used to study condensed matter physics,

material science, biology, and medicine. The conversion is done in bending magnets

of a synchrotron storage ring or an undulator of a free-electron laser [11].
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Instead of luminosity used for colliders, the figure of merit used for light sources is

brilliance. Brilliance is defined as the number of produced photons with a wavelength

within 0.1% of the central wavelength, per unit time per unit solid angle per unit area.

Various projects for light sources have been recently built or proposed, aiming for

higher energy and brilliance of the produced X-rays [12, 13, 14, 15, 16]. Other methods

of producing X-ray radiation in a more compact machine are also emerging [17].

All of these concepts for colliders and light sources rely on accelerators to pro-

vide energetic beams of charged particles. Traditionally, room-temperature radio-

frequency or superconducting radio-frequency accelerators are used. Besides the two

traditionally used types of accelerators, advanced far future concepts, such as plasma

accelerators and dielectric accelerators, are being actively explored [18]. Their main

advantage is the ability to provide a much higher accelerating gradient, defined as

the accelerating voltage divided by the length of an accelerator. For example, an

impressive accelerating gradient was recently demonstrated using laser-driven plasma

acceleration, resulting in the energy gain of 4.2 GV over the length of mere 9 cm [19].

1.1 Energy-recovery-linacs

One especially interesting type of a particle accelerator utilized in both colliders and

light sources is the energy recovery linear accelerator (energy-recover-linac or ERL). In

the last decade ERLs have been proposed as driver accelerators for light sources [20,

21, 22, 16] and an electron-proton collider [23]. An ERL-based light source is an

alternative to a more conventional design that relies on a synchrotron storage ring [24].

A schematic diagram of an ERL-based X-ray light source is shown in Figure 1-3.

First, charged particles (typically electrons) are injected in radio-frequency (RF) or

microwave cavities at the proper time for acceleration, which produces a high energy

electron beam. This electron beam is then forced to oscillate in an arrangement

of magnets of alternating orientation. As a consequence of this oscillation, X-rays

are produced and the beam loses about 0.1% of its energy. Then, electrons are re-

injected into the linac at the proper time for deceleration to recapture the remaining
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99.9% of their energy. The recaptured energy is then available for the acceleration

of subsequent bunches of electrons. Every bunch of electrons therefore first traverses

the linac for acceleration, and after being used for X-ray production or in collisions

with another beam traverses the same linac for deceleration.

Figure 1-3: A diagram showing an ERL-based X-ray source.

One particularly important quantity characterizing the quality of a particle beam

is called emittance. Emittance is the area that the beam occupies in the transverse

or the longitudinal (with respect to the beam’s trajectory) phase space. In the trans-

verse plane the phase space is defined in the dimensiones of a transverse coordinate

𝑥 and the corresponding angle of motion with respect to the beam’s trajectory 𝑥′.

The emittance 𝜖 is proportional to the area of an ellipse enclosing the beam in the

phase space 𝜖 = 1/𝜋
∫︀
ellipse

d𝑥d𝑥′ [25]. Emittance depends on a layout of an acceler-

ator beamline and properties of all of its components (accelerating cavities, bending

magnets, etc). Minimizing beam emittance is one of the major goals of accelerator

design and is necessary for achieving high luminosity and brightness.
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One of the motivations for using ERLs is their capability to provide the beam

with an emittance much smaller than can be attained in a storage-ring based light

source [24]. This can be explained by the fact that a conventional storage-ring in

a synchrotron recycles bunches at high energy billions of times, compromising their

beam quality, whereas in an ERL bunches are only accelerated once before being used

for X-ray production or collisions.

Using energetic low-emittance bunches after they only pass an accelerator once

would not be practical without energy recovery. Energy recovery is especially impor-

tant for the projects mentioned above [21, 22, 16, 23] because they require electron

beams with energies of multiple GeV and high continuous wave (CW) beam currents

on the order of hundreds of mA. Indeed, this means that driver linacs would have to

produce beam power as high as 1 GW, which is only feasible if the energy used to

accelerate the beam is somehow recovered [24].

Besides low emittance, the high average beam current is also required for the

projects [21, 22, 16, 23] to achieve the desired brilliance in the light sources or lumi-

nosity in the colliders. Even higher currents up to the ampere level are desirable for

the future projects, as described in [26, 27]. While currents up to the ampere level are

possible in ERLs with relatively low electron energies of multiple MeV [28, 29, 30],

raising the beam current for a multi-GeV machine is highly challenging. This is due

to the fact that multi-GeV ERLs have to be much longer, which makes the beam

more vulnerable to instabilities and thus limits the achievable current. The main

limitation comes from the beam break-up instability (BBU), which comes as a result

of an interaction of the beam with parasitic electromagnetic modes in accelerating

structures. This effect is caused primarily by the modes of dipole or quadrupole

nature with frequencies above the accelerating RF frequency (hence they are called

higher order modes or HOMs). Damping of HOMs is required to achieve high beam

currents and subsequently high brilliances and luminosities.
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1.2 Superconducting RF accelerators

In RF accelerators, electromagnetic waves at RF and microwave frequencies (from

a fraction of 1 GHz to multiple GHz) are used to accelerate charged particles. The

RF/microwave power is typically generated by a vacuum electronics device such as the

klystron and fed into an array of accelerating cavities. Acceleration is done via beam

interaction with the longitudinal component of the electric field of the electromagnetic

wave. In room-temperature accelerators, cavities are normally made of copper due

to its low resistivity. However, even copper’s resistivity can be too high for certain

accelerator applications and it is instead necessary to use superconducting materials.

Superconducting RF (SRF) cavities are traditionally made of high-purity niobium

(Figure 1-4) and immersed into a bath of liquid helium to keep their temperature un-

der the temperature of superconducting transition. The cavity, the cryogenic system,

the tuners, and the RF power lines form a complete SRF accelerating module, shown

schematically in Figure 1-5.

Figure 1-4: An example of superconducting RF cavities: two 1500 MHz 5-cell niobium
cavities adopted by TJNAF (formerly CEBAF).

Superconducting cavities are especially helpful in accelerators that use continuous

wave (CW) mode or a high duty factor, defined as the fraction of time when the RF

is on [32]. For ERLs, the CW regime of operation is a natural choice. This can be

explained by the fact that the energy of the electron bunches is periodically taken
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Figure 1-5: A simplified diagram of an SRF cavity in a helium bath with RF coupling
and a passing particle beam. The picture is taken from [31].

from and then put back into the electromagnetic fields in accelerating cavities. If a

copper structure is used in the CW regime, power dissipation in the walls could be

unacceptable. On the other hand, RF/microwave surface resistance of a supercon-

ductor is typically five orders of magnitude lower than that of copper. Hence, all of

the ERLs mentioned earlier [20, 21, 22, 16, 23] rely on SRF accelerating cavities.

Low surface resistance of superconducting cavities results in very high (although

finite) Q-factors, typically 108 − 1011. The Q-factor for an electromagnetic mode is

defined as the number of periods it takes for the mode’s energy to decay by a factor

of 𝑒 (see Glossary for details). High Q-factor in SRF cavities gives a very significant

reduction in the amount of AC power used per unit length of an accelerator. However,

the tiny power dissipated in the walls of a superconducting cavity has to be taken

out by a refrigerator system at liquid helium temperature. Therefore, one has to take

into account the Carnot efficiency

𝜂 =
𝑇

300 − 𝑇
= 0.014 (1.1)

at 𝑇 = 4.2𝐾. This, together with the technical efficiency of refrigerator systems, gives
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a factor of 200 of typical reduction of AC power due to the use of superconducting

cavities [31], which is still very significant. In practice, it means that generated

RF power is spent entirely on beam acceleration, which is not the case for room-

temperature accelerators.

However, operation in the CW has drawbacks. Superconductors are fundamen-

tally defined to expel all magnetic flux up to a critical field at which they lose their

superconductivity. This critical field defines an upper bound on the surface magnetic

field allowable in a superconducting accelerating cavity, which in turn limits the ac-

celerating gradient. Over the past few decades, advances in cavity surface treatment

and preparation significantly increased the maximum achievable gradient. However,

for traditionally used niobium cavities an upper limit of 50 MV/m on the accelerating

gradient is considered unavoidable.

New techniques are being developed today to increase the accelerating gradient

and the Q-factor in superconducting cavities. Nitrogen doping of niobium walls has

been proven to increase Q-factor by up to a factor of 4 [33], and has been adopted

for the LCLS II accelerator [14]. Application of thin films to the niobium surface, al-

though not fully developed yet, has the potential to increase the maximum achievable

accelerating gradient and decrease surface losses [34, 35].

Besides the gradient limitation, superconducting cavities are costly. Although

SRF cavities save expensive RF power, their cost can be very significant due to the

complexity of SRF accelerating modules (Figure 1-5). Nevertheless, the advantages

of superconducting RF accelerators tend to overcome the disadvantages for the over-

whelming majority of today’s big accelerator projects. They include ILC (possibly in

Japan) [9], High-luminosity LHC in Switzerland [7], ESS in Sweden [36], European

X-FEL in Germany [13], eRHIC [23], FRIB [37], MaRIE X-FEL [12], LCLS II [14],

NSLS II [15], Advanced Photon Source Upgrade [16] (all in USA). Recently, SRF tech-

nology was also proposed for some industrial applications, where copper accelerators

were traditionally used [38, 39, 40].

Consideration of beam break-up instability becomes especially important for SRF

cavities. Once HOMs are excited in a superconducting cavity, they can oscillate for
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a long time with very high Q-factors due to extremely low losses in the walls of the

cavity. For this reason, all SRF cavities are equipped with HOM dampers such as

antennas or ferrite absorbers located on the beampipe just outside of the main cavity

space.

For example, the highly optimized TESLA cavity (which is a 1.3 GHz 9-cell SRF

cavity) utilizes coaxial couplers located on the beam pipes on both sides of the cav-

ity [41]. However, the TESLA cavity does not have HOM damping ability adequate for

the high-current ERL projects [42]. Modifications of this design have been suggested

to improve HOM damping by altering beam pipe and iris radii, somewhat sacrificing

accelerating properties. Simulations confirmed the effectiveness of the new designs

at providing the HOM damping required for 100 mA operation of the corresponding

ERLs ([42, 43]).

Other examples are the 5-cell cavities developed at JLAB [26, 44, 45] for the

frequencies of 748.5 MHz and 1.497 GHz. These designs are specifically optimized

for HOM damping. Each design utilizes 6 waveguides on the beam pipe (3 on each

side, arranged in a Y shape – so-called “waveguide endgroup"). Simulations [45] have

demonstrated that a BBU threshold of 1A can be achieved for the 1.497 GHz cavity

in a proposed ERL-based free electron laser.

Another design was recently proposed for a 1.4 GHz 9-cell cavity with waveguides

attached directly to the accelerating cells, coupling through thin slots [27]. Simula-

tions have shown its ability to provide a BBU current threshold as high as 1.5 A if used

for the driver accelerator in the proposed Advanced Photon Source upgrade [16]. The

design can be very promising if the required confinement of the fundamental mode is

demonstrated. But good HOM suppression comes at a price of the increased surface

fields.

PBG cavities are attractive candidates for particle accelerators and ERLs in par-

ticular because of their frequency selective property. This property can be used

to confine the accelerating mode but not the HOMs, thus providing effective HOM

damping.
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1.3 Introduction to photonic band gap structures

The term “photonic band gap (PBG) structure”, or “photonic crystal”, refers to a

structure that consists of regions with alternating dielectric constants, arranged in a

periodic pattern. The pattern can be one-dimensional (1D), two-dimensional (2D),

or three-dimensional (3D), as shown in Figure 1-6 [46]. The unique property of PBG

structures is their frequency-selectivity. The effect of the spatially periodic structure

on a propagating electromagnetic wave is analogous to the effect that semiconductors

have on electrons. A PBG structure with characteristic spatial distance comparable

to the wavelength of the propagating wave can either be transparent to the wave or

act as a mirror, depending on the wave’s frequency. This behavior is explained by

band gaps in dispersion diagrams of photonic crystals (see Chapter 2) - hence the

name “photonic band gap structure”.

A one-dimensional PBG structure is analogous to the Bragg’s mirror used in optics

to reflect incident light at certain frequencies. Examples of a three-dimensional PBG

structure can be found in nature in the wings of butterflies [47] and in mineraloids

like opal [48]. A natural periodic microstructure in the opal is responsible for its

iridescent color (Figure 1-7).

Figure 1-6: Examples of photonic crystals in one, two and three dimensions. Different
colors represents different dielectric constants in space [3].

However, for us, the most interesting type of a PBG structure is the two-dimensional

PBG structure. A 2D PBG structure is used in photonic crystal fibers (a special case
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Figure 1-7: Opal’s natural photonic band gap structure is responsible for its iridescent
light. The picture is taken from [49].

of an optical fiber) that find wide usage in fiber-optic communications (Figure 1-8).

2D PBG structures scaled up to resonate at RF/microwave frequencies are used in

particle accelerators and vacuum devices [50, 51, 52, 53, 54, 55], including the one

presented in this thesis.

Figure 1-8: Internal structure of photonic crystal fibers is a 2D PBG array.

To form an accelerator cavity, a metal or dielectric 2D PBG structure is placed in

between two walls. One of the PBG rods is removed from the 2D lattice of rods to

form a hexagonally-shaped “cavity" (Figure 1-9). For accelerators, the PBG structure

is used to confine the accelerating electromagnetic mode (the TM01 mode in the cir-

cular waveguide’s notation) in the formed “cavity”. At the same time, the frequency-

selective property of the PBG structure is used to allow the parasitic modes with

higher frequencies (HOMs) leak out in the radial direction to the periphery of the

PBG structure [50]. In other words, HOM can be damped in a PBG structure with

the right choice of parameters.
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Figure 1-9: An example of an RF cavity formed by a removed rod in a photonic
crystal. The color is showing the magnitude of the electric field. Metal parts are
shown in white.

The first multi-cell PBG accelerating cavity was designed and tested at MIT in the

early 2000-s [50, 56]. This was a traveling wave copper structure operating at room

temperature at the frequency of 17.14 GHz. The structure confined the accelerating

mode to successfully accelerate electrons at a gradient of 35 MV/m. After the proof-

of-principle demonstration, an experiment and simulations were carried out to get

some insight into HOM damping properties of the structure [57]. Copper PBG struc-

tures were later tested with high power at SLAC and MIT to investigate the break-

down phenomena at the frequencies of 11.424 GHz and 17.14 GHz and accelerating

gradients comparable to conventional disk-loaded cavities were achieved [58, 59, 52].

Recently, it has been experimentally shown that a copper PBG module at the fre-

quency of 11.7 GHz has a reduced level of HOMs [60].

Other versions of room-temperature PBG structures were later investigated. A

dielectric PBG structure was designed and optimized for stronger HOM damping

at the University of Colorado [53]. A hybrid (metal and dielectric) PBG module

operating at the frequency of 17.14 GHz was recently designed and tested at high

power at MIT [51].

The first superconducting PBG prototype resonator, operating at the frequency

of 11 GHz, was designed and fabricated about two decades ago even before the copper
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Figure 1-10: A schematic diagram of the first superconducting PBG cavity [61]. The
beam passes in the up-down direction through the holes in the walls. Microwave
absorber is placed around the periphery of the structure.

MIT structure [61]. The cavity is schematically shown in Figure 1-10. The resonator’s

unloaded Q-factor was shown to be at least 1.2×106 at the temperature of 4.8 K. The

measurement technique did not allow the authors of [61] to show that the Q-factor

was greater than 1.2 × 106. This value is not sufficient for a superconducting cavity,

where a typical Q-factor due to the losses in the walls is between 108 and 1011 and

further tests were needed. However, this research was not continued at the time.

Later, advances in PBG technology for room-temperature accelerators mentioned

above revived interest in superconducting PBG cavities. A superconducting PBG

resonator design was proposed in [62]. A prototype, operating at the frequency of 16

GHz, was tested at cryogenic temperatures and showed the unloaded 𝑄 = 1.2 × 105

limited by radiation losses. Recently, several single SRF PBG cells operating at 2.1

GHz were fabricated and tested at Los Alamos National Laboratory (LANL) [63, 64].

A promising accelerating gradient of 18 MV/m and an unloaded quality factor 𝑄 =

4 × 109 were achieved.

All of the superconducting PBG structures tested in the past were single-cell ver-

sions of an accelerating cavity, designed and built specifically for proof-of-principle

experiments. For practical use, it is best to employ multi-cell SRF cavities such as

the DESY’s TESLA 9-cell cavity [65], the Cornell’s 7-cell cavity [66], the JLAB’s

5-cell cavity [44], and many others. A motivation for employing a multi-cell design
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is the increased “packing factor”, meaning that the ratio of the length where acceler-

ation happens to the total length of a cryomodule is higher. Therefore, the logical

continuation of the research of PBG cavities for SRF accelerators is to build a multi-

cell cavity. This thesis presents the first-ever multi-cell SRF cavity with a PBG cell,

shown in Figure 1-11.

Figure 1-11: The fabricated niobium 5-cell accelerating cavity with a coupler PBG
cell in the middle. The cavity resonates at the RF frequency of 2.1 GHz.

1.4 Summary of thesis

SRF cavities with PBG cells can be useful for particle accelerators that require strong

HOM damping. An example of such accelerators is future ERLs that push toward

higher beam current and lower beam emittance. These ERLs are useful for both

light sources and lepton colliders, with the end goals including studying high-energy

physics, condensed matter physics, material science, biology, and medicine.
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A detailed discussion of the results of this work is presented in Chapter 7 of

this thesis. Here we briefly summarize the results and describe the contents of the

Chapters.

The first-ever multi-cell superconducting PBG cavity was designed and optimized

to achieve a more effective HOM damping than is achieved in conventional multi-cell

SRF cavities employing elliptical cells. The HOM spectrum in the designed cavity was

carefully analyzed using eigenmode and wakefield simulations with good agreement

between the two methods. In addition to the effective HOM damping, the cavity

design reduces the length of accelerator required to get to a given energy. The design

and simulations are described in Chapter 3 of the thesis.

Novel fabrication and tuning mechanisms were successfully tested on a copper

prototype and later used for the niobium cavity. The accelerating gradient profile

in the tuned cavity matched the desired profile to a 5% accuracy. The process of

fabrication and tuning is described in Chapter 4.

HOM damping properties were experimentally measured in the fabricated cavity

at room temperature. The measurements generally agreed with the simulations with

the exception of two modes that were damped even stronger than was predicted.

Damping techniques using RF loads and a sliding short were studied. The measure-

ments are summarized in Chapter 5.

The fabricated cavity was tested at cryogenic temperatures. The Q-factor of the

accelerating mode agreed with the expectations. No hard barriers in the accelerating

gradient were observed during the test, which indicated the absence of fundamental

limits to the cavity’s operation for an accelerating gradient of at least a few MV/m.

The cryogenic tests are described in Chapter 6.

The bibliography and a list of supplemental materials are written in the end of

Thesis.
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Chapter 2

Theory

In this Chapter, we discuss various aspects of the theory of RF cavities. The Chapter

is divided into 3 parts: the theory of wakefields and higher order modes (HOMs),

the theory of PBG structures, and the theory of operation of SRF cavities. These

theories form the background for the further Chapters of this thesis. In particular,

the theory of PBG cavities is used in the design of the 5-cell cavity to justify the

choice of the parameter 𝑎/𝑏 of the PBG lattice (Chapter 3). The theory of wakefields

and HOMs is used in analyzing the HOM damping properties of the cavity (Chapter

3). The theory of operation of SRF cavities is used in the experimental part of this

thesis (Chapter 6).

2.1 Wakefields and higher order modes

Wakefields are defined as electromagnetic fields excited in an RF cavity by a passing

particle beam. An example of the profile of the electric field excited in an RF cavity

following a pass of an electron beam is shown in Figure 2-1 [67].

Wakefields can be expressed as a sum of electromagnetic modes of the cavity. In

addition to the accelerating mode, this sum generally includes higher order modes

(HOMs) – unwanted parasitic modes present in accelerating cavities. Accelerating

cavities are designed in a way to ensure that only the accelerating mode is exactly

at resonance with the beam, meaning that the phase velocity of the mode 𝑣𝑝ℎ = 𝜔/𝑘
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Figure 2-1: Numerically calculated electric wakefields generated by a passing bunch
in a PETRA cavity at DESY [68]. The beam moves along the dashed line on an axis
of cylindrical symmetry. The solid lines connect the vectors of the electric field.

is equal to the velocity of the beam. Nevertheless, some near-resonant excitation of

HOM wakefields also takes place. Excited HOMs interact with the beam and can have

a very significant effect on the quality of the particle beam, limiting the maximum

beam current achievable in the accelerator.

According to their spatial range, wakefields are classified as short-range and long-

range wakefields. Short-range wakefields are induced by the head of a single bunch of

particles (the front part of the bunch, as shown in Figure 2-1) and affect the trailing

particles in the same bunch, causing energy spread for the following on-axis trailing

particles, and, additionally, transverse deflection for the following off-axis particles.

Long-range wakefields act on scales comparable to or greater than the wavelength

of the accelerating mode. The most serious effect of the long-range wakefields is

caused by transverse deflecting modes that induce time-varying transverse deflections

in trailing bunches [67].
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One way to quantify long-range wakefields is to use longitudinal wake potential

w|| and transverse wake potential w⊥ [67, 69] for point-bunches (much smaller than

the wavelength):

w||(r, r1, 𝑠) = − 1

𝑞𝑞1

∫︁ 𝐿

0

d𝑧 F||𝑡=(𝑧+𝑠)/𝑐
, (2.1)

w⊥(r, r1, 𝑠) =
1

𝑞𝑞1

∫︁ 𝐿

0

d𝑧 F⊥𝑡=(𝑧+𝑠)/𝑐, (2.2)

where r is the transverse displacement of the source charge 𝑞1, r1 is the transverse

displacement of the test charge 𝑞, 𝑠 is the distance between the charges, ̃︁𝐹⊥𝑛 is a

complex phasor of the transverse electromagnetic force acting on the test charge, and

𝐿 is the length of the structure. A graphical representation is shown in Figure 2-2.

For ultrarelativistic (relativistic 𝛾 ≫ 1) bunches, 𝑠 is the product of the speed of light

𝑐, and the time-separation between the bunches: 𝑠 = 𝑐𝑡.

Figure 2-2: A graphical representation of the quantities used in Equations 2.1 and 2.2
(from [67]). An ultrarelativistic source charge 𝑞1 passes through a geometric pertur-
bation (RF cavity). A following test charge 𝑞 can be affected by the wakefield excited
by the source charge.

Wake potential includes contributions from all the HOMs with different frequencies

and Q-factors. In real structures modes have finite Q-factors and the wake potential

can be represented as a sum of decaying sinusoidal functions of 𝑠 approaching zero

as 𝑠 approaches infinity. If a subsequent bunch is separated by some distance 𝑠* such

that w(r, r1, 𝑠*) = 0, the bunch is not affected by the wakefield at all. However,

zeros of the wake potential are not equidistant so minimizing wake potential at one
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particular distance is not beneficial to an acceleration of trains of bunches. Hence,

the only way to minimize the negative effect of the long-range wakefields is to make

wake potential decay faster, in other words, to provide effective HOM damping.

To analyze the frequency content of wakefields, we use the Fourier spectrum

of wake potential, called wake impedance 𝑍. Longitudinal and transverse wake

impedances are defined in [67] as

Z||(r, r1, 𝜔) =
1

𝑐

∫︁ ∞

−∞
w||(r, r1, 𝑠) 𝑒

−𝑖𝜔𝑠/𝑐d𝑠, (2.3)

Z⊥(r, r1, 𝜔) =
1

𝑖𝑐

∫︁ ∞

−∞
w⊥(r, r1, 𝑠) 𝑒

−𝑖𝜔𝑠/𝑐d𝑠. (2.4)

The wake impedance computed for a particular cavity carries information about fre-

quencies and impedances of the HOMs comprising the wakefield. For example, the

most dangerous dipole and quadrupole HOMs appear as peaks in transverse wake

impedance. A example of a possible wake impedance profile is shown in Figure 2-3.

Figure 2-3: Typical frequency spectrum of the real part of an accelerator cavity wake
impedance from [67].

For a given geometry, wake potential and wake impedance can be computed nu-

merically using a wakefield solver, such as CST Particle Studio [70]. An alternative
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way to quantitatively describe the effect of wakefield HOMs on particle bunches is to

use the effective induced voltages. Unlike wake impedance, effective voltages can be

computed using an eigenmode solver such as Ansys HFSS [71]. An eigenmode simu-

lation is typically a simpler computational problem, however, eigenmode simulations

are only useful if the dangerous HOMs have been identified beforehand.

Effective voltages 𝑉||𝑛 and 𝑉⊥𝑛 describe how the 𝑛-th HOM affects the test charge

𝑞. 𝑉||𝑛 and 𝑉⊥𝑛 are defined in [31] as

𝑉||𝑛 =
1

𝑞

∫︁ 𝐿

0

̃︁𝐹||𝑛 𝑒
𝑖𝜔𝑛𝑧/𝑐d𝑧, (2.5)

𝑉⊥𝑛 =
1

𝑞

∫︁ 𝐿

0

̃︁𝐹⊥𝑛 𝑒
𝑖𝜔𝑛𝑧/𝑐d𝑧. (2.6)

Here ̃︁𝐹||𝑛 and ̃︁𝐹⊥𝑛 are complex phasors of the longitudinal and the transverse elec-

tromagnetic forces acting on the test charge 𝑞, 𝑐 is the speed of light, and 𝜔𝑛 = 2𝜋𝑓𝑛

is the angular frequency of the 𝑛-th HOM. We will demonstrate in the next section

that deflecting voltage for a dipole mode is proportional to the integrated area under

the corresponding peak of the transverse wake impedance.

2.1.1 Relationship between wake impedance and deflecting

voltages

In this section, we find the relationship between the effective deflecting voltages of

the dipole higher order modes (HOMs) defined in Equation (2.6) and the sizes of the

corresponding peaks in the transverse wake impedance.

Transverse wake potential from a relativistic point charge and related transverse

wake impedance are defined in Equations (2.2) and (2.4). In the following derivation,

we only consider the special case r = r1 used in the Wakefield solver of CST Particle

Studio. We also consider a component of the wake potential along a particular axis

𝑋 and set r = r1 = 𝑥�̂�, however, the same applies to the component along the

orthogonal axis 𝑌 . Our goal is to use wakefield impedance to calculate the effective

deflecting voltage 𝑉𝑥𝑛 defined in Equation (2.6).
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The expressions for wake potential (2.2) and the deflecting voltage (2.6) for the

case r = r1 = 𝑥�̂� become

wx(𝑥, 𝑠) = − 1

𝑞𝑞1

∫︁ 𝐿

0

d𝑧 𝐹𝑥𝑡=(𝑧+𝑠)/𝑐, (2.7)

𝑉𝑥𝑛 =
1

𝑞

∫︁ 𝐿

0

̃︁𝐹𝑥𝑛 𝑒
𝑖𝜔𝑛𝑧/𝑐d𝑧, (2.8)

To relate Equation (2.7) to Equation (2.8), we write the electromagnetic force in

the phasor notation:

𝐹𝑥𝑛(𝑥, 𝑧, 𝑡) = 𝑅𝑒
(︁̃︁𝐹𝑥𝑛(𝑥, 𝑧)𝑒𝑖𝜔𝑛𝑡

)︁
𝑒−

𝜔𝑛𝑡
2𝑄𝑛 , (2.9)

where 𝑄𝑛 is the total quality factor of the 𝑛-th HOM. By plugging Equation (2.9) in

the Equation (2.7) and using Equation (2.8), we get

wx(𝑥, 𝑠) =
1

𝑞1

∑︁
𝑛

𝑅𝑒
(︀
𝑉𝑥𝑛𝑒

𝑖𝜔𝑛𝑠/𝑐
)︀
𝑒−

𝜔𝑛𝑠
2𝑄𝑛𝑐 . (2.10)

Subsequently, the expression for the wake impedance (2.4) becomes

𝑍𝑥(𝑥, 𝜔 > 0) =
1

𝑖𝑐

∫︁ ∞

−∞
wx(𝑥, 𝑠)𝑒

−𝑖𝜔𝑠/𝑐d𝑠 =

=
∑︁
𝑛

𝑉𝑥𝑛
2𝑖𝑞1

1
𝜔𝑛

2𝑄𝑛
− 𝑖(𝜔𝑛 − 𝜔)

,
(2.11)

where the wake impedance is written as a sum of individual peaks. The integration

steps are omitted. The absolute value of the wake impedance in the vicinity of the

𝑛-th peak becomes:

|𝑍𝑥𝑛| =
𝑉𝑥𝑛
2𝑞1

1√︁
(𝜔𝑛 − 𝜔)2 + 𝜔2

𝑛

4𝑄2
𝑛

, (2.12)

which is the squre-root of the Lorentzian shape.

Given Equation (2.12), we find the half-max width of the 𝑛-th peak ∆𝑓𝑛 =
√

3𝑓𝑛/𝑄𝑛. By substitutung 𝑄𝑛 with ∆𝑓𝑛 we can finally express the effective de-

flecting voltage through the height of the peak |𝑍𝑥
𝑝𝑒𝑎𝑘
𝑛 | = |𝑍𝑥𝑛|𝑓=𝑓𝑛 and the width of
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the peak ∆𝑓𝑛:

|𝑉𝑥𝑛| =
2𝜋√

3
𝑞1 |𝑍𝑥

𝑝𝑒𝑎𝑘
𝑛 | ∆𝑓. (2.13)

Thus, the two ways to quantify wakefield HOMs are closely connected. We can

use the relation in Equation (2.13) to compute the deflecting voltages for the dipole

HOMs by only using a wakefield simulation. Then, eigenmode simulations can be

used to verify the results.

2.1.2 Higher order mode damping in energy-recovery-linacs

In Chapter 1 we mentioned that the beam break-up (BBU) instability caused by

higher order modes (HOMs) is a major limiting factor for achieving high beam cur-

rents in energy-recovery-linacs (ERLs). For ERLs with one recirculating turn, an

estimate for the BBU threshold current 𝐼𝑡ℎ was derived for the 𝑛-th HOM in [72]:

𝐼𝑡ℎ = − 2𝑐2

𝑒(𝑅
𝑄

)𝑛𝑄𝑛𝜔𝑛

1

𝑇 *
12sin𝜔𝑛𝑡𝑟

, (2.14)

where the matrix 𝑇 describes how the beam’s transverse momentum translates into

the transverse displacement after one turn:

𝑇 *
12 = 𝑇12cos2𝜃𝑛 + (𝑇14 + 𝑇32)sin𝜃𝑛cos𝜃𝑛 + 𝑇34sin

2𝜃𝑛. (2.15)

Here 𝑐 is the speed of light, 𝑒 is the elementary charge, (𝑅/𝑄)𝑛 is the shunt impedance

of the 𝑛-th HOM (in Ohms), 𝑄𝑛 is its total quality factor, 𝜔𝑛 = 2𝜋𝑓𝑛 is its angular

frequency, 𝜃𝑛 is the polarization angle from the 𝑥 direction, 𝑡𝑟 is the bunch return

time.

It follows from the Equation (2.14) that the current limit 𝐼𝑡ℎ due to the 𝑛-th

HOM is inversely proportional to the quantity (𝑅/𝑄)𝑛𝑄𝑛𝑓𝑛. Thus, the modes with

higher shunt impedance (𝑅/𝑄)𝑛 are considered more dangerous. In order to keep the

quantity (𝑅/𝑄)𝑛𝑄𝑛𝑓𝑛 small and therefore maximize the current, 𝑄𝑛 for such modes

must be reduced by means of external couplers or ferrite absorbers, usually located in

the beam pipe sections of the cavities [32]. PBG structures are an alternative solution
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to the problem of HOM damping.

2.2 Photonic band gap structures

In this Chapter, we explain the frequency-selective properties of photonic band gap

structures introduced in Chapter 1. The frequency-selective nature of PBG structures

is related to their spatial periodicity. An example of a periodic structure is an array

of rods arranged in a regular tiling, meaning that the same polygon must be used to

cover the entire 2D plane. This limits the rods to be placed at the vertices of either

equilateral triangles or squares.

With one of the rods removed, the resulting cavity would have the 4-fold rotational

symmetry in the case of the square lattice and the 6-fold rotational symmetry in

the case of the triangular lattice. A higher degree of symmetry is desired to avoid

distortions to the beam profile in accelerating cavities operating in the TM01 mode,

which is the lowest-frequency solution to Maxwell’s equations in the cylindrical cavity.

The 6-fold symmetry resembles the full rotational symmetry very closely in the central

part of the formed cavity (Figure 1-9). We, therefore, conclude that the triangular

lattice is better suited for accelerating cavities working in the lowest TM01 mode.

We therefore only discuss the theory of the triangular PBG lattice, shown in

Figure 2-4. The fundamental unit cell of the triangular 2D PBG lattice is shown in

Figure 2-4 with the dashed black lines. The triangular lattice has two parameters:

the radius of the rods 𝑎 and the distance between the centers of neighboring rods 𝑏.

Scaling of the structure without changing the ratio 𝑎/𝑏 only changes the frequency but

does not change the field patterns of the electromagnetic modes. We can, therefore,

reduce the number of parameters to one – the ratio of 𝑎/𝑏, by using the normalized

value of frequency 𝜔𝑏/𝑐. Here 𝑐 is the speed of light.

Solutions to Maxwell’s equation for structures with the translational symmetry in

the direction of the rods can be decomposed into two independent classes of modes:

the transverse electric (TE) modes and the transverse magnetic (TM) modes. In the

TE mode, the electric field is perpendicular to the 𝑧-axis, while in the TM mode the
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Figure 2-4: Fundamental unit cell is shown in a dashed line for the case of the 2D
triangular lattice. The picture is taken from [73].

magnetic field is perpendicular to the 𝑧-axis. All of the components of electric and

magnetic fields can be expressed as functions of the non-zero 𝑧-component of the field

(either electric or magnetic), which we will call 𝜓(𝑥, 𝑦).

Another consequence of the translational symmetry in the 𝑧-direction is the fact

that the longitudinal wave number 𝑘𝑧 is conserved for any given solution, and can

be viewed as a parameter. Maxwell’s equations can, therefore, be reduced to the

Helmholtz equation

▽⃗
2

⊥𝜓(𝑥, 𝑦) =

(︂
𝑘2𝑧 −

𝜔2

𝑐2

)︂
𝜓(𝑥, 𝑦), (2.16)

together with the appropriate boundary condition dictated by the geometry of the

structure. In this thesis, we only focus on PBG structures that consist of metal rods,

and the boundary condition on the surface of the rods is approximated by a perfect

conductor (zero longitudinal component of the electric field on the surface).

As can be seen from Equation (2.16), the longitudinal component of the wave

number 𝑘𝑧 is “decoupled" from the problem, as it only produces a shift in frequency.

In the following derivations, we assume the case 𝑘𝑧 = 0 without a loss of generality. In

the case of a non-zero 𝑘𝑧, frequencies of the obtained dispersion relationships 𝜔(𝑘⊥)

should be shifted upwards by the appropriate amount.

We can now use the periodicity in the 𝑥 − 𝑦 plane, and express a solution as a
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wave propagating with a wave number �⃗�⊥ = 𝑘𝑥𝑒𝑥 + 𝑘𝑦𝑒𝑦 in the 𝑥 − 𝑦 plane. The

solution 𝜓 satisfies the Bloch’s equation:

𝜓(�⃗� + 𝑇 ) = 𝑒𝑖�⃗�⊥𝑇𝜓(�⃗�), (2.17)

where �⃗� = 𝑥𝑒𝑥 + 𝑦𝑒𝑦 is the vector in the 𝑋 −𝑌 plane, and 𝑇 is any vector connecting

two vertices of the PBG lattice. Such solution is called a Bloch wave.

Equation (2.16) can be numerically solved in the unit cell for a wave satisfying

the condition in Equation (2.17). Thus dispersion relationships 𝜔(𝑘⊥) for different

solutions (bands) can be obtained. It is only necessary to consider 𝑘⊥-values inside the

so-called irreducible Brillouin zone. The irreducible Brillouin zone for the triangular

lattice is a triangle in the 𝑘-space with vertices in the points Γ (�⃗�⊥ = 0), 𝑋 (�⃗�⊥ =

2𝜋√
3𝑏
𝑒𝑦), and 𝐽 (�⃗�⊥ = 2𝜋√

3𝑏
(𝑒𝑥 + 𝑒𝑦/

√
3)) [46]. To plot the dispersion relationships, we

vary 𝑘⊥ along the border of the irreducible Brillouin zone, through the points Γ, 𝑋,

𝐽 , and back to Γ. An example of a numerical solution for a particular choice of the

ratio 𝑎/𝑏 = 0.15 is shown in Figure 2-5.

As can be seen in Figure 2-5, a gap in the frequencies of TM bands (a photonic

band gap) is formed at the frequency range shown in yellow. TM Bloch waves at

frequencies in the band gap cannot propagate in the infinite PBG structure. Such

dispersion diagrams can be plotted for various ratios of 𝑎/𝑏 and the frequency ranges of

the bandgaps can be viewed as functions of 𝑎/𝑏. The results of numerical simulations

of the band gaps for the TE and the TM polarizations for 𝑎/𝑏 in the range from 0 to

0.5 are shown in Figure 2-6 [73].

For a design of a particular RF/microwave PBG cavity the parameter 𝑎/𝑏 needs

to be chosen based on Figure 2-6 so that the frequency of the operating mode is inside

of the band gap (the “no propagation” region in Figure), but the frequencies of the

unwanted modes are outside of the band gap.
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Figure 2-5: Dispersion relation including several TM and TE modes of the lowest
normalized frequency of the triangular PBG lattice with a/b = 0.15. Yellow shadow
indicates the band gap.

2.3 RF superconductivity

A complete description of the theory of superconductivity is beyond the scope of this

thesis. However, we present brief explanations for a few key concepts used in this

manuscript. In this section we will discuss the RF superconducting surface resistance

𝑅𝑠, and also the maximum electromagnetic fields achievable in a superconducting

cavity.

Superconductivity, discovered in 1911 by Kammerlingh-Onnes [75], is a phenomenon

where below a certain temperature, called the critical temperature 𝑇𝑐, some materials

show a sudden drop of the DC electrical resistance to zero. This effect is found in

metals such as lead and niobium, various alloys, and ceramics.

Forty years after the discovery of superconductivity by Kammerlingh-Onnes, the

first theory of superconductivity was presented by Bardeen, Cooper, and Schrieffer,

referred to as BCS theory [76]. The theory relies on concepts of quantum mechanics
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Figure 2-6: Global band gap map for the TE modes (top) and the TMmodes (bottom)
for the triangular lattice. The plotted map is based on numerical computations by
E. Smirnova [73]. A choice of parameter 𝑎/𝑏 imposes a vertical dashed line that
slices through the regions of propagation and no propagation (the case 𝑎/𝑏 = 0.15 is
shown).

to describe the effect of superconductivity, and it has been very successful in pro-

viding a microscopic explanation for many aspects of superconductivity. According
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to the theory, free electrons in a superconducting material experience a small net

attraction due to the inertia of positive ions of the lattice of material. This attraction

is analogous to the electromagnetic interaction between moving charges, except that

the interaction is done not through photons, but through phonons - distortions of the

ion lattice. This mechanism is visualized in Figure 2-7 from [31].

Figure 2-7: A simplified view of the electron-phonon interaction [31]. An electron
moving through the lattice distorts the lattice. The deformed lattice acts on a second
electron moving in the opposite direction through the positive charge accumulation.

The presence of the attractive potential makes quantum states redistributed, such

that an energy gap of size ∆(𝑇 ) is created around the Fermi energy 𝜖𝐹 . This makes it

energetically favorable for electrons to be removed from energy levels slightly below

the Fermi energy 𝜖𝐹 , and form pairs with electrons with energies higher than 𝜖𝐹 .

These electron pairs are called Cooper pairs, and can be regarded as new particles

with twice the charge and twice the mass of an electron. The spatial extent of a

Cooper pair is about 39 mm is niobium and about 83 mm is lead.
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2.3.1 RF surface resistance

A two-fluid model can be used to understand the zero DC resistance and very low

RF resistance of a superconductor. One fluid is a “superfluid” of paired electrons

and the other is a normal fluid of “free” electrons. Both fluids can carry current in

parallel. However, since the “supercurrent” flows with zero resistance, it can carry

the entire current. This is indeed what happens if a DC electric field is applied to a

superconductor - paired electrons effectively “screen” the field from unpaired electrons.

However, the situation is different for RF currents. Cooper pairs do not screen the

applied field perfectly because of their inertia. As a result, some current is carried by

unpaired electrons. Power, dissipated in the walls, is proportional to the product of

electric field 𝐸𝑖𝑛𝑡 and current density 𝑗𝑖𝑛𝑡, and is related to the magnetic field 𝐻 and

the density of unpaired electrons 𝑛𝑛𝑜𝑟𝑚𝑎𝑙:

𝑃𝑑𝑖𝑠𝑠 =
1

2
𝑅𝑠𝐻

2 ∝ 𝐸𝑖𝑛𝑡𝑗𝑖𝑛𝑡 ∝ 𝑛𝑛𝑜𝑟𝑚𝑎𝑙𝑓
2𝐻2. (2.18)

At temperatures below about half of the superconducting transition temperature

𝑇𝑐, a fraction of unpaired electrons is approximately given by the Boltzmann fac-

tor [31]:

𝑛𝑛𝑜𝑟𝑚𝑎𝑙 ∝ exp

(︂
−∆(0)

𝑘𝐵𝑇

)︂
, (2.19)

where 𝑘𝐵 is the Boltzmann’s constant and ∆(0) is size of an energy gap around at

the absolute zero temperature.

Using Equations 2.19 and 2.18, we can carry out the following simplified expression

for surface resistance, valid for 𝑇 < 𝑇𝑐/2:

𝑅𝑠 = 𝐴𝑠𝑓
2 exp

(︂
−∆(0)

𝑘𝐵𝑇

)︂
, (2.20)

where 𝐴𝑠 is some proportionality constant.

A more complicated analysis involves material parameters such as penetration

depth, Cooper pair coherence length, Fermi velocity, and the mean free path. So-

phisticated calculations have been found to confirm the simplified form of the tem-
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perature dependence of surface resistance of niobium for 𝑇 < 𝑇𝑐/2, described in

Equation (2.20). A good fit for surface resistance is

𝑅𝐵𝐶𝑆 = 2 × 10−4 1

𝑇

(︂
𝑓

1.5

)︂2

exp

(︂
−17.67

𝑇

)︂
, (2.21)

where 𝑓 is the frequency in GHz and 𝑇 is the temperature in K [77].

From the above expressions, one may expect that surface resistance can be made

arbitrarily small by going to lower a temperature. However, is has been found that

below a certain temperature the experimentally observed surface resistance is higher

that the BCS prediction (Figure 2-8). It is explained by a residual resistance 𝑅0 that

is independent of temperature. The total resistance can, therefore, be expressed as a

sum of the two contributions:

𝑅𝑠 = 𝑅𝐵𝐶𝑆(𝑇 ) +𝑅0 (2.22)

Mechanism of residual loss are complex and depend on the surface preparation

of a superconductor and the manner in which it was cooled to a superconducting

temperature. In particular, cooling, if not done correctly, can result in ambient

magnetic field flux being “trapped” in the superconductor. An estimate for residual

surface resistance due to trapped magnetic flux can be found in [78]. Typical values

for 𝑅0 are tens of 𝑛Ω, with the record values near 1𝑛Ω, as stated in [31].

2.3.2 Surface fields

Theoretical limit to surface magnetic field

When an external DC magnetic field is turned on, supercurrents flow in the penetra-

tion depth to cancel out the field in the interior of the superconductor. Expulsion of

the external magnetic field in a superconductor is called the Meissner effect. However,

there is a theoretical limit 𝐻𝑐 to the maximum external DC magnetic field that can

be completely expelled. This limit is called the thermodynamic critical field. The
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Figure 2-8: Surface resistance measured for a 1.5 GHz single-cell niobium cavity
plotted as a function of inverse reduced temperature 𝑇𝑐/𝑇 [31]. At low temperatures
surface resistance is dominated by the residual loss.

BCS theory predicts the following thermodynamic critical field [31]:

𝐻𝑐(𝑇 ) = 𝐻𝑐(0)

(︃
1 −

(︂
𝑇

𝑇𝑐

)︂2
)︃
, (2.23)

𝐻𝑐(0) =

√︂
0.472

𝜇0

𝛾𝑇𝑐. (2.24)

Here 𝛾 is the coefficient of the linear electronic specific heat in the normal state, and

𝜇0 is the permeability constant. One consequence of Equation (2.23) is that cavities

made of higher temperature superconductors, such as Nb3Sn, can operate at higher

fields.

For a certain class of superconductors, the theoretical limit 𝐻𝑐 is not sufficient

to describe their behavior. This class is called Type II superconductors and is im-

portant for us because it includes pure niobium. For a Type II superconductor, it

62



is energetically favorable for magnetic flux to enter inside the superconductor below

𝐻𝑐. Above a lower critical field, 𝐻𝑐1, the superconductor breaks up into normal and

superconducting zones in a periodic lattice arranged periodically (Figure 2-9). Up to

the upper critical field, 𝐻𝑐2, part of the material remains superconducting. The tran-

sition from the superconducting state to the normal state therefore does not happen

sharply at 𝐻 = 𝐻𝑐, but is instead happening continuously between 𝐻 = 𝐻𝑐1 and

𝐻 = 𝐻𝑐2, where 𝐻𝑐1 < 𝐻𝑐 < 𝐻𝑐2.

Figure 2-9: Normal-conducting regions appearing inside a superconductor at a mag-
netic field level 𝐻 > 𝐻𝑐1. The picture is taken from [31].

For pure niobium, the values for the 3 critical fields at zero temperature are [31]:

𝐻𝑐1 = 170 𝑚𝑇, 𝐻𝑐 = 200 𝑚𝑇, 𝐻𝑐2 = 240 𝑚𝑇. (2.25)

Assuming a typical ratio of the peak surface magnetic field to the accelerating gra-

dient to be 4.3 mT/(MV/m), as in the 5-cell cavity design rom [44], we get the

following maximum accelerating gradients, corresponding to the 3 critical magnetic

fields: 𝐸𝑐1 ≈ 40 MV/m, 𝐸𝑐 ≈ 47 MV/m, 𝐸𝑐2 ≈ 56 MV/m.

In practice, however, achieved surface fields are always lower than the theoretical
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limits. This is due to other effects limiting the fields: multipacting, quenching, and

field emission. These three effects are described below.

Multipacting

Multipacting in RF structures is a resonant process in which a large number of elec-

trons build up spontaneously, absorbing RF power. Thus, it becomes impossible to

increase the cavity fields by raising the incident power. The electrons collide with

structure walls, leading to a large temperature rise and eventually, in the case of

superconducting cavities, to thermal breakdown (quenching).

The accepted mechanism for multipacting is as follows: an electron is emitted from

one of the structure’s surfaces. This may be precipitated by a cosmic ray, photoe-

mission, or an impacting field emission electron. The emitted electron is accelerated

by the RF fields and eventually impacts a wall again, thereby producing secondary

electrons. The number of secondary electrons depends on the surface characteristics

and on the impact energy of the primary. In turn, the secondaries are accelerated

and, upon impact, produce another generation of electrons. The process then repeats.

The electron current increases exponentially if the number of emitted electrons ex-

ceeds the number of impacting ones and if the trajectories satisfy specific resonance

conditions.

The most successful solution to multipacting is to round the cavity walls to make

an elliptical cavity (Figure 1-4). In such shape, the magnetic field varies along the

entire cavity wall so that there are no stable electron trajectories, as electrons drift to

the equator within a few generations. At the equator, the electric field perpendicular

to the wall vanishes, so that the secondaries do not gain any energy and the avalanche

is stopped (Figure 2-10).

Although the introduction of SRF cavities of elliptical shape allowed to largely

avoid multipacting in cavities working with ultra-relativistic beams, it can still be a

major concern for structures of more complex shapes. This applies to low-𝛽 cavities,

couplers, transmission lines, RF windows, and, most importantly, PBG cells.
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Figure 2-10: Electron trajectories in an elliptical cavity [31]. The charges drift to the
equator where multipacting is not possible.

Quenching

Thermal breakdown, or quenching, is a phenomenon that limits the achievable field

below the theoretically expected critical magnetic field discussed above. Thermal

breakdown originates at “defects” - regions of sub-millimeter-size that have RF losses

substantially higher than the surface resistance of an ideal superconductor. It results

in a sudden transition from the superconducting state to the normal conducting state

with a sharp drop in the RF cavity unloaded quality factor.

In the DC case, supercurrents flow around defects. But at RF frequencies, the

reactive part of the impedance causes the RF current to flow through the defect,

producing Joule heating. When the temperature at the outside edge of the defect

exceeds 𝑇𝑐, the superconducting region surrounding the defect becomes normal con-

ducting, resulting in greatly increased power dissipation. As the normal conducting

region grows, the power dissipation increases, resulting in a thermal instability as
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sketched in Figure 2-11.

Figure 2-11: Quenching on the surface of a niobium cavity at the location of a de-
fect [31]. (a) At low field, the temperature in the vicinity of the defect is higher than
that in surrounding areas but lower than 𝑇𝑐. (b) As the field is raised, the tempera-
ture exceeds 𝑇𝑐, so that the niobium near the defect becomes normal conducting, and
the power dissipation increases unstably.

During a cryogenic test, a quench produces characteristic traces of the saw tooth

shape for the transmitted and reflected power, as shown in Figure 2-12. When an

input RF pulse is turned on, the cavity fills and the reflected power decreases. The

stored energy and the transmitted power increase until the quench field is reached.

At this point, the power dissipation at the defect drives a large portion of the cavity

surface normal. Eventually coupling to the input coupler is lost, and all the power is

reflected. Once the field is sufficiently low and the cavity cools, the Q-factor restores

to its original value and the cavity fills with RF power again. The entire process then

repeats.

As opposed to a quench in a superconducting magnet, a quench in an SRF cavity

does not involve a severe loss of energy (only from a few joules to a few tens of joules).

As a result, a superconducting cavity can recover from quench within milliseconds.

One of the most effective ways to suppress quenching is to improve the purity

of niobium. A quantity that characterizes purity of niobium is called the “residual
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Figure 2-12: RF power levels for a cavity during quenching [31]. The power reflected
from the cavity and the power transmitted through the cavity exhibit the saw tooth
shape.

resistance ratio” (RRR) and is defined as the factor by which DC resistivity drops

from its room-temperature value to its residual value. Various technics to increase

RRR are described in [31]. Commercially available niobium typically has RRR of 250

and higher.

Field emission

Electron field emission is a loss mechanism that occurs at high electric field levels

limiting the accelerating gradient achieved by the superconducting RF cavities [79,

80]. In that way, field emission is fundamentally different from quenching, which is

related to the surface magnetic field, as was discussed above.

The effect is caused by the emission of electrons from the regions of the high

electric field on the cavity surface, called “emitters”. The emitted electrons travel in

the RF fields of the cavity and impact the cavity’s surface (Figure 2-13). This leads

to excessive heating and production of X-rays that can be seen if X-ray detectors are

used during an experiment. Temperature mapping can also be used to locate the
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source of emission and the trajectories of the emitted electrons.

Figure 2-13: Calculated trajectories of emitted electrons in a 5-cell 1.5 GHz cavity [31].

The process of field emission is explained by the theory developed by Fowler and

Nordheim [81]. The theory showed that in the presence of an electric field, electrons

tunnel out of the metal into the vacuum because of their quantum wave-like nature.

However, a comparison with the observed currents reveals that at a given emission is

substantially higher than the theory predictions. Traditionally, the excess has been

attributed to a “field enhancement factor", which is believed to be related to the

physical properties of the emitter.

The increase in power dissipation due to bombarding electrons leads to an ex-

ponential drop in the cavity Q-factor, hence limiting the achievable gradient. Oc-

casionally, the active field emitters are processed (eliminated) and the gradient will

be recovered. Otherwise, a higher gradient cannot be achieved unless the input RF

power is increased. Frequently, field emission is observed in SRF cavities at high

RF fields limiting the peak electric fields achieved below 40 MV/m. Improved tech-

niques followed in maintaining clean conditions during cavity surface processing and

assembly have facilitated in achieving higher peak electric fields far above 40 MV/m.
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2.4 Summary

In the first section of this Chapter, we presented the theory of wakefields and higher

order modes (HOMs). The main result of the section is the introduction of two ways

to mathematically characterize the “dangerousness" of HOMs, i.e. the strength of

their negative impact on a particle beam. The first way is to calculate the wake

impedance 𝑍(𝜔), and the second way is to calculate the deflecting voltages 𝑉⊥𝑛. The

two ways will be explored in the design of the cavity (Chapter 3) through wakefield

simulations and eigenmode simulations, respectively.

In the second section of this Chapter, we briefly described the theory of two-

dimensional metal PBG structures. The main result of the section is summarized in

the plot of the global band gaps (Figure 2-6) which describes the properties of a PBG

structure with respect to a parameter 𝑎/𝑏 of the photonic lattice. For a particular

choice of the parameter, the plot of the global band gaps reduces to a dispersion

diagram shown in Figure 2-5. Figures 2-6 and 2-5 will be used in Chapter 3 of this

thesis to justify the choice of parameters of the PBG lattice.

In the third part of this Chapter, we presented a short summary of radio-frequency

superconductivity. The main results are the estimate of the surface resistance of

niobium (Equation (2.25)) and the description of limits of SRF cavity performance.

Both of these concepts are used in the experimental part of this thesis (Chapter 6).
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Chapter 3

Design and simulations

SRF cavities with PBG cells can be useful for particle accelerators that require strong

higher order mode (HOM) damping. A multi-cell cavity is needed to achieve a high

“real-estate gradient” (see Glossary). In this Chapter, we describe the design of the

five-cell niobium cavity with an incorporated PBG cell in the middle. First, the

dimensions of the cavity are chosen and its accelerating properties are calculated.

Second, the HOM spectrum is analyzed in the cavity with the dimensions assigned in

the first step. The dimensions of the cavity are adjusted to achieve the desired HOM

damping properties.

3.1 Photonic band gap lattice

The main idea of forming an RF cavity by removing a rod from a PBG lattice was

discussed in Chapter 1. In this section, we discuss the features of the PBG lattice

that can be chosen based on relatively straightforward 2D simulations in the plane

transverse to the beam path. They include the choice of the lattice parameter 𝑎/𝑏,

the choice of the number of PBG lattice rows, the shapes of the rods, and possible

modifications to the lattice (see Appendix A and additional files in Supplemental

Materials [1]). However, the final optimization of the geometry must be done using a

3D simulation that includes all five cells, and will be described in further sections of

this Chapter.
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3.1.1 Choice of the lattice parameter

As was discussed in Chapter 2, properties of a triangular PBG lattice depend only on

one parameter – the ratio of the rods radius 𝑎 to the distance between centers of the

rods 𝑏. The parameter 𝑎/𝑏 is chosen based on the global band diagrams (Figure 2-6).

A choice of 𝑎/𝑏 imposes a vertical line in Figure 2-6 that slices through the regions

of “propagation" and “no propagation".

An example of the dispersion diagram in an infinite photonic crystal for 𝑎/𝑏 = 0.15

was shown in Figure 2-5. At this ratio of 𝑎/𝑏, only one band gap exists for the

TM polarization and no band gaps exist for the TE polarization. To apply this

dispersion diagram to the resonator formed by a single removed rod, we added dashed

straight lines to show the frequencies of the monopole and the dipole modes in the

resonator (see Figure 3-1). An intersection of a dashed line with a band means that

the corresponding resonator mode can couple to a wave propagating in the PBG

lattice (see Chapter 2).

As shown in Figure 3-1, the dashed line corresponding to the frequency of the

monopole mode does not intersect any TM bands and therefore is confined. The

dipole mode has its frequency outside of the band gap and corresponds to the dashed

line that intersects the bands. Hence, the dipole mode is allowed to leak out to the

periphery of the PBG structure by coupling to the Bloch waves in the lattice. HOMs

of a higher order (quadrupole, etc.) have frequencies greater than that of the lowest

dipole mode, thus, they propagate through the structure and can be damped (both

the TM and the TE polarizations).

The choice of 𝑎/𝑏 = 0.15 therefore satisfies the requirements to the PBG lattice.

The first traveling wave copper PBG structure tested at MIT [50] utilized an 𝑎/𝑏 of

0.15. All of the single SRF PBG cells tested at LANL [63, 64], also utilized 𝑎/𝑏 = 0.15.

For the 5-cell cavity with a PBG cell, we therefore chose the parameter 𝑎/𝑏 to be equal

0.15.

The band diagrams in Figure 3-1 were plotted for 𝑘𝑧 = 0 (zero variation along the

axis of the rods). In the real three-dimensional structure, we have to account for a
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Figure 3-1: Frequency of eigenmode solutions in an infinite photonic crystal as a
function of wave vector in the plane of the crystal. The crystal has a triangular
lattice of metal rods with a ratio of the rod radius, 𝑎, to the spacing between the
rods, 𝑏, equal to 0.15. Frequencies are shown for the monopole and the dipole modes
with dashed straight lines in a resonator formed by a single removed rod.

non-zero 𝑘𝑧 in the central region of the cell (see the 𝜋-mode below). The adjustment

for the non-zero 𝑘𝑧 means that the monopole mode is deeper in the band gap, as was

discussed in see Chapter 2. To make sure that HOMs with 𝑘𝑧 ̸= 0 do not enter the

gap, their Q-factors should be carefully simulated using 3D simulations.

3.1.2 Truncation of the photonic band gap structure

Once the type of the PBG lattice is chosen, we must choose where the lattice should

be truncated. We wish to use as many layers of rods as possible for the best confine-

ment of the accelerating mode (layers are shown in white dashed lines in Figure 3-2).

However, for a cavity operating at the frequency of 2.1 GHz, size limitations prac-

tically allow only a few layers. Otherwise, the structure becomes too big, hard to
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fabricate, and unfit for any realistic accelerator beamline.

Early ideas for a multi-cell SRF PBG structure involved a design with three layers

of PBG rods, open in the transverse plane (Figure 3-2). However, it was quickly

realized that due to the constraint of only having a few layers of PBG rods, the

designed structure must be “closed" in the transverse plane, as shown in Figure 3-3.

This is a fundamental difference between room-temperature PBG cavities and the

designed SRF PBG cavity.

Figure 3-2: An early idea of an open SRF PBG structure with three layers of rods
(shown with white dashed lines). Cooling is done through tubes inside the PBG rods
and the walls.

The main reason to make the cavity closed is to provide a high enough diffractional

Q-factor [63]. The diffractional Q-factor accounts for the losses related to the radiation

from the structure in the transverse direction:

𝑄 =
𝜔𝑈

𝑃𝑑𝑖𝑓𝑓

, (3.1)

where 𝜔 is the angular frequency of the mode, 𝑈 is the electromagnetic energy stored

in the mode, and 𝑃𝑑𝑖𝑓𝑓 is the diffractional power loss. The diffractional losses can

limit the total Q-factor to a relatively low value of 𝑄 = 1.2×105, as was measured for

the cavity from [62] (see Chapter 1). Although diffractional losses in SRF cavities are

not dissipated in liquid helium and do not require an additional refrigerator power,
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Figure 3-3: A drawing of the 5-cell SRF cavity with a PBG cell “closed" in the
transverse plane with a metal wall. The entire structure is made of pure niobium

they can still constitute a significant part of RF power loss, and have to be minimized.

Keeping the PBG cell “closed" solves this problem.

Another advantage of a closed cavity is the fact that the entire field of SRF

technology is developed for cavities that can be immersed in a single helium bath.

An open structure would require a more sophisticated cooling scheme, ensuring that

helium does not fill the inside of the cavity. Even a simple cryogenic test without a

particle beam would require a complex cooling structure to allow helium flow in the

pipes instead of using a helium tank.

It was therefore decided to make the SRF PBG cell closed in the transverse plane

by a niobium wall. HOM damping in this design is done through HOM waveguide

couplers attached to the enclosing wall. The accelerating mode should have a fre-

quency below the cut-off of the HOM waveguides. The mode is therefore confined by

a combination of layers of the PBG lattice and exponential decay inside the HOM

waveguides.

It was found by simulations that for such a configuration, two layers of PBG

lattice is sufficient to confine the accelerating mode well enough (see Appendix A and
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additional files in Supplemental Materials [1]). A schematic of the 2-layer PBG cell

is shown in Figure 3-4. The cell has round and elliptical rods that will be introduced

later in this section. The 2-layer configuration to a sufficiently high degree still has

the frequency selective properties of the infinite photonic crystal but is much easier

to fabricate than a 3-layer structure.

Figure 3-4: PBG cell as seen from the 𝑍 axis pointing along the beam trajectory.
The vacuum region is shown in blue.

3.1.3 Optimization of the photonic band gap lattice

The translational symmetry of the perfect triangular lattice is responsible for the

frequency selective property of PBG structures, as was discussed in Chapter 2. One

might therefore assume that breaking the perfect triangular lattice can negatively

impact HOM damping properties of the structure. However, it turns out that for a

particular HOM, damping can be optimized by slightly displacing the rods from the

vertices of the triangular lattice. In this section, we consider the possibility of altering

the lattice in a metal triangular PBG structure.

The idea of displacing PBG rods from vertices of the triangular lattice was first

explored by Bauer et al [53]. A dielectric PBG structure was optimized using numer-

ical simulations described in [53] in order to improve confinement of the operating
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monopole mode. The optimization had a constraint of keeping the 6-fold rotational

symmetry of the original triangular lattice. During the process of optimization, some

rods were displaced quite far from their original positions, merging other rods. Diffrac-

tional Q factor of the accelerating mode was improved by about two orders of mag-

nitude. The monopole mode in the optimized dielectric structure from [53] is shown

in Figure 3-5.

Figure 3-5: Optimized dielectric PBG cavity from [53]. Color is showing normalized
electric field of the confined mode.

We first tried the same approach for a metal PBG structure, however, no major

improvement in the confinement of the operating mode was observed. Therefore,

another approach was used. We attempted to improve HOM damping (decrease

diffractional Q-factor of the first dipole HOM 𝑄𝑑𝑖𝑝) while keeping the Q-factor of

the operating monopole mode 𝑄𝑚𝑜𝑛 constant. Simulations were carried out in the

eigenmode solver of the Ansys HFSS [71] (see Appendix A and additional files in

Supplemental Materials [1]). The goal function (i.e. the maximized quantity) was

defined based on the Q-factor of the first dipole mode TM11, and the steepest descent

method was employed with the constraint 𝑄𝑚𝑜𝑛 ≥ 𝑄𝑚𝑜𝑛
0 . The requirement to keep
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Table 3.1: Comparison between diffractional Q-factors for the first monopole and the
first dipole modes in the original and the optimized geometry

TM01-like mode TM11-like mode
Original geometry, black
circles in Figure 3-6

3150 46

Optimized geometry, red
circles in Figure 3-6

3220 10.7

the 6-fold rotational symmetry reduced the number of rods in the optimization to

only three.

We found that unlike in the case of the dielectric PBG structure from [53], rel-

atively small displacements of the rods from their original positions resulted in a

dramatic improvement of damping of the first dipole HOM. The optimized geometry

is compared to the original in Figure 3-6. Without a significant change in 𝑄𝑚𝑜𝑛, 𝑄𝑑𝑖𝑝

was reduced by a factor of four, as summarized in Table 3.1. The monopole and the

dipole modes in the original and the optimized geometries are shown in Figure 3-7.

Figure 3-6: Initial and optimized positions of the rods in the metal PBG structure
(black and red circles, respectively). The scale is arbitrary, the obtained results apply
to a structure of any size.

An attempt was made to apply this optimization for the case of multiple HOMs.

Unfortunately, optimizing a single HOM typically makes damping of other modes

worse. Thus, the factor of four of improvements in HOM damping do not seem to be

78



Figure 3-7: (a) Regular metal triangular lattice, monopole mode, Q=3150. (b) Reg-
ular metal triangular lattice, dipole mode, Q=46. (c) Optimized metal triangular
lattice, monopole mode, Q=3220. (d) Optimized metal triangular lattice, dipole
mode, Q=10.7. Simulation setups are described in Appendix A and additional files
are provided in Supplemental Materials [1].

feasible for the case of multiple modes. A more complicated goal function is needed

to assign weights to HOMs with higher impedance. Also, the 3-dimensional nature

of the modes in the real structure makes the simulations more complex and time-

consuming. Hence, we decided to keep the perfect triangular lattice for the design

presented in this thesis. The option of breaking the triangular lattice in metal PBG

structures in order to improve HOM damping remains open and can be explored in
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future work.

3.1.4 Shape of the photonic band gap rods

When compared to more traditional shapes for an accelerating cavity, a PBG cell has

certain disadvantages. In a PBG cell, the ratio of the peak surface magnetic field

to the accelerating gradient is higher than in a cavity of the “pillbox” shape typical

for room-temperature accelerators, or an elliptical cavity typical for superconducting

accelerators. The peak surface magnetic field is reached on the surface of the first

layer of the PBG rods.

In SRF cavities, the surface magnetic field increases the probability of quenching

and hence the probability of a loss of coupling to the operating mode (see Chapter 2).

For room-temperature accelerators, high surface magnetic field results in high Ohmic

heating on the surface of the PBG rods and operational fatigue.

This problem was first addressed in [82, 83, 84]. The proposed solution was to

alter the shapes of the first row of PBG rods to reduce the surface curvature at the

high field region. This idea led to an elliptical shape of the first 6 rods, as can be seen

in Figure 3-8. The authors of [82] stated that the chosen ellipticity of 1.5 is sufficient

to reduce heating on the inner row of rods significantly.

This idea was further developed by Simakov et al. [85]. The authors of [85]

found the optimal value of ellipticity that minimizes the peak magnetic field on the

surface of the rods. The optimization was conducted with a requirement to preserve

the HOM damping properties and the confinement of the accelerating mode in the

PBG structure. The study focused specifically on superconducting PBG cells with

two layers of PBG rods.

The authors of [85] analyzed three different ways to optimize the geometry and

found that making the first row of the rods elliptical and shifting it slightly towards

the center satisfies both requirements. Shifting the rods compensates for the small

change in frequency of the accelerating mode due to the change in the rods’ minor

radius. Satisfactory values of the major rod radius, the minor rod radius, and the

shift towards the center were found to be 0.25 𝑏, 0.0865 𝑏, and 0.0165 𝑏, respectively
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Figure 3-8: Elliptical rod PBG structure for breakdown testing at SLAC [82].

(𝑏 is the spacing between the rods). The original and the optimized geometries are

shown in Figure 3-9.

Figure 3-9: Change in the shape of the inner rods of the PBG cavity to reduce peak
surface magnetic fields [85].

Single-cell PBG cavities were made of niobium for both the original design shown

in the left part of Figure 3-9 and the optimized design shown in the right part of

Figure 3-9. Two single cells of each design were tested at cryogenic temperatures.

The optimized geometry performed better, showing on average 30% higher maximum

achieved accelerating gradient [64]. The tests proved the advantage of altering the
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shape of the first layer of PBG rods.

For the design of the 5-cell cavity with a PBG cell, we decided to take advantage

of the optimized geometry from [85]. The major and minor semi axis of the elliptical

rods were therefore chosen to be 0.25 𝑏 and 0.0865 𝑏, respectively. The shift towards

the center was adjusted to give the right frequency for the exact geometry of the cell,

which was slightly different from the design from [85]. The value of 0.0122 𝑏 was

chosen for the shift.

3.2 Design of the photonic band gap cell

After the configuration of the PBG lattice had been defined, we proceeded with

the design of the PBG cell itself. In order to form a cell, the lattice needed to be

incorporated inside a cylindrical shell and couplers or ferrite absorbers needed to be

placed at the periphery of the shell for HOM damping. The geometry of the cell is

schematically shown in Figure 3-10.

Putting absorbers inside the superconducting cavity has certain disadvantages

such as an increased power dissipation at the cryogenic temperature and possible

problems with outgassing from absorber’s material. We, therefore, decided to use ex-

ternal couplers in order to dissipate power in RF loads outside of the superconducting

region. Rectangular waveguides were chosen as external HOM couplers, similar to a

JLAB’s 5-cell cavity from [44], designed for a high-current application. Another pos-

sible solution was to use coaxial antennas, such as in the TESLA 9-cell cavity [65].

The advantage of rectangular waveguides over coaxial antennas is their simplicity and

better cooling. The latter is especially important for high-current accelerators. For

comparison, loop-type HOM couplers, which are adopted for the TESLA cavity, have

a heating problem for the CW operations [86].

Similar to the HOM couplers, the fundamental power coupler (FPC) was attached

to the periphery of the PBG cell (the upper waveguide in Figure 3-10). The same

approach was previously implemented for the room-temperature MIT structure [73].

Besides feeding power at the frequency of the accelerating mode into the cavity, the
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Figure 3-10: The vacuum region enclosed by the PBG cell. One quarter of the cell is
cut out to show the structure. The beam goes along the 𝑧-axis.

FPC can also serve as an additional HOM coupler, assuming that a broadband RF

window is used in the FPC waveguide as well as the HOM waveguides. The FPC

has dimensions of a standard waveguide size WR430, as shown in Figure 3-11. The

corners of the waveguide are rounded, as was needed for the fabrication process (see

Chapter 4). To feed RF power into the cavity, the lowest frequency waveguide mode

TE01 is employed. As can be seen in Figure 3-11, the PBG rod located closest to

the FPC was removed in order to provide stronger coupling to the FPC (see the next

section).

We chose to use two HOM waveguide couplers in addition to the FPC. Two is the

lowest number of couplers to provide reasonable damping to both the dipole and the

quadrupole modes. If only one HOM coupler was used, we would need to position

it at the right angle to the FPC to obtain efficient damping of the two polarizations

of the dipole mode. However, such configuration fails to damp certain quadrupole
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Figure 3-11: Main dimensions of the PBG cell (top) and dimensions of the waveguides
attached to the cell (bottom). The vacuum region is shown in blue. The pictures are
taken from HFSS eigenmode simulations provided in Supplemental Materials [2].

modes with zero fields at the angular positions of the waveguides. Using more than

two HOM waveguides in addition to the FPC can provide better HOM damping, but

makes the structure more complicated and harder to fabricate.

Customized dimensions were chosen for the two HOM waveguides in order to

maximize HOM damping. The dimension along the 𝑧 axis was chosen equal to the
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distance between the walls of the cell so that the waveguide walls are flush against

the walls of the cavity. This length in the 𝑧 direction was chosen to lower the cutoff

frequency for TE modes polarized the direction that is perpendicular to the 𝑧-axis.

The other dimension (along the 𝑧-axis) was a subject of optimization and was chosen

to maximize damping of the ten most harmful HOMs (see Section 3.5). The corners

of the HOM waveguides were rounded similar to the FPC to facilitate the fabrication

process (see Chapter 4).

The total length of the PBG cell (parameter 𝐿 in Figure 3-11) was chosen to satisfy

the resonance condition between the accelerating mode and the ultrarelativistic beam

of electrons (𝑣 ≈ 𝑐). For more efficient coupling between the mode and the beam, the

accelerating mode must have the phase advance of 𝜑𝑐𝑒𝑙𝑙 = 𝜋 over the length of one

cell, as will be discussed below. The resonance condition dictates the time of passage

of one cell 𝐿/𝑐 to be equal to the time it takes the phase of the accelerating mode to

advance by 𝜑. Hence

𝐿 =
𝑐

𝑓

𝜑𝑐𝑒𝑙𝑙

2𝜋
, (3.2)

where 𝑓 is the frequency of the accelerating mode equal to 2.1 GHz.

Following a standard practice for both room-temperature and superconducting

accelerating cavities, the iris of the PBG cell was rounded to avoid field enhancement

in the region. Since the total length 𝐿 is fixed, a change in the iris rounding radius

(𝑑 in Figure 3-11) causes a change in the distance between the walls of the PBG cell,

and affects the HOM damping properties. The rounding radius can, therefore, be

regarded as another parameter that needs to be optimized for better HOM damping.

Final dimensions of the PBG cell were chosen based on optimization of the HOM

damping in the 5-cell cavity with the incorporated PBG cell (see the next section)

and are summarized in Table 3.2.

3.3 Design of the elliptical cells

Elliptical cells are traditionally used in SRF cavities. Figure 1-4 shows an example of a

multi-cell accelerating cavity consisting of elliptical cells. One reason to deviate from
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Table 3.2: Final dimensions of the PBG cell, shown in Figure 3-11.
Inner radius of the PBG cell, 𝑅𝑃𝐵𝐺 6.38 in
Angle between the FPC and the HOM waveguides, 𝜑 125∘

Distance between the centers of the elliptical PBG rods, 𝑏𝑒𝑙𝑙 2.311 in
Distance between the centers of the round PBG rods, 𝑏 2.34 in
Radius of the round PBG rods, 𝑎 0.351 in
Minor semi-axis of the elliptical PBG rods, 𝑟𝑚𝑖𝑛 0.202 in
Major semi-axis of the elliptical PBG rods, 𝑟𝑚𝑎𝑗 0.585 in
Rounding radius of the FPC-cavity joint, 𝑅1 0.675 in
Rounding radius of the HOM waveguide-cavity joint, 𝑅2 0.35 in
Rounding radius of the cavity-beam-pipe joint, 𝑑 0.183 in
Total length of the PBG cell, 𝐿 2.812 in
Radius of the beam-pipe, 𝑅𝑏𝑒𝑎𝑚−𝑝𝑖𝑝𝑒 0.982 in
Rounding radius of the edge of the PBG cell, 𝑅𝑟𝑜𝑢𝑛𝑑 1.115 in
Height of the FPC waveguide, 𝑏𝐹𝑃𝐶 2.15 in
Width of the FPC waveguide, 𝑎𝐹𝑃𝐶 4.3 in
Rounding radius of the FPC waveguide, 𝑅𝐹𝑃𝐶 0.475 in
Height of the HOM waveguides, 𝑎𝐻𝑂𝑀 2.558 in
Width of the HOM waveguides, 𝑏𝐻𝑂𝑀 2.446 in
Rounding radius of the HOM waveguides, 𝑅𝐻𝑂𝑀 0.423 in

the simplest cylindrical “pillbox” shape is to mitigate the negative multipacting effect,

as was discussed in Chapter 2. Another reason has to do with the process of chemical

treatment of the inside surface of SRF cavities [31]. Geometries of different elliptical

cells can be divided into several types. Among them is the so-called “low-loss” shape,

optimized to minimize the losses due to RF currents in the cavity walls.

The four elliptical cells in the five-cell cavity were chosen to be of the “low loss"

shape. The vacuum region enclosed by the cell is shown in Figure 3-12. The “low-

loss" shape was originally developed for the JLAB’s highly damped five-cell module

at 748.5 MHz described in [44]. The structure was also designed for a high-current

application and successfully tested at cryogenic temperatures [87, 88, 89, 90, 91]. The

dimensions of elliptical cells from the JLAB’s structure were scaled to the frequency

of 2.1 GHz. and are shown in Figure 3-13.

Following the design from [44], the elliptical cells at the ends of the 5-cell cavity

were trimmed at the equator to ensure that the peaks of the accelerating gradient

are equal in all elliptical cells. If the end elliptical cells were of the same shape as
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Figure 3-12: The vacuum region enclosed by a cell of the elliptical “low-loss” shape.
One quarter of the cell is cut out to show the structure. The beam goes along the
𝑧-axis. The picture is taken from HFSS eigenmode simulations provided in Supple-
mental Materials [2].

Figure 3-13: The dimensions of the elliptical cells of the “low-loss” shape [44], scaled
to the frequency of 2.1 GHz. (a) an elliptical cell not located at the end of the 5-cell
cavity. (b) a “trimmed” elliptical cell at the end of the 5-cell cavity.

the other cells, the gradient in them would be slightly different due to the different

boundary condition. Therefore, the two end cells were designed shorter by about
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2.1% of the fundamental wavelength than the other elliptical cells. The dimensions

of the trimmed cells are shown in Figure 3-13, (b).

3.4 Design of the five-cell cavity

One important parameter of a multi-cell accelerating cavity is the phase advance of

the accelerating mode over the length of one cell. In a 5-cell cavity, modes with

phase advances of 𝜋/5, 2𝜋/5, 3𝜋/5, 4𝜋/5, and 𝜋 are possible [31]. The 𝜋-mode is

a natural choice for accelerating cavities operating in the standing-wave regime due

to its high shunt impedance. Multi-cell superconducting cavities normally operate in

the standing wave regime, hence, the 𝜋-mode is traditionally used for acceleration.

A sketch of the electric field profile in the 𝜋-mode is shown in Figure 3-14. The on-

axis electric field flips direction over the time it takes a bunch to travel to between two

cells. Thus, the bunch is being continuously accelerated. This resonance condition is

satisfied if the length of each cell is chosen appropriately (Equation (3.2)).

Figure 3-14: Sketch of the electric field lines of the 𝜋-mode of a 5-cell accelerating
cavity [31].

In a 5-cell cavity of identical elliptical cells, each cell provides an equal amount of

acceleration. However, replacing one of the elliptical cells with a PBG cell introduces

some difficulties. For the same accelerating gradient, the surface magnetic field in a

PBG cell is significantly higher than in a conventional cell due to the more sophisti-

cated geometry. Using elliptically shaped rods in the first PBG layer only partially

solves the problem.
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If the five-cell cavity was designed to have a flat field profile, performance of the

entire accelerator would be limited by the single PBG cell due to the higher probability

of quench. Our goal was to design a cavity with equal probability of quench in every

cell. This can be achieved by lowering the accelerating gradient (and so the surface

magnetic field) in the PBG cell in such a way that the maximum values of the surface

magnetic field are equal in each of five cells. Eigenmode simulations showed that

lowering the accelerating gradient in the PBG cell to 60% of its value in the other

cells ensures that the surface magnetic field is the same in every cell (see Supplemental

Materials [2]).

An accelerating cavity can be viewed as a system of five connected oscillators with

amplitudes of oscillations dependent on the resonant frequencies of the oscillators.

By detuning the frequencies of the cells we can get the desired field profile with the

amplitude of the electric field oscillations lowered in the PBG cell.

Achieving the desired accelerating gradient profile by randomly detuning differ-

ent cavities is an impractical approach to solving the problem. Utilizing this ap-

proach would force us to explore all values of the 3-dimensional detuning vector

∆𝑓 = (∆𝑓1,∆𝑓2,∆𝑓3), where ∆𝑓𝑖 is a frequency shift of the 𝑖-th cell (symmetry

condition reduces the 5-dimensional detuning vector to three dimensions). While ex-

ploring different values of ∆𝑓 , we have to make sure that the module of 5 cavities

still matches the boundary conditions imposed by the beam pipe.

To simplify the process of tuning the cells to achieve the desired field profile,

we used a circuit model for the accelerating module. It is commonly used to make

the gradient profile flat by deforming cavities after fabrication [31]. For our design,

however, we will use it for a different reason – to make the gradient profile intentionally

not-flat, with the field amplitude in the PBG cell lowered to 60% of the maximum

level.

3.4.1 Circuit model

In the circuit model, a set of cavities operating in the 𝜋-mode is represented by

coupled LC-circuits shown in Figure 3-15. Each circuit includes a capacitance 𝐶𝑖 and
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an inductance 𝐿. The circuits are capacitively-coupled and the coupling strength is

related to a capacitance 𝐶𝑘. The chain ends with capacitances 𝐶𝑏 on both sides,

representing the beam-pipe boundary condition. A current in each circuit represents

the accelerating voltage (or accelerating gradient) in a corresponding cavity [31]. For

our purposes, the desired dimensionless normalized accelerating voltages for the five

cells were 𝑉1,5 = 1, 𝑉2,4 = −1, 𝑉3 = 0.6.

We let the initial (or unperturbed) cell have a capacitance 𝐶0 and an inductance

𝐿 and assumed that its frequency of the 𝜋-mode 𝑓𝜋0 is equal to the desired frequency

(2.1 GHz). The frequency is adjusted by varying the radius of the cell or by slightly

changing its length (so that the resonance condition 3.2 still applies). We used eigen-

mode simulations with periodic boundary conditions to relate a change in geometry

to a change in frequency (see Supplemental Materials [3]). We then assumed that

the frequencies of the cells are different from the desired frequency (𝑓𝜋𝑖 ̸= 𝑓𝜋0) and

instead correspond to different capacitances in the circuit model (𝐶𝑖 ̸= 𝐶0).

Figure 3-15: A circuit model representing the 5-cell accelerating cavity.

Using expressions for impedances of a capacitor and an inductor 1/(𝑖𝜔𝐶) and 𝑖𝜔𝐿

respectively, we then wrote out Kirchhoff’s equations for each circuit

(︂
1

𝑖𝜔𝐶𝑏

+ 𝑖𝜔𝐿

)︂
𝐼1 +

1

𝑖𝜔𝐶1

𝐼1 +
1

𝑖𝜔𝐶𝑘

(𝐼1 − 𝐼2) = 0,

...

1

𝑖𝜔𝐶𝑘

(𝐼𝑖 − 𝐼𝑖−1) +

(︂
1

𝑖𝜔𝐶𝑖

+ 𝑖𝜔𝐿

)︂
𝐼𝑖 +

1

𝑖𝜔𝐶𝑘

(𝐼𝑖 − 𝐼𝑖+1) = 0, for 𝑖 = 2..4,

...

1

𝑖𝜔𝐶𝑘

(𝐼5 − 𝐼4) +

(︂
1

𝑖𝜔𝐶5

+ 𝑖𝜔𝐿

)︂
𝐼5 +

1

𝑖𝜔𝐶𝑏

𝐼5 = 0.
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We then defined the cell-to-cell coupling coefficient 𝑘 = 𝐶0/𝐶𝑘 and the beam-pipe

coefficient 𝛾 = 𝐶0/𝐶𝑏 and used the cell accelerating voltages 𝑉𝑖 instead of the circuit

currents 𝐼𝑖 to rewrite the Equation (3.4.1) as a 5-dimensional eigenvector problem

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝐶0/𝐶1 + 𝑘 + 𝛾 −𝑘 0 0 0

−𝑘 𝐶0/𝐶2 + 2𝑘 −𝑘 0 0

0 −𝑘 𝐶0/𝐶3 + 2𝑘 −𝑘 0

0 0 −𝑘 𝐶0/𝐶4 + 2𝑘 −𝑘

0 0 0 −𝑘 𝐶0/𝐶5 + 𝑘 + 𝛾

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝑉1

𝑉2

𝑉3

𝑉4

𝑉5

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

=

(︂
𝑓

1/(2𝜋
√
𝐿𝐶0)

)︂2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝑉1

𝑉2

𝑉3

𝑉4

𝑉5

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

where 𝑖 = 2..4 and 𝑓 = 𝜔/2𝜋.

This equation is valid for the unperturbed case as well. By plugging values 𝐶𝑖 = 𝐶0

and 𝑉𝑖 = (−1)𝑖+1 for the flat field profile of the 𝜋-mode, we get 𝛾 = 2𝑘 and

𝑓𝜋0 =

(︂
1

2𝜋
√
𝐿𝐶0

)︂√
1 + 4𝑘. (3.3)

Analogously, we get the following relation between a circuit frequency 𝑓𝜋𝑖 and its

capacitance 𝐶𝑖

𝑓𝜋𝑖 =

(︂
1

2𝜋
√
𝐿𝐶𝑖

)︂√
1 + 4𝑘. (3.4)

Thus, using Equation (3.4), we substituted 𝐶0/𝐶𝑖 in the Equation (3.4.1) with the

following easily computed values: (𝑓𝜋𝑖/𝑓𝜋0)
2.

Next, we reversed the eigenvector problem to find elements of the matrix in the

left side of Equation (3.4.1) for a given eigenvector V. We also required the frequency
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of the oscillations 𝑓 to be equal to the designed value 𝑓𝜋0. The solution is:

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝑥1

𝑥2

𝑥3

𝑥4

𝑥5

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝑉1 0 0 0 0

0 𝑉2 0 0 0

0 0 𝑉3 0 0

0 0 0 𝑉4 0

0 0 0 0 𝑉5

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

−1 ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 1 0 0 0

1 2 1 0 0

0 1 2 1 0

0 0 1 2 1

0 0 0 1 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝑉1

𝑉2

𝑉3

𝑉4

𝑉5

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (3.5)

where 𝑖 = 2..4 and detuning values 𝑥𝑖 = [(𝑓𝜋𝑖/𝑓𝜋0)
2 − 1]/𝑘 say how much the 𝑖-th

cavity should be detuned.

The cell-to-cell coupling coefficient 𝑘 depends on a particular geometry of the cells.

It needs to be computed by running an eigenmode simulation that takes into account

the exact shape of the cells (see Supplemental Materials [3]). In order to increase the

accuracy and reduce the simulation time, we chose to run an auxiliary simulation with

only two half-cells coupled together. The circuit model for such arrangement consists

of two adjacent LC-circuits coupled capacitively to each other, similar to the circuits

shown in Figure 3-15. We then slightly detuned one of the cells by changing its radius,

which results in an un-even gradient profile with the coupled cells having different

accelerating voltages 𝑉1 ̸= 𝑉2. The voltages were then plugged in the corresponding

Kirchhoff’s written out for the two-cell chain:

2

𝑖𝜔𝐶𝑘

(𝐼1 − 𝐼2) + 𝑖𝜔𝐿𝐼1 +
1

𝑖𝜔𝐶1

𝐼1 = 0

2

𝑖𝜔𝐶𝑘

(𝐼2 − 𝐼1) + 𝑖𝜔𝐿𝐼2 +
1

𝑖𝜔𝐶2

𝐼2 = 0

to yield the value of the cell-to-cell coupling coefficient 𝑘 = 0.0145. Values of 𝑘 of a

few hundredths are typical for multi-cell SRF cavities.
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3.4.2 Incorporating the photonic band gap cell into the five-

cell cavity

In the circuit model described above, we did not differentiate between elliptical cells

and the PBG cell. We now take into account the fact that the geometry of the

PBG cell is different from the elliptical cells. To apply to circuit model to the 5-

cell cavity with the PBG cell, we introduce an adjustment factor for the PBG cell.

The adjustment accounts for the fact that the accelerating field in the center of the

PBG cell for a given field at the iris is slightly lower than that in an elliptical cell.

Using HFSS eigenmode simulations, the adjustment factor 𝛼 was found to be 0.845

(see Supplemental Materials [3]). This implies that for the desired profile of the

normalized accelerating voltage 𝑉1,5 = 1, 𝑉2,4 = −1, 𝑉3 = 0.6 we need to plug in the

values 𝑉1,5 = 1, 𝑉2,4 = −1, 𝑉3 = 0.6/𝛼 into the Equation (3.5). Frequency detunings

from Equation (3.5) were then converted into a change in geometry of the elliptical

cells and the PBG cell. The resulting accelerating gradient profile for the designed

cavity is shown in Figure 3-16.

The cavity was planned to be tested at LANL with a CW beam current of 100

mA and a bunch repetition frequency of 100 MHz. This high beam current demanded

relatively strong coupling to the accelerating mode, characterized by a low external Q-

factor of the mode 𝑄𝑒𝑥𝑡. The optimal 𝑄𝑒𝑥𝑡 was calculated to ensure that no RF power

is reflected from the cavity back to the generator in the presence of the electron beam.

To estimate the optimal 𝑄𝑒𝑥𝑡 , we use the following formula derived using equations

from [31]:

𝑄𝑒𝑥𝑡 =
𝑃𝑔

𝐼2
(︁

𝑅
𝑄

)︁ . (3.6)

Here 𝑃𝑔 is the power of the RF generator, 𝐼 is the beam current and
(︁

𝑅
𝑄

)︁
is the

parameter that quantifies how well the accelerating mode is coupled to the electron

beam (see the section below). The value of
(︁

𝑅
𝑄

)︁
for the optimized geometry is 515 Ω.

The planned generator power was 2 MW, supplied by a klystron. Plugging these

numbers together with the value of the beam current of 100 mA gave us the value of
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Figure 3-16: Design accelerating gradient profile, compared to the profile measured
in the welded cavity using the bead-pulling method. The field in the center cell is
intentionally lowered to ensure equal peak surface magnetic field in every cell.

the optimal 𝑄𝑒𝑥𝑡 = 3.9 × 104.

To provide such strong coupling to the accelerating mode, the PBG rod located

closest to the FPC was removed, as can be seen in Figure 3-11. This approach was

used earlier for the MIT traveling wave PBG structure [73]. Removing the rod in

the SRF 5-cell cavity resulted in 𝑄𝑒𝑥𝑡 = 2 × 104. This rather strong coupling can be

adjusted towards higher 𝑄𝑒𝑥𝑡 with a waveguide stub, and gives us the flexibility to

operate the structure in a wider range of power and beam current.

The geometry of the PBG cell was optimized to achieve better HOM damping in

the 5-cell cavity. The optimization process consisted of choosing the parameters of

the PBG cell such as the rounding radius of the iris, dimensions and angular positions

of the waveguides. The design cell was incorporated in the 5-cell cavity, as described

in the next section. The chosen parameters were then adjusted to achieve the best

HOM damping in the 5-cell cavity. The ten most dangerous HOMs were identified,
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and their Q-factors were calculated for a combination of the listed parameters (see

Appendix A and additional files in Supplemental Materials [4]). In the process of

optimization, a MATLAB code (see Supplemental Materials [5]) was used to generate

a set of parameters that was sent to the eigenmode solver of the Ansys HFSS [71]

. Q-factors of the HOMs were obtained and sent back to the MATLAB code. A

“steepest descent” method was used to optimize the geometry. Final dimensions of

the PBG cell are listed in Table 3.2.

3.4.3 Accelerating properties of the five-cell cavity with a pho-

tonic band gap cell

Table 3.3 compares the main accelerating properties of the 5-cell PBG cavity to the

5-cell cavity with only elliptical cells [44]. The first compared quantity 𝑅
𝑄
is defined

for the monopole modes as the following ratio

(︂
𝑅

𝑄

)︂
=
𝑉 2
||

𝜔𝑈
, (3.7)

where 𝑉|| is the effective longitudinal voltage defined earlier in Equation (2.5), 𝜔 = 2𝜋𝑓

is the angular frequency of the mode and 𝑈 is the total energy stored in the electro-

magnetic fields of the mode. The letter 𝑅 in the ratio 𝑅
𝑄
refers to shunt impedance

- a quantity that characterizes the losses in a cavity, and the letter 𝑄 refers to

the unloaded Q-factor. The quantity 𝑅
𝑄
, however, is more fundamental than shunt

impedance itself, and is used to assess accelerating properties of RF cavities. Higher
𝑅
𝑄
means that more acceleration can be achieved for the same RF energy, and max-

imizing 𝑅
𝑄
is one of the major priorities of any accelerator design. As can be seen in

Table 3.3, 𝑅
𝑄
of the designed 5-cell cavity is only slightly lower than that of the cavity

from [44].

The second compared quantity, the geometry constant 𝐺, is defined in [31] as

𝐺 =
𝜔𝜇0

∫︀
𝑉
|𝐻|2𝑑𝑣∫︀

𝑆
|𝐻|2𝑑𝑠

, (3.8)
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Table 3.3: Accelerating properties of the 5-cell cavity with a PBG cell compared to
the accelerating properties of the cavity with 5 elliptical “low-loss" cells from [44].
The values for the PBG cavity were obtained using eigenmode simulations provided
in Supplemental Materials [2].

5-cell cavity JLAB’s 5 elliptical
with a PBG cell cells cavity

Frequency 𝑓0 2100 MHz 748.5 MHz(︁
𝑅
𝑄

)︁
𝑅
𝑄

515 Ω 525 Ω

Geometry constant 𝐺 265 Ω 276 Ω
Peak surface electric
field ratio 𝐸𝑝𝑒𝑎𝑘/𝐸𝑎𝑐𝑐 2.65 2.50
Peak surface magnetic
field ratio 𝐵𝑝𝑒𝑎𝑘/𝐸𝑎𝑐𝑐 4.48 𝑚𝑇

𝑀𝑉
𝑚

4.27 𝑚𝑇
𝑀𝑉
𝑚

where |𝐻| is the magnitude of the magnetic field. For a given surface resistance 𝑅𝑠,

𝐺 defines the unloaded Q-factor of the cavity

𝑄0 = 𝐺/𝑅𝑠. (3.9)

The geometry constant for the designed cavity is nearly the same as for the 5-cell

elliptical cavity, as can be seen in Table 3.3.

From Table 3.3 we can conclude that the main accelerating parameters of the

designed 5-cell PBG cavity are only slightly worse than those of the design with

elliptical cells only. Although a single PBG cell by itself has the ratio of the surface

magnetic field to the accelerating gradient about twice higher than the elliptical cells

have [92], corresponding ratio for the designed 5-cell cavity is close to the value for the

“low-loss” geometry because of the uneven gradient profile 3-16. Indeed, the difference

in the peak surface magnetic field is within a few percent, as shown in Table 3.3.

The designed 5-cell cavity has two advantages to compensate for the slight decrease

in accelerating properties. The first advantage is the efficient HOM damping (see the

next Section). The second advantage is the increased real estate gradient, defined as

the total amount of acceleration divided by the total length of the accelerator.

The second advantage comes from the fact that, unlike traditional multi-cell SRF
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cavities [44, 65], the 5-cell cavity with a PBG cell does not need waveguides on the

beam-pipe sections of the cavity. Attaching couplers straight to accelerating cells is

not desirable in the traditional designs due to the azimuthal asymmetry that couplers

introduce in the accelerating mode, and due to the increased surface fields at the

region where the couplers are attached. The PBG cell eliminates both problems.

Indeed, regardless of the number of waveguides the accelerating mode in the PBG

cell has a six-fold azimuthal symmetry, and the fields at the location of the waveguides

are reduced by the PBG lattice. The real estate gradient can, therefore, be as much

as 10% higher. The exact number depends on the cavity packing factor.

3.5 Simulations of higher order modes

Simulations presented in this section were used to optimize positions and dimensions

of the HOM couplers and the FPC for the strongest HOM damping. A MATLAB

routine was used together with the Ansys HFSS [71] simulations to tune individual

parameters such as positions and dimensions of the coupler waveguides and outside

dimensions of the PBG cell (see Appendix A and additional files in Supplemental Ma-

terials [4] and Supplemental Materials [5]). Simulation data presented below applies

to the final optimized geometry.

We studied HOMs paying particular attention to the monopole and the dipole

modes with frequencies below the corresponding beam pipe’s cutoffs. Modes with

higher order angular variation were not considered because their transverse impact

on the beam was smaller. Modes with frequencies above the beam pipe’s cutoff were

considered less dangerous as they propagated through the beam pipe and did not

build up in the cavity.

To classify HOMs in the cavity, we used two symmetry planes: 𝑋𝑌 and 𝑋𝑍. Here

𝑍 is the axis along the beam line and the 𝑋 axis is parallel to the FPC waveguide,

as shown in Figure 3-4. All the dipole modes can be classified as either 𝑋-modes (E

field is in the 𝑋𝑍 plane) or 𝑌 -modes (E field is perpendicular to the 𝑋𝑍 plane).

We used two different approaches to studying HOMs. First, wakefield simulations
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were performed to identify the most dangerous dipole modes and compute the corre-

sponding deflecting voltages induced by a single bunch. Next, eigenmode simulations

were used to verify the results obtained from the wakefield simulations and to calcu-

late the external Q-factors for the modes. The monopole modes were also studied in

the eigenmode approach. The wakefield and the eigenmode simulations are described

in Appendix A and the corresponding files are provided in Supplemental Materials

[6] and Supplemental Materials [4].

3.5.1 Wakefield solver

CST Particle Studio [70] was used to analyze the dipole HOMs in the designed five-

cell cavity. In particular, the wakefield solver was employed to simulate interactions

of the HOMs with the electron beam in the designed five-cell cavity (see Appendix

A and additional files in Supplemental Materials [6]). The wakefield solver computes

the fields excited in the structure by a source charge and simulates how the fields can

affect a test charge entering the cavity some time after the source charge.

We calculated the effective deflecting voltages 𝑉⊥𝑛 defined in Equation (2.6). The

deflecting voltages describe how the 𝑛-th dipole mode affects the test charge travelling

offset from the axis. In order to find the deflecting voltages, we first computed the

transverse wake potentialw⊥(r, r1, 𝑠) and the transverse wake impedance Z⊥(r, r1, 𝜔),

defined in Equations 2.2 and 2.4, respectively. Here r is the transverse displacement

of the source charge, r1 is the transverse displacement of the test charge, and 𝑠 is

the distance between the charges. The wakefield simulations were performed for the

cases r = r1 = 𝑥�̂� and r = r1 = 𝑥𝑦. The calculated transverse wake impedance 𝑍⊥

for both cases (𝑋 or 𝑌 displacement) is shown in Figure 3-17.

As was demonstrated in Chapter 2, the deflecting voltage for a dipole mode is

proportional to the integrated area under the corresponding peak of the transverse

wake impedance. Since we are only interested in the deflecting voltages, the energy

decay time can be chosen independently as it only affects the width of a peak, but

not the area. As long as the wake impedance peaks do not overlap, we can save

computational time by decreasing the energy decay time and widening the peaks.
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Figure 3-17: Transverse impedance calculated by CST Particle Studio for the electron
beam displaced in X direction (a) and Y direction (b). 10 most dangerous modes
correspond to the biggest peaks in impedance. Analytical shapes for the peaks were
fitted using a MATLAB algorithm presented in Supplemental Materials [7]. Input
data for the Figure is povided in Supplemental Materials [6].

For that reason, a lossy material was used for the cavity walls in addition to the

waveguide ports (see Appendix A).
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In Figure 3-17, 10 peaks can be seen in wake simulations that correspond to the

10 most dangerous dipole modes with the highest 𝑉⊥. These modes were labeled as

𝑋1 − 𝑋5 and 𝑌1 − 𝑌5 and were used for the cavity optimization. To calculate the

deflecting voltages, we fitted the known analytical shapes for wake impedance peaks

(see Chapter 2) with variable complex phases (the fitting algorithm is described in

Supplemental Materials [7]). The amplitude and phase of each analytical peak were

adjusted so that the analytical curve for the wake impedance matches the simulation

very closely (Figure 3-17). The calculated voltages, normalized over the source charge

𝑞 and the offset 𝜌, are listed in the last column of Table 3.4.

3.5.2 Eigenmode solver

We simulated HOMs with the eigenmode solver of the Ansys HFSS (see Appendix A

and additional files in Supplemental Materials [4]). Similar to the wakefield approach,

the eigenmode approach can be used to calculate voltages induced by a single bunch,

defined in Equations 2.5 and 2.6. The voltages can be related to the shunt impedances

of the modes [31]:

|𝑉||𝑛|
𝑞

= 𝜋𝑓𝑛

(︂
𝑅

𝑄

)︂
𝑛

(3.10)

for the 𝑛-th monopole mode, and

|𝑉⊥𝑛|
𝑞𝜌

=
2𝜋2𝑓 2

𝑛

𝑐

(︂
𝑅

𝑄

)︂𝑑

𝑛

(3.11)

for the 𝑛-th dipole mode. Here 𝑓𝑛 is the frequency of the mode, 𝑞 is the charge of

the exciting bunch, 𝜌 is the offset from the axis, (𝑅/𝑄)𝑛 is the shunt impedance of a

monopole mode and (𝑅/𝑄)𝑑𝑛 is the shunt impedance of a dipole mode. Both monopole

and dipole shunt impedances are measured in Ohms in agreement with [31].

For each HOM, an eigenmode simulation was set up to calculate the shunt impedance

and the external Q-factor. The complex geometry of the PBG cell supports a large

number of unimportant modes trapped in the lattice of rods with very small fields

at the center of the cell. While not interacting strongly with the beam, those modes
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can unnecessarily increase computational time. For that reason, only modes with

𝑅/𝑄 > 1Ω (for both monopoles and dipoles) were studied in details.

Table 3.4: Simulation results for the dipole modes with (𝑅/𝑄)𝑑 > 1Ω.
𝑓 , GHz 𝑄𝑒𝑥𝑡 (𝑅/𝑄)𝑑,Ω |𝑉⊥|/(𝑞𝜌),

V/(nC mm)
|𝑉⊥|/(𝑞𝜌),
V/(nC mm)

(eigenmode) (wakefield)

X-modes
2.538 (𝑋1) 2.7 × 103 7.7 3.2 3.2
2.567 1.5 × 103 3.6 1.6
2.713 (𝑋2) 7.5 × 102 58.4 28.3 29.4
2.713 1.3 × 102 9.3 4.5
2.831 1.0 × 102 8.5 4.5
2.884 6.8 × 102 1.1 0.6
2.936 (𝑋3) 3.0 × 102 42.1 23.8 22.7
2.962 1.8 × 102 2.1 1.2
3.020 (𝑋4) 2.0 × 102 27.6 16.6 15.0
3.047 (𝑋5) 1.6 × 104 5.7 3.5 4.1
3.060 4.8 × 102 2.4 1.5
Y-modes
2.539 (𝑌1) 2.7 × 103 8.8 3.7 3.3
2.571 2.7 × 104 3.0 1.3
2.710 5.4 × 102 8.9 4.3
2.711 (𝑌2) 9.4 × 102 57.7 27.9 29.2
2.825 3.7 × 101 7.2 3.8
2.887 5.4 × 103 1.3 0.7
2.940 (𝑌3) 2.6 × 102 35.3 20.1 20.1
2.995 1.4 × 102 3.0 1.7
3.014 (𝑌4) 1.9 × 102 26.6 15.9 17.7
3.048 (𝑌5) 2.2 × 103 5.8 3.6 6.1
3.059 7.3 × 102 3.4 2.1

In order to calculate a dipole mode’s shunt impedance (𝑅/𝑄)𝑑, the beam trajec-

tory was shifted off-axis in either the 𝑋 or the 𝑌 direction by a distance equal to

one beam pipe’s radius. To calculate the external quality factors, all three waveg-

uides were covered with a PML. The calculated shunt impedances and 𝑄𝑒𝑥𝑡 for the

dipole and the monopole modes (with shunt impedance exceeding 1 Ω) are presented

on Figure 3-18 and Tables 3.4 and 3.5. Tables 3.4 and 3.5 also list the estimated

voltages induced by a single bunch and compare them to the voltages obtained in the

wakefield simulations for the 10 dangerous modes. Good agreement between the two
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Table 3.5: Simulation results for the monopole modes with 𝑅/𝑄 > 1Ω.
Freq, GHz 𝑄𝑒𝑥𝑡 𝑅/𝑄,Ω |𝑉||𝑛|/𝑞, V/nC
2.025 (𝜋/5) 3.4 × 103 10.9 69.3
2.071 (3𝜋/5) 1.1 × 104 1.9 12.7
2.100 (𝜋) 2.0 × 104 515 3400
3.198 3.2 × 103 35.7 359.1
3.663 1.7 × 105 12.5 143.5
3.668 1.0 × 104 36.6 421.6
3.813 3.8 × 105 64.5 773.1
3.814 8.6 × 103 18.2 217.8
4.540 1.1 × 103 1.5 20.9

independent approaches shows the reliability of the obtained results.

We were particularly interested in the 𝑄𝑒𝑥𝑡 for the dipole modes as they are the

major cause of the beam break-up (BBU) instability. As can be seen in Table 3.4, most

of the dipole modes have 𝑄𝑒𝑥𝑡 in the range of 102 − 103. Only two modes (𝑓 = 3.047

GHz and 𝑓 = 2.571 GHz) with relatively low shunt impedances of 5.7 Ω and 3.0 Ω

have higher 𝑄𝑒𝑥𝑡, 1.6 × 104 and 2.7 × 104, respectively. This can be explained by the

fact that the longitudinal component of the electric field 𝐸𝑧 for these two modes is

going through zero in the middle of the PBG cell. Although some asymmetry due to

fabrication errors should lower the 𝑄𝑒𝑥𝑡 for such modes, asymmetrical tuning could

be used to bring 𝑄𝑒𝑥𝑡 even lower, if necessary.

The BBU figure of merit (𝑅/𝑄)𝑛𝑄𝑛𝑓𝑛 is plotted in Figure 3-19 for the PBG cavity,

as well as for the 9-cell TESLA cavity which employs coaxial HOM couplers [41, 65].

Loaded Q factors were substituted with the calculated values of 𝑄𝑒𝑥𝑡 for all of the

plotted modes due to negligible losses in superconducting walls. It can be seen that

the highest value of (𝑅/𝑄)𝑛𝑄𝑛𝑓𝑛 for the dipole modes below a beam pipe cutoff is

much lower for the PBG cavity than for the TESLA cavity. This means that the

PBG cavity has the potential to support much higher beam currents due to improved

HOM damping.
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Figure 3-18: Shunt impedances (a) and external Q factors (b) for monopoles and
dipoles in the 5-cell PBG cavity obtained in HFSS eigenmode simulations described
in Appendix A and Supplemental Materials [4]. Only modes with 𝑅/𝑄 ≥ 1Ω are
shown. Input data for the Figure is povided in Tables 3.4 and 3.5.
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Figure 3-19: BBU figure of merit (𝑅/𝑄)𝑄𝑒𝑥𝑡𝑓 for the dipole modes for two different
cavities: the 9-cell TESLA and the 5-cell PBG. Dipole shunt impedance is in units of
Ohms. Simulation data for the TESLA cavity is from Ref [41, 65]. Simulation data
for the PBG cavity is taken from Tables 3.4 and 3.5.
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Chapter 4

Fabrication and tuning of the

niobium five-cell cavity

This Chapter describes fabrication and tuning of the five-cell cavity with the PBG

coupler cell. SRF cavities are traditionally fabricated of high purity niobium, which

is a highly workable superconducting metal.

Often, prior to fabrication of a niobium SRF cavity, its copper prototype is made

(see, for example, [44]). Following this practice, we decided to fabricate a copper

prototype of the designed cavity for two reasons. The first reason is to demonstrate

the novel fabrication and tuning required for the multi-cell structure with the PBG

coupling cell. The fabrication and tuning process used for the copper prototype was

later almost exactly repeated for the niobium cavity, with the dices and the tools

reused. The second reason to have the copper prototype is to analyze HOM damping

in the copper cavity by measuring external quality factors 𝑄𝑒𝑥𝑡 for the most dangerous

HOMs. The HOM measurements are described in Chapter 5.

Since the fabrication process was mostly the same for the copper prototype and

the niobium cavity, the steps are described for the niobium cavity only. Where the

fabrication steps were different, the procedure used for the copper prototype is de-

scribed separately. Photographs of the fabrication steps feature both cavities.

The process of manufacturing the cavity consisted of two steps. First, the parts

of the cavity were fabricated and welded using electron beam welding. The parts of
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the five-cell cavity are shown schematically in Figure 4-1. Then, the cavity needed to

be tuned to have the desired frequency close to 2.1 GHz and the desired accelerating

gradient profile (shown in Figure 3-16). The tuning process is described below and

consisted of trimming the half-cells at the equator, as shown in Figure 4-1 (right).

Figure 4-1: Parts of the 5-cell cavity before trim-tuning. All of the elliptical half-cells
are trimmed at the equator, where an additional 0.1 inch of material was left on each
side for tuning.

4.1 Fabrication of the cavity components

To fabricate the elliptical cells, we followed procedures used at Niowave Inc. for

fabrication of conventional multi-cell SRF cavities. The halves of the elliptical cells

(half-cells) were fabricated separately. The half-cells were stamped from sheets of high

purity niobium with RRR≥250. As shown in Figure 4-1, a total of eight half-cells

were needed for the cavity. In order to have two spares, ten half-cells were fabricated

and numbered from 1 to 10.

Each elliptical half-cell was machined with an extra 0.1 inch of material at the

equator to allow for future trim-tuning. The neighboring half-cells 7 and 8, as well

as 9 and 10, were welded together at the irises prior to tuning to minimize the effect
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of weld shrinkage on the gradient profile. Welded half-cells formed “dumbbells", as

shown in Figure 4-2.

Figure 4-2: Two “dumbbells” used on the opposite sides of the five-cell cavity. Each
dumbbells formed by two halves of the elliptical cells welded together at the irises.

The two walls of the PBG cell were stamped from niobium sheets (RRR≥250)

similar to the elliptical cells. The stamping process required all edges of the walls to

be rounded, hence the design was adjusted to facilitate the fabrication process. The

two walls were welded together at the equator and the holes were made in the walls

to fit the PBG rods. The rods were fabricated separately from ingot niobium. The

rods were fitted in the holes, and electron-beam welded to the walls of the PBG cell.

Finally, waveguide flanges were machined and welded to the cell. Photographs of the

PBG cell between the described steps are shown in Figure 4-3.

4.2 Tuning and assembling the cavity

Tuning and assembling of the cavity were done in parallel. The goal of the tuning was

to make the frequency close to 2.1 GHz and, more importantly, to make the acceler-

ating gradient profile close to the designed profile (Figure 3-16). For the purposes of

the planned cryogenic tests it was not necessary to tune the cavity to exactly 2.100

GHz, therefore, the center (PBG) cell was not tuned. Nevertheless, the frequency of

the cavity under vacuum and at the cryogenic temperature was 2.1062 GHz measured
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Figure 4-3: (a) Holes for the PBG rods were made in the walls of the PBG cell. (b)
The PBG rods were cleaned in ultra-pure water. (c) The rods were welded to the
walls of the cell. (d) Waveguide flanges were made and welded to the cell.

in high-gradient tests (see Chapter 6), within 0.5% of the design.

It has to be noted, however, that in a multi-cavity linac all the structures must be

tuned to the same frequency. Therefore, a few different mechanisms of tuning have

been proposed for the PBG cell, including pushing on the inside of the PBG rods. A

cavity tuner which stresses and compresses the full cavity to tune the frequency of

the structure will affect the field flatness because the elliptical cells will tune more

easily than the center PBG cell. Nevertheless, such a scheme is expected to allow

sufficient tuning to synchronize a multi-cavity linac with little cost in terms of field
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flatness (see below).

To obtain the gradient profile shown in Figure 3-16, we used the circuit model

described in Chapter 3. Since we did not plan to tune the PBG cell, the first step in

using the model was to identify the frequency of the 𝜋-mode in the fabricated cell.

To excite the 𝜋 mode, we needed to have the appropriate boundary conditions on the

borders between the cells (at the irises) on both sides of the PBG cell. The boundary

condition for the 𝜋-mode requires the electric field at the iris to be perpendicular

to the 𝑧-axis, as shown in Figure 3-14 (the “H-boundary"). To construct the “H-

boundary”, the PBG cell was stacked with two elliptical half-cells and pressed with

four long screws to provide a good electrical contact between the cells as shown in

Figure 4-4. The half-cells were terminated with two metal plates so that the electric

field is parallel to the 𝑧-axis in the center of the elliptical cells, matching the profile

of the 𝜋-mode.

Figure 4-4: The PBG cell is stacked with two half-cells, terminated with metal plates
to excite the 𝜋-mode (the copper structure is shown in the picture rather than the
niobium structure due to the better photograph).

The 𝜋-mode was then excited in such 3-cell structure by two SMA antennas stick-
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ing through the metal plates, as shown in Figures 4-4 and 4-5. The frequency of the

𝜋-mode in the 3-cell structure was measured with a network analyzer.

The accelerating gradient profile was measured using the bead-pull technique (de-

scribed, for example, in [94]). The bead-pull setup consisted of a spherical metal bead

3.2 mm in diameter on a thin polyester thread, pulled by a stepper motor. The motor

was controlled by a step-function generator to precisely map the location of the bead.

Deviation of the phase of the mode was measured as the bead was traveling through

the structure. The bead could be viewed as a small perturbation to the geometry.

In such setup, the frequency shift caused by the perturbation is proportional to the

square of the magnitude of the electric fields at the location of the bead. The accel-

erating gradient profile was reconstructed from the phase deviation of the 𝜋-mode.

The initial gradient profile in an untuned 3-cell setup is shown in Figure 4-6.

Figure 4-5: The bead-pull setup for the electric field measurement. The bead is being
pulled by a string attached to a small motor. The copper structure is shown in the
picture rather than the niobium structure due to the better photograph.

The accelerating gradient profile in the 3-cell setup gave us three voltages 𝑉1,2,3

that could be plugged into the corresponding 3-cell circuit model. For the profile

shown in Figure 4-6, the normalized voltages were 0.98, -0.83, 1, respectively. Unlike

the 5-cell model from Figure 3-15, the 3-cell model does not have the beam-pipe

boundaries at the end, and instead uses the “E-boundary" condition representing the

metal plates at the two sides. An auxiliary bead-pull measurement was also done

with just the two half-cells stacked together, without the PBG cell. This gave us
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Figure 4-6: The initial gradient profile for the 𝜋-mode, excited in a 3-cell setup of
untuned niobium cells from Figure 4-4.

enough information to obtain the eigenfrequency of the 𝜋 mode in the PBG cell.

Once the eigenfrequency of the PBG cell was known, the desired frequency of the

𝜋-mode in the 5-cell assembly was calculated using the circuit model (Chapter 3)

and a MATLAB code provided in Supplemental Materials [8]. We then continued

with the procedure described in Chapter 3 and related the desired frequencies of the

elliptical cells to the amounts of trimming. In that calculation, we accounted for the

estimated future weld shrinkage due to the electron-beam welding (about 0.014 inch

on each welded surface).

The cells were trimmed to the calculated amount in a few steps. Using the same

bead-pull technique, the gradient profile was measured for the entire 5-cell assembly

between the trimming steps to make sure that the gradient profile was getting closer

to the design curve (Figure 3-16). The final trimming of the cells relative to the

fabricated length (offset 0.1 inches from the design length) are listed in Table 4.1.

The cells are listed in the order they were welded in the actual cavity (Figure 4-1).

As mentioned above, the process of fabrication and tuning discussed up to this

point was applied to both the copper prototype and the niobium cavity. However,
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Table 4.1: Amounts trimmed off the equators of the half-cells.
Half-cell number Amounts trimmed off the equators of the

half-cells, inches
4 159.5/1000
10 116.5/1000
9 71.5/1000
1 113.5/1000
PBG cell not trimmed
5 113.5/1000
7 74.5/1000
8 119.5/1000
6 159.5/1000

the welding was done differently for the two structures.

Since the copper prototype cavity was not meant to be used in a cryogenic ex-

periment, it was decided to not do expensive electron-beam welding for the cavity.

Instead, an attempt was made to TIG-weld the cells of the copper cavity together.

The attempt was not successful, leaving small air gaps between the cells. The gaps

made it not possible for the electric currents to flow freely between the cells, hence,

the HOM spectrum was changed. It was therefore decided to not use the copper

cavity for HOM measurements, as was originally planned. The most important mea-

surements described in Chapter 5 were made using the same niobium cavity that

underwent the cryogenic testing.

For the niobium cavity, the cells were successfully electron-beam welded to form

the complete five-cell structure, shown in Figure 4-7. The gradient profile after the

final weld was within 5% of the design and no additional tuning was required. Nev-

ertheless, the elliptical cells were squeezed a little in the longitudinal direction to

even-out the profile. Squeezing was done with specially made aluminum plates. The

final accelerating gradient profile is shown as a solid red line in Figure 4-8.

The niobium cavity’s Q-factor measured at a room temperature was 𝑄300 𝐾 =

7300. Assuming the niobium bulk conductivity is equal to its theoretical value of

𝜎 = 6.58×106Ω−1𝑚−1 and using the Equation 3.9, we obtained the geometry constant

𝐺 = 259 which is in good agreement with the predicted value of 265 (Table 3.3). The
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agreement indicates that the geometry of the fabricated cavity was close to the design

geometry.

Figure 4-7: The niobium 5-cell cavity after all the parts were electron-beam welded.

4.3 Preparation to cryogenic tests

The niobium cavity underwent extra surface treatment to prepare for cryogenic tests.

Surface preparation is typically done in SRF cavities to mitigate quenching at low

RF power and to increase the unloaded Q-factor, as was discussed in Chapter 2. The

cavity was chemically treated using buffered chemical polish (BCP) solution of HF,

HNO3, and H3PO4 in proportion 1:1:2. The solution was circulated inside the cavity

for the time needed to remove 150 𝜇m thick layer off the inner niobium surface, and

then high-pressure rinsed with ultrapure water. The polishing setup at Niowave Inc.

is shown in Figure 4-9.

In a typical “vertical" cryogenic test, an SRF cavity is lowered into a cryostat filled

with liquid helium and tested at a superconducting temperature without an electron

beam. A relatively low RF power (a few hundred Watts) is needed to achieve high
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Figure 4-8: Accelerating gradient profile measured in the welded niobium cavity using
the bead-pulling method, compared to the design profile. The field in the center cell
is intentionally lowered to ensure equal peak surface magnetic field in every cell.

Figure 4-9: (a) The niobium cavity just before the buffered chemical polish treatment.
The cavity is filled through the pipe with a mix of HF, HNO3, and H3PO4. (b) The
cavity is undergoing a high-pressure rinsing cycle after the chemical treatment.

fields in the cavity with no beam. For such test, the needed external Q-factor of

the operating mode should be close to the cavity’s unloaded Q to avoid unnecessary

reflection back to the power generator. Therefore, a much weaker coupling is needed
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in the experiment than is provided by the FPC. Hence, for the vertical testing the

coupling to the mode was done via specially made antennas in the beam-pipe. The

three waveguides needed to be covered with metal plates to prevent liquid helium

from filling the cavity.

One way to cover the waveguide ports for a high gradient test is to use an indium

gasket for both a vacuum and an RF seal (as in, for example, [95]). However, indium

gaskets have the disadvantage of leaving residue on RF flanges. Therefore, a different

idea was implemented with vacuum and RF seals provided by different parts of the

joint; clamped niobium-to-niobium contact provides an RF seal, as in [96], and a

“diamond" aluminum gasket provides a vacuum seal, as in [97]. The cross-section of

the joint is shown in Figure 4-10.

Figure 4-10: Structure of the FPC waveguide cover for the niobium cavity, made as
preparation for cryogenic tests. Niobium-to-niobium contact provides an RF seal,
while a “diamond" gasket provides a vacuum seal.

After a series of initial cryogenic tests (see Chapter 6), the cavity was also welded

into a titanium helium vessel, shown in Figure 4-11 in gray. The helium vessel serves

as a “bath" that is filled with liquid helium to keep the cavity at a superconducting

temperature, as is schematically shown in Figure 1-5. The addition of the helium

vessel brought the cavity a step closer towards an accelerator-ready cryomodule. The

helium vessel also eliminated the need for a large helium tank used in the first cryo-
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genic tests.

Figure 4-11: A schematic showing an addition of the helium vessel to the cavity.

We tested how much the cavity inside the helium vessel can be tuned by external

compression or extension. The cavity in the helium vessel was pressed between two

aluminum plates that could be tightened together, as shown in Figure 4-12. It was

found that the frequency of the accelerating mode changes by 1.1 MHz per one mm

of compression. Bead-pull measurement showed that a deformation by 1.8 mm only

resulted in about 1% deviation from the original gradient profile. The cavity could,

therefore, be tuned to a particular frequency by compressing of extending it by a few

mm, without a significant degradation of the accelerating properties.

4.4 Fabrication of RF loads and sliding shorts

For HOM measurements that will be described next in Chapter 5, the waveguides of

the 5-cell cavity had to be terminated with RF loads or sliding shorts. In order to

simplify the process of fabrication of the RF loads, it was decided to taper out the

HOM waveguides of custom dimensions to a standard waveguide size WR510. For

the FPC waveguide, no taper was needed and the load was made of the standard

waveguide WR430 size. The inner structure of the loads and the arrangement of the

loads and the tapers are shown in Figure 4-13.
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Figure 4-12: The mechanical setup for measuring the tuning capability of the niobium
cavity in the helium vessel.

Figure 4-13: (a) Drawing of the RF load for the FPC. (b) A schematic showing the
arrangement of RF loads and tapers.

Waveguide tapers and metal housings for the loads were manufactured from alu-

minum. The cones of absorbing material were fabricated by Emerson and Cuming.

A particular kind of material called ECCOSORB was chosen for the cones based on

its damping properties at the frequencies from 2 to 4 GHz. The cones were glued to

the housings with epoxy glue.
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Figure 4-14: Sliding short for the FPC waveguide. An aluminum plate with a sliding
spring is put inside a piece of WR430 waveguide. The antenna is inserted through a
hole in the plate.

Sliding shorts for all three waveguides were made of aluminum. To make the

shorts, plates with sliding springs were inserted into pieces of rectangular waveguides

(Figure 4-14). Small holes were made in the sliding plates to fit custom-made an-

tennas. The antennas were made from a piece of a coaxial line. The outer copper

conductor was stripped off to allow mode excitation with the inner steel conductor

that was bent in a special shape (see Figure 4-14) to provide a stronger coupling to

the waveguide mode.

4.5 Summary

In this chapter, we described fabrication and tuning steps implemented for the nio-

bium cavity and its copper prototype. The last step in the fabrication and tuning

process is welding of the cavity. Welding of the copper prototype was unsuccessful,

however, welding of the niobium cavity went as expected. After the welding, the

niobium cavity underwent surface preparation necessary for the cryogenic tests de-

scribed in Chapter 6. Finally, we briefly described the fabrication of auxiliary parts

(RF loads and sliding shorts) used for the HOM measurements described in Chapter
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Chapter 5

Higher order mode damping

measurements

The main goal of measurements described in this Chapter was to verify the results

of HOM damping simulations obtained in Chapter 3. For that, a series of room-

temperature tests were conducted using both the fabricated niobium cavity and its

copper prototype. We measured the frequencies, the field profiles, and the external

Q-factors of the monopole passband modes and the dipole HOMs listed in Table 3.4.

To obtain 𝑄𝑒𝑥𝑡, we separately measured the values of the total (loaded) Q-factor

𝑄𝐿 and the unloaded Q-factor 𝑄0, and used a relationship that follows from the

definitions of the Q-factors (see Glossary):

1

𝑄𝑒𝑥𝑡

=
1

𝑄𝐿

− 1

𝑄0

. (5.1)

For SRF cavities, a cryogenic test is usually necessary to accurately measure 𝑄𝑒𝑥𝑡

values if they are much greater than the unloaded Q-factors 𝑄0 at room temperature.

According to the Equation 5.1, a change in 𝑄𝑒𝑥𝑡 only slightly affects measured values

of the total Q-factors 𝑄𝐿 that are already dominated by the Ohmic losses. However,

in our case, all of the dangerous dipole modes listed in Table 3.4 are damped to 𝑄𝑒𝑥𝑡

lower than or comparable to their room-temperature 𝑄0 (typically around 5 × 103 in

a niobium cavity or 1.5 × 104 in a copper cavity). Therefore, it was sufficient to do a
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series of much simpler room-temperature tests to characterize HOM damping.

The mentioned higher typical values of 𝑄0 in a copper cavity are related to the fact

that conductivity of copper at room temperature is about 10 times higher than that

of niobium. Hence, 𝑄𝑒𝑥𝑡 could be calculated more accurately in the copper prototype

which was fabricated prior to the niobium cavity (see Chapter 4). The higher 𝑄0

also means reduced mode overlapping. Mode overlapping happens if bandwidths of

neighboring HOMs are comparable to their frequency separation. Bandwidths of the

HOMs are inversely proportional to their Q-factors and are therefore smaller in the

copper cavity.

Some HOM measurement were done in the copper cavity in a “stacked" setup (the

cells are held together by applying vertical pressure). As was discussed in Chapter 4,

an attempt to weld the parts of the copper cavity together was unsuccessful, leaving

gaps between the cells. The gaps made it impossible to complete the HOM damping

measurements in the copper prototype. However, the same measurement techniques

were later applied to the niobium cavity. Despite the stronger mode overlapping in

the niobium cavity, we could still identify and separate the dangerous modes listed

in Table 3.4. Below we discuss the general techniques used for both cavities, and the

final results are listed for the niobium cavity.

5.1 Measurement setup

A typical setup for the HOM measurements is shown in Figure 5-1. In this setup,

the cavity’s HOM waveguide ports were tapered out to match the dimensions of the

standard waveguide WR510. The farther ends of the tapers were either shorted with

metal plates, or left open, or connected to specially made RF loads described in

Chapter 4. The FPC was already made with the dimensions of a standard waveguide

WR430 and did not need to be tapered out. Similar to the HOM waveguides, the

FPC was either shorted, or left open, or connected to a load. For mode excitation

through the FPC, the waveguide could also be connected to a waveguide-to-coaxial

mode converter, as shown in Figure 5-1.
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The HOMs were primarily excited through two weakly coupled loop antennas

inserted on the opposite sides of the beam-pipe. A loop antenna is simply a piece of a

metal wire formed in a loop with both ends connected to a coaxial line (a zoomed-in

photo of a loop antenna is shown on the right of Figure 5-1). The antenna couples to

RF modes that have the magnetic field component perpendicular to the plane of the

loop.

The strength of coupling in our setup could be varied by adjusting the depth

of the antenna insertion. Weak coupling was used to not affect the measurements

of the Q-factors associated with the waveguide damping. Thus, the antennas only

introduced small perturbations to the measured modes. The weakness of the coupling

was verified by making sure the transmission between two loop antennas inserted on

the opposite sides of the cavity was lower than -40 dB at the observed frequency

range.

Figure 5-1: A typical setup for HOM damping measurements shown for the copper
cavity. The FPC is connected to a waveguide-to-coaxial mode converter. The HOM
waveguides are tapered out and terminated with RF loads. Loop antennas are inserted
in the beam-pipe and aligned with the central axis.

The antennas were rotated around the cavity’s central axis in order to only excite

one polarization of the dipole modes at a time (𝑋 or 𝑌 ). The selective excitation of
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one polarization is related to the fact that the dipole HOMs couple to the TE11 mode

of the beam-pipe. A correctly positioned loop antenna only excites the polarization

of the TE11 mode with the electric field in the plane of the loop, which was clearly

seen in the experiment by observing the shape of the transmission signal.

The measurements consisted of obtaining transmission (S21) profiles as functions

of the frequency for different combinations of the waveguide boundary conditions and

excitation schemes. The S21 measured in dB is defined as

S21[dB] = 10 log10

𝑃𝑜𝑢𝑡

𝑃𝑖𝑛

, (5.2)

where 𝑃𝑖𝑛 is the input power to the cavity and 𝑃𝑜𝑢𝑡 is the output power from the

cavity. The Q-factors were estimated using the shapes of the measured S21 profiles.

To measure the field patterns of the HOMs, a bead-pull setup was incorporated in

the test stand (the bead-pull technique is described in [94]). The bead-pull setup was

similar to the one described in Section 4.2. For the HOM measurements, however,

the bead polyester thread was shifted of-axis by about 1 cm to make room for the

loop antennas that were exactly aligned with the cavity’s central axis.

5.2 Identifying the modes

The first step in measuring the HOM damping properties was to identify the danger-

ous modes from Table 3.4 as peaks in the experimental S21 data. Once the mapping

was done, we could proceed with measuring the Q-factors (see the next section).

First, we compared the frequencies of the peaks in the S21 profile to the simulated

frequencies of the HOMs. Based on the tolerances of fabrication (see the detailed

drawings in Supplemental Materials [10]), we expected the frequencies in the fabri-

cated cavity to be within 50 MHz from the simulated frequencies (Tables 3.4 and 3.5).

However, in some cases multiple peaks appeared within the range of possible frequen-

cies, making a simple frequency check insufficient to identify the modes.

Next, we simulated the approximate shape of the S21 profile for the designed
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Figure 5-2: Comparison between the measurement and the simulation of the S21

profile for the 𝑋 and the 𝑌 polarizations. Measured S21 for copper cavity was shifted
down by 50 dB for illustration purposes. All waveguides were terminated with RF
loads. Similarity of the shapes gives an insight on which simulation peaks correspond
to the modes in the fabricated cavities. Mode overlapping (merging of two peaks with
close frequencies) can be seen for the simulation peaks at around 2.7 GHz for both
𝑋 and 𝑌 polarizations due to the low Q-factors of the modes.
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cavity. We set up a “Driven Modal" HFSS simulation that included models of the

loop antennas in the beam-pipe (see Supplemental Materials [11]). The simulated

profile was then compared to the measured S21 data. Such comparison for both 𝑋

and 𝑌 polarizations is shown in Figure 5-2 for the welded niobium cavity and the

copper prototype. The measurement in the copper prototype was done before the

attempt to weld the cavity, and the cells were held together by applying vertical

pressure. S21 in the copper cavity was measured up to the frequency of 3.1 GHz,

however, the measurements in the niobium cavity were only limited to 3.0 GHz due

to the range of the network analyzer available at the time.

We expected the high impedance HOMs from Table 3.4 to correspond to visible

peaks in S21, as long as the antennas were correctly positioned to couple into the

modes. The peaks corresponding to the dangerous modes did not necessarily corre-

spond to the highest S21 because coupling to the beam is different from coupling to

the antennas. It can be seen in Figure 5-2 that the relative strengths of the peaks

in the simulation resemble the relative strengths of the peaks in the experimentally

obtained S21. The absolute coupling strength does not matter for our purposes, as

it is only a function of how the antennas are positioned in the experiment or the

simulation (see Appendix A and additional files in Supplemental Materials [11]).

The frequencies of the peaks in the experimental data deviated from the frequen-

cies of the peaks in the simulation because of fabrication tolerances mentioned above.

Mode overlapping (merging of two peaks with close frequencies) can also be seen in

Figure 5-2 for the simulation peaks at 2.7 GHz (𝑋2 and 𝑌2 modes) due to the low

Q-factors of the modes.

Field patterns of the obtained solutions were observed for all the S21 peaks. Among

field patterns for the modes polarized in𝑋 direction, we chose three that corresponded

to the dangerous modes 𝑋1, 𝑋2, and 𝑋3. The same process was repeated for the 𝑌 -

polarization and the modes 𝑌1, 𝑌2, and 𝑌3 were identified. The field patterns for these

six modes are shown in Figure 5-3. Thus, the six dangerous HOMs were mapped to

the S21 marked with the vertical dashed lines in Figure 5-2.

Frequency deviations of the modes identified in the niobium cavity from the sim-
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Table 5.1: Differences in frequencies of the modes identified in the niobium cavity
from the design frequencies (from Tables 3.4 and 3.5).
Mode Design 𝑓 , GHz Measured 𝑓 , GHz ∆𝑓 , MHz
𝑋1 2.538 2.546 8
𝑋2 2.713 2.705 8
𝑋3 2.936 2.972 36
𝑌1 2.539 2.545 6
𝑌2 2.711 2.708 3
𝑌3 2.940 2.969 29

ulated frequencies are summarized in Table 5.1. It can be seen that the frequency

deviations of the 𝑋3 and the 𝑌3 modes were the largest, which is consistent with

their very low Q-factors (see measurements below, Table 5.2). Indeed, strong cou-

pling of the two modes to the waveguides makes their frequencies very sensitive to

the boundary conditions.

By rotating the loop antennas around the axis of the cavity, it was observed that

the polarizations of the 𝑋1 and 𝑌1 modes did not exactly align with the 𝑋 and 𝑌

axis. The two polarizations were still orthogonal to each other but rotated by about

40∘ relative to the 𝑋 and 𝑌 axis. This rotation can be explained by the fact that the

two modes have relatively low fields in the PBG cell and thus their polarizations are

only weakly affected by the waveguides. Instead, the polarizations could be dictated

by small asymmetries in the elliptical cells caused by the fabrication tolerances.

To verify the mode identification, we compared two different ways to excite the

mode: the FPC-antenna excitation and the two-antenna excitation. Due to their

symmetries, some HOMs could not be excited by the FPC and we expected the

corresponding peaks to disappear from the S21 profile. To demonstrate the idea, we

only describe the results for the 𝑋 polarization here, although the same was done for

the 𝑌 polarization. According to the simulation, such “disappearing" HOMs include

the 𝑋1 mode and the mode neighboring the 𝑋2 mode. This expectation was indeed

confirmed experimentally by comparing the S21 profiles for the copper cavity for the

two methods (Figure 5-4), indicating the accuracy of the mode identification.

Finally, the bead-pull technique was used to verify that the measured peaks in S21
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Figure 5-3: Simulated electric field patterns of the modes corresponding to the six
peaks in Figure 5-2 marked with the vertical dashed lines (see Appendix A and addi-
tional files in Supplemental Materials [11]). These patterns match with the patterns
of the 𝑋1, 𝑋2, and 𝑋3 modes simulated in Chapter 3.
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Figure 5-4: Comparison between the two different excitation methods: the two-
antenna excitation and the FPC-antenna excitation. The green curve is shifted down
by 60 dB illustration purposes. Some peaks exist if the first excitation method is used
but disappear in the second method is used. Such modes must have the field pattern
prohibiting the FPC-excitation (zero electric field along the 𝑋-axis.
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had the right field profiles. We measured phase deviation of the signal transmitted

between the two loop antennas, which is proportional to the following combination of

fields: 𝜖𝐸2 − (1/2)𝜇𝐻2 [102]. For the case of the monopole modes, this expression is

reduced to just the electric field, sinceH is zero on the central axis and small along the

bead line. We first measured the bead-pull profiles for the monopole modes below

3 GHz (the upper-frequency limitation of the available network analyzers, model

HP8714ET). Only the five previously mentioned passband modes fall within this

frequency range. Their monopole profiles are compared to simulations in Figure 5-

5. Agreement between the shapes of the measurements and the simulated profiles

indicates the reliability of the used technique.

We then measured the bead-pull profiles for the dipole modes below 3 GHz. The

combination of fields 𝜖𝐸2− (1/2)𝜇𝐻2 was calculated for the simulated modes and the

expected phase deviation was estimated as a function of the location of the bead. It

was then compared to the measured phase deviation (Figure 5-6). Thus, the bead-pull

measurement further confirmed the accuracy of the identification of the modes.

5.3 Quality factor measurements

In this section, we describe measurements of external Q-factors of the dangerous

HOMs that were done using two different damping methods. The first method relies

on RF loads (see Chapter 4 for the fabrication) to provide HOM damping and was

expected to provide Q-factors that agree with the earlier simulations (Chapter 3).

The second method can be viewed as an additional damping scheme. The method

used sliding shorts instead of the RF loads. The goal of the second method was to

demonstrate that a stronger damping can be achieved for a particular HOM if needed.

In addition to the HOM measurements presented below, the same setup was also

used to measure the coupling strength of the accelerating mode to the FPC. For that,

we compared the S21 profiles obtained with the two different ways to excite the mode:

the two-antenna excitation and the FPC-antenna excitation. In the copper cavity, the

total Q-factors of the mode were 𝑄𝑎𝑛𝑡𝑒𝑛𝑛𝑎𝑠
𝐿 = 1.507 × 104 and 𝑄𝐹𝑃𝐶−𝑎𝑛𝑡𝑒𝑛𝑛𝑎

𝐿 = 9.01 ×
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Figure 5-5: Comparison between the bead-pull field measurements (solid green lines)
and the simulated profiles (dashed blue lines, see the simulation files in Supplemental
Materials [4]) for the monopole modes with frequencies below 3 GHz. Only the 5
passband modes fall within the measured frequency range 0 - 3 GHz.
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Figure 5-6: Comparison between the bead-pull measurements (solid green lines) and
the simulated profiles (dashed blue lines, see the simulation files in Supplemental
Materials [4]) for the dipole modes with frequencies below 3 GHz. Six of the ten
dangerous modes fall within the measured frequency range 0 - 3 GHz. Shapes of
the measured curves resemble the shapes of simulated curves, indicating that the
identification of the modes in the experimental S21 profile is correct.
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103. Using Equaion (5.1), the coupling Q-factor was found to be 𝑄𝑒𝑥𝑡 = 2.24 × 104.

The same quantity was estimated by analyzing the shape of the corresponding dip

in the S11 profile obtained using the FPC-excitation: 𝑄𝑒𝑥𝑡 = 2.37 × 104. Both values

agree within 20% with the design coupling strength 𝑄𝑒𝑥𝑡 = 2 × 104 (see Chapter 3).

5.3.1 Measurements with RF loads

To obtain the external Q-factors 𝑄𝑒𝑥𝑡 for HOMs, we used Equation (5.1). According

to Equation (5.1), two measurements were required: the measurement of the total

Q-factors 𝑄𝐿 and the measurement of the unloaded Q-factors 𝑄0.

To measure 𝑄𝐿, we had to provide absorption boundaries to all three waveg-

uides. For that, the waveguides were terminated with specially made RF loads or

a waveguide-to-coaxial mode converter (if excitation through the FPC was needed),

as shown in Figure 5-1. To measure 𝑄0, the waveguides were shorted with metal

plates. The two loop antennas were used to excite the modes. This method worked

well for 𝑄𝑒𝑥𝑡 ≫ 102, when frequency and field distribution independent of where the

waveguides are shorted.

Using this technique, quality factors for six dangerous dipole HOMs below 3 GHz

were measured. The upper-frequency limit of 3 GHz was due to the available network

analyzers at Niowave Inc, where the measurements were made. A MATLAB code

was used to process the obtained S21 profiles for the different boundary conditions on

the waveguides and to calculate the Q-factors through the widths of the peaks. An

example of S21 data for the 𝑋1 mode is shown in Figure 5-7.

The results of the measurements are summarized in Table 5.2. For all of the

measured modes except the modes 𝑋3 and 𝑌3 we can see a relatively good agreement

between the simulations and the measurements (within 30%). Deviation from the

theory within 30% is reasonable for these measurements due to the high sensitivity

of the external Q-factors to manufacturing errors. However, the modes 𝑋3 and 𝑌3

showed 𝑄𝑒𝑥𝑡 far from the expectations, and even lower than the expected values.

We estimated errors in the Q-factors measurements due to peak overlapping. Over-

lapping introduces asymmetry to a peak in S21 and makes the left side slope different
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Figure 5-7: Comparison between the profile of the S21 peaks of the 𝑋1 mode for the
two boundary conditions on the waveguides. The cross-shaped markers are used to
independently estimate Q-factors for the left and the right parts of the peaks.

from the right side slope. We estimated the errors by comparing 𝑄 factors computed

separately for the left and the right sides of the S21 peaks. The resulting errors are

within ±12% for all the modes and cannot explain the measured 𝑄-values for the

modes 𝑋3 and 𝑌3. Extremely low 𝑄𝑒𝑥𝑡 of 𝑋3 and 𝑌3 make them sensitive to the

boundary conditions in the waveguides and the shape of the periphery of the PBG

cell. It is therefore possible that the field patterns of the modes in the fabricated

cavity were slightly different from those predicted in the simulations, which resulted

in lower values of 𝑄𝑒𝑥𝑡.

5.3.2 Measurements with sliding shorts

As was discussed in Chapter 4, three sliding shorts for the three waveguides of the

cavity were fabricated. The sliding shorts consisted of sections of a waveguide with

a variable length and antennas to couple out the power of the damped mode (see

Figure 4-14). As opposed to HOM measurements with RF loads, the sliding short
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Table 5.2: Comparison between simulated and measured external Q factors for 6 of
the dangerous HOMs.
Mode 𝑓 , GHz 𝑄0, 𝑄𝐿, 𝑄𝑒𝑥𝑡, 𝑄𝑒𝑥𝑡,

measured measured measured simulated
𝑋1 2.546 4940 1801 2.7 × 103 2.7 × 103

𝑋2 2.705 4165 806 9.4 × 102 7.5 × 102

𝑋3 2.972 5501 145 1.4 × 102 3.0 × 102

𝑌1 2.545 5042 1957 3.0 × 103 2.7 × 103

𝑌2 2.708 5274 1022 1.3 × 103 9.4 × 102

𝑌3 2.969 6723 110 1.1 × 102 2.6 × 102

method requires a precise adjustment of the shorts for a particular mode. If one par-

ticularly dangerous HOM is found in the structure, it can be damped very efficiently

with one or several sliding shorts by sacrificing damping of other HOMs.

Using the sliding short method, a mode can be damped to an even lower 𝑄𝑒𝑥𝑡 that

is achievable with perfect RF loads. This can be explained by the fact that the field

pattern of the damped mode is significantly distorted when the length of the short is

adjusted properly. The cavity mode interacts with the mode inside the sliding short,

which results in strong fields in the waveguide. These strong fields allow us to achieve

enhanced damping of the mode.

Because of the mode mixing, we found that adjustment of all three sliding shorts

was a rather complex task. Instead, we decided to demonstrate the principle of sliding

short damping using only the FPC sliding short in application to the most dangerous

dipole mode polarized in 𝑋 direction. According to Table 3.4, this is the 𝑋2 mode

at the frequency of 2.7 GHz (it has the highest shunt impedance). Below we describe

the method we used to adjust the sliding short.

First, the two optimal parameters of the short were found: the length of the short

and the coupling strength of the antenna at the end of the short. The length of

the short was adjusted so that the standing wave mode in the short approximately

matched the frequency of the damped HOM. The exact matching never happened

because of the mode mixing. Then, the coupling of the antenna was adjusted. The

two extreme cases (the case of zero coupling and the case of a perfect load) correspond

to higher Q-factors than can be achieved with some optimal coupling. An HFSS
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simulation was used to find this optimal coupling. Figure 5-8 shows the simulation

setup, with the sliding short represented by the FPC extension, and the antenna

represented by a piece of a coaxial waveguide.

Figure 5-8: An HFSS simulation of damping of the 𝑋2 mode with the FPC sliding
short. One-quarter of the structure is shown because of the 𝑋 − 𝑌 and the 𝑋 − 𝑍
symmetry planes. The color is showing the magnitude of the electric field in the
𝑋−𝑍 plane. A significant part of the mode’s energy is coupled to the waveguide due
to the resonance condition between the cavity mode and the waveguide mode.

It was found that for the length of the short of 67 mm and the coupling strength

between the waveguide and the antenna S21 = −5 dB, the 𝑋2 mode could be damped

with the 𝑄𝑒𝑥𝑡 = 270. These parameters were tested experimentally. The coupling

strength was adjusted by moving the antenna up or down in the short. It was found

that by varying the two parameters we could achieve 𝑄𝑒𝑥𝑡 ≤ 400. Measuring Q-

factor lower than 400 is difficult due to the very large bandwidth which causes mode

overlapping.

The achieved 𝑄𝑒𝑥𝑡 of 400 or less is significantly lower than 𝑄𝑒𝑥𝑡 = 940 which was

obtained with the RF loads (see Table 5.2). It was therefore demonstrated that the

sliding short method is an effective way to damp one particularly problematic HOM

136



if it appears in future experiments.

5.4 Summary

In this chapter, we presented HOM measurements in the fabricated five-cell PBG

cavity. The measurements included the frequencies, the field profiles, and the external

Q-factors of the monopole passband modes and the dipole HOMs listed in Table 3.4.

Six of the dangerous modes from Table 3.4 were measured, with the external Q-

factors lower than the predictions or within 30% from the predictions. This proves

that the structure achieves effective HOM damping, necessary to increase the BBU

current threshold. Experiments with sliding short damping showed that an even

stronger damping can be achieved for a particular mode if it is found to be especially

dangerous in a beam experiment.
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Chapter 6

Cryogenic tests of the niobium

five-cell cavity

In this Chapter, we will discuss cryogenic tests that were conducted with the fabri-

cated 5-cell niobium cavity with a PBG cell, shown in Figure 4-7. The type of cryo-

genic testing described below is called “vertical testing" and is a common technique

for testing SRF cavities [96, 98, 99, 100]. In a vertical test, the ultimate performance

of a cavity is tested in terms of the maximum achievable accelerating gradient and

the unloaded Q-factor, with the absence of a particle beam. The word “vertical"

refers to the orientation of the tested cavity. When no particle beam is involved, the

vertical orientation of the cavity is more convenient for testing in helium dewars. The

temperature of liquid helium in a vertical test can be varied by changing the pressure

inside the dewar (temperature vs pressure diagram is shown in Figure 6-1).

There were several reasons to conduct a vertical testing of the designed cavity.

The first reason was to test the reliability of the fabrication process. For a cavity of

such complex shape, microscopic gaps can occur in the joints where the parts were

electron-beam welded. The smallest gaps only show up when the cavity is immersed in

superfluid helium. This phenomenon is referred to as a “superleak". Helium becomes

superfluid at a temperature below the 𝜆-point (2.17 K at the atmospheric pressure),

as can be seen in Figure 6-1. Hence, a cryogenic test was needed.

The second reason was to assess the effectiveness of the surface preparation in the
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Figure 6-1: Phase diagram of 4He at low temperatures. The dependence of the
temperature of liquid helium on pressure (lower red curve) allows varying the tem-
perature in a cryotest by changing the pressure inside the dewar. Superfluid state can
be achieved by lowering the dewar pressure below the pressure of the “triple point".

cavity. Uniformity of material removal during chemical processing depends on the flow

of the acid solution inside the cavity, which has not been studied for a cavity of this

shape. Comparison of the measured unloaded Q-factor to the theoretical prediction

can reveal a problem in the surface treatment procedure (e.g. the “Q-disease" [31]).

The third reason was to find the maximum achievable accelerating gradient in

the cavity. The achievable gradient can be limited by quenching, multipacting, and

field emission. The PBG cell could be prone to multipacting because its shape was

optimized for HOM damping rather than for the accelerating performance. Therefore,

even a low-level multipacting was possible. In the worst case scenario an unexpected

“hard barrier" could have been encountered - a level of accelerating field in the cavity

that could not be surpassed by feeding in more RF power. The vertical testing gave
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us an opportunity to check such possibility.

For all these reasons, the vertical testing is considered to be an essential step in

the process of all SRF cavities’ certifications.

6.1 First cryogenic testing at LANL

After the fabrication (see Chapter 4), the niobium cavity was shipped to LANL, where

it was assembled with other parts necessary for the vertical test in a class 100 clean

room. Parts of the assembly are shown in Figure 6-2. RF coupling to the cavity was

done through an adjustable coaxial drive probe mounted in the cavity’s beam-pipe.

A non-adjustable pickup probe was mounted on the opposite side of the beam-pipe.

With the two probes, both reflection and transmission measurements could be used

to characterize the cavity’s behavior.

Both probes were hollow polished aluminum rods designed to match the 50 Ω

impedance of coaxial lines. The pickup probe was designed to provide external quality

factor 𝑄𝑒𝑥𝑡 = 6× 1011 ≫ 𝑄0, and the drive probe was designed to provide 𝑄𝑒𝑥𝑡 in the

range 2 × 107 < 𝑄𝑒𝑥𝑡 < 1010. Adjustability of the drive probe was needed to achieve

critical coupling at different temperatures and gradients. It was provided by bellows

that could be squeezed or extended to change 𝑄𝑒𝑥𝑡, as can be seen in Figure 6-2 (a).

A macor support plate was placed in the beam-pipe to prevent the long drive probe

from tilting relative to the axis.

After assembling, the structure was sealed and taken outside of the clean room

and hanged on the “insert" - a system of supports that could be lowered in a cryostat.

The cavity mounted on the insert is shown in Figure 6-2 (b). The movable part of

the drive probe assembly was connected to long metal bars that allowed moving the

probe up and down. The drive and the pickup RF cables were connected to the lid of

the insert. Time-domain reflectometry (TDR) was used to make sure that there were

no unexpected reflections in the drive and the pickup transmission lines. The vacuum

line (the large pipe on the right of Figure 6-2 (b)) was connected to the cavity. An

ion pump located on the lid of the insert was used to provide high vacuum inside the
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Figure 6-2: A drawing (a) and a photograph (b) of the 5-cell cavity with the drive
probe assembly the pickup probe assembly.

cavity.

First, the cavity was pumped to the low pressure of 6×10−7 Torr. Then, a baking

process (an additional step of preparation to the cryogenic test) was started . It is

believed that baking can reduce the degradation of the Q-factor at high accelerating

gradients [31], although accelerating gradients needed to observe this effect were not

achieved in the test (see below). Heating tapes were wrapped around the cavity, the

vacuum line, and the bellows. The assembly was baked at 120 ∘C for 2 days. The

cavity was then pumped down to 5×10−8 Torr before lowering it into the cryostat. A

temporary leak occurred while the cavity was cooling down after the baking. Using a

leak detector, we quickly traced the leak to the FPC flange. We tightened the bolts

in the flange to the torque of 30 ft-lb, which fixed the leak.

After the needed vacuum was reached, the insert was lifted with a crane and

lowered in a cryostat, shown in Figure 6-3. The cryostat was equipped with a magnetic
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field compensating coil that reduced the ambient magnetic field at the location of the

cavity to < 10 mG [101]. The cavity was quickly covered with helium to prevent

hydrides from forming on the inside surface (Q-disease).

Figure 6-3: A photo of the cryostat and a schematic of the RF setup used for the
vertical testing at LANL. The cryostat is a well 2.97 m deep and 0.965 m in diameter,
covered with a lid in the photo. The RF setup includes a standard for vertical testing
phase-lock loop to lock on the cavity’s frequency (picture is taken from [31]).

Cables from the top lid of the insert were connected to the RF amplifier and the

control room. A TWT amplifier was used to provide RF power at the frequency of 2.1

GHz with power varying from 200 mW to 200 W. In the control room, a phase lock

loop was used for a precise control of the generator’s frequency. The phase lock loop

is a feedback loop that detects a variation in the cavity’s frequency due to mechanical

vibrations and adjusts the RF generator’s frequency accordingly.

In the test, we measured Q-factors and field levels for different monopole “pass-

band” modes in the cavity, ranging in frequency from 2.028 to 2.105 GHz. As was

discussed in Chapter 3, the 5-cell cavity has 5 passband modes that are classified

according to their phase advance over the length of one cell: from 𝜋/5 to 𝜋. Electric

field profiles along the central axis, simulated for different modes in the fabricated

cavity, are plotted in Figure 6-4 (see the simulation files in Supplemental Materials
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[4]). The 𝜋/5 mode was not excited in this experiment due to its relatively weak

coupling to the drive probe (indeed, its field in the beampipes is much lower than

that of the other four modes, as shown in Figure 6-4).
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Figure 6-4: Simulated gradient profiles for the 5 passband modes in the five-cell cavity
(see the simulation files in Supplemental Materials [4]).

It was found that even when the drive probe was fully inserted into the cavity

(strongest coupling), the passband modes were highly undercoupled. In the under-

coupled regime, the coupling factor

𝛽 =
𝑄0

𝑄𝑒𝑥𝑡

(6.1)

is less than 1. This means that either 𝑄0 of the modes were much lower than expected,

or 𝑄𝑒𝑥𝑡 were much higher than expected. If the second was true, going to lower

cryogenic temperatures would have improved the coupling.

We therefore went to lower temperatures by lowering the pressure inside the cryo-

stat (see Figure 6-1). Despite the minor leak that occurred after the baking and was

quickly fixed, the cavity showed no leaks in superfluid helium. According to Equa-

tion (2.25), the surface resistance of niobium decreases with lowering the temperature,

144



hence the unloaded Q-factors of the modes must go up. However, coupling to the

cavity’s 𝜋-mode did not change after going from a helium bath temperature of 4 K to

2 K. This indicated that this mode had a Q-factor dominated by non-superconducting

losses.

After the cavity was pulled out of the cryostat, the inside surface of the cavity

was inspected with a small movable camera. Examples of photographs taken during

the inspection are shown in Figure 6-5. After a thorough investigation, no evident

defects were found on the surface.

Figure 6-5: Photographs of the inside of the cavity, taken during the inspection. No
visible defects were found.

Longer drive and pickup probes were made for coupling to the low-Q modes (sim-

ulated minimum 𝑄𝑒𝑥𝑡 of the drive probe was 1.1 × 105 when the probe is all the way

in). The cavity was reassembled with the new probes in the clean room. Since the

inside of the cavity could have been contaminated during the inspection, the cavity

was high pressure rinsed, taken out of the clean room, and baked again. The assembly

was lowered into the cryostat and immersed in liquid helium. The experiment was

then repeated at a helium bath temperature of 4 K.

Even with the new probes, the accelerating mode was still undercoupled. However,

this time, we could use the phase lock loop to estimate 𝑄0 for the 𝜋-mode in a pulsed

regime. In a pulsed regime, the field in the cavity is not in equilibrium with the

input power. At the beginning of an RF pulse, all the input power is reflected.

After some time, the reflected power decays and stabilizes at a certain level below
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the input power. By measuring the slope of the decay-curve the unloaded Q-factors

for the 𝜋-mode and the 3𝜋/5-mode were estimated to be unexpectedly low values:

𝑄0 𝜋 = 1.6 × 106, 𝑄0 3𝜋/5 = 9.3 × 105. The decay curve of the reflected power in the

𝜋-mode is shown in Figure 6-6. Because the Q-factors for the two modes were so

much lower than expected, it was not possible to feed any significant power into the

cavity in these modes.

Figure 6-6: Power reflected from the cavity when excited with a pulse at the frequency
of the 𝜋-mode. Decay time was calculated by measuring the slope of the curve just
after the pulse was turned on (by comparing the points given by the intersections of
the red and the blue lines). The power is measured in arbitrary units.

The 2𝜋/5 and 4𝜋/5 modes showed much higher Q factors: 𝑄0 2𝜋/5 = 2.2 × 108,

𝑄0 4𝜋/5 = 2.7 × 108. For each of these two modes, we were able to adjust the drive

probe to have the near-critical coupling (𝛽 ≈ 1) . We were able to feed up to 135W

of power into the cavity and measure 𝑄0 vs 𝐸𝑝𝑒𝑎𝑘.

Measured values of 𝑄0 for different modes are plotted in Figure 6-7 as functions

of 𝐸𝑝𝑒𝑎𝑘 - the peak surface electric field in the corresponding mode. The surface field

was used instead of the typically used accelerating gradient in order to compare the

relative field levels in modes with very different shunt impedance values. The 𝜋-mode

and the 3𝜋/5-mode are only represented by single points in Figure 6-7 because no

significant fields were achieved for these modes.

The maximum achievable field in the 2𝜋/5 mode was limited by a quench-like
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Figure 6-7: Cavity’s quality factor for different modes as a function of the peak surface
electric field at 4K. The drive probe was adjusted to provide near critical coupling to
the 2𝜋/5 and 4𝜋/5 modes, or max achievable coupling for 𝜋 and 3𝜋/5 modes.

behavior with the rapid change in reflected power from near zero to 100% and back,

as depicted in Figure 2-12. The quench did not cure after a few minutes of condition-

ing, which indicates that it was a hard barrier. For the 4𝜋/5 mode, several similar

quenches were processed and we eventually reached the limit of maximum available

input RF power. At the surface field of about 29 MV/m, a rapid increase in X-

rays was observed indicating field emission, but was quickly processed. No consistent

multipacting barriers were encountered.

Unloaded quality factors, measured for the four passband modes at the temper-

ature of 4K, were compared to corresponding theoretical values. In order to obtain

the theoretical values for 𝑄0, we used the expression for the BCS resistance 𝑅𝐵𝐶𝑆

as a function of temperature (Equation (2.25)). The exact value of temperature was

4.0 K at the altitude at LANL, where atmospheric pressure is about 600 Torr. The

BCS resistance was estimated to be 1.189 𝜇Ω at the temperature of 4.0 K. We also

estimated the residual resistance 𝑅0 due to magnetic flux trapped in the walls of the

cavity. Using an empirical formula from [78], we found 𝑅0 ≈ 18 nΩ ≪ 𝑅𝐵𝐶𝑆 for the
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Table 6.1: Theoreical and measured unloaded Q Factors for the passband modes.
Passband mode Theoretical 𝐺 Theoretical 𝑄0 Measured 𝑄0

𝜋/5 220 2.0 × 108 not measured
2𝜋/5 272 2.4 × 108 2.2 × 108

3𝜋/5 249 2.1 × 108 9.3 × 105

4𝜋/5 272 2.3 × 108 2.7 × 108

𝜋 262 2.2 × 108 1.6 × 106

measured value of DC magnetic field. Hence, the residual resistance contribution to

the total surface resistance was neglected: 𝑅𝑠 ≈ 𝑅𝐵𝐶𝑆.

As discussed in Chapter 3, the unloaded Q-factors can be found from the sur-

face resistance 𝑅𝑠, if the geometry constants 𝐺 for the modes are obtained (Equa-

tion (3.9)). The geometry constants for all five passband modes were calculated

in Ansys HFSS. Then, we computed theoretical Q-factors using Equation (3.9) for

the modes and compared them to the measured values (Table 6.1). The measured

Q-factors for the modes 2𝜋/5 and 4𝜋/5 agreed reasonably well with theoretical pre-

dictions while the measured Q-factors for modes 3𝜋/5 and 𝜋 were about 2 orders of

magnitude lower than the prediction. 𝑄0 3𝜋/5 and 𝑄0 𝜋 were limited by some losses of

non-superconducting nature.

6.2 Identification of the problem and modification to

the joint design

The problem with anomalous non-superconducting losses needed to be investigated.

In order to understand where the source of the losses was, we looked at gradient

profiles for the four modes (Figure 6-4). It can be seen in the plot that the two modes

that are not affected by the losses have the small field in the PBG cell, while the

two modes with a low 𝑄0 have a field in the PBG cell comparable in magnitude to

fields in the other cells. This was a strong indication that the source of the losses was

located in the PBG cell.

On the other hand, SRF PBG single cells have been fabricated previously at
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Niowave Inc., and successfully tested and had high Q-factors [63, 64]. This time, we

followed a very similar fabricating procedure. The only significant difference was the

addition of the waveguide couplers to the periphery of the PBG cell.

As was discussed in Chapter 4, all three waveguides were covered with niobium

plates that, once squeezed, were supposed to provide an RF seal (Figure 4-10). The

3𝜋/5 and the 𝜋 modes were confined inside of the PBG array and had negligible

fields at niobium plates that covered the HOM waveguides. However, there was a

significant field on the FPC cover due to the removed PBG rod. This made the FPC

cover the most likely place to produce the abnormal losses.

Assuming that the FPC joint was indeed the source of the losses, we defined the

quality factor associated with just the losses in the joint 𝑄𝑗𝑜𝑖𝑛𝑡 = 𝜔𝑈/𝑃𝑗𝑜𝑖𝑛𝑡, where 𝜔

is the angular frequency, 𝑈 is the total energy stored in the cavity and 𝑃𝑗𝑜𝑖𝑛𝑡 is the

power lost in the joint. We could then separate the two contributions to the unloaded

Q-factor:
1

𝑄0

=
1

𝑄𝑐𝑎𝑣

+
1

𝑄𝑗𝑜𝑖𝑛𝑡

, (6.2)

where 𝑄𝑐𝑎𝑣 is related to the expected losses in the cavity walls. In the cryogenic

experiment 𝑄0 for the accelerating mode was dominated by the joint losses due to

the fact that 𝑄𝑗𝑜𝑖𝑛𝑡 << 𝑄𝑐𝑎𝑣. However, the opposite was true for a room-temperature

test, since the measured Q-factors in the 106 range were much greater than a Q-

factor due to normal-conducting losses (in the 103 range). This made diagnosing the

problem more complicated as, at room temperature, changes in the joint design do

not cause any noticeable changes in 𝑄0.

In order to avoid doing multiple superconducting experiments to diagnose the

problem, an indirect approach involving a trapped waveguide mode was used. It was

found that there exists a trapped waveguide mode at 1.777 GHz, localized close to

the joint (Figure 6-8). Therefore, while having a field pattern at the joint similar to

the 𝜋 mode, its 𝑄0 is much more sensitive to changes in joint losses. The mode could

be excited with long and bent antennas that were inserted through the beam-pipes

of the cavity. Its Q factor was calculated from the width of the transmission (𝑆21)
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curve.

Figure 6-8: Magnitude of the E field of the trapped waveguide mode in a plane that
goes through the center of the PBG cell. The mode is an effective tool in diagnosing
the low Q problem. The picture is taken from an eigenmode simulation described in
Supplemental Materials [9].

The measured Q factors for the trapped mode are summarized in Table 6.2. For

the case of zero joint losses, 𝑄0 (equal to 𝑄𝑤𝑎𝑙𝑙𝑠) can be estimated using niobium

conductivity at room temperature 6.57 × 106 Ω−1 and the geometry constant 𝐺 =

187 Ω of the mode. The measured value, however, was much smaller than that

estimate and varied greatly when the niobium cover plate (shown in blue in Figure 4-

10) was manually pressed down to the cavity.

This indicated an obvious poor electrical contact between the walls of the cavity

and the covering niobium plate. The poor contact was a result of the cover plate only

touching the cavity walls at a few points, as opposed to a uniform contact along the

entire perimeter. The actual nature of the losses may be related to an oxidation layer

of Nb2O5 that forms on the surface of niobium.

Once the problem was identified, several different solutions were suggested. The

solution that was implemented consisted of two steps. First, an adjustment was made

to the depth of the groove for the aluminum gasket. Such adjustment allowed for more
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Table 6.2: Theoretical and measured quality factors for the trapped waveguide mode.
The theoretical 𝑄0 is based on the measured conductivity 𝜎 and the simulated 𝐺
constant (see the simulation files in Supplemental Materials [9]).

𝑄0

Expected value for the case of zero joint
losses

5710

Measured value for the old (poor) joint 140
Measured value for the new joint 5650

compression of the two gaskets before the two sides of the flange come to contact.

The fabrication process of the aluminum gasket was significantly improved so that the

difference in its thickness only deviated by 0.002 inches along the entire perimeter.

Second, the shape of the niobium plate was modified to improve the RF contact

as the plate is pressed into the cavity. In particular, a narrow “tooth” was added to

the plate minimize the area of the niobium gasket that gets compressed when the

flange is tightened (Figure 6-9). That way, only a small fraction of the total force

against the flange is provided by the niobium gasket, and most force is provided by

the aluminum gasket. The new design was shown to work at room-temperature tests.

Table 6.2 shows the final Q-factor of the trapped mode. The agreement between the

final measured Q-factor and the expectation proved that the problem was solved.

Figure 6-9: The modified niobium gasket used in the FPC joint. A part of the gasket
was cut out to form a “tooth” that gets pressed against the flange.
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6.3 Second cryogenic testing at Niowave Inc.

After the modifications were made, the cavity underwent another surface treatment

that consisted of BCP flash etching and high-pressure rinsing. The cavity was re-

tested at Niowave in December of 2015. Besides the improved joint, the cavity was

also welded into a titanium helium vessel (the process of welding the cavity into the

helium vessel was described in Chapter 4). The cavity in the helium vessel just before

the second cryogenic test is shown in Figure 6-10.

Similar to the first experiment at LANL, coupling to the cavity was done through

a drive and a pickup probes, located in the beam-pipes. This time, the probes were

non-adjustable and did not match the 50 Ω impedance of the coaxial lines. The drive

antenna was designed to be fairly overcoupled (target coupling 𝛽 = 5 for the accel-

erating mode) in order to have more RF power available for possible processing of

multipacting. Indeed, a higher coupling 𝛽 means that the power generator can be

near-critically coupled to the cavity (𝑄𝑒𝑥𝑡 ≈ 𝑄0) if 𝑄0 decreases because of multi-

pacting. A solid state 100 W amplifier by Mini Circuits was chosen as the 2.1 GHz

RF power source.

This time, no baking was performed prior to the cryotest. The cavity in the helium

vessel was placed in the vacuum region of a cryostat, shown in Figure 6-11. A 𝜇-metal

shield was used to bring the ambient magnetic field in the cryostat down to 7 mG.

Cavity cooldown proceeded smoothly and without interruption, taking approxi-

mately four hours to reach the superconducting transition. Cavity vacuum was main-

tained below 10−8 Torr. Unless otherwise noted, measurements described below were

conducted with the helium boiling at atmospheric pressure of 760 Torr (T=4.2 K).

A temperature sensor attached to upper part of the helium vessel served as a helium

level meter. A rise in temperature indicated that the cavity was not fully covered in

helium, and the flow of helium would be increased.

Measured pulse decay times were used to calculate loaded Q-factors 𝑄𝐿 at low

power levels for all the 5 passband modes (Table 6.3). The obtained values of𝑄𝐿 for all

of the modes agree reasonably well with the expectations based on simulated 𝑄𝑒𝑥𝑡 and
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Figure 6-10: A photograph of the 2.1 GHz 5-cell cavity in the helium vessel ready to
be placed in a cryostat in preparation for the second cryogenic test.

the BCS model for the surface resistance (equation (2.25)). The residual resistance

was neglected, as before. The 𝜋/5 mode was the only undercoupled passband mode

due to it having low fields in the end cells, as can be seen in Figure 6-4. Therefore,

for the 𝜋/5 mode 𝑄𝐿 ≈ 𝑄0, and comparing its 𝑄𝐿 to the expectation was particularly

interesting as it could have revealed presence of the anomalous losses observed before.

The fact that the measured 𝑄𝐿 for the 𝜋/5 mode agreed well with the expectation,

together with the fact that the mode had a significant field in the center cell, proved

that the problem of low Q was solved.

The dependence of 𝑄0 on the accelerating gradient 𝐸 was measured for the ac-

celerating mode in the CW regime. Forward, reflected, and transmitted power levels

(𝑃𝑓 , 𝑃𝑟, 𝑃𝑡), in addition to the 𝑄𝐿 at low power measured before, gave us more than

enough data to calculate 𝑄0 and 𝐸. Hence, four different methods were used with

a goal of estimating measurement errors by comparing the methods. In one of the

methods we used 𝑃𝑡 to calculate the energy stored in the cavity, and 𝑃𝑓 and 𝑃𝑟 to
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Figure 6-11: A schematic and a photograph of the cryostat used in the second cryo-
genic test.

calculate 𝑄0 [31].

In the other three methods, we ignored one of the three measured powers (𝑃𝑓 ,

𝑃𝑟, or 𝑃𝑡), and replaced the ignored data with a calculation based on the other two

powers and the assumption that 𝑄𝑒𝑥𝑡 stayed constant throughout the experiment.

The methods rely on the fact that the following combination of measured power

levels should stay constant throughout the experiment:

𝑄𝑝𝑖𝑐𝑘𝑢𝑝
𝑒𝑥𝑡

𝑄𝑑𝑟𝑖𝑣𝑒
𝑒𝑥𝑡

=
𝑃𝑓

𝑃𝑡

(︃
1 ±

√︃
𝑃𝑟

𝑃𝑓

)︃2

= 𝑐𝑜𝑛𝑠𝑡, (6.3)

where the “+" sign is for the overcoupled regime and the “-" sign is for the undercou-

pled regime. The relation (6.3) follows from the definitions of 𝑄𝑝𝑖𝑐𝑘𝑢𝑝
𝑒𝑥𝑡 , 𝑄𝑑𝑟𝑖𝑣𝑒

𝑒𝑥𝑡 , 𝑄0, and
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Table 6.3: Comparison between the low-field 𝑄𝐿 measured at the temperature of 4.2
K and the expected values of 𝑄𝐿 based on the estimated 𝑄𝑒𝑥𝑡 and 𝑄0 for different
modes.
Mode 𝑄𝑒𝑥𝑡, 𝑄0, 𝑄𝐿, 𝑄𝐿,

simulated simulated simulated measured
𝜋/5 6.45 × 108 1.50 × 108 1.21 × 108 1.19 × 108

2𝜋/5 3.87 × 107 1.87 × 108 3.21 × 107 5.54 × 107

3𝜋/5 2.92 × 107 1.72 × 108 2.50 × 107 4.60 × 107

4𝜋/5 1.95 × 107 1.87 × 108 1.77 × 107 1.72 × 107

𝜋 2.84 × 107 1.81 × 108 2.45 × 107 2.50 × 107

the following formula for the coupling 𝛽 [31]:

𝛽 =

(︃
1 ±

√︃
𝑃𝑟

𝑃𝑓

)︃
/

(︃
1 ∓

√︃
𝑃𝑟

𝑃𝑓

)︃
. (6.4)

Taking the first data point as an accurate measurement and using the mentioned

constant, we computed one of the powers 𝑃𝑓 , 𝑃𝑟, or 𝑃𝑡 from the other two so that

all three powers were self-consistent. We then repeated our calculation of 𝑄0 and 𝐸

using the computed power instead of the measured power. The three different ways

to construct self-consistent powers gave us the three mentioned methods.

Figure 6-12 shows 𝑄0 vs 𝐸 obtained using the four methods together with their

average with error bars based on the differences between the methods. The point

at 𝐸 = 4.6 MV/m in Figure 6-12 corresponds to the expected value of 𝑄0 (listed

in Table 6.3) assuming no Q-degradation, and the accelerating gradient estimate

based on the available RF power and measured losses in the transmission lines. The

expected accelerating gradient was not achieved, possibly because of standing wave

patterns in the transmission lines that may have limited the RF power delivered to

the cavity.

At low power the obtained value of 𝑄0 was 1.55 × 108 (Figure 6-12), close to the

expected value 1.81×108. As forward power was increased, some minimal conditioning

was performed. At maximum available RF power, an accelerating gradient of (3.0 ±

0.3) MV/m was achieved. Using the ratios of the cavity’s peak surface fields to the

accelerating gradient from Table 3.3, the maximum achieved surface fields were found
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Figure 6-12: Unloaded Q-factor and accelerating gradient in the accelerating mode,
obtained during the second test at Niowave Inc. The helium bath temperature was
4.2 K. The point at 𝐸 = 4.6 MV/m corresponds to the expected value of 𝑄0 (listed in
Table 6.3) assuming no Q-degradation, and the accelerating gradient estimate based
on the available RF power and measured losses in the transmission lines.

to be 𝐸peak
surf = (8.0 ± 0.8) MV/m and 𝐵surf

peak = (13.4 ± 1.3) mT.

The possibility of sub-atmospheric pressure operation was also demonstrated by

pumping the helium vessel pressure down to 435 Torr. It corresponds to a helium

temperature drop from 4.2K to 3.68K. However, we did not have a chance to operate

stably for a long time at this temperature because of the lack of liquid helium.

The fact that the 𝑄0 for both the 𝜋/5 and the 𝜋 modes agreed with the expec-

tations indicated that the implemented surface treatment was effective in the cavity.

No hard barriers in the accelerating gradient were observed during the test, which

indicated the absence of fundamental limits to the cavity’s operation for a gradient

of at least a few MV/m. No cavity leaks were observed during the tests in superfluid

helium.
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6.4 Summary

To summarize the chapter, two cryogenic tests were conducted with the fabricated

five-cell niobium cavity. The first test was unsuccessful, revealing the problem of

a low unloaded Q-factor of the accelerating mode. The problem was traced to a

poor waveguide joint and fixed. The second cryogenic test was successful, showing

the cavity’s operation at the desired Q-factor at accelerating gradients up to a few

MV/m. Overall, the tests showed that the cavity is ready to be put in a complete

cryomodule assembly. However, the expected accelerating gradient was not achieved,

possibly because of standing wave patterns in the transmission lines that may have

limited the RF power delivered to the cavity.
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Chapter 7

Discussion and future work

7.1 Summary of results

We designed, built, and tested the first SRF multi-cell accelerating cavity with a PBG

coupling cell. The cavity was optimized to achieve a more effective HOM damping

than conventional multi-cell SRF cavities employing elliptical cells. At the same

time, the main accelerating properties of the designed cavity are not significantly

compromised. The new design has higher “real-estate" gradient due to the placement

of waveguide couplers.

The HOM spectrum in the designed cavity was carefully analyzed using eigenmode

and wakefield simulations with good agreement between the two methods. The results

of HOM damping simulations are summarized in Figure 7-1 (similar to Figure 3-18

in Chapter 3). Shunt impedances in the left part of the Figure show how strongly the

modes interact with the particle beam. The quality factors in the right part of the

Figure indicate how well the modes are damped. As can be seen in the plot, most of

the high-impedance HOMs are damped to fairly low external Q factors on the order

of 103. The green arrows in Figure 7-1 show the Q-factors corresponding to the two

highest-impedance dipole modes. Due to the stronger HOM damping, the PBG 5-cell

cavity is expected have a much higher BBU current threshold than the TESLA 9-cell

cavity, which is an example of a highly-optimized multi-cell SRF cavity. Numerical

computations of the BBU threshold are beyond the scope of this thesis work.
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Figure 7-1: Shunt impedances (a) and external Q factors (b) for monopoles and
dipoles in the 5-cell PBG cavity (simulation). Most of the high-impedance HOMs are
damped to fairly low external Q-factors on the order of 103 (the green arrows show the
Q-factors corresponding to the two highest-impedance dipole modes). Strong HOM
damping means higher achievable beam current in the accelerator.

External Q factors for 6 dangerous HOMs were experimentally measured in the

fabricated cavity. The measurements for all but two modes agreed well with the

simulations. The two modes for which agreement was not observed demonstrated

even stronger damping than was predicted, possibly due to fabrication errors that

changed the field patterns of the modes. HOM damping by means of a sliding short

was demonstrated, reducing the Q-factor of one of the dangerous modes to 4 × 102.

The designed 5-cell cavity had one of the most complex shapes among SRF cavity

designs (in comparison, for example, with the designs from [27, 42, 43, 44]). Fabri-

cation of the cavity was a challenging task by itself. The most difficult part of the

fabrication was electron beam welding of the cavity’s joints. Fabrication and tuning

mechanisms were successfully tested on a copper prototype and later used for the

niobium cavity. The accelerating gradient profile in the tuned cavity matched the de-

sired profile to a 5% accuracy. Chemical surface treatment was done to the niobium

cavity to improve its cryogenic performance.

The fabricated cavity was tested at cryogenic temperatures with all ports closed.

The first test was unsuccessful due to a problem in an RF joint. The problem was

solved and the cavity was successfully re-tested. Some results of the successful test
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are shown in Figure 7-2 (similar to Figure 6-12 in Chapter 5). At low power, the

obtained value of 𝑄0 was 1.55 × 108, close to the expected value 1.81 × 108. At

maximum available RF power, an accelerating gradient of (3.0 ± 0.3) MV/m was

achieved, somewhat below the expectation. The corresponding surface fields were

found to be 𝐸peak
surf = (8.0 ± 0.8) MV/m and 𝐵surf

peak = (13.4 ± 1.3) mT. A possible

explanation to why the RF power in the cavity was lower than expected is standing

wave patterns in the transmission lines. If this is the case, the problem can be

eliminated by using matching 50 Ohm antennas in the cavity, if another experiment

is planned.
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Figure 7-2: Unloaded Q-factor and accelerating gradient in the accelerating mode,
obtained during the second cryogenic test. The helium bath temperature was 4.2
K. The point at 𝐸 = 4.6 MV/m corresponds to the expected value of 𝑄0 assuming
no Q-degradation, and the accelerating gradient estimate based on the available RF
power. The expected accelerating gradient was not achieved possibly due to some un-
accounted losses in the transmission lines. However, the cavity performed as expected
(measured Q agreed with the expectation) at the fields up to 3 MV/m.

No cavity leaks were observed during the tests in superfluid helium, proving the

reliability of difficult electron-beam welding. The fact that the Q-factor of the accel-

erating mode agreed with the expectations indicated that the implemented surface
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treatment was effective in the cavity of such a complex shape. No hard barriers in

the accelerating gradient were observed during the test, which indicated the absence

of fundamental limits to the cavity’s operation for a gradient of at least a few MV/m.

Overall, there is a long-term benefit for the accelerator community in the devel-

opment of new structures for high-current, high-intensity accelerators. The designed

cavity is promising for increasing the currents in these machines and reducing the

length of accelerator required to get to a given energy.

7.2 Future work

More testing needs to be done with the fabricated cavity before it can be employed

in real-life experiments. In particular, the HOM measurements and the cryogenic

testing can be expanded to a wider range of parameters.

A more thorough HOM measurement can be done if the right equipment is avail-

able. The measurements described in Chapter 6 of this thesis only confirm the sim-

ulated damping properties in the frequency range of the available network analyzer:

from 0 to 3 GHz. It is required to increase the upper-frequency limit to measure the

all of the dangerous dipole modes listed in Table 3.4. Simulations and measurements

of the quadrupole HOMs can also be added to the analysis.

The maximum accelerating gradient achieved in the second cryogenic testing

(Chapter 5) was limited by the available RF power at 2.1 GHz. With a more pow-

erful amplifier, the plot shown in Figure 7-2 can also be extended to higher levels

of the accelerating gradient. By doing so, the ultimate performance of the cavity

can be measured in terms of the maximum achievable fields. Based on the fact that

the designed cavity has accelerating properties similar other multi-cell SRF cavities

(Table 3.3), we expect the maximum achievable gradient in the 5-cell cavity to be on

the order of 20 MV/m. This gradient can be achieved in a vertical test by using an

RF amplifier capable of producing a few hundred Watts of power and going to cryo-

genic temperatures below 4 K. The latter requires a larger amount of liquid helium

but is routinely done in vertical tests (see, for example, [63, 64]). Also, experimental
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verification of the high Q-factor of the accelerating mode when the HOM ports have

their anticipated dissipative loads (rather than being closed as in the experiments

described in Chapter 6) is desirable.

The tests conducted with the 5-cell cavity indicated that the cavity is ready to be

put in a cryomodule assembly. The cryomodule assembly was proposed by Niowave

Inc. and is schematically shown in Figure 7-3. In addition to the cavity and the

helium vessel, the proposed cryomodule comprises a liquid nitrogen cooled thermal

shield, two 𝜇-metal magnetic shields, and a steel vacuum vessel. RF loads are placed

inside of the cryomodule, but outside of the helium-cooled region. The cryomodule

will require an extensive mechanical and cryogenic design.

Figure 7-3: A Solid Works drawing of a cryomodule assembly housing the 5-cell cavity,
proposed as a continuation of the project.

A possible next step after building the cryomodule is to conduct a “horizontal" test

with an electron beam (as described, for example, in [103]). The test will bridge the

gap between cryotesting of the cavity in a test dewar and actual use in an accelerator,

and will yield useful data with respect to the efficiency of cavity’s cooling. The

experiment is proposed by Niowave Inc. to accelerate electron bunches of a small

current to the energy of several MeV, limited by the available RF power. An assembly

for the proposed experiment is shown in Figure 7-4.
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After the demonstration of acceleration, HOM damping performance can be eval-

uated by driving the cavity with electron bunches of high charge and modulating the

beam with different frequencies. Distortion of the beam will be observed on the beam

diagnostic as the current approaches BBU limits. These HOM measurements would

complete the measurements described in Chapter 6.

Figure 7-4: Concept of the “horizontal test" to demonstrate acceleration of an electron
beam and probe HOM damping.

If the horizontal test is successful, the cryomodule can be used in a real acceler-

ator beamline. One possible application for the cryomodule is a proposed harmonic

linac for the electron - relativistic-heavy-ion collider (eRHIC) at Brookhaven National

Laboratory [104]. In eRHIC, hadrons from one of the Relativistic Heavy Ion Collider

(RHIC) storage rings will interact with electrons accelerated in an eleven-pass super-

conducting energy recovery linac. One accelerator physics issue being considered in

the design is that the nonlinearities of the accelerating linac in the ERL produce a

spread in energy which will degrade the polarization of the electron beam. These

nonlinearities can be compensated with a harmonic SRF linac at a multiple of the

main linac frequency. The 5-cell PBG cavity is viewed as a candidate for the harmonic

linac because of its strong HOM damping.

164



Appendix A

Simulations setup

In this Appendix, setups and choices of parameters for various simulations are dis-

cussed in details. In the Thesis, three types of electromagnetic simulations are used:

the wakefield simulations, the eigenmode simulations, and the driven modal simula-

tions. The most important examples of simulations of all three types are discussed in

the three sections of the Appendix. The actual simulation files can be found in the

directories listed in the section Supplemental Materials in the end of the Thesis.

A.1 CST wakefield simulations

In this section, we describe the wakefield simulations mentioned in Section 3.5.1 of

this Thesis. The simulations were performed using the CST Wakefield Solver [70].

In a wakefield simulation, electromagnetic fields are driven by a bunch of charged

particles, passing the observed structure parallel to the main coordinate axis 𝑍 (an

example is shown in Figure A-1).

The excited fields are calculated with a time domain solver. The solver computes

the electromagnetic fields step by step through time by the so-called “Leap Frog 2”

updating scheme. It is proven that this method remains stable if the step width

for the integration does not exceed a known limit [70]. This value of the maximum

usable time step is directly related to the minimum mesh step width used in the

discretization of the structure.
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Figure A-1: A diagram of an example wakefield simulation, taken from the CST user
manual. The color shows the magnitude of the the electric field.

The CST wakefield solver calculates the longitudinal and the transverse wake

potentials w||(𝑠) and w⊥(𝑠) that are used to describe the change of momentum on a

test charge, which travels at a distance 𝑠 behind the excitation bunch, in the structure

provided by the user. The wake potentials are formally defined in Equations (2.1) and

(2.2). The solver can also be used to compute the Fourier-transform of an obtained

wake potential profile to find the longitudinal and the transverse wake impedances

defined in Equations (2.3) and (2.4).

In the design environment, there are several features that have to be defined by

the user to run the code. Here we describe the most important parameters and list

them in Table A.1.

∙ Structure design

In the structure design environment, 3D shapes can be created to model an RF

structure (e.g. an accelerating cavity). Created models are compatible with

most CAD software packages. For our simulations, the geometry of the vacuum

interior of the cavity was imported from an HFSS simulation (see later in this

Appendix). The geometry is shown in Figure A-2.

∙ Output ports

Three output ports were created for all three waveguides to provide the right
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Figure A-2: The structure used in the wakefield simulations. The vacuum region is
shown in blue. The waveguide ports are shown with pink lines. The beam path is
shown with blue and orange arrows (the path is displaced in 𝑋 in this picture).

boundary conditions. In CST, ports have to be defined perpendicular to one of

the axes (𝑋, 𝑌 , or 𝑍). Hence, the HOM waveguides were extended with bent

sections of the waveguide, as shown in Figure A-2. The ports are shown in the

Figure with pink lines.

∙ Particle beam

In the described simulations, the particle beam trajectory was defined as a

straight line parallel to the 𝑍 axis, shifted from the center either in 𝑋 or in

𝑌 directions to excite 𝑋 or 𝑌 -polarized HOMs. Besides the trajectory, an

important parameter of the beam is its longitudinal spread 𝜎𝑧. A shorter bunch

can be used to excite modes of higher frequencies, up to 𝑓𝑚𝑎𝑥 ≈ 𝑐/𝜎𝑧 (for

ultrarelativistic bunches). However, shorter bunch length requires a finer mesh

and, therefore, a more time-consuming simulation. The value of 𝜎𝑧 = 0.2 inches

was chosen (𝑓𝑚𝑎𝑥 = 59 GHz) so that excitation of modes with the frequencies
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of interest (2 - 5 GHz) is not affected by the non-zero length of the bunch.

∙ Mesh

A hexahedral mesh is automatically created by the CST wakefield solver. CST’s

perfect boundary approximation (PBA) allows complex geometries to be simu-

lated with fewer mesh points than is used with a rectangular grid. Dimensions of

mesh cells are chosen relative to the wavelength corresponding to the lower limit

of the frequency range specified by the user. Different mesh parameters were

tested and the mesh was refined until no significant change in the calculated

wake potential and impedance was observed.

∙ Background material

A lossy metal was defined in order to provide an additional mechanism of the

energy decay. As was discussed in Section 3.5.1, the value of the energy decay

time did not matter to us as long as the peaks of wake impedance did not

overlap. Therefore, a lossy metal boundary was defined to save computational

time.

∙ Boundary conditions

No boundary conditions were specified for the described simulations as the full

structure was surrounded by the background material.

∙ Field monitors

Field monitors were defined at the frequencies of the wake impedance peaks.

After the monitors were defined, each simulation was run again to obtain the

field profiles of the dangerous HOMs.

A.2 HFSS eigenmode simulations

The eigenmode solver of Ansys HFSS [71] was used for the eigenmode simulations

described in Chapter 3. In an eigenmode simulation, natural solutions to Maxwell’s
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Table A.1: Parameters used in the wakefield simulation described in Section 3.5.1.
Particle beam Relativistic 𝛽 1

Charge, 𝑞 1 × 10−12 C
Longitudinal spread, 𝜎𝑧 0.2 inches
Direction +𝑍
Transverse displacement 0.25 inches in 𝑋 or in 𝑌

Waveguide ports Number of modes, FPC
port

3

Number of modes, HOM
port 1

2

Number of modes, HOM
port 2

2

Frequency range 2 - 5 GHz
Wakefield range, 𝑠𝑚𝑎𝑥 2500 in
Mesh Type Hexagonal PBA mesh

Lines per wavelength 10
Lower mesh limit 10
Mesh line raio limit 10

Background material Conductivity, 𝜎 5.96 × 104 S/m
Permeability, 𝜇 1

equations are calculated for a given structure, with the absence of a particle beam or

excitation ports. Such solutions are called eigenmodes, or resonances, of the structure.

Here we will describe two kinds of eigenmode simulations that were used in Chap-

ter 3: the 2D simulations (Sections 3.1.3) and the 3D simulations (Section 3.5.2).

Ansys HFSS is a three-dimensional solver, so a 3D geometry must be provided by the

user. In order to use the solver for effectively 2D simulations, we reduced the length

of the structure in the third dimension to merely one mesh cell.

Similar to wakefield simulations, several important parameters have to be defined

to run an eigenmode simulation:

∙ Structure design

HFSS offers a set of basic tools for drawing complex shapes. Simple 3D shapes

(sphere, cylinder, etc.) can be added together or subtracted from each other to

create the desired vacuum region. In the performed simulations, all dimensions

of the created shapes were parameterized to facilitate the optimization process.
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∙ Boundary conditions

Symmetry planes of the simulated structures were used to reduce the simulated

volume by cutting the structure and defining an appropriate boundary condition

on the cutting plane. The boundaries, used in the simulations, include the

perfect E boundary (the electric field is perpendicular to the plane), the perfect

H boundary (the magnetic field is perpendicular to the plane), master and slave

boundaries (fields at the planes are shifted in phase relative to each other by a

certain amount).

∙ PML volumes

Volumes of the PML material [93] were used to effectively create a no-reflection

boundary at the borders of the structures. This feature of the eigenmode solver

is useful for calculating external Q-factors, as discussed in Chapter 3.

∙ Mesh

An automatic tetrahedral mesh was created by the solver. HFSS created an

initial mesh that was then refined until the specified accuracy was achieved.

Curvlinear mesh elements were applied to the curved surfaces to accurately

discretize the complex shapes.

∙ Eigenmode solver settings

We specified the number of eigenmode solutions to be found with frequencies

above the “minimum frequency" (also defined by the user). The solver kept

obtaining the solutions and refining the mesh until the converging condition

was achieved. The solver stopped when the frequency deviation per one mesh

refining step was smaller than the specified value, or the maximum number of

steps was achieved.

∙ Background material

The perfect conductor was used as background material in all eigenmode sim-

ulations.
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Figure A-3: Geometrical design for the simulations used in Section 3.1.3. A 60∘ slice
of the structure is used to simulate the monopole mode (a), and and a 180∘ slice
was used to simulate the dipole mode (b). Vacuum regions are shown in blue. PML
volumes are shown in pink. “Master” and “slave” boundary conditions were used with
the appropriate phase advances.

Figure A-4: Geometrical design for the simulations used in Section 3.5.2. A quarter of
the structure is simulated to take advanage of the symmetry planes. The waveguides
are covered with PML. The yellow line was used for 𝑅/𝑄 calculation (see Section
3.5.2).
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Table A.2: Parameters for the eigenmode simulations described in Section 3.1.3.
Boundary conditions Master and slave on the

cutting planes
∆𝜑 = 0 (monopole)

∆𝜑 = 𝜋 (dipole)
Perfectly Matched layer
(PML)

Thickness 2 inches

Min frequency 10 GHz
Solver settings Number of modes 1

Minimum frequency 11.5 GHz
Order of basic functions First
Maximum ∆𝑓 per pass 0.1%

Mesh Type Auto tetrahedral
Curvlinear elements Yes

Background material Perfect conductor

Table A.3: Parameters for the eigenmode simulations described in Section 3.5.2.
Boundary conditions Perfect H on the 𝑋 − 𝑍

cutting plane
for 𝑋-modes

Perfect E on the 𝑋 − 𝑍
cutting plane

for 𝑌 -modes

Perfect H on the 𝑋 − 𝑌
cutting plane

for modes, antisymmetric
around the 𝑋 − 𝑌 plane

Perfect E on the 𝑋 − 𝑌
cutting plane

for modes, symmetric
around the 𝑋 − 𝑌 plane

Perfectly Matched layer
(PML)

Thickness 2 inches

Min frequency 2 GHz
Solver settings Number of modes 1

Minimum frequency Depends on the mode
Order of basic functions Second
Maximum ∆𝑓 per pass 0.0025%

Mesh Type Auto tetrahedral
Curvlinear elements Yes

Background material Perfect conductor
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Figures A-3 and A-4 show geometrical setups for the simulations used in the

Sections 3.1.3 and 3.5.2, respectively. The parameters for those simulations are listed

in Tables A.2 and A.3.

A.3 HFSS driven modal simulations

HFSS “driven modal" (or “network analysis") simulation is a type of electromagnetic

simulation distinct from an eigenmode simulation. A simulated structure is viewed as

a network and is analyzed in the frequency domain. Solutions to Maxwell’s equations

are found at a frequency (or a set of frequency values - frequency sweep) specified

by the user. A source of excitation (e.g. a waveguide port) is necessary to run a

driven modal simulation. Driven modal simulations are used for HOM identification

in Section 5.2. The geometry for this simulation is shown in Figure A-5.

Parameters needed to run a driven modal simulation are similar to the ones de-

scribed in Section A.2 for the eigenmode simulation. A few differences are:

∙ Driven modal solver settings

Solution frequency (or a frequency sweep) are defined by the user. As a con-

vergence criterion, a deviation in S-parameters is used instead of a deviation in

frequency. The maximum number of passes and the order of basic functions are

defined similarly to the eigenmode settings.

∙ Excitations

In our simulations, waveuide ports were used as sources of excitation. For the

ports, the number of modes needs to be defined together with the so-called

“integration line". A port can be defined on any surface (a cross-section of a

coaxial line was used, as shown in Figure A-5).
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Figure A-5: Geometrical design for the simulations used in Section 5.2. Half of the
structure is used in the simulations to take advantage of the 𝑋 −𝑍 symmetry plane.
Vacuum regions are shown in blue. PML volumes are shown in pink. The two ports
are defined on the coss-sections of the coaxial lines.

Table A.4: Parameters for the driven modal simulations described in Section 5.2.
Boundary conditions Perfect H on the 𝑋 − 𝑍

cutting plane
for 𝑋-modes

Perfect E on the 𝑋 − 𝑍
cutting plane

for 𝑌 -modes

Perfectly Matched layer
(PML)

Thickness 2 inches

Min frequency 2 GHz
Solver settings Frequency sweer 2.475 - 3.1 GHz

Sweep type Interpolating
Order of basic functions Second
Maximum ∆𝑆 per pass 0.0025
Maximum number of
passes

3

Mesh Type Auto tetrahedral
Curvlinear elements Yes

Background material Perfect conductor
Excitations (ports 1 and
2)

Number of modes 1

Integration line in 𝑍 direction
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Supplemental materials

These supplemental materials contain the actual simulation files referenced through-

out the thesis. A manual is provided with each simulation, containing instructions on

how to use them. The materials are stored on a server of the library of the Plasma

Science and Fuison Center (PSFC) at Massachusetts Institute of Technology. The files

can be accessed within the PSFC by the following link http://library.psfc.mit

.edu/catalog/restricted/theses/arsenyev/Supplemental_materials/. In the

directory, the materials are stored as follows:

[1] Supplemental_materials/Eigenmode_lattice_optimization

[2] Supplemental_materials/Eigenmode_3D_design

[3] Supplemental_materials/Eigenmode_circuit_model

[4] Supplemental_materials/Eigenmode_HOM_simulations

[5] Supplemental_materials/MATLAB_3D_optimization

[6] Supplemental_materials/Wakefield_simulations

[7] Supplemental_materials/MATLAB_Z_fit

[8] Supplemental_materials/MATLAB_circuit_model

[9] Supplemental_materials/Eigenmode_trapped_mode

[10] Supplemental_materials/Drawings

[11] Supplemental_materials/Driven_modal_identifying_HOMs

Please contact the author of this thesis (sergejs@alum.mit.edu) with any questions

about the materials.
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