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Abstract

Advances in microelectronics have contributed to the wide availability of wearable sensor nodes for vital signs monitoring. Without additional pieces however, electronics by themselves can perform only basic detection tasks. This work explores the “functionalization” of low-power low-cost microelectronics with equally inexpensive genetically engineered whole-cell microbial sensors to aid in sensing the chemical domain. The driving application is an ingestible sensor for bleeding detection in the gastrointestinal tract.

First, we present in vivo measurements of energy-harvesting in the gastrointestinal tract in order to set a power budget for the proposed ingestible sensor. The harvester is based on metal electrodes that react with the stomach contents to generate energy. Here we demonstrate 0.23 \( \mu \)W of average power per \( \text{mm}^2 \) of electrode area delivered to a load for a mean of 6.1 days.

Next, we present the design of an ultra-low energy relaxation oscillator. The oscillator can be used as a slow clock source for waking the ingestible sensor from sleep mode and for running slow analog measurements. The core oscillator uses an 18-transistor 3-stage architecture designed to minimize short circuit current and consumes only switching energy across a wide range of \( V_{dd} \). At 0.6 V, the oscillator system consumes 230 fJ/cycle and can operate across a wide range of low frequencies from 18 Hz to 1000 Hz.

Finally, we present the design of an ultra-low energy readout system for genetically engineered whole-cell biosensors. A time-based threshold-crossing scheme is used to quantify the low-intensity bioluminescence incident on the phototransistor detector. The system includes a 900 MHz transmitter, controller, and support electronics on the chip in order to demonstrate molecule-to-wireless-bits sensing on a nanowatt power budget.

With the continued expansion of the Internet of Things, the concepts in this thesis can be used to further enhance the capabilities of low-cost microelectronics in the area of vital signs and physiological monitoring. By conferring the ability to sense small molecules using a synthetic biology foundation, new types of low-cost diagnostics can be envisioned for connected health monitoring.
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Chapter 1

Introduction

1.1 Motivation

The field of biomedical electronics has an ever-expanding role in the diagnosis and treatment of disease. With the emergence of the Internet of Things (IoT), there has been rising interest in Wireless Body Area Networks (WBANs) and the ability to sense physiological parameters around the body in a continuous and un-obtrusive way. For one, there has been an exponential rise in the availability of low-cost wearable devices for continuous on-body electrical and mechanical measurements, with many commercial devices now available vital-signs monitoring and fitness tracking as shown in Figure 1-1. The pervasiveness of these devices is due, in large part, to advances in the semiconductor industry which have brought the widespread availability of low-cost, low-power integrated circuits that perform sensing, computation, and wireless communication.

It is worth noting that the devices shown in Figure 1-1 perform either direct electrical measurements of physiological makers (for example, ECG waveforms), or derive physiological markers from well understood, low-cost, and widely utilized transducers. Examples of such transducers include accelerometers to detection motion and activity level, strain gauges to detect breathing, and optical detectors for blood oxygenation.
measurements. While the current state-of-the-art can provide some of the overall picture of human health, it turns out there is a wealth of information available in the biochemical domain that is largely untapped by wireless continuous connected-health monitoring.

![Image of various health monitors](image)

**Figure 1-1**: A survey of wireless electronic health-monitors available on the consumer-electronics market.

Biochemical measurements can provide a very detailed picture of human health, with chemical biomarkers frequently used to predict and monitor conditions such as heart disease, liver and kidney diseases, infections, and certain types of cancers. Though biochemical testing is performed in large part by certified laboratories with access mediated through one’s health provider, there are a growing number of products on the marketplace with an at-home component, where users perform part or all of the test themselves. Examples of products with an at-home component are shown in Figure 1-2.

The tests shown in Figure 1-2, whether performed through a lab or at home, are associated with very long sampling intervals, typically measured in years. Most devices also contain zero electronics. The sampling interval is often the result of a balance between two competing factors, on the one hand, the usefulness of obtaining more frequent results, and on the other hand, practical and financial limitations in performing the tests. For one, the motivation to perform more frequent testing is
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limited by the logistics of collecting blood, urine, or stool samples on a regular basis, not to mention the comfort level and the desire of the user to do so. Should the capability exist to measure chemical biomarkers in a more continuous and connected fashion, much in the same way as fitness trackers are used today, we are likely to see more frequent sampling, which could lead to improved health outcomes and more knowledge about disease processes.

Continuous monitoring of this kind requires contact with bodily fluids such as blood, urine, or stool on a regular basis. Such contact could be achieved via an implantable or ingestible device, and such a device could benefit tremendously from biomedical electronics for computation and wireless communication to a basestation outside the body. The challenge is that the electronics, by themselves, are incapable of measuring biochemicals directly and require an interface to the chemical domain. In particular, part of the difficulty in measuring chemical biomarkers lies in the techniques required to sense and transduce the signals from the chemical domain into electrical domain where they can be more easily processed, interpreted, stored, and shared.

Synthetic biology has emerged as a potential platform for rapid, point-of-care chemical testing for specific analytes, and could provide the required interface. For one, genetically engineered cells have been made to sense a number of analytes using laboratory read-out equipment, including cancers [1], diabetes [2], antibiotics [3], sugars [4] and heavy metals [5, 6]. Secondly, cell-based sensors can be designed in a rational and modular fashion, and are easy to mass produce. Finally, genetically engineered cells can survive in environments that would otherwise be challenging to other forms of sensing, such as antibody-based immunoassays, which are effectively the standard technique for laboratory and at-home testing. Once such difficult environment is the gastrointestinal tract [7]. Whereas immunoassay tests require controlled chemistry and temperature conditions to preserve the integrity and sensitivity of the antibodies, a cell-based test based on a probiotic strain of *E. coli* could potentially
survive passage through the stomach and residence in the intestine, making it an excellent environment in which to demonstrate an in vivo biochemical sensor.

For synthetic biology to be adopted as a platform for widespread in vivo point-of-care diagnostics such as ingestibles, a necessary demonstrator is a small self-sufficient device containing the cells as well as all of the readout and wireless electronics. Such a device should occupy much less space (cm-scale or smaller) and consume much lower average power (microwatts or lower) than is currently available with commercial plate reader technology (meter-scale and watts). Consuming in the nanowatt level could allow the device to be self-powered in situ by energy available in the environment or could enable the use of thin film battery technology for a small form-factor capsule. A key challenge is designing sensitive electronics to measure signaling from the cells and a wireless transmitter to send the results to a basestation while maintaining a tight energy budget.
1.2 Thesis scope and organization

This thesis presents an exploration of techniques to create an ultra-low energy ingestible biosensor based on genetically engineered cells and targeted for in vivo measurements. With synthetic biology as a platform, this work could lead to the development of multiplexed testing for a variety of small molecules analytes in the gastrointestinal (GI) tract. Given the recent characterization of heme sensitive promoters \[8, 9\], we have selected a sensor for bleeding (via presence of heme) in the GI tract as a first demonstrator. Bleeding in the GI tract can come from a number of sources, including ulcers, esophageal varices, inflammation (from infection, Crohn’s or colitis), tumors or certain cancers \[10\]. GI bleeding is normally assessed via a laboratory test of the stool, or by optical (endoscopy) or medical imaging techniques. An ingestible capsule could reduce the cost and increase the convenience of taking these measurements. This thesis investigates three main aspects of the system design for such a sensor.

Firstly, the ingestible capsule may be powered via energy harvested within the GI environment. Chapter 2 contributes in vivo measurements of a bio-galvanic cell based on a dissolving metal anode and inert cathode, which could be used to self-power the ingestible capsule. There is little data in the published literature on the measured performance of this cell for hours to days at a time. The goal is to characterize the amount of power available to a device transiting the GI tract and to demonstrate the harnessing of this power for sensing and wireless communication.

Next, a challenge in highly-duty-cycled or slowly-running CMOS systems is the creation of a hertz- to kilohertz-speed oscillator with low overhead power. Chapter 3 contributes a new CMOS oscillator design that consumes very low energy (230 fJ) per cycle by using a dynamic architecture and 3-stage handshaking scheme. The core design, after optimizations, is shown to consume purely switching \(CV_{dd}^2\) energy, as opposed to static and short-circuit current, across a wide range of \(V_{dd}\). The oscillator can also operate over a wide range of frequencies while consuming roughly constant
energy per cycle. In the ingestible sensor system, the same basic oscillator structure is used as a wake-up timer and as an efficient slow clock source for the time-domain measurement approach in the analog-front-end.

Finally, Chapter 4 contributes the design of the cell-based blood sensor system. This section first presents optical measurements of the low-level luminescence transmitted by the cells. This then leads to the design of an energy-efficient analog signal acquisition scheme for the low-intensity luminescence signal. The system also includes a 900 MHz $+6\,\text{dBm}$ OOK transmitter to send the results to a local basestation, a wake-up timer to duty-cycle the system, an on-chip digital controller to orchestrate the measurements, and on-chip linear regulators to generate the required voltage rails. The system is demonstrated for the detection of blood down below 125 ppm by volume in an \textit{in vitro} setup with 5 nW of average power.
Chapter 2

Power harvesting in the GI tract

2.1 Background

Thanks to recent advances in ingestible electronics, it is now possible to perform video capture [11], electronically-controlled drug release [12], pH, temperature, and pressure recording [13], and heart rate and respiration monitoring [14], all from within electronic pill-like capsules placed in the gastrointestinal tract. Due to a number of challenges in powering these devices with harvested or externally-sourced energy, there is still a strong reliance on primary cell batteries as a reliable energy source. For example, traditional harvesting sources such as thermal [15], and vibration [16] energy harvesting are not well suited to the gastrointestinal tract due to the absence of thermal gradients and the challenges in obtaining mechanical coupling to motion sources. In addition, wireless power-transfer via near-field [17] or mid-field [18] coupling have been demonstrated for implants, but may present challenges in the case of gastric devices due to the unconstrained position and orientation of the capsule. At the same time, primary cells, while a very effective source, often require toxic materials, have limited shelf life due to self-discharge, and can result in mucosal injury [19]. Hence, there is a continued desire to explore alternative sources for ingestible electronics, particularly as the circuits scale to lower average power.
One potentially promising alternative is the electrochemical energy stored in a bio-compatible galvanic cell that activates upon contact with gastric acid. Interest in bio-compatible galvanic cells has been rising in recent years, with a focus on (1) transient electronics that fully disappear at the end of their tasks [20], (2) electrolytes that are supplied on demand to extend the shelf life of the cell [21], (3) material selection for fully biocompatible and biodegradable cells [20, 21, 22, 23], and recently, (4) edible gastric-Mg-Cu cells, which can power near-field communication of medication compliance information to a body-worn patch for up to a few minutes [24]. Given the potential for these cells to act as a stable power source, we would like to explore their performance in a longer term electronic GI sensor that includes sensing and wireless communication.

A key challenge is the complexity and variability of the chemical environment of the GI tract. Currently there is a lack of data regarding the performance these ingestible batteries in vivo, particularly over the longer term and during normal gastrointestinal routines. Obtaining good quality measurements is challenging. Wired (tethered) measurements, while easier to perform, only provide a limited temporal window and do not capture performance during most gastrointestinal functions. This necessitates wirelessly-acquired in vivo data to predict the final performance of a device. Hence we seek to design and deploy measurement capsules in a large animal model in order to quantify the statistics of the available power and set specifications for a self-powered ingestible electronic sensor. In addition, based on these measurements, we seek to design and deploy a harvesting capsule which can harness the available power to perform sensing and wireless communication.

2.1.1 Organization

This chapter first presents the basic principles of harvesting using a bio-galvanic cell. Next, the experimental details and results are described in detail. The studies proceeded in three phases. The first phase was an evaluation of cathode and anode
material choices that would allow us to proceed to the design of a power harvesting system. The second was the design and deployment of a capsule to characterize the in vivo performance, independent of loading from energy harvesting circuits. The third was the design of a harvesting system to capture power from the cell and use it for sensing and wireless communication. A suitable large animal model for predicting performance in humans is the porcine GI tract [25], hence this model was used for all in vivo characterization. Furthermore, the recognized slow motility of the porcine GI tract [26, 27] allowed for multi-day measurements without additional design considerations.

2.2 Harvesting principle

A bio-galvanic cell consists of a redox couple formed by a dissolving metallic anode that experiences galvanic oxidation and an inert cathode that returns electrons to the solution. The electrolyte is a biological fluid which activates the cell on contact and is responsible for transporting reactants to the cell and products away from the cell in addition to conducting ions to maintain charge balance. A survey of recently described biogalvanic cells is shown in Table 2.1 highlighting the tested biological electrolyte and the anode and cathode material choices.

The basic galvanic oxidation reaction at the anode is given by:

$$X \longrightarrow X^{n+} + ne^- \quad (2.1)$$

where $X$ is a metal that dissolves into the electrolyte. Though a number of materials have been proposed as dissolving anodes, it is clear from the survey that the most prominent are magnesium and zinc. Contributing to their popularity are their low cost, ease of manufacturability, biocompatibility [32], and their relatively low position

---

1 The author gratefully acknowledges the assistance of Dr. Giovanni Traverso and his team in carrying out the in vivo studies.
<table>
<thead>
<tr>
<th>Ref</th>
<th>Application</th>
<th>Test electrolyte</th>
<th>Anode Mat.</th>
<th>Mechanism</th>
<th>Cathode Mat.</th>
<th>Mechanism</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lee, 2003</td>
<td>On-demand disposable microsystems</td>
<td>H₂SO₄</td>
<td>H₂O</td>
<td>Oxide Reduction</td>
<td>Fe</td>
<td>Catalysis</td>
</tr>
<tr>
<td>Lee, 2005</td>
<td>Home health-testing</td>
<td>Saline (PBS)</td>
<td>Fe, W, Mo</td>
<td>Dissolution</td>
<td>Cu/CuCl</td>
<td>Plating</td>
</tr>
<tr>
<td>Jimbo, 2008</td>
<td>Ingestible electronics</td>
<td>Sim. gastric fluid</td>
<td>Pd</td>
<td>Dissolution</td>
<td>Pt</td>
<td>Catalysis</td>
</tr>
<tr>
<td>Mostafalu, 2014</td>
<td>Ingestible electronics</td>
<td>Sim. gastric fluid</td>
<td>Pd</td>
<td>Dissolution</td>
<td>Pt</td>
<td>Calciation</td>
</tr>
<tr>
<td>Yin, 2015</td>
<td>Biodegradable batteries</td>
<td>Saline (PBS)</td>
<td>Zn</td>
<td>Dissolution</td>
<td>Pt</td>
<td>Catalysis</td>
</tr>
<tr>
<td>Hafezi, 2015</td>
<td>Implanted MEINS</td>
<td>Sim. body fluid</td>
<td>Zn</td>
<td>Dissolution</td>
<td>Cu/CuCl</td>
<td>Plating</td>
</tr>
<tr>
<td>V. A. She, 2015</td>
<td>Implanted WEI NS</td>
<td>On-demand disposable</td>
<td>Zn</td>
<td>Dissolution</td>
<td>Cu/CuCl</td>
<td>Plating</td>
</tr>
<tr>
<td>Hafezi, 2015</td>
<td>Ingestible event monitor</td>
<td>Sim. gastric fluid</td>
<td>Zn</td>
<td>Dissolution</td>
<td>Pt</td>
<td>Calciation</td>
</tr>
<tr>
<td>Mostafalu, 2014</td>
<td>Ingestible electronics</td>
<td>Sim. gastric fluid</td>
<td>Zn</td>
<td>Dissolution</td>
<td>Pt</td>
<td>Calciation</td>
</tr>
<tr>
<td>Hafezi, 2015</td>
<td>Home health-testing</td>
<td>Sim. gastric fluid</td>
<td>Zn</td>
<td>Dissolution</td>
<td>Pt</td>
<td>Calciation</td>
</tr>
<tr>
<td>Hafezi, 2015</td>
<td>Other systems</td>
<td>Sim. gastric fluid</td>
<td>Zn</td>
<td>Dissolution</td>
<td>Pt</td>
<td>Calciation</td>
</tr>
</tbody>
</table>

Table 2.1: Survey of recently published galvanic cells targeted for biological electrolytes.
in the electrochemical series [33].

As for the cathode, in most cases it does not participate in the reaction, but rather, catalyzes reactions on its surface. As previous studies have noted [20, 34], the reactions are generally either hydrogen gas evolution or the reduction of dissolved oxygen gas, depending on the pH of the solution. Both are usually limited by mass-transport conditions. The relevant cathodic reactions are given by:

\[
2 \text{H}^+ + 2e^- \leftrightarrow \text{H}_2 \tag{2.2}
\]

\[
\text{O}_2 + 2\text{H}_2\text{O} + 4e^- \leftrightarrow 4\text{OH}^- \tag{2.3}
\]

Cathodes of noble metals such as gold, platinum, and palladium are more efficient catalysts and are preferred, for example, in electrochemical experiments due to their stability. Other metal choices such as iron, tungsten, molybdenum, and copper lack the same level of stability, but nevertheless, possess catalytic activity, have lower cost, and have been successfully demonstrated in bio-galvanic cells.

The final performance of the cell is a strong function of environmental conditions that change significantly during normal gastrointestinal routines. For example, the pH, chemical composition, and heterogeneity of the stomach contents vary considerably throughout the day [35]. Hence there is a need to obtain the performance of the cell directly by in vivo measurement characterization.

### 2.3 Electrode characterization

#### 2.3.1 Cathode characterization

A suitable cathode can be made of pure copper metal, which has shown repeated use as an inexpensive cathode in experiments with zinc cells [36]. To quantify the degree to

---

2Detailed information on the electrochemical behaviour of copper in chloride solutions can be found in [37].
which the copper cathode deviates in performance compared with the idealized case of using a noble metal, we conducted short-term (tethered) in vivo measurements comparing to palladium cathodes in a porcine stomach.

**Experimental details**

*In vivo* porcine studies were performed in female Yorkshire pigs aged between 4 and 8 months and weighing approximately 45-50 kg. All procedures were conducted in accordance with the protocols approved by the Massachusetts Institute of Technology Committee on Animal Care. On the day of the procedure the animals received induction of anesthesia with intramuscular injections of Telazol (tiletamine/zolazepam) 5 mg/kg, xylazine 2 mg/kg, and atropine (0.04 mg/kg), and were intubated and maintained on inhaled isoflurane 1-3%. Prior to the procedure the animals were placed on a liquid diet for 48 hours and were fasted overnight immediately prior to the procedure. The electrodes were fabricated as detailed in Section 2.3.2, attached to wires, and fixed via thermoplastic adhesive to opposite sides of a 3D-printed post (30 mm long, 3.8 mm diameter) for easy mounting on an endoscope for guidance into the stomach and duodenum. The electrodes were connected to a source meter (Keithley 6430) by a 3 m long cable which passed through the lumen of the endoscope. The source-meter applied the specified current density steps and performed electrode voltage measurements from outside the animal.

**Results**

Figure [2-1] shows the results of the cathode characterization measurements, where the difference in peak power level is about $3 \times$ and difference in peak power voltage about 50 mV. This experiment confirms that the achieved power and voltage level with the copper cathode is within the same order of magnitude as that which would be obtained from an ideal noble metal catalyst. For comparison, the dashed lines demarcate the design limits (scaled to 30 mm $\times$ 3 mm electrodes) for continuous operation of a
commercial energy harvester IC from Texas Instruments, the BQ25504, which was used for the experiments in Section 2.5.

Figure 2-1: Comparison of palladium and copper cathodes in a porcine stomach: (a) electrode configuration, (b) example measurement sweep, (c) peak power extracted during each sweep, and (d) electrode voltage at the peak extracted power. The individual data points in c and d represent independent sweeps conducted approximately every few minutes.

2.3.2 Anode characterization

Next, in vitro comparison of the anodes for longer term (1 week) power harvesting were performed. The standard state reduction potentials for magnesium and zinc are $E_{\text{red.} \text{Mg}} = -2.37 \text{V}$, and $E_{\text{red.} \text{Zn}} = -0.76 \text{V}$ respectively. The higher reduction potential for magnesium generally translates to higher cell voltage and higher power availability in a cell, however at the same time, the self-corrosion is more problematic. Self-corrosion, in addition to limiting the lifetime of the electrode, also results in depolarization of the electrode potential to the corrosion (or mixed) potential, which
CHAPTER 2. POWER HARVESTING IN THE GI TRACT

reduces the measured potential from its idealized open circuit (equilibrium) point. A side-by-side comparison of magnesium and zinc performance was performed in order to quantify the differences between the two electrode types.

Experimental details

Electrodes were created from pure metal foils (Alfa Aesar, 0.25 mm thick) and cut to the specified length and width dimensions to within ±10%. Attachment of the zinc and copper electrodes to copper wires was performed by soldering, whereas magnesium, which is not solderable, was attached with 2-part silver conductive epoxy. Electrodes were attached to wires and placed side-by-side (3 mm separation) on a polystyrene support and fixed using 2-part epoxy, with 10 mm electrode length exposed. The electrode pairs were submerged in a pH 4 buffer solution (Fluka Analytical 33643) used to mimic the acidity of the stomach environment. A load was connected to the cell and swept from 50 kΩ down to 150 Ω in 255 steps (2 s per step), and these sweeps were repeated every 10 minutes for 7 days. The electrode sweep methodology is the same as that which will be used for the characterization capsule studies and described in greater detail in Figure 2-4.

Results

The anode comparison results are shown in Figure 2-2. Figure 2-2b shows the peak power point measured in each of the load resistance sweeps. Here, corrosion of the magnesium electrode is evident both in the more limited lifetime and in the dramatically lower cell potential compared to that which would be predicted by the reduction potentials of the two half reactions. In summary, the magnesium anode gave 1.2× higher cell voltage and 5.7× higher peak power density, but the zinc anode lasted much longer (more than 23×). These data do not necessarily represent energy delivered, since the load was not continuously connected. Nevertheless, they point strongly towards higher energy density for the zinc electrode due to the extended lifetime.
2.4 Measurements in vivo via characterization capsule

The next phase is a set of studies with a wireless capsule that measured the performance of the cell for extended periods of time in vivo. The capsule design was fully self-sufficient and wireless to avoid a tether to the outside that could reduce the practical measurement duration or impact the comfort or normal routines of the animal. At this stage, rather than jumping to harvested operation, a conventional coin-cell battery powered the capsule in order to avoid loading the electrodes with the demands of the circuitry during measurement. This allowed a precise characterization of the cell with a separate controllable load.

Figure 2-2: Comparison of magnesium and zinc and anode materials over 7 days. (a) electrode configuration, (b) measured peak power, (c) summary of voltage and power measurements.
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Figure 2-3: Measurements of the gastric battery in a porcine model via characterization capsule. (a) Diagram of the experimental setup. (b) Simplified architecture of the measurement system. (c) Photograph of the front and reverse sides of the characterization PCB along with the encapsulated PCB using epoxy and PDMS. The PCB includes the programmable load resistor (DCP), crystal (XTAL), microcontroller (µP), RF matching network (MATCH), and antenna. (d) Photograph of the encapsulated pill in contact with gastric fluid inside the porcine stomach. (e), (f), and (g): In vivo power characterization of a representative device (C4). (h): X-rays at two time points showing passage from the stomach to the small intestine and the corresponding drop in observed power. (i): Summary of the power characterization data for 5 deployed devices.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>5.71</td>
<td>0.148</td>
<td>0.88</td>
<td>0.195</td>
<td>0.98</td>
</tr>
<tr>
<td>C2</td>
<td>7.16</td>
<td>0.137</td>
<td>2.20</td>
<td>0.195</td>
<td>0.98</td>
</tr>
<tr>
<td>C3</td>
<td>7.26</td>
<td>0.127</td>
<td>2.20</td>
<td>0.195</td>
<td>0.98</td>
</tr>
<tr>
<td>C4</td>
<td>7.86</td>
<td>0.144</td>
<td>4.07</td>
<td>0.195</td>
<td>0.98</td>
</tr>
<tr>
<td>C5</td>
<td>0.88</td>
<td>0.185</td>
<td>4.07</td>
<td>0.195</td>
<td>0.98</td>
</tr>
</tbody>
</table>

Temperature (°C) vs. Time (d)

**Figure 2-3:** Measurements of the gastric battery in a porcine model via characterization capsule.
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Experimental details

The experimental setup, capsule design, implementation, and encapsulation are shown in Figure 2-3 (a), (b) and (c). The capsule was created using all commercial low-cost semiconductor parts and included an 8-bit digitally controlled 50 kΩ potentiometer \[38\] to set the load resistance of the cell, and a microcontroller system-on-chip \[39\] and its associated peripherals to run the system and transmit data packets. The microcontroller peripherals included a 10-bit analog-to-digital converter (ADC) that measured the electrode voltage, a temperature sensor, a wireless transmitter, and a processor that ran software code to control all of the functions. The printed-circuit-boards for the capsules were 4-layer FR4, with 1 oz copper metallization. The electrodes were manually soldered onto the PCB for protrusion outside the encapsulation. Encapsulation was performed as a 2-step process. Prior to PDMS molding, the boards were fully coated in 2-part epoxy (1 to 2 mm thick) to act as a sealant against moisture and prevent fluid from entering the device via the protruding electrodes. The outer layer was PDMS (Sylgaard 184, Dow Corning), selected for biocompatibility with the stomach environment and molded into a capsule shape to facilitate passage through the GI tract. The electrodes protruded through the back of the encapsulated device and were bent around towards the front and secured to the PDMS outer face of the capsule with 2-part epoxy.

To characterize the cell, the software was programmed to count down through all 256 codes of load resistance and take voltage measurements at each of these points (50 kΩ down to 150 Ω in 255 linear steps, one step per 2 s). Figure 2-4 describes further details on the load sweep methodology used to characterize the cell. The data, which included electrode voltages at each of the 256 resistor-codes and the temperature sensor measurements are transmitted as an FSK-modulated, +10 dBm, 900 MHz wireless signal. A commercial transceiver evaluation board (SmartRF TrxEB, Texas Instruments) was used to receive the 900 MHz FSK packets transmitted from the capsules. The board and its antenna were mounted above the steel cage area that housed the
animals (about 2 m above the ground). The transceiver board was connected via USB cable to a laptop that saved the raw packet information for later offline processing in MATLAB.

All procedures were conducted in accordance with the protocols approved by the Massachusetts Institute of Technology Committee on Animal Care. *In vivo* porcine studies were performed in female Yorkshire pigs aged between 4 and 8 months and weighing approximately 45-50 kg. The porcine model was specifically selected given prior observations noting slower transit time and thereby providing the capacity for extended residence of a macroscopic device in the GI tract [26, 27]. Animal sample size was guided by prior work demonstrating proof-of-concept studies with gastrointestinal drug delivery and sensor systems [14, 40, 41]. *In vivo* experiments were not blinded or randomized. Prior to administration of the prototypes the animals were placed on a liquid diet for 48 hours. The animals were fasted overnight immediately prior to the procedure.

For the deployment of the capsule prototypes the animals were also sedated with the intramuscular injections as noted in Section 2.3.1. The esophagus was intubated and an esophageal overtube placed (US Endoscopy). The prototypes were delivered directly to the gastric cavity or endoscopically placed in the small intestine through the overtube. Prototypes were followed with serial x-rays. A total of 5 stomach-deposited characterization devices were evaluated in 5 separate pig studies. One device (C1) was retrieved early from the small intestine after passage through the pylorus. Two devices malfunctioned towards the end of two experiments due to eventual leakage in the PDMS/epoxy encapsulation: one after 7.1 d of measurement but prior to reaching the small intestine (C2), and one after 10.1 d of measurement with 2.1 d spent in the small intestine (C4). Two devices (C3 and C5) recorded all the way to exit. The 4 devices reaching the small intestine exhibited significant power density drops co-inciding with extra gastric location. Three additional characterization devices (C6 to C8) were deployed directly into the duodenum to confirm the power
density differential, all of which recorded from deposition until exit.

Results

The measurement capsules (C1 to C5) were initially deployed in five animals and the results for these studies are summarized in Figure 2-3 (e) to (i). Due to the recognized slow motility of the porcine GI tract \cite{26, 27} and the size of the capsule, the devices were retained in the animal for 7 days to 10 days without additional design considerations. In addition, the data were collected as the animal performed its normal daily routines. The traces in Figure 2-3 (e) to (g) correspond to an example device, and show the electrode voltage measured at the point of maximum power density for each load resistance sweep, as well as the associated peak power density level, and the temperature recorded by the temperature sensor. Figures 2-5 to 2-7 describe the full data and statistics obtained from these measurements. Across all five capsules, the mean time for which power was available, the mean $P_{\text{max}}$, and mean voltage at $P_{\text{max}}$ were 5.0 d, 1.14 $\mu$W/mm$^2$ and 0.149 V respectively.

Interestingly, by correlating the anatomic location of the capsule determined through serial x-rays, we demonstrated that the peak power drops significantly after passage through the pylorus to the small intestine, while the voltage experiences only a slight reduction of a few 10's of mV. Figure 2-3 (f) and (h) show an example of this correlation. To confirm this observation, we deployed 3 devices (C6 to C8) directly into the small intestine and tracked their passage through the colon until exit. The three devices showed an average of about 13.2 nW/mm$^2$ of peak power density and the power remained between 1 to 100 nW/mm$^2$, throughout the passage time until exit (see Figures 2-5 to 2-7 for the full data and statistics from all studies).
Figure 2-4: Cell characterization using load sweep, including example in vivo waveforms. (a) Flow diagram for the measurement micro-code used for the load sweep. (b) Resultant sweep of the load resistance. (c) Example measured voltage across the electrodes for the load resistance supplied in (b). (d) Measured power density versus electrode voltage calculated from (b) and (c). (e) Packet structure used to send measurement results.
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### Table 2-5: Summary of power and voltage levels measured with the characterization capsule in a porcine model.

<table>
<thead>
<tr>
<th>Device</th>
<th>Deposit Location</th>
<th>Electrode Length</th>
<th>Time(^1) (T)</th>
<th>Average during T</th>
<th>Peak Power</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Volt. at Peak Power</td>
<td>[(\mu W/mm^2)]</td>
</tr>
<tr>
<td>C1</td>
<td>Stomach</td>
<td>30 mm</td>
<td>5.71 d</td>
<td>0.148 V</td>
<td>0.98</td>
</tr>
<tr>
<td>C2</td>
<td>Stomach</td>
<td>10 mm</td>
<td>7.16 d</td>
<td>0.127 V</td>
<td>1.07</td>
</tr>
<tr>
<td>C3</td>
<td>Stomach</td>
<td>10 mm</td>
<td>3.20 d</td>
<td>0.135 V</td>
<td>1.58</td>
</tr>
<tr>
<td>C4</td>
<td>Stomach</td>
<td>10 mm</td>
<td>7.86 d</td>
<td>0.144 V</td>
<td>0.88</td>
</tr>
<tr>
<td>C5</td>
<td>Stomach</td>
<td>10 mm</td>
<td>0.88 d</td>
<td>0.185 V</td>
<td>1.21</td>
</tr>
<tr>
<td>C6</td>
<td>Small Int.</td>
<td>10 mm</td>
<td>3.01 d</td>
<td>0.102 V</td>
<td>0.0138</td>
</tr>
<tr>
<td>C7</td>
<td>Small Int.</td>
<td>10 mm</td>
<td>2.90 d</td>
<td>0.090 V</td>
<td>0.0121</td>
</tr>
<tr>
<td>C8</td>
<td>Small Int.</td>
<td>10 mm</td>
<td>2.27 d</td>
<td>0.101 V</td>
<td>0.0136</td>
</tr>
</tbody>
</table>

\(^1\) Time of passage to the small intestine, estimated as the duration after which the measured peak power level remained below 0.20 [\(\mu W/mm^2\)].

\((C2)\) Device malfunctioned before passage to the intestine. The total available measurement duration of 7.16 d is used.

\((C6, C7, C8)\) Total measurement duration until the capsule exited the body.

Figure 2-5: Summary of power and voltage levels measured with the characterization capsule in a porcine model.
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Figure 2-6: Measured peak power density ($P_{\text{max}}$) and source voltage (obtained at the peak power, $V_{P_{\text{max}}}$) for five capsules deposited in the stomach (C1 to C5) and three capsules deposited in the small intestine (C6 to C8). The sampling rate is one sample every 576 s and the data are time-averaged into bins of size $t = 1$ h. The dashed lines in C1 to C5 indicate the times at which x-rays were taken: “G” indicates when the capsule was determined to be in the gastric cavity and “I” indicates the capsule was in the intestine.
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Figure 2-7: Summary statistics for the data shown in Figure 2-6. (a) Source voltage at peak power, and (b) Peak power. The statistics are calculated after time-averaging into bins of size $t = 1$ h and considering the durations specified in Figure 2-5. Shown are the median (red center-line), inter-quartile-range (blue box), largest and smallest points within $1.5 \times$ IQR (error bars), outliers beyond $1.5 \times$ IQR (red crosses), and number of samples per measurement (N).
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2.5 Harvesting *in vivo* via self-powered capsule

The final phase was the design of an energy harvesting capsule to capture the power from the zinc-copper cell and use it for sensing and communication. The harvested power was used for all functions of the capsule, which includes temperature measurement, software control, and wireless transmission to a basestation located 2 m away. We used a commercial energy harvesting boost-converter IC [42] to take energy directly from the cell at low voltage (0.180 to 0.275 V) and boost it onto a temporary storage capacitor at a higher voltage (between 2.2 and 3.3 V) for use by the circuits. The system block diagram and encapsulated sensor device are shown in Figure 2-8 (b) and (c). The next section describes further details of the experimental set-up and procedure.

**Experimental details**

Figure 2-8(c), shows the waveforms obtained from the capsule via bench-top measurement and illustrate the steady-state behavior. To avoid the use of a separate voltage reference, the system regulates the input voltage to a fixed fraction of the output using resistors R1 and R2. This fraction was fixed to 1/12th as a compromise between harvesting as close to the maximum power point measured in Section 2.4 (150 mV) as possible while avoiding the steep drop in converter efficiency that occurs below 200 mV at 100 μA input current [42]. As the storage capacitor voltage varied from 2.2 V to about 3.3 V during steady state operation (to be described next), the selected fraction kept the input voltage regulated to between 180 and 275 mV.

Initially the microcontroller is in the off-state since the switch controlled by the OK signal is de-activated. When energy is available at the input, the output voltage increases due to charging of the storage capacitor. The microcontroller supply is activated via the OK switch once the output voltage reaches 3.2 V. The high-end of the output voltage range is 3.3 V, which is also configured using the converter. If the
Figure 2-8: Demonstration of the gastric cell powering temperature measurement and wireless transmission in a porcine model. (a) Architecture of the harvesting system. (b) The fabricated system PCB, front and reverse sides, along with the encapsulated PCB using epoxy and PDMS. The front side shows the energy harvesting chip, the crystal, the matching network for the antenna and the wireless microcontroller. The reverse side shows the storage capacitor, the inductor connected to the energy harvesting chip as well as the antenna and a power switch. (c) Bench-top demonstration of the operation of the system \( I_{\text{in}} = 400 \mu\text{A} \), the top trace is the voltage measured at the input of the harvester, the middle trace is the voltage measured on the storage capacitor, and the bottom trace indicates when packet data is being transmitted. (d) X-ray image showing the capsule in the porcine stomach for \textit{in vivo} testing. (e) \textit{In vivo} measurements of the operation of the board, including the estimated average power harvested by the board in \( t = 1 \) h windows versus time, as well as the overall average power (red line). (f) \textit{In vivo} measurement of the body temperature performed using the harvested power. (g) Received signal strength indication (RSSI) at the receiver for packets transmitted from the body using harvested power. (h) Summary of the performance of three deployed devices.
energy is no longer available, the output voltage begins to decline and de-activation of the microcontroller via the switch occurs if the output voltage drops below 2.2 V. Hence the overall range of operation of the microcontroller is between 2.2 to 3.3 V.

Once the microcontroller is activated, it transmits packets, containing temperature measurement data, at a variable rate depending on the input power. The system regulates the rate by periodically sampling the voltage on the storage capacitor to determine whether to send a packet or wait for more energy to be harvested. If the sampled voltage is below 3.0 V, the system enters a low-energy sleep mode for 4 s before attempting to sample again. If the voltage is above 3.0 V, the system transmits a packet, which results in the instantaneous drop in voltage shown in Figure 2-8(c) due to the large amount of energy used in packet transmission. The full algorithm used to control sensing and packet transmission is shown in Figure 2-9.

Each packet is 176 bits long including preamble and headers and is transmitted at 50 kbps, resulting in a 3.5 ms packet transmitted at +10 dBm at 900 MHz using FSK modulation. Since packet transmission is the dominant energy consumer, we used the number of transmitted packets in a given window length $t_{window}$ to estimate the overall amount of energy delivered to the load. 

Ex vivo, a source-meter was used to characterize the energy consumed by the capsule in transmitting each packet as a function of the system $V_{DD}$, $E_{pkt} = f(V_{DD})$. Then during the in vivo experiment, the number of packets transmitted during a given interval was used to determine the average power $P_{sys,avg}$ delivered to the load using:

$$P_{sys,avg} = \frac{1}{t_{window}} \sum_{\text{all packets } m}^{\text{transmitted in } t_{window}} E_{pkt}(V_{DD}[m]). \quad (2.4)$$

where $V_{DD}[m]$ was the measured system $V_{DD}$ at the beginning of each packet transmission. To obtain an accurate packet count despite the possibility of dropped packets, we also transmitted an internally generated packet count to the basestation along with the other measurements.
Three self-powered temperature recording devices (D1 to D3) were evaluated in three separate in vivo studies in pigs. All three self-powered devices were deployed in the gastric cavity. The animals were prepared for the experiment in accordance with the procedures detailed in Section 2.4. Before placing the devices, the electrodes were temporarily supplied with 3 V from an external source in order to guarantee cold-start of the harvester and to obtain a temperature reading from the room for offline calibration of the temperature measurement data. While in place animals were maintained on a liberalized diet.

Temperature calibration was performed by first obtaining a 2-point temperature calibration on single device in accordance with the procedure detailed in [43], and then using the 1-point room-temperature calibration point obtained prior to each experiment as noted above in order to correct the device-to-device offset.

Results

The system was deployed in three animals and the results are summarized in Figure 2-8. Figure 2-8(e) shows the power delivered from the cell to the load using Equation (2.4), with $t_{\text{window}} = 1\text{h}$, Figure 2-8(f) shows the measured temperature sensor data, and Figure 2-8(g) shows the RF signal strength seen by the receiving basestation for each packet. On average, packets were received in 91\% of the 1h slots. The table in Figure 2-8(h) summarizes the key measured results for the self-powered capsules, where the devices operated for a mean of 6.1 days, delivering an average power of 0.23 $\mu$W per mm$^2$ of electrode area to the load, and transmitting packets with temperature measurements every 12 seconds. The lower average power compared to the characterization studies can be attributed to the efficiency of the converter (below 60\% for $V_{IN} = 0.2\text{V}$, $I_{IN} < 100\mu\text{A}$) and due to harvesting at higher than the maximum power point. The energy density extracted from the electrodes, normalized to the total electrode volume (30 mm x 3 mm x 0.5 mm), averaged across the three studies was 224 mJ/mm$^3$. The full measurements and statistics from all
experiments are shown in Figures 2-10 and 2-11.
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Figure 2-9: Energy harvesting demonstration setup. (a) Flow diagram for the microcontroller code. (b) Illustration of the starting and stopping of the microcontroller code based on the storage voltage relative to the hysteresis levels set by the energy harvesting IC. (c) Measured energy consumption for a packet versus storage voltage level. (d) Packet structure.
Figure 2-10: Self-powered measurements from three harvesting capsules (D1 to D3) deposited in the stomach. Top plot: average power delivered to the system load, estimated using the number of transmitted packets. Middle plot: temperature measurement result. Bottom plot: RF signal strength at the receiver basestation. All data are captured at the variable arrival rate of the packets (every 12s on average) and then time-averaged into bins of size $t = 1\, \text{h}$ for display.
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<table>
<thead>
<tr>
<th>Dev.</th>
<th>Deposit Location</th>
<th>Electrode length</th>
<th>Time</th>
<th>Average</th>
<th>Total energy density</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(w = 3mm)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Packet interval</td>
<td>Power delivered</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>[uW]</td>
<td>[uW/mm²]</td>
</tr>
<tr>
<td>D1</td>
<td>Stomach</td>
<td>30 mm</td>
<td>6.82 d</td>
<td>15.7 s</td>
<td>13.6</td>
</tr>
<tr>
<td>D2</td>
<td>Stomach</td>
<td>30 mm</td>
<td>6.61 d</td>
<td>14.0 s</td>
<td>16.0</td>
</tr>
<tr>
<td>D3</td>
<td>Stomach</td>
<td>30 mm</td>
<td>4.73 d</td>
<td>6.8 s</td>
<td>32.0</td>
</tr>
</tbody>
</table>

Figure 2-11: Summary of self-powered measurements obtained with the harvesting capsule in the porcine stomach. (a) Overall summary, and (b) summary statistics for the power obtained in Figure 2-10 using the same definitions as Figure 2-7.
2.6 Discussion

Ingestible electronics have an expanding role in the evaluation of patients \[44\]. The potential of applying electronics or electrical signals for treatment is being explored \[45\] and the potential for long term monitoring and treatment is being realized through the development of systems with the capacity for safe extended gastrointestinal residence \[40, 46\]. Energy alternatives for GI systems are needed to enable broad applicability, especially given size and biocompatibility constraints coupled with the potential need for long-term power sources and low cost systems.

Here we report the characterization of a galvanic cell composed of inexpensive biocompatible materials, which are activated by GI fluid. We have demonstrated energy harvesting from the cell for up to 6 days (average power 0.23 $\mu$W/mm$^2$) and using this energy we have developed a self-powered device with the capacity for temperature measurement and wireless transmissions. The device we have fabricated could be rapidly implemented for the evaluation of core body temperature and for the evaluation of GI transit time given the differential temperature between the body and the external environment.

Furthermore, we have demonstrated the capacity for harvesting from across the GI tract including stomach, small intestine and colon. Interestingly the available power density ranged between a few $\mu$W/mm$^2$ down to a few nW/mm$^2$ across the GI tract. This observation, specifically the significant difference between gastric and extra gastric density will guide future development of gastrointestinal resident electronic power harvesting systems according to their targeted anatomic location. Research in ultra-low-power electronics continues to push the boundaries of the average power consumption, and already provides a range of options for circuits that could be adapted for use in GI applications at the nanowatt level, for example, energy harvesters (for sub-10nW available power \[47, 48, 49\]), ADCs and signal acquisition circuits (under 10nW \[50, 51\]), far field wireless transmitters (under 1nW standby \[52\]), and mm-scale sensor nodes with sensing, processing (sub-nW standby \[53\]). Such systems
could allow the electrode area to scale to a millimeter or two on a side, and could enable broad applications for extended power harvesting from alternative cells for long term monitoring of vital signs \[14\] and other parameters in the GI tract. This is particularly relevant given the introduction of devices that are deployed endoscopically \[51\] or self-administered and have the capacity to reside in the gastric cavity for prolonged periods of time \[40\].

One limitation in this study is the design of the electrochemical cell. Our focus was on performing fully wireless in vivo measurements over longer periods of time compared to previously reported cells. However, additional effort should be applied to improve the voltage and power of the cell design. For example, one option is to integrate membranes to improve proton exchange \[30\] while controlling corrosion of the electrodes \[55\]. Another may be to adopt recently described melanin batteries for edible applications, which have shown high power density \[23\]. In addition, further improving the efficiency of low-voltage boost converters to ultra-low power levels will facilitate demonstration with smaller electrode areas (approaching 1 mm $\times$ 1 mm), allowing harvested operation across the entire GI tract. One additional area of research development will include the development of systems that can be safely retained in the GI tract to enable self-powered monitoring on the order of weeks, months or even years following a single ingestion.

2.7 Contributions

This section of the thesis contributes a number of in vivo measurements of energy harvesting from a bio-galvanic cell placed in the gastrointestinal tract. By using a wireless capsule to perform long term cell characterization, the work in this thesis demonstrates that the cell can deliver an average of about 1.1 $\mu$W per mm$^2$ of electrode area at 150 mV for up to 5 days (average over 5 studies). Furthermore, the work demonstrates that the cell is capable of delivering power in the intestine, about
13 nW/mm$^2$ on average (measured for 2.7 days, average over 3 studies). Finally, the work demonstrates the design of a harvesting capsule capable of harnessing the energy from the cell and using it for wireless communication of temperature measurements from inside the body. In this set of studies, the capsule delivered 0.23 $\mu$W/mm$^2$ for 6.1 d, with a total delivered energy of 224 mJ per mm$^3$ of electrode volume (average over 3 studies).
Chapter 3

Ultra-low energy oscillator

3.1 Background

In systems limited to nW and sub-nW average power, the timer/oscillator is often an essential component and should be kept well below 1 nW so as not to significantly impact the system efficiency. For example, a pW-level oscillator is required to wake up a sensor-node from sleep mode (550 pW retention state [53]), operate negative-voltage charge pumps that maintain the low-leakage sleep state of a radio (400 pW [56]), or generate slow clocks for very low power active modes in processors or ADCs (300 pW [57] and 600 pW [58] respectively). As low-leakage and aggressive duty-cycling techniques improve, the ability to reduce the oscillator’s average power contribution will become even more important to the system budget.

In many of the systems described above, a minimum frequency may be required in order to achieve some performance metric, for example, a minimum resolution on a timer or ADC, or minimum speed of a processor or charge pump due to load requirements. Under this constraint, the average power of the oscillator can be lowered by reducing its energy per cycle, given by $E_{cycle} = P_{avg}/F_{osc}$. Moreover, the requirements of the system may be dynamic. For example, the speed of the processor may scale depending on the incoming data, or the speed of the charge pump may be dictated
by changing load requirements. Here it would also be desirable for the average power of both the system and the oscillator to scale linearly with the desired speed (ie. constant energy per cycle) to maintain roughly constant energy per “operation” across differing load requirements.

One of the challenges in designing such an oscillator is that the average energy per cycle does not scale very well across frequency. For example, if the design space for relaxation oscillators is visualized in terms of average power versus output frequency as shown in Figure 3-1, we can see two distinct groupings of designs. The first consists of nW-level oscillators operating at kHz frequencies and achieving sub-10pJ/cycle. The second is a collection of Hz and sub-Hz oscillators that consume from a few nW to sub-pW depending on the selected topology and system requirements; however, all of these designs consume greater than about 10pJ/cycle in energy. Designing Hz-level oscillators at sub-10pJ/cycle is challenging for a number of reasons, not the least of which is the difficulty in generating extremely slow time constants compared to the speed of the process (milliseconds vs. nanoseconds) without being wasteful in energy due to short-circuit currents or overhead circuit power. In addition, temperature sensitivity requirements\(^1\) necessitate the use of additional, and potentially more power-consuming blocks, such as current and voltage references that track each other\(^5\), analog comparators for determining threshold crossing times\(^6\), calibration to higher-power, more accurate oscillators\(^6\), or calibration to a temperature sensor\(^6\).

The oscillator in this work is envisioned as a wake-up clock for a nW-level in vivo bio-chemical monitoring system, hence it should consume in the pW-level to maintain system energy efficiency. Since the desired wake-up rate is on the order of minutes and since the external basestation can perform accurate timestamping, the margin on the nominal frequency and stability of the oscillator is relaxed within about 2×. In addition, the low amount of temperature variation in this system allows for energy

\(^1\)see Table 3.1 towards the end of the chapter for temperature sensitivity data for the oscillators in Figure 3-1
Figure 3-1: Design space for recently published low power relaxation oscillators.

per cycle as the primary optimization goal as opposed to tight temperature stability. An oscillator under these constraints need not only be used in a biological system but could also serve a wide variety of other purposes, for example in charge pumps, event monitoring, slow digital clock sources, or as a coarse wake-up timer, where stability requirements are relaxed, but low-energy per cycle is desirable to maintain system efficiency.

In this work, we would like to address the challenge of creating a pW-level oscillator architecture that targets sub-10 pJ/cycle. The issues to be addressed are minimizing the short circuit current, creating a low-energy control/handshaking scheme to sustain oscillation, and managing or eliminating the average power of the ancillary functions (voltage threshold, current reference) in order to create an overall energy-efficient oscillator. To that end, we present a 3-stage relaxation oscillator structure which consumes only dynamic switching $CV_{dd}^2$ energy across a wide range of $V_{dd}$, and offers one of the lowest reported energy per cycles for relaxation oscillators (0.23 pJ/cycle at
0.6 V). A dynamic structure, similar to [68] is proposed as the core oscillator, which is then combined into a 3-stage architecture to generate the required handshaking to sustain low energy oscillation. The core oscillator is then demonstrated with a practical on-chip current reference which is duty-cycled to match the average energy of the core in order to obtain an overall low-energy oscillator system.

### 3.2 Architecture

The core of the oscillator consists of three delay stages arranged in series and is shown in Figure 3-2. Each stage generates a delay proportional to its input current when activated. At any given time, one stage is in the **Timing** or active state while another is in the **Done** state and the third is in **Reset**. In contrast to single stage designs which are typically used, the inclusion of the two additional stages and the corresponding states simplifies the creation of self-resetting behaviour that sustains the oscillation in an energy-efficient way. The delay stages are referenced, via a set of current mirrors, to an on-chip current source which will be described further.

Since the average power of the reference is much higher than the core power, duty cycling of the reference is used to lower the power and is accomplished by storing an analog voltage on capacitor C3 similar to what was done in [60]. The voltage on C3 is periodically refreshed in order to compensate for leakage through the switch M7. Since operation at low voltages such as $V_{dd} = 0.6$ V helps further reduce the overall power but compromises tracking speed due to the inability to strongly drive M7, a one-shot boost circuit generates a boosted ($1.5 \times$) voltage pulse which improves the refresh speed at 0.6 V by about $100 \times$. This extends the lower end of the range of $V_{dd}$ for which the circuit can be used.
3.3 Detailed design

3.3.1 Oscillator core

The detailed circuit for one element of the oscillator core is shown at the bottom of Figure 3-2. The basic delay is created by the small reference current $I_{ref}$ (nominally 400 fA) which discharges the capacitance $C_1$ until a threshold voltage $V_{trip}$ is reached. The delay time is given by

$$t_d = \frac{C_1(V_{dd} - V_{trip})}{I_{ref}},$$

where the value of $V_{trip}$ in this circuit is the voltage level at which M5 turns on strong enough to quickly flip the voltage on capacitor $C_2$, with assistance from the positive feedback of M3.

To create a self-sustaining oscillator, three delay elements are interconnected to obtain the handshaking scheme illustrated in Figure 3-3. Beginning with stage 1 in...
the Reset state, \(V_{P1}\) (Figure 3-2) is pre-charged to \(V_{dd}\) by M1 and \(V_{Q1}\), the following node, is discharged to ground by M6. During the Timing state, the current \(I_{ref}\) linearly discharges the device capacitance \(C1\) on node \(V_{P1}\). When \(V_{P1}\) approaches \(V_{trip}\), the subsequent dynamic node \(V_{Q1}\) (C2) charges rapidly (event 1) and the positive feedback through M3 strongly latches the timing event (2). The next timing cycle is triggered by the final node \(V_{R1}\), which first causes stage 3 to enter Reset (events 3 4 and 5), and in turn triggers stage 2 to enter Timing (event 6).

![Figure 3-3: Handshaking between the oscillator stages.](image)

In order to further describe the circuit, a simplified diagram of one stage is shown in Figure 3-4 along with a progression of diagrams (Figure 3-4 (a), (b), and (c)) that illustrate the energy reduction. Figure 3-4(a) shows the basic conventional design of a relaxation oscillator, where the delay time is set by the time it takes \(I_{ref}\) to discharge \(C1\). In the case of diagram (a), the trip threshold \(V_{trip}\) is the switching threshold of the inverter. The energy efficiency of this structure does not scale well across \(V_{dd}\) and different technologies since the slowly ramping input induces short circuit current in the inverter, as shown in Figure 3-5(a). In addition, since the trip threshold is defined by \(V_{dd}/2\), the frequency will have a built-in first-order dependance on \(V_{dd}\). In Figure 3-4(b) the inverter is replaced by a dynamic circuit, which sharpens the edge
of inverter I1 and improves the overall energy of the 3-stage core oscillator by 20× at 1.8 V. In this structure, the threshold level $V_{\text{trip}}$ now scales with the threshold voltage $|V_{t,p}|$ of M5 and is independent of $V_{dd}$ to first order. Essentially $|V_{t,p,M5}|$ acts as a “free” voltage reference in the process, allowing us to create an energy-inexpensive comparator, albeit with added temperature sensitivity. The addition of transistor M3 in Figure 3-4(c) adds positive feedback that latches the timing event more strongly and produces a sharper edge, with a further 22× improvement in energy at 1.8 V. Finally in Figure 3-4(d), transistor M4 is included so that the feedback from M3 and M5 is cut off during reset. This change provides a further 4× reduction in the energy at 1.8 V. The energy consumption of the oscillator core is now dominated almost exclusively by the $CV^2$ dynamic energy from 0.4 V up to 1.8 V, as suggested by the $E = kV^2$ curve in Figure 3-5(a), and an overall reduction of 1760× at 1.8 V is seen compared to the circuit in Figure 3-4(a). The simulation of Figure 3-5(b) further characterizes the energy by the different segments of the core oscillator circuit. Here we can see that the fraction consumed by the reference decreases at 1.8 V since it scales as $V_{dd}$ compared with $V_{dd}^2$ for the other terms.

**Temperature drift**

There are a few non-idealities that contribute to the temperature drift. Firstly the $V_t$ of M5 varies with temperature and has a direct impact on the trip point. In addition, any variation in the charging current will directly translate into a frequency shift. The simulated overall baseline temperature variation of the core oscillator across most of the temperature range (below 50°C) is roughly constant at 0.41%/°C. At greater than 50°C however, the relative leakage of the body diode of transistor M1 compared with body diodes of transistors M2, M3, and M4 begins to dominate the small charging current provided by $I_{\text{ref}}$ above 50°C, leading to a degraded frequency shift with temperature in that range. Since this effect is dependent on relative leakage, three levels of tuning are provided via $D_{\text{tune}}$ in order to vary the effective width of M1.
Figure 3-4: Simplified description of the core oscillator stage in steps including, (a) basic inverter thresholding, (b) addition of dynamic stage, (c) addition of positive feedback, (d) cutting off the feedback during reset.
3.3. DETAILED DESIGN

Simulated energy breakdown by section of circuit (d)

<table>
<thead>
<tr>
<th>Section</th>
<th>Symbol</th>
<th>Fraction of $E_{cycle}$ @ $V_{dd}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference</td>
<td>$V_{dd}I_{M2}/f$</td>
<td>24% 6%</td>
</tr>
<tr>
<td>Feedback</td>
<td>$V_{dd}I_{M3}/f$</td>
<td>6% 19%</td>
</tr>
<tr>
<td>Dynamic Inv.</td>
<td>$V_{dd}I_{M5}/f$</td>
<td>39% 44%</td>
</tr>
<tr>
<td>Static Inv.</td>
<td>$V_{dd}I_{I1}/f$</td>
<td>31% 31%</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>100% 100%</td>
</tr>
</tbody>
</table>

Figure 3-5: Simulated energy efficiency of (a) a full 3-stage core oscillator based on the single-stage primitive circuits from Figure 3-4 [a] though [d], and (b) breakdown of the energy consumption by section of circuit [d].
3.3.2 System with current source

The reference current to the stages can be supplied by any suitable low-power integrated source. The average current of the source should be kept under about 10 pA so as not to significantly impact the energy per cycle of the oscillator. Sub-V, leakage is generally thought to be inadequate since it varies by orders of magnitude with respect to process and temperature. However recent work is challenging this notion [69], showing dramatically improved performance using appropriate compensation, and hence this circuit could be used in the future. Gate leakage has also been demonstrated as a less than 10 pA current source for oscillators with reasonable stability across temperature using compensation [62]. However, gate leakage is vanishingly small in older processes, including the one used for this work, and hence it is difficult to use as a source in this case.

In this work we have used the $\beta$-multiplier (or Widlar-type) source, which can be constructed in most processes. While generating currents of a few pA with this source is difficult and would ordinarily require an extremely large resistor ($>10 \, \Omega$), we have designed the source for higher current (about 400 pA) using a smaller resistor (100 M$\Omega$) and achieved the desired average current (ie. <10 pA) using duty-cycling by up to 100×.

The detailed diagram and waveforms for the timing parameters are shown in Figure 3-6. During a refresh cycle, power gating transistor M8 (Figure 3-2) is turned on and the current in the reference is allowed to ramp up to its nominal consumption of 400 pA. A short time later, refresh transistor M7 is turned on to activate the current mirror and connect the storage capacitor C3. The amount of current feeding the 100:1 mirror is tuneable via the current-DAC controlled by $D_{ref}[5 : 0]$ and determines the speed of the oscillator. Once the voltage on C3 is refreshed and the desired speed of
the oscillator is achieved, M7 and the power gating transistor M8 are turned off, and the voltage held on C3 continues to run the oscillator until the next refresh cycle.

![Diagram](image)

Figure 3-6: Reference current generation: (a) detailed circuit, and (b) control waveforms (not to scale). Note that the startup circuitry is not shown.

**Overhead energy from current source**

The overhead energy contribution should be kept small, however lowering the energy, for example, by refreshing C3 less frequently, translates into accuracy loss. The average current consumed by the current source ($I_{avg}$) can be investigated using the
following expression (full derivation given in Appendix A):

\[ I_{\text{avg}} = I_{\text{src}} \cdot t_s \cdot I_{\text{leak,M7}} \cdot \frac{\Delta f}{f} \cdot C_3 \cdot n \cdot \frac{kT}{q} + m \cdot I_{\text{leak,M7}} \cdot \ln \left( \frac{1}{1 - \kappa} \right). \]  

(3.2)

The first term results from source’s active consumption \( I_{\text{src}} \) during its startup time \( t_s \), given a specification on the allowed fractional frequency deviation \( \Delta f/f \), with \( I_{\text{leak,M7}} \) as the leakage current through M7 in its off state, and \( n \) as the sub-threshold non-ideality factor. Here it can be noted that \( I_{\text{src}} \) is set by and is inversely proportional to the reference resistor \( R_{\text{src}} \) in Figure 3-6. The second term results from the source’s additional consumption during C3’s refresh period (\( t_r \)). The additional variables in this term are \( m \), the mirror ratio that represents the source’s consumption as a multiple of the desired bias current (i.e. \( m = I_{\text{src}}/I_{\text{bias}} \)), and \( \kappa \), which represents the fraction of settling achieved during the first-order charging of \( V_{C3} \) in each refresh cycle (e.g. for 99% settling, \( \kappa = 0.99 \)).

This expression leads to a few design guidelines:

1. The average current level (and hence the average power) required by the source is inversely proportional to the fractional frequency change \( \Delta f/f \) allowed by the system specification.

2. Assuming that the settling time of the current reference \( t_s \) is inversely proportional to its current consumption \( I_{\text{src}} \), then the first term is independent of the reference current level and hence is also independent of the reference resistor \( R_{\text{src}} \).

3. Although \( R_{\text{src}} \) has little impact on the average current contribution of the startup, the second term in Equation (3.2) (average current during refresh) reduces with \( m \). Therefore, for a given \( I_{\text{bias}} \), it is preferable to use the smallest possible \( m \), and hence the largest feasible resistor \( R_{\text{src}} \) in the current source. In our work we have opted for 100 M\( \Omega \).
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4. Minimizing the leakage current of the refresh transistor M7 is desirable since this improves both contributions in Equation (3.2).

5. A large value of the refresh capacitor C3 minimizes the first term. Here we have chosen a reasonable integrated size of 20 pF.

3.3.3 Boost circuit

Operation at 0.6 V would help to lower the average power in this design and would also extend the voltage range for which the circuit is useful, however it severely compromises the tracking speed since M7 cannot be driven strongly enough in our process, leaving the refresh time and overall energy efficiency to suffer. Hence a low-energy one-shot voltage booster was included (Figure 3-7 (a)) in order to drive M7’s gate to a higher voltage when the circuit is operating at $V_{dd}$ below about 0.9 V. The boost is generated by capacitive coupling through C4 and C5. In particular, the coupling through C5 reduces the amount of charge leaking away through the body diodes of M9 which helps to maintain the boosted voltage. When a pulse is required, M10 is turned off and M9 is turned on to pre-charge $V_{boost}$ to $V_{dd}$. In addition, the body of M9 charges through the body diodes. Once charged, M9 is turned off by a 0 to 0.6 V transition that capacitively couples to $V_{boost}$ and the body of M9, and thus maintains the boosted voltage. Figure 3-7 (b) shows the simulated boosted voltage, which remains near 0.9 V for at least the 3.6 s required to charge C3, and Figure 3-7 (c) shows a measurement of the improved speed of the track-and-hold with gate boosting, allowing the reference to be turned off quickly to save power.

3.3.4 Duty-cycle control

For flexibility in testing, the duty cycle of the reference and charging waveforms was controlled from off-chip using an FPGA, however it was also important to ensure that a controller implemented on the chip would not consume a significant fraction of the
average power of the system. The energy impact of the controller was estimated by simulating a design that was placed-and-routed with Cadence Encounter. The design consisted of a divide by 4 followed by 2-bit state machine and an 11-bit counter that timed a fixed number of divided oscillator cycles for each of the four required phases: (1) enabling the current reference (3 cycles), (2) pre-charging the boost circuit (1 cycle), (3) charging the current mirror (10 cycles), and (4) reference sleep (1600 cycles). The design was implemented in 375 gate equivalents and 3600 $\mu m^2$ in area and consumed 2 pW from 0.6 V in simulation.

### 3.4 Implementation and Measurement

A prototype containing the core, current reference, and boost circuit was implemented in a 0.18 $\mu m$ CMOS process (Figure 3-8). One copy of the full design consumed 0.18 mm$^2$ of area, 80% of which is taken by the current reference due to the polysilicon resistor. Each die also contained an additional copy of the full design, and four copies of the oscillator core to permit separate characterization of the core as well as measurement of within-die variation.
3.4. IMPLEMENTATION AND MEASUREMENT

3.4.1 Core-oscillator performance

In principle the oscillator structure is modular and can be driven by any source of reference current, hence we first characterized the performance independently from the on-chip source by driving in an $I_{\text{bias}}$ current from off-chip, with $I_{\text{ref}} \approx I_{\text{bias}}/100$. In the first set of measurements shown in Figure 3-9 (a,b,c), $V_{dd}$ is held constant at 0.6 V and $I_{\text{ref}}$ is swept from 0.1 pA to 1 nA. In (a) and (b), the power and frequency are shown to increase roughly linearly with the applied bias current and in (c) the oscillator core is shown retaining roughly constant energy efficiency of 100 fJ/cycle as the frequency scales from 18 Hz up to 1000 Hz. At 1.8 V, the sweep of $I_{\text{ref}}$ is widened and the oscillator retains about 1 pJ/cycle from roughly 100 Hz up to 300 kHz. The ratio of the measured energy consumed per cycle at 1.8 V and 0.6 V is about $10 \times$ across most of the frequency range, where $9 \times$ is expected from pure $CV_{dd}^2$ scaling, confirming that the majority of the loss is due to switching energy.

Next, Figure 3-9 (d) shows the measured supply sensitivity as $V_{dd}$ was varied from 0.6 V up to 1.8 V while driving a constant $I_{\text{ref}} = 0.4$ pA. The voltage sensitivity is reasonably low in the upper $V_{dd}$ range (average of 91 ppm/mV in the range 1.2 V to 1.8 V) as expected from the design insight. As the supply is reduced further, the supply sensitivity begins to deteriorate due to reduction in headroom as we approach
Figure 3-9: Measurements of the oscillator core circuit: (a) frequency and (b) power versus the reference current supplied, (c) energy per cycle across operating frequency, and (d) supply sensitivity.
0.6 V, motivating this choice as a lower $V_{dd}$ cutoff point for our characterizations in this section.

Next, an Allan deviation measurement was performed to characterize the frequency stability of the oscillator. This measurement captures the root-mean-square of the difference in frequency estimates computed in two successive time intervals versus the interval length [70]. Six hours of measurement data collected in an indoor office environment were used to compute the Allan deviation for $V_{dd} = 0.6$ V and $I_{ref} = 0.4$ pA, and the result is shown in Figure 3-10. The slope of the Allan deviation follows that of a white frequency noise process $\tau^{-1/2}$ below $\tau = 10$ s. For longer averaging times it begins to flatten due to flicker noise, reaching a minimum of around 120 ppm and climbing again after $\tau = 1000$ s due to the drift processes.

![Figure 3-10: Measured Allan variance ($V_{dd} = 0.6$ V, $I_{bias} = 40$ pA).](image)

The measured temperature variation of the core oscillator is shown in Figure 3-11 for $V_{dd} = 0.6$ V and 1.8 V. If we include the higher end of the temperate scale (above 60°C), where the body diode leakage discussed in Section 3.3.1 is active, then the difference between the best and worst choices of $D_{tune}$ is seen to improve the overall fractional frequency range of the oscillator by about 2×. To quantify and compare the baseline variation in the range $T = -30$ °C to 60 °C, the average temperature
sensitivity was calculated according to

\[ S_T = \frac{F_{\text{max}} - F_{\text{min}}}{F_{\text{avg}}} \times 100\% \times \frac{1}{\Delta T_{\text{range}}} \text{[\%/°C]}. \]  

(3.3)

The best case average temperature sensitivity in this range for the two measured \( V_{dd} \)'s was 0.34%/°C at 0.6 V and 0.45%/°C at 1.8 V.

![Graph (a)](attachment:image1)

![Graph (b)](attachment:image2)

Figure 3-11: Variation across temperature with externally supplied \( I_{\text{ref}} = 0.4 \text{ pA} \) and (a) \( V_{dd} = 0.6 \text{ V} \), (b) \( V_{dd} = 1.8 \text{ V} \).
3.4. IMPLEMENTATION AND MEASUREMENT

3.4.2 System performance

With the core circuit characterized, we then moved towards benchmarking the circuit with the integrated current source. Firstly, the tuning range of the system via the current-DAC was verified as 5 Hz to 160 Hz at 0.6 V.

Next, a fixed duty ratio \((t_s + t_r = 3.6 \text{s}, t_{tot} = 400 \text{s}, D = 0.9\%\) was used to control the system via the track and hold scheme. Figure 3-12 shows the performance, where the oscillator retained its frequency to within \(\pm 2\%\) before it was refreshed by the on-chip reference. The measured active power for the current reference was 244 pW (simulated leakage sub 0.01 pW). After a one-time start-up cycle, the reference was duty-cycled at \(D = 0.9\%\), resulting in an average power of 2.2 pW for the current reference. Combined with 2.0 pW from the core oscillator (at 18 Hz), the total measured power is 4.2 pW for the full system at 0.6 V, for an energy efficiency of 230 fJ/cycle. At 1.8 V, the average power consumption is 38 pW for an energy efficiency of 2.1 pJ/cycle.

For the temperature variation of the full system, Figure 3-13 shows the measured results compared against the core’s temperature variation. The average temperature variation of the system calculated using Equation (3.3) is 2.1 \%/°C at 0.6 V (0.85 \%/°C at 1.8 V). The third trace demonstrates the use of \(D_{ref}[5 : 0]\) to provide up to 6 bits of tuning for the on-chip current reference given a lookup-table with 10°C temperature resolution. This suggests possible improvement with the use of an integrated ultra-low energy temperature sensor if the designer is willing to spend more energy. As an quantitative example, the 2°C resolution sensor in [71] would add 2.8× energy overhead if it were used once per refresh cycle to calibrate the current reference.

The within-and between-die frequency variation for 15 chips is characterized in Figure 3-14 for both the core oscillator (4 copies per chip) and the integrated system (2 copies per chip). With \(I_{ref} = 0.4 \text{pA}\) supplied from off-chip, the standard deviation of the frequency is 5.5%, primarily due to the impact of \(V_t\) variation on the trip threshold. The integrated system’s standard deviation is 16.2% due to the additional
Figure 3-12: Fractional frequency variation of the duty-cycled system across time: (a) $V_{dd} = 1.8 \text{ V}$, (b) $V_{dd} = 0.6 \text{ V}$. 
variation in the on-chip reference current.

The measured results are summarized and compared against recently published state-of-the-art oscillators in Table 3.1 (the same oscillators are also shown in the plot of Figure 3-1). With the designs sorted in descending order of energy per cycle, the two distinct groupings of oscillators are visible, namely the lower frequency oscillators (less than 10’s of Hz) with higher energy per cycle (10’s to 100’s of pJ/cycle), versus the higher frequency oscillators (10’s to 100’s of kHz) and with lower energy per cycle (single digit pJ/cycle).

### 3.5 Contributions

We have presented an ultra-low energy oscillator based on the relaxation oscillator style. A dynamic logic structure and 3-stage handshaking scheme provide a reduction in the short-circuit currents and lead to quadratic ($CV^2$) scaling of the energy across $V_{dd}$. The oscillator also operates over a wide range of frequencies at roughly constant energy per cycle, allowing the frequency to scale with the application without
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>ISSCC 2009</td>
<td>130</td>
<td>0.6</td>
<td>180</td>
<td>900</td>
<td>22000</td>
<td>2.8</td>
<td>0.6</td>
</tr>
<tr>
<td>ISSCC 2013</td>
<td>65</td>
<td>1.0</td>
<td>3300</td>
<td>1100</td>
<td>27000</td>
<td>3.3</td>
<td>0.0</td>
</tr>
<tr>
<td>ISSCC 2014</td>
<td>65</td>
<td>1.0</td>
<td>1200</td>
<td>6500</td>
<td>20000</td>
<td>4.0</td>
<td>0.0</td>
</tr>
<tr>
<td>TCAS 2010</td>
<td>350</td>
<td>1.0</td>
<td>300</td>
<td>1100</td>
<td>10000</td>
<td>3.3</td>
<td>0.0</td>
</tr>
<tr>
<td>VLSI 2012</td>
<td>90</td>
<td>0.8</td>
<td>180</td>
<td>8000</td>
<td>150000</td>
<td>2.8</td>
<td>0.0</td>
</tr>
<tr>
<td>CICC 2012</td>
<td>130</td>
<td>1.0</td>
<td>180</td>
<td>2100</td>
<td>45000</td>
<td>1.8</td>
<td>0.0</td>
</tr>
<tr>
<td>This work (system)</td>
<td>180</td>
<td>0.6</td>
<td>180</td>
<td>2100</td>
<td>45000</td>
<td>1.8</td>
<td>0.0</td>
</tr>
<tr>
<td>This work (core)</td>
<td>180</td>
<td>0.8</td>
<td>180</td>
<td>2100</td>
<td>45000</td>
<td>1.8</td>
<td>0.0</td>
</tr>
<tr>
<td>This work (core)</td>
<td>180</td>
<td>0.8</td>
<td>180</td>
<td>2100</td>
<td>45000</td>
<td>1.8</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Table 3.1: Comparison of the presented design against state of the art low power oscillators.
Figure 3-14: Process variation of the core and oscillator system, both across and within dies measured at $V_{dd} = 0.6\,\text{V}$.

significant efficiency impact. The core 3-stage oscillator design requires only 18 transistors and provides the necessary control signals to drive a self-sustaining oscillation while maintaining the low energy consumption of 0.11 pJ/cycle at 0.6 V. We have also demonstrated the oscillator with a practical on-chip current reference which operates in a duty-cycled fashion to obtain an overall energy efficiency of 0.23 pJ/cycle at the nominal testing condition ($V_{dd} = 0.6\,\text{V}, I_{ref} = 0.4\,\text{pA}$).
Chapter 4

Low power ingestible blood sensor system

4.1 Background

Synthetic biology, applied through the techniques of genetic engineering, has demonstrated increasingly complex tasks inside living cells. For example, tasks normally associated with computation and signal processing in electronic circuits have been shown in cells, including digital logic gates and memory (2-input gates, 1-bit memory [72]), analog signal processing (log-domain addition, ratiometric, and power-law [73]), and oscillators ($T_{clk} = 13\text{ min}$ [74]). While the computational capabilities of cells are still far behind those of electronics, genetically engineered cells can be used for sensing tasks which would otherwise be difficult or impossible to perform with electronics alone. For example, engineered cells have been demonstrated in a wide variety of difficult sensing applications including cancers [1], antibiotics [3], sugars [4] and heavy metals [5]. Combining the sensing capabilities of whole-cell biosensors with the advanced processing capabilities of ultra-low energy CMOS could lead to a new class of

---

The bacterial cells used for the experiments in this chapter were developed by Mark Mimee, Sean Carim, and Timothy Lu.
inexpensive, low-power electronics for bio-chemical sensing in small and hard-to-reach places, such as the proposed ingestible sensor for bleeding in the GI tract.

There are a number of mechanisms to detect whether whole cell reporters have sensed their target, the most common of which are colorimetric, fluorescence, and luminescence readout \[75\]. Of these, luminescence stands out as the most appropriate choice for a low-power low-cost ingestible sensor since it does not require a light source, instead relying on the cells to generate and transmit their own light. Of the available options for bacterial photoluminescence, the bacterial luciferase (luxCDABE) operon from \textit{Photobacterium luminescens} is preferable due to its much higher thermal stability at 37°C compared with the more popular \textit{Vibrio fischeri} \[76, 77\], which is limited to <30°C.

The key challenge in designing an ingestible sensor remains the detection of the low level luminescence with low power consumption, as well as the packaging of all of the system components, including the cells, electronics, and power source, in a form factor suitable for ingestion. Broadly speaking, luminescence readout has been limited to equipment such as the plate reader or luminometer, both of which are large (centimeter to meter-scale) bench-top equipments that read luminescence from cultures using relatively high power consumption (watt-level). These devices contain a photon-counting multiplier tube for sensitive luminescence detection. There have been demonstrations of lower-power (milliwatt), and smaller form-factor readout systems, including a bioluminescent bioreporter integrated circuit (BBIC) \[78\], which demonstrated bioluminescence measurements of growing culture in a flow cell, and a bioluminescence lab-on-a-chip \[79\] for \textit{in vitro} luminescence-based assays. The goal of this work is to create a readout system that consumes even lower power, at the nanowatt level. For example, this power level would be low enough run from a small battery (such as a thin film source) or by fully harvested operation (Chapter 2). In addition, the device should utilize a small volume (<20μL) of cells, and the components should be appropriate for integration into an ingestible measurement system.
4.2 Proposed system

An ultra-low energy compact system for blood sensing can be created by combining the genetically engineered cells with an electronics readout platform. For sensing the presence or absence of blood, the heme molecule was selected as the target analyte. Heme is a major component of hemoglobin which is responsible for oxygen transport in blood. Given the recent characterization of heme-sensitive promoters, an avenue exists for blood sensing using cells [8, 9]. Heme is normally found inside blood cells but can be released into the surrounding fluid when the cells are lysed. Blood cells can be readily lysed, for example, in the low pH of the stomach, hence the extra-cellular concentration of heme is expected to be high in the environment considered for this system.

The proposed bacterial cell-based sensor for heme is shown in Figure 4-1a. The extra-cellular analyte heme is first brought inside the cell by an outer membrane receptor protein on the cell wall (ChuA). Once inside, it interacts with the repressor protein HrtR to permit the transcription of the lux operon and ultimately the production of light. All of the components necessary for the luminescence are produced autonomously by the cell.

The system concept is shown in Figure 4-1b. A small volume of cells can be contained in wells on top of the readout electronics and the cells are confined inside the device by a semi-permeable membrane with limited pore size. The pore size (220 nm) is selected so that the cells (>1 μm) remain inside the device, however, the biomarker of interest, heme, can diffuse across the membrane. The presence of heme triggers the cells to luminesce, sending photons to the electronic readout platform that should detect the luminescence and transmit a wireless packet with the detected luminescence to an external basestation.

As will be described in Section 4.3, a key characteristic of the sensor system is the slow (minutes to hours-long) time constants associated with the induction and

---

1 The heme carrying protein hemoglobin is only 5 nm in diameter [80]
luminescence production processes. This should be leveraged in order to create a low power design. To the extent possible, the analog signal conditioning should avoid costly continuous time amplifiers to perform the signal integration, instead relying on periodic sampling driven by low-overhead on-chip clock sources, such as the one presented in Chapter 3.

A block diagram of the proposed electronic readout system is shown in Figure 4-1c. As will be described in more detail, photodetectors for the light are connected to an analog interface which quantifies the amount of luminescence based on the time required for the photocurrent to charge the input node to an internally-generated threshold level. The time required for the threshold crossings is then transmitted wirelessly via a 900 MHz OOK wireless transmitter. The system contains four separate readout channels. One is used as a background measurement to de-embed variations in the temperature, which manifests as dark current variation, as well as any background light incident on the device. The other three channels can be used to perform multiplexed measurements with different sensor types, or to improve the robustness by multiple parallel measurements.
4.2. PROPOSED SYSTEM

Figure 4-1: Cell-based sensor with electronic readout. (a) System diagram for the heme sensor showing the signaling pathway through the heme transporter protein (ChuA), transcriptional repressor protein (HrtR), and luminescence operon (luxCD-ABE). (b) System concept for an ingestible cell-based sensor integrated with electronics. (c) Block diagram of the proposed electronic readout IC. Figure (a) courtesy Mark Mimee.
4.3 Luminescence characterization

Sensor characterization

Cells containing the plasmids for the blood sensor were first characterized by way of relative optical measurements in 96-well plates using a BioTek Synergy H1 Microplate Reader in order to quantify the sensitivity level and kinetics of the baseline sensor as well as the wavelength of the light emission. From the measurements in Figure 4-2a, the wavelength of luminescence is centered at 490 nm. The transfer characteristic (b) shows that response of the blood sensor begins at about 1 ppm blood ($10^{-4} \%$) by volume and peaks at around 100 ppm ($10^{-2} \%$). It also shows that the sensor achieves over $100 \times$ ON to OFF ratio in luminescence. Finally, (c) illustrates the response of the sensor versus time, showing that full induction is reached about 60 minutes after blood or hemin is added to the sample.

![Figure 4-2: Luminescence of the blood sensor as measured by plate reader equipment. (a) Spectrum of bacterial luciferase expression. (b) Relative emission versus hemin and lysed blood concentration ($N = 3$). (c) Relative emission versus time in sensing hemin and lysed blood ($N = 3$). Data for these three figures courtesy Mark Mimee.](image)

Absolute light level measurement

Plate readers are typically not calibrated to absolute luminescence and instead give relative measurements in Relative Luminescence Units (RLUs). In order to design the optical sensor circuit, the absolute level of luminescence of the bacterial sample
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should be estimated. We can use photon radiance $L_p$ to characterize the emission from the sample in terms of emitted photons per area $A$ of the source per solid angle $\Omega$ of observed direction (photons/mm$^2$/steradian). The radiance can be estimated by measuring the photon count $\Phi_c$ incident on a detector of known size and efficiency and extrapolating to the emitted radiance using the geometry of the measurement setup.

The detector used was a calibrated photo-counting detector (Micro Photo Devices, PDM-100 $\mu$m). A luminescing bacterial sample of known volume is contained in one well of a 96-well plate with optically clear wells, and placed on top of the detector. The photon flux incident on the detector $\Phi_p$ was back-calculated from the measured detector counts $\Phi_c$ using

$$\Phi_c = \eta_c \eta_t \Phi_p,$$

(4.1)

where $\eta_t = 0.5$ was the optical transmission efficiency of the well-bottom as measured prior to the experiment, and $\eta_e = 0.45$ was the quantum efficiency of the detector as indicated in the datasheet. Hence $\Phi_p$ gives the photons incident on the detector prior to efficiency losses.

From the incident photon flux on the detector, the radiance of the source can be back-calculated if the measurement geometry and source radiance pattern is known. Figure 4-3 shows a representation of the measurement setup which can be used to simulate the photon transference from source to detector. Since the bacteria emit light uniformly in all directions, the bottom surface of the source is assumed to be a diffuse Lambertian radiator with uniform radiance emitting from all points on its surface and when viewed from any angle.

Hence, given a source photon radiance $L_p$, the photon flux incident on a detector
Equation (4.3) comes from the fact that $L_p$ can be moved out of the integration due to the Lambertian assumption, and Equation (4.4) shows how the double integration is reduced to a constant photon transference $F$, which is a function only of the source and detector surface geometry and separation. The photon transferences $F$ for the utilized measurement setup was estimated using numerical simulation.

Table 4.1 shows a summary of characterizing a fully induced bacterial sample. The top half gives the parameters of the measurement setup and the bottom half reports the measured photon counts and estimated sample radiance.

### Photodetector selection

The photodetector converts received photons into electrons for subsequent detection by the circuit. In terms of silicon devices for low-cost, low-power, photo-conversion,
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#### Table 4.1: Bioluminescence radiance estimation

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Symbol</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample volume</td>
<td>$V_s$</td>
<td>150</td>
<td>$\mu$L</td>
</tr>
<tr>
<td>Sample diameter</td>
<td>$d_{well}$</td>
<td>6.35</td>
<td>mm</td>
</tr>
<tr>
<td>Sample thickness</td>
<td>$t_s$</td>
<td>4.74</td>
<td>mm</td>
</tr>
<tr>
<td>Det. size in X</td>
<td>$x_d$</td>
<td>0.1</td>
<td>mm</td>
</tr>
<tr>
<td>Det. size in Y</td>
<td>$y_d$</td>
<td>0.1</td>
<td>mm</td>
</tr>
<tr>
<td>Src. to Det. separation</td>
<td>$z_{sep}$</td>
<td>5</td>
<td>mm</td>
</tr>
<tr>
<td>Measured well-bottom optical transmission</td>
<td>$\eta_t$</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>Detector external quantum efficiency at 490nm from datasheet</td>
<td>$\eta_e$</td>
<td>0.45</td>
<td></td>
</tr>
<tr>
<td>Measured detector counts</td>
<td>$\Phi_c$</td>
<td>$4.00 \times 10^4$</td>
<td>counts/s</td>
</tr>
<tr>
<td>Photon flux on detector</td>
<td>$\Phi_p$</td>
<td>$1.78 \times 10^5$</td>
<td>photons/s</td>
</tr>
<tr>
<td>Simulated photon transference</td>
<td>$F$</td>
<td>$6.91 \times 10^{-3}$</td>
<td>mm².str</td>
</tr>
<tr>
<td>Photon radiance of sample</td>
<td>$L_p$</td>
<td>$2.57 \times 10^7$</td>
<td>photons/s/mm²/str</td>
</tr>
<tr>
<td>Photon radiance density of sample</td>
<td>$L_p/t_s$</td>
<td>$5.43 \times 10^6$</td>
<td>photons/s/mm²/str/mm</td>
</tr>
</tbody>
</table>
the three main options are PN junction diodes, P-I-N diodes (p-type, intrinsic, n-type), and NPN BJT phototransistors. Both the PIN and PN devices simply sweep generated electron-hole pairs out of the depletion region and provide them to the circuit. For low light detection, they are generally operated with a low or near-zero reverse bias (photovoltaic mode) to maintain a low dark current. Hence, it is preferred to use a circuit, such as an op-amp based integrator, that maintains low voltage across the device during charge accumulation in order to keep the dark current contribution small.

In contrast, the photo-sensitive area of a BJT phototransistor is its base region. Since the transistor is operated in forward-active mode, the photocurrent undergoes a gain of $\beta$ (a few 100×) before appearing on the collector terminal. This gain eases the design of the subsequent detection hardware since the minimum detectable current of the circuit can be higher while sensing the same incoming optical signal. In addition, the equivalent dark signal (discussed below) can be made lower and the need to maintain low voltage across the device can be relaxed. Hence the device can be used in an integration mode with a relatively long integration time without the need for a circuit that incurs power consumption while continuously pulling the charge off of the detector to maintain low voltage and low dark current.

These advantages can be seen by examining two key parameters of interest for photodetectors across the PIN and NPN detector types, namely, the detector’s responsivity $s \ [A_{\text{electrical}}/W_{\text{optical}}]$ and its dark current $I_d \ [A_{\text{electrical}}]$. Together these two parameters can be used to estimate the detector’s equivalent dark flux $\Phi_{e,d} = I_d/s \ [W_{\text{optical}}]$. The equivalent dark flux is the optical power that, were it incident on the detector, would generate the same current level as the dark current. For sensitive photodetection, this should be as low as possible so that the detected current is a larger fraction of the dark current. A comparison between a representative sampling of commercial devices is shown in Figure 4-4. Two PIN diodes and two NPN devices were chosen. Data for the PIN devices were taken from the manufacturer datasheets,
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For the NPN devices, two types were selected. The Vishay device is an unpackaged NPN device. It did not have spectral information available to scale the responsivity to the common comparison point of 580 nm, hence this device was measured only. The Osram is a pre-packaged NPN device that had the required datasheet information and was also measured for confirmation, hence both are shown. The data show that the NPN devices have similar dark current specifications but much higher responsivity, leading to an overall better $\Phi_{e,d}$. The Osram device specifically had the highest responsivity, about 660× higher than the PIN diodes, and had the lowest $\Phi_{e,d}$, about 130× lower than the Advanced Photonix device, even when using the conservative datasheet specification for the dark currents for both devices. Hence the Osram device was selected for low-power optical detection.

<table>
<thead>
<tr>
<th>MFG</th>
<th>Model</th>
<th>Type</th>
<th>Sensitive area [mm$^2$]</th>
<th>Data source</th>
<th>Responsivity ($s$) [A/W]</th>
<th>Voltage for dark current spec. [V]</th>
<th>Dark current ($I_d$) [A]</th>
<th>Equiv. Flux ($\Phi_{e,d}$) [W]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Osram</td>
<td>F 0301PD</td>
<td>PIN</td>
<td>7.00</td>
<td>Datasheet</td>
<td>0.26</td>
<td>10</td>
<td>2.00E-09</td>
<td>7.69E-09</td>
</tr>
<tr>
<td>Advanced Photonix</td>
<td>SD 019-111-411</td>
<td>PIN</td>
<td>0.185</td>
<td>Datasheet</td>
<td>0.26</td>
<td>10</td>
<td>5.00E-10</td>
<td>1.92E-09</td>
</tr>
<tr>
<td>Vishay</td>
<td>T1090P</td>
<td>NPN</td>
<td>0.144</td>
<td>Measured</td>
<td>108</td>
<td>2.5</td>
<td>1.00E-10</td>
<td>9.26E-13</td>
</tr>
<tr>
<td>Osram</td>
<td>SFH3710</td>
<td>NPN</td>
<td>0.290</td>
<td>Datasheet</td>
<td>207</td>
<td>5.0</td>
<td>3.00E-09</td>
<td>1.45E-11</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Measured</td>
<td>172</td>
<td>2.5</td>
<td>9.00E-11</td>
<td>5.22E-13</td>
</tr>
</tbody>
</table>

Figure 4-4: Comparison of different detector types, showing the responsivity $s$, dark current $I_d$ and tabulated equivalent dark flux $\Phi_{e,d}$. All data are for $\lambda = 580$ nm at room temperature. The devices with measured data were tested with a 580 nm LED source calibrated with an optical power meter.

**Photocurrent estimation**

To estimate the signal available to a circuit, we created specifications for the physical parameters of the final system, namely that 15 $\mu$L of sample would be used, that there would be 1 mm of source-to-detector separation after packaging, and that the sam-
ple wells would be 0.1 in (2.5 mm) in diameter. From this we simulated the photon transference from the source to the proposed detector (SFH3710 [81]). Then using the measured responsivity $s$, we estimated the available photocurrent. The parameters used and the results obtained are shown in Table 4.2. The reduced spacing and larger detector size improves the photon transference by $60\times$ compared to the earlier characterization measurement from Table 4.1, resulting in much higher expected photon flux on this detector despite the smaller volume of the sample. The expected photocurrent $I_{ph}$ is about 200 pA, which is on the same order as the measured dark current $I_d$ of 240 pA (at $T = 37^\circ$C), and motivates the need for a technique to de-embed the photocurrent from the background (discussed in detail in Section 4.6.2 and Appendix B).

Measurements were also performed to characterize the dynamic performance of the photodetector in anticipation of using it in a charge-accumulation and voltage-readout mode as opposed to direct current readout. While charging its own device capacitance $C_o$ with $I_d = 240$ pA, the slope was measured as 27.6 mV/s, which gives an estimated $C_o$ of 8.7 nF.
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Table 4.2: Measurement model of *in vitro* test setup

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Symbol</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample volume</td>
<td>$V_s$</td>
<td>15</td>
<td>$\mu$L</td>
</tr>
<tr>
<td>Sample diameter</td>
<td>$d_{well}$</td>
<td>2.5</td>
<td>mm</td>
</tr>
<tr>
<td>Sample thickness</td>
<td>$t_s$</td>
<td>3.11</td>
<td>mm</td>
</tr>
<tr>
<td>Det. size in X</td>
<td>$x_d$</td>
<td>0.54</td>
<td>mm</td>
</tr>
<tr>
<td>Det. size in Y</td>
<td>$y_d$</td>
<td>0.54</td>
<td>mm</td>
</tr>
<tr>
<td>Src. to Det. separation</td>
<td>$z_{sep}$</td>
<td>1</td>
<td>mm</td>
</tr>
<tr>
<td>Assumed radiance density of sample</td>
<td>$L_p/t_s$</td>
<td>$5.43 \times 10^6$</td>
<td>photons/s/mm²/str/mm</td>
</tr>
<tr>
<td>Photon radiance of sample</td>
<td>$L_p$</td>
<td>$1.66 \times 10^7$</td>
<td>photons/s/mm²/str</td>
</tr>
<tr>
<td>Package optical transmission estimate</td>
<td>$\eta_t$</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>Simulated photon transference</td>
<td>$F$</td>
<td>$4.26 \times 10^{-1}$</td>
<td>mm².str</td>
</tr>
<tr>
<td>Photon flux on detector</td>
<td>$\Phi_p$</td>
<td>$3.53 \times 10^6$</td>
<td>photons/s</td>
</tr>
<tr>
<td>Radiant flux on detector</td>
<td>$\Phi_e$</td>
<td>1.43</td>
<td>pW</td>
</tr>
<tr>
<td>Measured detector responsivity at 580 nm</td>
<td>$s$</td>
<td>172</td>
<td>A/W</td>
</tr>
<tr>
<td>De-rating for responsivity at 490 nm, estimated from datasheet</td>
<td>$\eta_s$</td>
<td>0.8</td>
<td></td>
</tr>
<tr>
<td>Estimated detector current</td>
<td>$I_{ph}$</td>
<td>200</td>
<td>pA</td>
</tr>
<tr>
<td>Measured dark current at 37 °C</td>
<td>$I_d$</td>
<td>240</td>
<td>pA</td>
</tr>
</tbody>
</table>
4.4 Detailed circuit design

4.4.1 Design goals

This section will proceed with the detailed design of three of the key circuit blocks in the system, namely, the analog front end, the wake up timer, and the on-off-keying transmitter. Afterwards, in Section 4.5 we will describe how these blocks fit together into the system and describe some of the additional support circuitry necessary to make the system work. Before proceeding to the detailed design, it is useful to review a short list of design principles that guided the design of the circuits in this section, namely:

1. **Power consumption below 10 nW for one sample every 10 minutes:** In order to demonstrate that bioluminescence can be measured even in the most energy constrained environments, for example, in a battery-less capsule traveling the gastrointestinal tract or in a long-term implantable monitoring system, we would like to target the nanowatt design space.

2. **Integration:** With the exception of the phototransistor, which was purchased commercially and is external to the chip, the design philosophy was to provide all of the necessary parts for bioluminescence detection and wireless transmission on the chip. On the one hand, this demonstrates a feature of the technology, namely that implementation for the end user can be relatively straightforward, with minimal external parts. On the other hand, it is a necessity, since the availability of commercial parts with nanoamp-level quiescent currents is still quite limited.

3. **Single supply operation:** This work was implemented in 65 nm CMOS. Along the lines of point 2, the design philosophy was to avoid optimizations that relied on the availability of multiple supply voltage domains from outside the chip. Instead, the design was targeted towards a single supply in the 1.8 to 3.3 V range.
range for compatibility with a wide range of energy sources and converters, with all additional voltage levels generated internally. With the higher supply voltage and low speed requirement, most analog and simple logic operations were implemented using I/O devices, which brings the additional benefit of low-leakage. Functions implemented using core devices, namely gate-leakage current sources and the higher-speed logic for the transmitter were provided with the lower core voltage (1.2 V) via on-chip LDOs and power gated with I/O devices in the sleep mode.

4.4.2 Analog front end for photocurrent quantification

Figure 4-5 shows the design of the photocurrent quantification circuit. In this design, the photocurrent produces a ramp on the detector’s device capacitance, represented by $C_o$. The ramp is then fed to a discrete time comparator which determines the threshold crossing time by periodic sampling using a clocked comparator. Once the photodetectors have charged to the threshold, the counter value representing the quantized photocurrent is captured. All four channels are time-multiplexed to the same discrete-time comparator (full comparator schematic shown in Figure 4-5b), so that the comparator offset appears common in all measurements\(^2\). The circuit operates in three phases as shown in Figure 4-5c. In phase 1, $\phi_A$ clears the voltage at the negative input terminal to the comparator to ground in order to avoid signal-dependent cross-talk between the channels. In phase 2, $\phi_B$ connects one of the photodetectors to the comparator. And finally in phase 3, $\phi_C$ triggers the comparator to perform a measurement and the result is captured on the next rising edge of $CLK$.

There are a few design considerations for this block that will be further described below. First, the desired quantization accuracy can be used to calculate the minimum clock frequency requirement, which will be shown to be sub-kHz. Next an energy-efficient relaxation oscillator based on the design shown in Chapter 3 can be used to

---

\(^2\)Hence the offset can be thought of as a slight shift in the reference voltage level $V_r$. 
set a slow (sub-kHz) clock frequency meeting this requirement. Finally, the reference voltage can be provided by a low power on-chip reference.

Figure 4-5: Analog front-end conditioning circuit for measuring the photocurrent. (a) Discrete-time signal conversion scheme. (b) Discrete time comparator. (c) Waveforms generated by the CLK generation block, showing an example capture of the count for channel 2, \( N_2 \). The grey shaded regions indicate areas where clock-overlap was necessarily avoided in order to prevent charge leakage from the capacitances \( C_o \).

**Minimum AFE resolution**

The measured count on a channel \( n \) is denoted by \( N_n \), where \( n \in \{p, r\} \). \( p \) refers to one of 3 detector channels such that \( p \in \{1, 2, 3\} \), and \( r \) refers to the fourth channel
which is set aside as the reference. Using this notation, the detected count $N_n$ on a channel is given by

$$N_n = \frac{V_r C_o}{T_n I_{BG}} \left( \frac{1}{1 + I_{ph,n}/I_{BG}} \right)$$

$$\approx \frac{f_s V_r C_o}{I_{BG}} \left( 1 - \frac{I_{ph,n}}{I_{BG}} \right),$$

where $I_{BG}$ is the background current level (the dark current $I_D$ plus any photocurrent common to all channels $I_{PH}$), $I_{ph,n}$ is the photocurrent on channel $n$ relative to the reference (note that $I_{ph,r}$, the photocurrent on the reference channel, is taken to be 0 by definition), $V_r$ is the voltage reference, $C_o$ is the device capacitance, and $f_s$ is the sampling frequency per channel.

Given the estimated full-induction photocurrent level of $I_{ph,p} = 200$ pA and the greater than $100 \times$ ON/OFF ratio of the cell-based sensor, a target resolution of 1 pA is selected as the desired quantization accuracy for the AFE ($I_{ph,p,\text{min}}$). If a small photocurrent causes one less count in $N_p$ as compared to $N_r$ ($N_r - N_p = 1$), then

$$N_r - N_p = \frac{f_s V_r C_o}{I_{BG}} \left( \frac{I_{ph,p}}{I_{BG}} \right) = 1,$$

and the sampling frequency should be selected such that

$$f_s > \frac{I_{BG,\text{max}}}{C_o V_r} \left( \frac{I_{BG,\text{max}}}{I_{ph,p,\text{min}}} \right).$$

Hence the minimum required sampling frequency is also dependent on the background current level. Using a conservative estimate of 1 nA for the background current level, and also the measured device capacitance of $C_o = 8.7$ nF, and the threshold of $V_r = 0.670$ V, then the minimum required sampling frequency is calculated as $f_s = 170$ Hz. For time-sharing the comparator between the four channels, the minimum clock frequency is therefore $f_{clk} = 680$ Hz.
Chapter 4. Low Power Ingestible Blood Sensor System

Clock generation

Given its excellent energy per cycle, the oscillator in Chapter 3 is adapted for use as a low power reference clock. In processes where it is appreciable, gate leakage has been demonstrated as a reference current in low power clock sources [62]. With 65nm as the technology node used in this work, there is now the option to supply the reference current by adding gate leakage transistor M7 to the core timer circuit originally shown in Figure 3-2. The modified structure is shown in Figure 4-6a. One consideration is that gate leakage is an exponential function of the applied gate voltage [82], and this is reflected in the simulation of oscillator frequency versus $V_{DD}$ shown in Figure 4-6c.

To meet the minimum frequency requirement for signal quantification, the $V_{DD}$ can be chosen as 1.2 V, which is also the nominal core voltage of the process and the rating of the devices. The lower frequency design point ($V_{DD} \approx 0.3 \text{ V}$) will be exploited later in Section 4.4.3 to design an ultra-low power wake-up timer.

In extracted simulation, this design consumes 230 pA from a 1.2 V supply for 780 Hz oscillation, or about 350 fJ/cycle, which is well below the final energy for the full AFE block during operation.

One additional advantage of the oscillator is that it is a three phase design (Figure 4-6b). These phases were used directly to generate the three phases $\phi_A$, $\phi_B$, and $\phi_C$ for the AFE by a simple non-overlapping clock generator block included in Figure 4-5a, avoiding the necessity to design an oscillator at 3× higher speed than the desired clock rate.

Reference voltage

The reference voltage generator is based on the 2- and 4-transistor voltage reference presented in [83] and reproduced in Figure 4-7a. The 2-transistor reference is stacked to 4-transistor version by weakening the upper stack devices by about 10× with respect to the lower stack. The circuit is noted for its temperature independence, which arises from the selection of the relative widths of the native oxide devices with
Figure 4-6: Timer circuit adapted from Figure 3-2. (a) Single stage of the circuit showing the current source replaced with gate leakage transistor M7. (b) Extracted simulation showing the gate leakage node in all 3-stages S1 to S3, \( V_{DD} = 1.2 \text{ V}, T = 37^\circ\text{C} \). (c) Extracted simulation of frequency and power consumption across \( V_{DD} \), \( T = 37^\circ\text{C} \).
respect to the diode-connected devices underneath. The relative widths of both pairs of devices were swept to place the first-order cancellation point for the temperature drift at $T=37^\circ C$, as shown in Figure 4-7(b). The power consumption of this block is 680 pA from the $V_{DDH}$ supply at 2.5 V.

Figure 4-7: Four-transistor ultra-low power voltage reference. (a) Circuit schematic. (b) Simulated drift versus temperature.

### 4.4.3 Wake-up timer

As described in Section 4.4.2, the gate-leakage based oscillator of Figure 4-6a can also be used to run a wake-up timer in the sleep mode. Since the current consumption of the rest of the system in sleep mode is leakage current at sub-nA, we should design the oscillator and its counter at sub-100 pA so as not to adversely impact the sleep-mode power. Allowing for some margin for the digital logic, this entails operating at a voltage lower than about 0.8 V as seen in Figure 4-6c. All circuits, including the voltage regulators are powered down in sleep mode to save power, and the only available supply in the system is the $V_{DDH}$ (nominally 2.5 V) hence the circuit requires a reference to maintain stable low-frequency operation. Again we can make use of the 2-transistor voltage reference [83] to supply a stable 320 mV reference to the oscillator core, allowing it to run below 10 Hz. At this voltage, the core oscillator runs at 8.6 Hz and consumes only 2.1 pA in schematic simulation. The 320 mV reference, on the
other hand, is designed to consume about 20× higher current than the oscillator in order to preserve the reference behavior despite the attached load.

Since the AFE block runs at $V_{DDH}$ (nominal 2.5 V) and no other rails are available in the system during the sleep mode, one challenge involves level-shifting the $RST$ and $EN$ signals to the full supply rail of $V_{DDH}$ in order to trigger the AFE. These signals are very low swing (about 320 mV) and therefore it is not possible to use standard DCVSL level-shifting circuits to cover the whole range in a single stage since the pull-down network cannot be made strong enough. To solve this, we use a series of intermediate stages to step up the voltage in stages. The design of the wake-up timer block, shown in Figure 4-8a, illustrates the three stages of level shifting before the final conversion to $V_{DDH}$. The intermediate voltages are provide by the native transistor circuits shown in Figure 4-8b. The first stage (320 mV) is the 2-transistor reference. The second stage is a native transistor (near-0 V threshold) with the gate grounded, hence establishing a negative $V_{GS}$ of 520 mV for its picoamp-level load current. This stage is loaded by the counters and wake-up logic. The third stage is the same as the second except the gate is connected to the regulated reference provided in the first stage, stepping the voltage by an additional 320 mV to 840 mV.
Figure 4-8: Low-speed wakeup timer. (a) Diagram of the wakeup timer showing the oscillator core. (b) Generation of the various intermediate bias levels using native transistors. (c) Simulated bias levels and clock waveform.
4.4.4 RF transmitter

Near vs. far field

The selection of wireless link type is dictated by important system design considerations. On the one hand, near-field links based on electric or magnetic field coupling have been demonstrated with very high efficiency [84] and can also be used to supply power to a device in addition to communicating with it. Furthermore, the power availability in the link is focused along a given direction dictated by the receiver orientation and is only delivered if a receiver coil is present to intercept it. This also helps to maintain the efficiency of the link since less power is wasted. A key disadvantage is that the efficiency drops exponentially with coil separation, declining to a negligible level for coil separations greater than about $10 \times$ the diameter of the smallest of the two coils. Another more recent demonstration is mid-field links [18]. By placing a specially designed metal pattern in contact with the skin, a high energy density can be focused in a given direction and beamed to a location deep inside tissue, greatly enhancing the coil size-to-separation ratio for the same achieved efficiency level as compared to a near-field link. In both cases however, proximity to the body and orientation of the receiver with respect to the transmitter should be maintained, which could be challenging for an ingestible capsule.

By contrast, a far-field link with an omni-directional antenna could be used. Since the device is assumed to have a power source (either by harvesting or via a small battery), the high efficiency required for wireless power transfer is less of a concern. In addition, the signal can be radiated in all directions, which gives a high level of flexibility in locating the receiver at nearly any point in space within a maximum radius of the transmitter, and generally with any orientation. In our system, the low average bit-rate, in the hundreds of bits per minute or less, means even a reasonably-sized far-field link can be supported. As a numerical example to help illustrate this: 200 bits per minute, sent at 1Mbps, and radiated at $+6$ dBm, with 25% system
efficiency (neglecting startup energy) would consume 50 nW, which is within the range of our system budget. Hence it would be desirable to support a far-field link in order to gain flexibility in receiver placement.

A further consideration is the frequency of operation. Work on wireless power transfer into lossy tissue [85] has shown that, despite lower tissue losses in the 10’s of megahertz (MHz) range, the optimal frequency for RF power transfer can be much higher if the antennas are space constrained. For example, [85] found that the optimum frequency can lie above 1 gigahertz (GHz) if the transmit and receive antennas are constrained to be mm-scale, and sub-GHz if the antennas are cm-scale. The problem is similar for RF signal transmission – for antennas constrained to be small, the antenna efficiency drops at lower frequencies, and despite the improving tissue attenuation, the overall link can be worse. Appendix C shows a simulation, based on analytical models, of the optimum frequency for wireless transmission through tissue, given reasonable geometrical parameters for the capsule design and receiver positioning in this work. Here, the optimum frequency is shown to be about 900 MHz for the supplied parameters.

TX architecture selection

Previous work [86, 87, 88] has shown very high-efficiency low power transmitters using a simple non-coherent modulation schemes such as OOK. In addition, for in-body applications, where the temperature can be assumed to be stable, a free-running DCO (Digitally Controlled Oscillator) can be used to obtain a high efficiency architecture without the need for an external crystal [89].

In considering the power-amplifier architecture, previous work has shown that direct “power oscillators” can be used to efficiently radiate an RF signal. In this scheme, the LO and PA functions are combined into a single structure, either by designing the antenna as a high-Q inductive element in the resonating structure [90], or by leveraging current re-use between the LO and PA [91].
An important consideration in using this architecture is the output power target for the PA. In our measurements of 900 MHz propagation through animal tissue in Chapter 2, specifically with reference to Figure 2-10, we saw between $-95$ and $-105$ dB end-to-end loss between the +10 dBm far-field transmitters located deep inside tissue and the RSSI of the receiver mounted 2 m away. Hence, given the typical sensitivity level of receivers of about $-100$ dBm, an output power of +5 to +10 dBm range should be targeted in order to provide a robust link to an external device. Hence, the transmitter designed in this work targets an output power of +10 dBm (and achieved +8.9 dBm after extracted simulation, as will be described later).

The targeting of a desired output power while using a fixed 2.5 V supply and a potentially fixed antenna impedance would necessitate a matching network in order to shift the antenna impedance to the value that offers the desired output power at 2.5 V. However, a key challenge is that traditional capacitor-based matching networks, such as the tapped-capacitor match, act as DC-blocks which could latch-up the cross-coupled LO if not carefully designed. To separate the design problem of creating a matching network to obtain the desired output power while maintaining the conditions for oscillation inside the LO, a 2-stage architecture was adopted. In the adopted architecture, the free-running LO incorporates the PA gate capacitance into the resonating structure for high-efficiency (essentially combining the LO and pre-PA functions), while the PA can easily be interfaced to a traditional narrowband matching network to set its output power.

**TX design**

Figure 4-9a shows the high-level design of the transmitter. The design is fully differential, allowing it to drive a simple loop antenna structure directly with an appropriate choice of matching network, but can also be operated in a single-ended mode and can drive standard 50 Ω antennas or equipment with the use of an external balun. A frequency reference was not included for ease of design and simplification of the ar-
architecture, hence simple OOK modulation was chosen for more reliable non-coherent reception. If a frequency reference is included, then a more complex and efficient modulation scheme could be supported.

The PA itself is a differential pseudo class-D switching amplifier. The design uses I/O devices which both allow for the transmitter to be run directly from the $V_{DDH}$ supply, and also offer very low leakage in the sleep mode. Power savings is achieved by resonating the LC tank of the oscillator with the relatively large gate capacitance of the PA (about 1.8\,pF per single-ended PA) in order to avoid $CV^2$ switching losses that would otherwise occur at this high frequency and high $V_{DDH}$ supply. This saves about 5\,mW of switching losses per single-ended PA given $V_{swing} = 1.2\,V$, $V_{DDH} = 2.5\,V$, and $F = 900\,MHz$.

The matching network is designed to present 300\,$\Omega$'s of differential impedance to the PA. Given the achieved output swing of about 2\,\textit{V}_{pp} single-ended, this would result in $P_{out} = (2\,V)^2/(2 \times 300\,\Omega) = +8.2\,\text{dBm}$. The on-chip trim capacitor $C_1$ can be used to tune the matching network dynamically, and the matching components $L_1$ and $C_2$ were left off-chip for ease in testing.

Figure 4-9b shows the LC-oscillator, which operates at a tunable frequency between 902 and 928\,MHz with about 500\,kHz resolution using the tuning word supplied to the 8-bit capacitor DAC. The LO has a fast startup time (about 10\,ns) due to the low Q (about 10) of the LC tank. This is exploited in order to save power during OOK modulation by turning off both the LO and PA. Figure 4-9c shows the design of the PA for OOK modulation. Separate bias voltages are provided to both the PMOS and NMOS transistors since the optimal bias point is lower than half of the supply voltage. For transmitting a "0," the switches $S_0$ connect the gates of the PA transistors to their respective supplies. For transmitting a "1," the switches $S_1$ connect the PA transistors to their bias voltages.

For continuous wave or non-amplitude-keyed PA’s, a simple resistor-string DAC can set the PA bias voltage. However, given the requirement to charge and discharge
the relatively large decoupling capacitors $C_c$ (about 10 pF each) at the rate of modulation (for 1 Mbps, the time constant of charging should be much less than 100 ns), the resistor string would need to be sized very small and would suffer from large static power from the supply and would also load the oscillator. For example, for $\tau = 100$ ns, $C = 2 \times 10$ pF, the total resistance should be 5 kΩ. From a 2.5 V supply, this string would consume 1.25 mW, which is unacceptably high for an 8 dBm (6 mW) transmitter. As a reference point, the ideal switching loss is quite low by comparison. For example, given the nominal bias point of $V_{bias_n} = 0.7$ V, and the maximum switching rate, which is half the maximum modulation frequency, or 500 kHz, then $P_{OOK,ideal,switching} = (20 \text{ pF}) \times (0.7 \text{ V}) \times (2.5 \text{ V}) \times (500 \text{ kHz}) = 17.5 \mu$W. To help break this tradeoff, the buffers $BUF_p$ and $BUF_n$ are included to reduce the modulation power down to the switching energy level plus the quiescent power of the amplifiers.

Figure 4-10a show the simulated waveforms for the OOK transmitter sending a series of "1"'s and "0"'s. The LO and PA biases are turned on slightly (about 300 ns) ahead of the beginning of a bit period in order to allow the PA bias to settle. During this time, the LO remains quenched so as not to transmit RF energy while the bias point is changing. This helps ensure a cleaner spectrum since the bias point charging couples to the oscillator frequency due to the voltage-dependent capacitances of the PA devices. In the system implementation, the packets containing the AFE counts are 152 bits long and take 152 $\mu$s to transmit at 1 Mbps.

In extracted simulation, the transmitter consumes 17.5 mW while delivering +8.9 dBm to a 100 Ω differential load, for an overall TX efficiency (LO + PA) of 44.4% in continuous wave. For 1 Mbps OOK modulation, the TX consumes 10.7 mW while delivering +6.4 dBm at 40.6% efficiency.
Figure 4-9: OOK transmitter for sensor data. (a) Block diagram. (b) Detailed schematic of the LC oscillator. (c) PA biasing and switches for turning off the PA during OOK modulation.
Figure 4-10: Extracted simulation waveforms for the transmitter delivering 1 Mbps OOK with +6.4 dBm average power at 40.6% total efficiency (LO + PA). (a) 5 bit periods. (b) Zoom showing the startup time at the beginning of one bit period.
4.5 System architecture

The full system architecture is shown below in Figure 4-11. The key circuit blocks, namely the wake-up timer (WAKE), analog-front-end (AFE), and transmitter (LO/PA) have been described in the earlier sections. In this section the overall system and its operating modes will be described.

Additional support blocks

Firstly, in addition to the key blocks, there are a number of support blocks which help the system function. One of the support blocks is the digital controller (DIGCTL) for the transmitter. This block receives the counts from the AFE, assembles them into packets and modulates the RF output with the packet data. This is a fully synthesized block which is power-gated in the sleep and measurement modes. The digital controller is clocked by a 16MHz ring oscillator which is tuned by current starving using a 5-bit digital code. The digital controller is also equipped with an SPI interface to allow software to both control the radio and to read the AFE count result directly without requiring it to be transmitted.
The CONF block is a scan chain which holds the system configuration state. This block was implemented with I/O devices for low leakage since it cannot be powered down between measurements.

Additional blocks include LDO’s and current references that supply various parts of the chip as described in Table 4.3. There are two pairs of LDO and current references. The first pair (LP CS and LP LDO) were designed to run at much lower average current levels for use with the AFE during the measurement phase, and the second pair (HP CS and HP LDO) were designed to be run at higher average current for brief periods of time for use with the digital controller and transmitter.

Table 4.3: Additional blocks supporting the design.

<table>
<thead>
<tr>
<th>BLOCK</th>
<th>FUNCTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>REF</td>
<td>Reference generator for the LDOs (670 mV)</td>
</tr>
<tr>
<td>LP CS</td>
<td>Low power current source</td>
</tr>
<tr>
<td></td>
<td>• Supplies reference current for the LP LDO</td>
</tr>
<tr>
<td></td>
<td>• Designed for &lt; 10 nA</td>
</tr>
<tr>
<td>LP LDO</td>
<td>Low power LDO</td>
</tr>
<tr>
<td></td>
<td>• Supplies 1.2V to the AFE to run:</td>
</tr>
<tr>
<td></td>
<td>• AFE gate leakage oscillator</td>
</tr>
<tr>
<td></td>
<td>• AFE counter logic</td>
</tr>
<tr>
<td></td>
<td>• Designed for &lt; 10 nA load current</td>
</tr>
<tr>
<td>HP CS</td>
<td>High power current source</td>
</tr>
<tr>
<td></td>
<td>• Supplies reference current for:</td>
</tr>
<tr>
<td></td>
<td>• HP LDO</td>
</tr>
<tr>
<td></td>
<td>• Ring oscillator inside DIGCTL</td>
</tr>
<tr>
<td></td>
<td>• Transmitter: LO bias, DACP, DACn, BUFp, and BUFn</td>
</tr>
<tr>
<td></td>
<td>• Designed for &lt; 1 μA</td>
</tr>
<tr>
<td>HP LDO</td>
<td>High power LDO</td>
</tr>
<tr>
<td></td>
<td>• Supplies 1.2V to the DIGCTL through a power switch</td>
</tr>
<tr>
<td></td>
<td>• Designed for &lt; 40 μA load current</td>
</tr>
</tbody>
</table>

System phases

The main control signals and the three operating phases for the system are shown in Figure 4-12. Initially the system is in sleep mode, where the only block consuming
active power is the wake-up timer. After a user-programmable 16-bit delay, the wake-up-timer resets and enables the AFE to perform a measurement of the photocurrent. The measurement duration depends on the time required for the charging voltage to cross the threshold, but for the utilized detectors is about 20 to 40s. Once the measurement is complete, the AFE wakes the digital controller and passes the result to be transmitted. The digital controller and transmitter consume very high active power but are only on for a brief period of time. A full summary of the power consumption in each mode and the system average power will be provided with the measurements in Section 4.6.

Figure 4-12: Control scheme for the bioluminescence detector. The top half shows the three phases of operation defined by the main control signals that wake up the key blocks. The bottom half summarizes the blocks which are activated in each phase (shaded blocks active in corresponding phase).
4.6 Measurements

In this section, the measurements obtained with a physical implementation of the design will be summarized. First, the chip implementation and test-setup will be reviewed. Next, electrical measurements will be performed to characterize the operation of the system. Finally, the system will be tested together with live bacterial sensors to determine the sensitivity level in a real application.

4.6.1 Chip implementation details

The chip was fabricated in a 65nm process. The total die area consumed was 0.76 mm$^2$, the majority of which was taken up by the RF components. The chip had 80 I/O pads and was wire-bonded into a QFN64 package for testing. Figure 4-13 shows the die photo and summarizes the area utilization.

A test board was designed in order to characterize the chip (Figure 4-14a). The board featured reconfigurable voltage supplies for testing the active and leakage power consumption of each of the blocks and had an interface to an FPGA for ease of control over the design with the possibility to transfer data to software. In Figure 4-14b and Figure 4-14c we see the initial prototype of the photodetector interface. The transistors were encapsulated with a PMDS layer about 0.7 mm thick to protect them from the biological fluids. On top of this was a set of four wells fabricated from ABS plastic. The wells were sealed to the PDMS by mechanical screws and bacteria were deposited into the open side. The optically clear sealing layer allows some cross-talk between the channels due to scattering and reflections internal to the device. Prior to proceeding with experiments, the cross talk for a single device was measured by applying a strong LED signal on one of the channels and measuring the photocurrent leakage to the adjacent channels in a pairwise fashion. The worst case signal crosstalk between any pair of channels was $1/30 \times$ of the applied signal. This means that a strong luminescence signal on one channel could couple to an adjacent signal with
up to 1/30th of the strength. Hence, given the presence of a strong signal in an
experiment, care was taken not to interpret weak signals below this significance level.
This specification can be improved with better mechanical and optical design of the
detector boards.

Figure 4-13: Die photo and summary of area utilization and key specifications
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Figure 4-14: Test set up for electrical characterization and initial characterization with bacteria. (a) Test-board with attached photodetector board and ABS plastic well part. (b) Photodetector board with PDMS layer covering the transistors. (c) Cross-section of the photodetector board.

4.6.2 Electrical measurements

Initially the chip was characterized on its own, independent of luminescing bacteria. In this section, all electrical measurements were taken at $T=37^\circ C$ and $V_{DDH} = 2.5$ V unless otherwise noted.

The power consumption of all the blocks was characterized and shown in Table 4.4. The off-state (leakage) current of all of the blocks on the chip, including the main design blocks, peripheral circuits, and the configuration registers was 947 pA. Note that the wake up timer measurement includes its active current consumption as well since this block is always running when it is connected to power.

The active power consumption was then characterized by activating the blocks in stages, mirroring the phases through which the system transitions. To obtain an estimate of the average power consumption in a real application, the energy consumed by each discrete action (either waiting in sleep mode, performing a measurement, or transmitting a packet) was calculated and a model was created for the average power.
consumption across different measurement rates $t_{rate}$:

$$P_{avg} = P_{sleep} + \frac{E_{measure}}{t_{rate}} + \frac{E_{TX}}{t_{rate}}$$ \hspace{1cm} (4.9)

See Figures 4-15a and 4-15b for the results based on the modelling. The 20 s rate represents the approximate maximum sampling rate, which is limited by the time it takes to complete one phototransistor charging cycle given the measured parameters of $V_r = 625 \text{mV}$, $C_o = 8.7 \text{nF}$, and $I_D = 240 \text{pA}$. At this rate, the system consumes 83.1 nW. Given the slow biological time constants, the 600 s (10 minute) rate represents the interval for which interesting biological events can still be captured. When measuring at this rate, the power decreases to just 5.06 nW.

Table 4.4: Leakage and active power breakdown

<table>
<thead>
<tr>
<th>SLEEP-STATE POWER (wake + leakage)</th>
<th>Current</th>
<th>Power</th>
<th>Energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>WAKE</td>
<td>62 pA</td>
<td>0.525 nA</td>
<td>1.31 nJ</td>
</tr>
<tr>
<td>AFE</td>
<td>6 pA</td>
<td>2.10 nA</td>
<td>5.25 nW</td>
</tr>
<tr>
<td>LO/PA</td>
<td>620 pA</td>
<td>4.17 nA</td>
<td>10.4 nW</td>
</tr>
<tr>
<td>DIG + REF + CS's +LDO's CONF</td>
<td>4 pA</td>
<td>2.37 nA</td>
<td>5.93 nW</td>
</tr>
<tr>
<td><strong>Total Measure</strong></td>
<td><strong>9.17 nA</strong></td>
<td><strong>22.9 nW</strong></td>
<td><strong>458 nJ</strong></td>
</tr>
<tr>
<td>HP CS</td>
<td>0.598 µA</td>
<td>1.50 µW</td>
<td></td>
</tr>
<tr>
<td>HP LDO</td>
<td>0.412 µA</td>
<td>1.03 µW</td>
<td></td>
</tr>
<tr>
<td>DIGCTRL</td>
<td>15.1 µA</td>
<td>37.7 µW</td>
<td></td>
</tr>
<tr>
<td>LO</td>
<td>1.180 mA</td>
<td>2.950 mW</td>
<td></td>
</tr>
<tr>
<td>PA</td>
<td>1.846 mA</td>
<td>4.615 mW</td>
<td></td>
</tr>
<tr>
<td><strong>Total TX</strong></td>
<td><strong>3.042 mA</strong></td>
<td><strong>7.605 mW</strong></td>
<td><strong>1156 nJ</strong></td>
</tr>
</tbody>
</table>

Energy unit:

- 1 second
- One 20 second measurement
- One 152-bit, 1Mbps packet at +2.7dBm
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<table>
<thead>
<tr>
<th>Measurement Rate (seconds)</th>
<th>20</th>
<th>600</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sleep</td>
<td>47.4 nJ 2.37 nW</td>
<td>1422 2.37 nW</td>
</tr>
<tr>
<td>Measure</td>
<td>458 nJ 22.9 nW</td>
<td>458 0.763 nW</td>
</tr>
<tr>
<td>TX</td>
<td>1156 nJ 57.8 nW</td>
<td>1156 1.93 nW</td>
</tr>
<tr>
<td>Total</td>
<td>1661 nJ 83.1 nW</td>
<td>3036 5.06 nW</td>
</tr>
</tbody>
</table>

(a)

Figure 4-15: Average power consumption of the system at different measurement rates. (a) Table of average power consumption for two measurement rates (20 seconds and 10 minutes). (b) Plot of the average power consumption versus the measurement rate.
Next the system was connected to the phototransistor board to measure the AFE performance. Before characterizing the performance, we should take care of the temperature dependence of the dark current and the dark current offset between the channels. Figure 4-16a shows an example of the basic measurement performed by the AFE. The plot in part (a) is observed with a high-impedance circuit probing the charging node during AFE operation and is not measured by chip but is included for illustration. During one sample, the AFE captures the count which represent the time at which the corresponding charging photodetector crossed the threshold. The counts can be observed through time as shown in Figure 4-16b. As can be seen in the figure, which was captured during a transition from room temperature to the 37°C of the thermal chamber, the photodetector dark current is a relatively strong function of temperature which could mask the effects of photoluminescence in a real application. Fortunately, the functional dependence on temperature is multiplicative and correlated on all the channels, hence a reference channel, assumed to have no luminescence, can be used to de-embed the temperature effect on the dark current. The details of this procedure are contained in Appendix B, however the main result is reproduced here, namely that the relative detected signal can first be calculated according to:

\[
D_n = \frac{1/N_n - 1/N_r}{1/N_r}.
\] (4.10)

This signal is independent of temperature to first order as can be confirmed in Figure 4-16c. Next the offset can be cancelled by taking and subtracting an estimate \( \hat{D}_{n,os} \) for the offset in \( D_n \). The estimate should be taken before the onset of luminescence so as not to cancel a luminescence signal. Finally, since the signal \( D_n \) represents the relative luminescence with respect to the reference channel’s dark current instead of the absolute luminescence, the result should be scaled to return to absolute units.
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The full de-embedding procedure is given by:

\[ I_{L,n} = (D_n - \hat{D}_{n,os}) \frac{1}{N_r} \frac{V_r C_o}{T_r}. \]  

(4.11)

It should be noted that this is an estimate of the dark current, since correlation to absolute units is sensitive to the parameters \( C_o, V_r, T_r \). But nevertheless, the estimate can be quite precise if these parameters are well known. For example, in an experiment where we measured the parameters explicitly in advance and then used them to de-embed a measurement of a dummy luminescence source (weakly driven LED) using Equations (4.10) and (4.11), we obtained matching to within 5%. It can be seen that the estimated photocurrent in Figure 4-16d is relatively independent of offset and temperature drift as compared to the raw count data shown in Figure 4-16b. The photocurrent measurements obtained in this section have been de-embedded using Equation (4.11).

Next the system was placed in thermal chamber and observed over 24h to verify its long term stability as shown in Figure 4-17. The estimated photocurrent current noise obtained by taking the standard deviation of the samples on each of the channels was 380 fA\(_{\text{RMS}}\).

Finally the transmitter was tested for its basic RF parameters as shown in Figure 4-18. With 1Mbps OOK, the PA efficiency was 39.7% and the overall system efficiency (LO + PA) was 24.6%. It can be see that the efficiency improves for lower and lower modulation rates since, as described in Section 4.4.4, there is a fixed 300 ns waste period during each 0 to 1 transition which is amortized over longer bit periods at the lower modulation rates.
Figure 4-16: Measured dark current with illustration of de-embedding the temperature drift of the detector dark current. (a) Direct high-impedance measurement of the charging waveforms. (b) Result of the AFE conversion for a 1.5 h measurement, showing about $3 \times$ drift in the codes when the device is placed in the thermal chamber. (c) De-embedding the thermal drift by calculating $D_n$ from Equation (4.10). (d) Result of the AFE conversion scaled to absolute units using Equation (4.11).
4.6. MEASUREMENTS

Figure 4-17: Estimated photocurrent obtained during a 24h measurement inside a thermal chamber set to 37°C.

<table>
<thead>
<tr>
<th>Test</th>
<th>$P_{\text{out}}$</th>
<th>PA Eff. [%]</th>
<th>Sys. Eff. [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>CW</td>
<td>5.99</td>
<td>44.4</td>
<td>29.4</td>
</tr>
<tr>
<td>1Mbps OOK</td>
<td>2.75</td>
<td>39.7</td>
<td>24.6</td>
</tr>
<tr>
<td>500 kbps OOK</td>
<td>2.73</td>
<td>41.5</td>
<td>26.1</td>
</tr>
<tr>
<td>250 kbps OOK</td>
<td>2.72</td>
<td>42.5</td>
<td>26.8</td>
</tr>
</tbody>
</table>

Figure 4-18: OOK transmitter performance. (a) Time domain bits for 1Mbps OOK modulation. (b) Zoom of the time-domain bits. (c) Spectrum for 1Mbps modulation with a PRBS. (d) Summary of the PA and system (PA + LO) efficiency for continuous wave as well as for variable OOK modulation rate. RF testing performed at 22°C.
4.6.3 Optical measurements with cells

Characterization versus blood concentration

In this section we used lab strains of Escherichia coli, conferred with the genetic machinery described in Section 4.2, to perform blood sensing using our chip as the readout. The goal was to determine the limit of detection of our system and compare to the performance measured in the plate reader equipment. Given four channels in the system, each experiment could include three test conditions with the genetically engineered cells. The fourth channel was reserved as a negative control containing non-plasmid (non-luminescing) E. Coli cells, and was used for de-embedding as discussed in Section 4.6.2.

We used the data from Figure 4-2b to select the candidate concentrations for a test concentration sweep with the system. The top end of the sweep was selected as 500 ppm, since this was roughly the onset of maximum induction as shown in the figure. Given the minimum was reached at single-digit ppm, we chose lower end of the sweep as 2 ppm blood. Finally, a 0 ppm experiment was performed as a further control. With these choices and by selecting 4-fold decrements in the concentration, the test consisted of 6 test concentrations, namely \( c = \{500, 125, 31, 8, 2, 0\} \) ppm blood, which could be performed in two groups: \( \{500, 125, 31\} \) and \( \{8, 2, 0\} \). This grouping minimized the cross-talk non-ideality described in Section 4.6.1 since the strongest and weakest signals were grouped with each other.

Prior to the test, cells were grown in an overnight culture followed by a 2h subculture. We pre-mixed the cell samples with the indicated concentration of blood immediately before depositing 15 \( \mu \)L of sample into the wells on top of the device. The OD of the cultures was around 0.5, and the estimated total deposited cell count about \( 4.0 \times 10^6 \) cells. The experiment was performed in a thermal chamber set to 37°C to provide a favorable and controlled environment for the cells.

\(^3\)Experiments in this subsection performed in collaboration with Mark Mimee, who prepared and deposited the cells
Figure 4-19a shows the average signal versus time across the experiments, showing that full induction is reached between 60 and 90 mins. Figure 4-19b shows the raw data for all experiments taken at the $t = 90$ min time-point. Due to the use of a log-scale for the blood concentration, the 0 ppm level is shown on the left side of the plot for comparison. From the figure it is clear that detection with the custom system achieves nearly the same 100 $\times$ ON/OFF ratio as the plate reader measurements presented in Figure 4-2, indicating promise as a tool for biological experiments. Figure 4-19c shows the application of a Welch’s t-test, comparing the presence of blood at the indicated concentration(s) to the absence of blood (the measured 0 ppm data), showing a significant result ($p < 0.05$) for the detection of blood at 125 ppm.

![Figure 4-19](image)

**Figure 4-19:** Characterization of the blood sensor cells with the bioluminescence chip. (a) Average signal across time for the full 90 min recording ($N = 3$). (b) Signal at the 90 min time point only for all experiments. (c) Significance level for a Welch’s unequal variances t-test with for the presence of blood at the indicated concentration versus the absence of blood (0 ppm condition) for the data in (b).

**Dynamic detection of blood through a filter membrane**

To move one step towards a smaller form-factor device and to demonstrate the proposed system concept illustrated in Figure 4-1b, a miniature sensor part was designed which allowed fully submerged testing in a beaker of LB fluid. The test devices consisted of two components. The first was the sensor board itself, which was sealed on
the front side with optically clear epoxy and PDMS, and from the back with silicone adhesive as shown in Figure 4-20a. The second was an ABS plastic part having 4 wells of 2.5 mm diameter and two additional holes for mounting onto the screws protruding from the first component. The front side of the well-part was sealed with a PES filter membrane (0.22 μm pore size, Millipore, USA) using a thermal sealing process. The construction of the second part is detailed in Figure 4-20b. With cells deposited in the well part, the two components could be sealed with hex nuts, with the PDMS layer acting as a gasket, and the experiment could be started right away. Due to the much closer proximity of the phototransistors in this design (3.5 mm as opposed to 7 mm), the cross-talk was expected to be worse. The cross-talk performance was measured for a single device and the worst-case pairwise cross-talk was measured to be $1/8 \times$ compared to the applied signal, setting a lower limit on the observable luminescence in the presence of a large signal on one of the channels.

Prior to the experiment, the cells were grown in an overnight culture followed by 2 h subculture. The cells were suspended in a dilution of agar (2/3 agar, 1/3 cell culture) in order to improve the stability of the set-up as compared with fluid deposition. One sample of cells was a positive control (denoted as ON in Figure 4-21) which was created by removing the HrtR repressor protein shown in Figure 4-1a, leading to continuous light production, despite the absence of heme. The channels denoted by OFF were negative controls (no plasmid), and the channel denoted by ‘Sensor’ contained sensor bacteria. After suspension, 15 μL of samples were deposited immediately into the wells and the agar was allowed to gel before mounting the well part on to the sensor board. Immediately after mounting the wells, the device was submerged in 30 mL of LB plus antibiotics and connected to the test PCB and the experiment started.

Figure 4-21b shows a control experiment where no blood was present in the system. The signal observed on channels 1 and 2 is expected to be crosstalk from the positive control channel due to the amplitude being similar to the measured worst-case cross
talk (1/8×) and due to the observed correlations between the channels. Figure 4-21 shows the test which was performed in the same device with the same channel arrangement in order to match the cross-talk. Here, blood was added to the beaker after 1 h, and after a 20 min delay, luminescence starts to build up on the sensor channel, confirming detection of the blood added to the beaker.

Figure 4-20: Device construction for dynamic detection of blood. (a) Construction of the detector part containing four phototransistor channels. (b) Construction of the well-part, containing four compartments for different cell samples and a membrane for allowing the analyte (heme) to pass into the device from the external environment.

4.7 Conclusions

In this section of the thesis, we have presented a system for blood detection based on genetically-engineered whole-cell biosensors and ultra-low power readout electronics. The system consumes as low as 5 nW of average power for sampling at 10 min intervals
and, when coupled with bacterial sensors, can detect blood concentrations down to 125 ppm with deposition on top of the sensor and down to 0.1% blood in a filtered set-up in a beaker. Compared to the other published bio- and chemi-luminescence detectors [79, 92, 78], the system demonstrates nearly $10^6 \times$ lower average power for the luminescence detection task. Specifically compared to [78], which is a chip designed for luminescence readout from whole-cell bioreporters, the system achieves $6 \times 10^5$-fold lower average power for the same sampling rate.

The power level achieved by this design enables new possibilities for bio-reporting systems based on bioluminescence, including, in the case of an ingestible device, the possibility of running on energy harvesting in situ (as detailed in Chapter 2), or in other cases, running on small thin film batteries ($20 \mu W.h$ [93]) which are only $200 \mu m$ thick and $2.25 \text{mm} \times 1.75 \text{mm}$ in lateral dimensions.

### 4.8 Contributions

This section of the thesis makes the following contributions:
• Optical characterization of luminescing cells, with an estimate of the radiance for a small sample size

• A circuit architecture for low power detection of bioluminescence based on a BJT phototransistor and time-to-digital conversion approach

• A system for luminescence detection and wireless reporting that consumes less than 5 nW average power for 10 min sampling rate

• Co-testing with a cell-based sensor for heme, demonstrating sub 100-ppm sensitivity.
Chapter 5

Conclusions and future directions

5.1 Overview

Biomedical electronics have an ever expanding role in the monitoring and reporting on the status of our health. For one, the Internet of Things has ushered in new capabilities for continuous connected health monitoring, leading to inexpensive body-worn sensor nodes for monitoring basic physiological parameters such as breathing, heart rate, and activity level. Such parameters can now be monitored 24 hours a day, seven days per week, and potentially for months to years at a time, leading to an explosion in the amount of data that can be mined for valuable clues as to how the body functions. Advancements in ultra-low power electronics design have extended the lifetime of these devices, with many now lasting weeks to months between recharges.

In contrast, biochemicals inside the body are assayed very infrequently, in many cases only when a laboratory test is ordered and a bodily fluid sample, such as blood, urine or stool, is submitted. Despite the low sampling rate, biochemicals already tell us a number of things about how the body functions, such as our current risk for cancers, diseases in major organs, and the health of our gastrointestinal tract. The ability to sample biochemicals more frequently, in a continuous or semi-continuous
fashion, may lead to greatly expanded knowledge about these same disease processes or to new knowledge about disease processes that have not yet been discovered due to the lack of long-term continuous data. A key challenge in creating continuous biochemical monitoring is the interface to electronics, which is the powerful platform that has enabled continuous connected wireless health monitoring until now, but which is incapable of measuring the chemicals directly.

5.2 Key contributions

The work in this thesis makes a number of contributions in the area of ingestible electronics for bio-chemical monitoring

5.2.1 Energy harvesting in the gastrointestinal tract

We have shown that a galvanic cell, activated by gastric or intestinal fluid, can provide sufficient power for wireless sensing and communication from within the GI tract. Using wireless (un-tethered) long term measurements, we have performed a detailed characterization and we report up to a $1 \mu W$ of available power per mm$^2$ of electrode area in the stomach for up to 5 days. In the intestine, we have demonstrated approximately $10 nW$ per mm$^2$ for up to 3 days. Finally, we have demonstrated that this power can be utilized in an electronic capsule for temperature sensing and far-field wireless communication at 900 MHz to an external basestation located up to 2 m away from the body. This points to the practicality of using such a system for self-powered physiological monitoring and reporting within the GI tract.

5.2.2 Ultra-low energy oscillator design

In biomedical electronics, slow clock sources can be used to efficiently measure and respond to events that occur on biological time-scales of the order of minutes to hours.
This thesis demonstrates circuit techniques for improving the energy efficiency of relaxation oscillators for the case of in-body sensor systems. The improvements are based on the insight that a dynamic circuit, with the appropriate feedback and cutoff devices, can be used to eliminate short-circuit current in the delay stage. In addition, the threshold voltage of a device can be used as a relatively inexpensive voltage reference in the case of temperature-stable applications like in-body sensors. Specifically, we have presented a dynamic 3-stage CMOS relaxation oscillator architecture that consumes only $CV^2$ switching energy across a wide range of speeds (over 4 orders of magnitude) and $V_{dd}$'s (0.6 to 1.8 V in a 0.18 $\mu$m CMOS process). This oscillator architecture was demonstrated alongside a duty-cycled on-chip reference generator to set the speed, showing that down to 230 fJ/cycle can be achieved for a practical fully-integrated system.

**5.2.3 Wireless readout system for a low-power ingestible blood sensor**

Whole-cell biosensors are emerging as a platform for sensing small molecules in difficult environments. To enable widespread use of this technology for in vivo applications, a challenge to overcome is the high-power consumption of the devices currently used to detect optical signals from cells. This thesis demonstrates the ability to use an NPN phototransistor and a time-to-digital conversion approach to obtain signal detection directly from bio-luminescing cells with nanowatt-level power consumption. This thesis also demonstrates integration with a low-power 900 MHz OOK transmitter and necessary system components (wake-up timer, digital controller, voltage regulators, and current sources) for full molecule to wireless-bits sensing at 5 nW average power for a 10 minute sampling interval. Finally, this thesis demonstrates the concept of using genetically engineered E. Coli cells as a front-line detection platform for heme, with low-power signal detection performed by the electronic readout system. Here we demonstrate detection down to 125 ppm of lysed blood ($p < 0.036$) with a
5.3 Future directions

It is the hope of the author that the techniques described herein provide a window into future development of devices for continuous real-time self-powered wireless monitoring of biochemicals in vivo. While this thesis work has made a number of contributions in this area as summarized above, there is still much more work to be done. The following is a list of considerations for future research in this area:

1. **Synthetic biology as a platform for biochemical detection.** The work described herein has shown how cells can be used to detect heme, a major constituent of blood. However the field of synthetic biology continues to advance, with sensors demonstrated for a wide variety of sensing targets such as cancers [1], diabetes [2], antibiotics [3], sugars [4] and heavy metals [5, 6]. As new sensors are developed, integration into low-power electronics readout platforms should be explored in order to create practical systems for continuous and connected use.

2. **In vivo animal studies.** This work has shown the ability to detect blood using the hybrid cellular/electronics system in an in vitro setting. Experiments should eventually be conducted in vivo in order to characterize the use of bacterial cells as sensors inside the body for extended periods of time. Along with in vivo studies, the wireless transmitter should be demonstrated with a commercial low-power RF receiver in order to fully demonstrate the system aspect of the design.

3. **Demonstration with constrained energy sources.** The low power levels achieved by the bioluminescence detection system described in Chapter [4]...
could be further highlighted by testing with constrained sources, such as a thin-film battery or the energy harvesting presented in Chapter 2.

4. **Packaging.** This work has demonstrated the concept of using PES filter membranes as a barrier to keep cells inside the device, however there is a noticeable impact on the sensitivity level of the sensor. The major source of this sensitivity impact should be explored. For example, it could be the result of impaired diffusion of the analyte molecule across the membrane. In addition to membrane design, additional packaging techniques should be explored to reduce the impact of cross-talk between the optical detectors in a small form-factor device.

5. **Communication from the electronics to the cells.** This thesis has demonstrated signaling from cells to low power circuits via bioluminescence. An interesting direction would be to investigate the reverse link, i.e. the stimulation of a cell colony with a low-power signal generated from the circuits. One can envision a hybrid system with bidirectional communication between cells and circuits. The system could possess some key advantages brought by electronics, namely complex signal processing and the ability to communicate wirelessly to a remote basestation, along with the unique capabilities brought by the cells, namely the ability to sense and interact with the chemical environment.
Appendix A

Duty-cycling the current reference in Chapter 3

We now analyze duty cycling of the current reference from Section 3.3.2 and the tradeoffs between average power and frequency accuracy. When the current reference power switch M8 and refresh transistor M7 are off (see Figure 3-6), leakage currents discharge the voltage on capacitor C3 which leads to frequency drift.

\[ f \propto I_{\text{ref}} \propto \exp \left( \frac{V_{C3}}{n \cdot \frac{kT}{q}} \right) \]  \hspace{1cm} (A.1)

\[ \Delta V_{C3} = \frac{I_{\text{leak,M7}} \cdot t_{lk}}{C_3} \]  \hspace{1cm} (A.2)

\[ \frac{\Delta f}{f} = \frac{\Delta I_{\text{ref}}}{I_{\text{ref}}} = \frac{\Delta V_{C3}}{n \cdot \frac{kT}{q}} = \frac{I_{\text{leak,M7}} \cdot t_{\text{tot}}}{C_3 \cdot n \cdot \frac{kT}{q}} \]  \hspace{1cm} (A.3)

where \( t_{lk} \) is the period between two refresh cycles and \( \frac{\Delta f}{f} \) is the fractional change in the oscillator frequency. Note that for this analysis \( t_{lk} \approx t_{\text{tot}} \) since the time to refresh C3’s voltage is expected to be much shorter than the period between refresh cycles.

We now calculate the charging time for C3 during the refresh. \( V_t \) is the steady

\(^1\)The author gratefully acknowledges contributions from Arun Paidimarri on the derivations in this section.
state voltage on C3, and \( I_{M0} \) is the current through M0 as a function of \( V_{C3} \). The relationships can be written as:

\[
I_{\text{bias}} = I_0 \exp \left( \frac{V_t - V_{t,M0}}{n \cdot \frac{kT}{q}} \right), \quad (A.4)
\]

\[
I_{M0} = I_0 \exp \left( \frac{V_{C3} - V_{t,M0}}{n \cdot \frac{kT}{q}} \right), \quad (A.5)
\]

And the ratio of Equation (A.5) to Equation (A.4) is given by

\[
\frac{I_{M0}}{I_{\text{bias}}} = \exp \left( \frac{V_{C3} - V_t}{n \cdot \frac{kT}{q}} \right). \quad (A.6)
\]

With the boost circuit, the on-resistance of M7 is negligible, and the current \( I_{\text{bias}} - I_{M0} \) recharges C3:

\[
C_3 \frac{dV_{C3}}{dt} = I_{\text{bias}} - I_{M0} \quad (A.7)
\]

\[
= I_{\text{bias}} \left( 1 - \exp \left( \frac{V_{C3} - V_t}{n \cdot \frac{kT}{q}} \right) \right) \quad (A.8)
\]

\[
\approx I_{\text{bias}} \left( \frac{V_t - V_{C3}}{n \cdot \frac{kT}{q}} \right), \quad (A.9)
\]

where Equation (A.9) was obtained by Taylor-expansion since \( (V_t - V_{C3}) \) is small. Solving the differential equation, we obtain the duration of the refresh time:

\[
t_r = \frac{C_3 \cdot n \cdot \frac{kT}{q} \cdot \ln \left( \frac{1}{1 - \kappa} \right)}{I_{\text{bias}}}, \quad (A.10)
\]

where the additional variable \( \kappa \) represents the desired settling point, i.e. \( \kappa = 0.99 \) for 99% settling of the voltage.

The current consumed by the current reference when on is \( I_{\text{src}} = m \cdot I_{\text{bias}} \) where \( m \) depends on the current mirror ratio between the reference and current-DAC transistors. Also, the desired reference current to the oscillator is \( I_{\text{ref}} = I_{\text{bias}}/p \) and is a fixed
by the oscillator design parameters and its desired frequency. We can now calculate the average current of the reference with duty cycling:

\[ I_{\text{avg}} = m \cdot I_{\text{bias}} \cdot \frac{t_s}{t_{\text{tot}}} + m \cdot I_{\text{bias}} \cdot \frac{t_r}{t_{\text{tot}}} \]  
\[ = \frac{I_{\text{src}} \cdot t_s \cdot I_{\text{leak,M7}}}{\Delta f \cdot C_3 \cdot n \cdot \frac{RT}{q}} + \frac{m \cdot I_{\text{leak,M7}}}{\Delta f} \cdot \ln \left( \frac{1}{1 - \kappa} \right). \]  

In Equation (A.12), the first term describes the average current during the initial settling of the current reference while the second term describes the average current required during the additional time used to refresh the voltage on capacitor C3.
Appendix B

Photodetector offset and temperature de-embedding

To understand the effect of temperature and offset, the detected code $N_p$ for each active channel (subscript $p$) can be expanded from Equation (4.5) as shown below.

$$N_p = \frac{V_r C_o}{T_s I_{D,o}(T)} \left( \frac{1}{1 + i_{D,p}/I_{D,o} + i_{ph,p}/I_{D,o}} \right), \quad (B.1)$$

where $I_{D,o}$ denotes the nominal dark current of the phototransistors, and the lowercase quantity $i_{D,p}$ denote the offset dark current of each channel $p$ from nominal. Here the dark current is assumed to have a large temperature dependence, which is denoted as $I_{D,o}(T)$, whereas the offset current ratio $i_{D,p}/I_{D,o}$ is largely independent of temperature to first-order.

We can use a reference channel, denoted by subscript $r$, to de-embed the exponential dependence of $I_{D,o}$ on temperature. This reference channel is assumed to have no photocurrent ($I_{ph,r} = 0$). Given a measured active channel code $N_p$ and a reference code $N_r$, the first step is calculating the detected signal $D_p$ by taking a difference of
the active channel’s inverse code with that of the reference channel.

\[
D_p = \frac{1/N_p - 1/N_r}{1/N_r} = \left[ \left( \frac{1 + i_{D,p}/I_{D,o}}{1 + i_{D,r}/I_{D,o}} \right) - 1 \right] + \left( \frac{1}{I_{D,o} + i_{D,r}} \right) I_{ph,p}
\]

(B.2)

where the inverse of the code (i.e. 1/N_p) is used so that the photocurrent I_{ph,p} appears in the numerator.

The residual A_p term arises from the offset current between the reference and active channels and can be cancelled by using measurements of the active channels prior to light production. Since there is a time delay between the induction of the cells and the production of light, the first few samples of D_p during a measurement (where I_{ph,p} in Equation (B.3) is zero for all channels) are a good approximation for A_p. Therefore, we can generate the estimate (\hat{A}_p) for A_p by averaging the first few samples of D_p. We can then calculate the estimated fractional signal E_p with the offsets approximately cancelled.

\[
E_p = D_p - \hat{A}_p
\]

(B.4)

\[
E_p \approx \left( \frac{1}{I_{D,o} + i_{D,r}} \right) I_{ph,p}
\]

(B.5)

Finally, we can cancel the reference channel’s dark current I_{D,o}+i_{D,r} by multiplying through by 1/N_r:

\[
F_p = 1/N_r \times E_p = \frac{T_s}{V_r C_o} \left( I_{D,o}(T) + i_r \right) \times \left( \frac{1}{I_{D,o}(T) + i_r} \right) I_{ph,p}
\]

(B.6)

\[
= \frac{T_s}{V_r C_o} I_{ph,p}
\]

(B.7)

A numerical estimate for the light current in amperes can be obtained by re-
arranging and substituting the circuit parameters: $T_s$, $V_r$, and $C_o$, and the calculated $F_p$ samples:

$$I_{ph,p} = \frac{V_rC_o}{T_s} \times F_p.$$  \hspace{1cm} (B.9)
Appendix C

Optimum frequency for RF transmission from an ingestible device

In the case of space constrained applications like an ingestible pill, which must be less than 10 mm in width, there exists an optimum frequency for wireless transmission through the body. On the one hand, lower frequencies are preferable since they experience less loss in biological media. However the antenna efficiency is worse at lower frequency since ingestible antennas are electrically small – their size in any dimension is constrained to be much less than $\lambda/4$.

The existence of an optimal frequency can be seen by combining the radiation efficiency of a loop antenna [94], which has a compact analytical model, with the attenuation of biological tissue (in this case we have chosen the fat tissue model from
as an example), and with the Friis transmission equation.

\[ T_{rad} = 10 \log_{10} \left[ \frac{R_{rad}}{R_{rad} + R_l} \right], \quad R_{rad} = \frac{8}{3} \pi^3 \left( \frac{A_{ant}}{\lambda^2} \right)^2 \times 120 \pi \sqrt{\mu_r/\epsilon_r} \quad [\Omega] \]  
(C.1)

\[ R_l = \text{copper resistance with skin effect} \quad [\Omega] \]

\[ T_{fat} = 10 \log_{10} |e^{-\alpha l}|^2, \quad \alpha = \text{attenuation constant} \quad [\text{Np/m}] \]  
(C.2)

\[ l = \text{depth} \quad [\text{m}] \]

\[ T_{Friis} = 10 \log_{10} \left[ D_t D_r (\lambda/4\pi l)^2 \right]. \quad D_t = \text{transmitter directivity} = 1 \]  
(C.3)

\[ D_r = \text{receiver directivity} = 1 \]

The total signal transmission is given by:

\[ T_{total} = T_{rad} + T_{fat} + T_{Friis}. \]  
(C.4)

Figure C-1 shows a set of parameters selected for a loop antenna designed for the application and the corresponding analytical simulation based on the above equations. This simulation shows the existence of a maximum transmission point which is just below 1 GHz.
Figure C-1: Analytical simulation of the total signal transmission given a model for the radiation efficiency, tissue attenuation, and free-space path loss.
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