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Abstract
As modern computation platforms become increasingly complex, their programming interfaces are increasingly difficult to use. This complexity is especially inappropriate given the relatively simple core functionality that many of the computations implement. We present a new approach for obtaining software that executes on modern computing platforms with complex programming interfaces. Our approach starts with a simple seed program, written in the language of the developer’s choice, that implements the desired core functionality. It then systematically generates inputs and observes the resulting outputs to learn the core functionality. It finally automatically regenerates new code that implements the learned core functionality on the target computing platform. This regenerated code contains both (a) boilerplate code for the complex programming interfaces that the target computing platform presents and (b) systematic error and vulnerability checking code that makes the new implementations robust and secure. By providing a productive new mechanism for capturing and encapsulating knowledge about how to use modern complex interfaces, this new approach promises to greatly reduce the developer effort required to obtain secure, robust software that executes on modern computing platforms.

1 Introduction
Within the last decade, undergraduate computer science enrollments, both within and outside the major, have dramatically increased [54]. As a result, undergraduates are now acquiring basic programming skills as a normal part of their college education. Indeed, the ability to write (relatively simple) programs, like the ability to read, write, and perform basic mathematical reasoning, is now increasingly seen as part of the personal portfolio of a literate person in our culture [32, 45].

At the same time, the systems on which even simple production software must execute are becoming increasingly complex. Some decades ago most software executed on a single machine, with the programming environment providing a few simple abstractions (such as file system interfaces) for accessing the devices attached to that machine. Most software today, in contrast, is expected to execute in complex, networked, distributed computing platforms. A common scenario, for example, is for a program to compute over data stored across many machines in a cloud computing environment to generate results that are then distributed via the Internet for graphical presentation on remote devices.

Modern software environments rely heavily on software packages that help developers deal with the resulting complexity. Examples include application server frameworks such as JBoss and IBM WebSphere, key/value storage systems such as Redis, NoSQL databases such as HBase, distributed memory caching systems such as memcached, and cluster computing frameworks such as Spark and MapReduce. While the implementations of such systems encapsulate the otherwise potentially overwhelming complexity of coordinating the actions of the components of large distributed computing systems, the programming interfaces they provide are far from easy to use (as can be seen in the large volume of questions posted to web sites such as Stack Overflow [6]). Indeed, developers that work with such systems spend much of their time constructing appropriate search terms to find previously developed code that they can copy and adapt for their needs. The complexity of these programming interfaces can be seen as especially inappropriate given the relatively simple core functionality that many of the computations implement. At a conceptual level, such computations often simply store and retrieve data or perform simple computations on the stored data. The complexity comes not from the core functionality that the computation implements, but from the computing platform on which the computation executes.

We propose a new approach for developing software for such computing platforms. Instead of coding to complex programming interfaces that existing software packages export, developers implement the core functionality in a seed program using the programming language of their choice. The seed program uses only the simplest standard programming interfaces, such as standard text input and output interfaces.

Our system first interacts with the seed program to learn its core functionality. The system then regenerates (a potentially augmented version of) the computation that uses sophisticated software packages to implement the learned core functionality on the new, potentially much more complex computing platform. In effect, the knowledge and expertise required to use the relevant software packages are all encapsulated in our regenerator. This approach can be particularly
productive in a world in which basic programming skills are widely available, but the specialized knowledge and expertise required to productively use specialized software packages is much scarcer. This is the case for the world we are now entering as a society: such specialized knowledge of specialized software packages is constantly changing, available to far fewer people, and more difficult to use for everyone regardless of their skill level. Our approach is founded on several principles:

- **Program Inference via Active Learning:** Starting with a seed program that (mostly) implements the desired core functionality, the system reverse engineers the seed program to infer a representation of the core functionality. It uses active learning to drive the process — because the specification is a program, it is possible to design algorithms that systematically interact with the program to learn the core functionality that it implements.

  In this paper we present a black box inference algorithm that interacts with the seed program by generating inputs and observing the resulting outputs. Gray box and white box approaches can also be appropriate — they can obtain certain kinds of information more quickly by observing aspects of the implementation, but may require more involved mechanisms that (dynamically or statically) analyze the program and/or its execution.

- **Noisy, Partial Specifications:** The inference algorithm should be designed to tolerate noise (in the form of implementation errors or overlooked corner cases) and partial implementations of the desired core functionality. The algorithm must therefore be able to isolate the desired common case behavior of the seed program and infer a general specification from that isolated behavior, all while identifying and discarding undesirable behavior (noise) that should not be part of the specification.

  Such algorithms relieve the developer of the seed program of the need to consider and implement obscure corner cases. The developer can instead simply implement the core common-case functionality while omitting error checking and code that handles corner cases. An advantage is that implementing simply the core functionality is often substantially easier than implementing a robust program that considers and correctly handles all cases.

- **Augmented Regeneration:** Working with the learned representation of the core computation, regenerate the program for the target context. This regeneration may involve simply producing a computation that uses the facilities that the target context provides. In most cases, however, we expect that a productive regeneration will augment the core computation with additional capabilities. These may include additional error or security vulnerability checks, data consistency or cleaning checks, robustness and recovery code, or the generation of a graphical user interface for the program.

- **Reinterpretation:** Many modern programming languages support a simple and basic model of computation (sequential execution, file input and output, standard data structures, a single address space) that usually enables straightforward implementation of the desired core functionality. In many cases, however, the goal is to implement this core functionality in a much more complex environment — to operate on distributed data, to work with data stored in a relational database or key/value store, to access specialized computing devices, to execute time-consuming computations in parallel, to package the core functionality into an appealing graphical user interface potentially accessed via the Internet, or to access values available via remote sensors. To support such implementations, the regeneration algorithm will reinterpret standard constructs to translate them into implementations that operate successfully in the new, more complex target context.

1.1 Scope

The initial scope of the approach is programs that implement simple core functionality (such as storing and retrieving data or performing simple calculations over that stored data) on complex hardware platforms. We anticipate several use cases:

- **New Software:** In this use case, the seed implementation is developed from scratch, typically by implementing a simple text-based interface in a widely-taught language such as Python. These use cases typically involve substantial reinterpretation and augmentation to re-implement the functionality on more complex production computing environments and/or to provide the system with an enhanced user interface.

- **Legacy Systems:** In this use case, the developer starts with a legacy system that implements the desired functionality. Here one goal is to start with a system that runs in an obsolete or otherwise undesirable computing context to obtain a regenerated version that can operate successfully in a more modern context. Another goal is to start with a system that may have defects or security vulnerabilities to generate a program without defects or vulnerabilities (by, for example, systematically generating appropriate checks and code).

- **Targeted Functionality Extraction:** In this use case, the seed program implements a range of functionality, only part of which comprises the desired core functionality. In this case the developer provides a limited interface specification that targets only the desired core functionality, with the program inference system oblivious to the remaining undesired functionality.

  In the longer term, we expect the scope to grow in several directions. First, we expect the program inference algorithms to become progressively more sophisticated to be able to successfully infer a larger range of programs. Second, we expect
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the program regeneration and reinterpretation algorithms to grow in sophistication to deliver code with increased functionality and code that operates in more complex environments. Third, we expect the approach to generalize to learn core functionality from multiple applications, then merge them into a single unified regenerated application.

Another direction is learning and regenerating system components. Consider, for example, a standard database-backed web application. Instead of interacting only with the user interface to learn the end to end application functionality, an alternative approach would instrument the application to also observe the interactions between the application and the database. Leveraging the availability of these observed interactions, it would then learn and regenerate the core functionality of the front end, leaving the database intact.

1.2 Programs as Specifications
An alternative perspective is that we propose to use programs as (partial, noisy) specifications of the desired core functionality. In this context our approach has the advantage that developing programs is, in comparison with using standard specification languages based on formal logic, a relatively widely available skill within our society (and a skill that promises to become more available over time). In comparison with natural language specifications, programs provide precision and the ability to explore and learn the specification by observing the program as it produces outputs in response to targeted synthesized inputs.

Of course, it is common knowledge that developers struggle to produce correct programs. The inference algorithm must therefore tolerate the presence of defects. One baseline strategy is to simply ignore program crashes. Another strategy is to work with a circumscribed program representation that rules out many incorrect programs that the inference algorithm might otherwise infer. Yet another strategy would develop a probabilistic model of correct programs and infer only programs that are likely to be correct.

1.3 Encapsulated Knowledge
Yet another perspective is that the regenerator encapsulates the knowledge of how to use the complex software components that the regenerated code uses. Over the last several decades, the field has explored a variety of approaches for capturing and communicating this kind of knowledge. Examples include user manuals, textbooks, example programs, and, more recently, websites such as Stack Overflow [6]. All of these mechanisms require the developer to examine the provided code and modify it to adapt it for their purpose in their system. Regeneration enables the developer to immediately obtain working code that implements the desired core functionality without the need to examine and/or modify the code (although the developer may very well do so if he or she desires). In this sense the regenerator can provide a more robust encapsulation of the (in some cases quite involved) knowledge required to productively use the powerful but complex target components.

1.4 Implications for the Field
This approach promises to substantially reduce the time and effort required to obtain programs that work with complex programming interfaces on modern complex hardware platforms. By automating the generation of error, privacy, and security checking code, it promises to improve program robustness and reliability.

But despite these instrumental advantages, perhaps the most important implication is the transformative effect this approach can have on the activities and daily lives of people who work in the field. Modern software development is rapidly becoming a boring, mind-numbing activity in which developers spend their time searching (in many cases more or less mindlessly) for arcane code sequences that (for often poorly understood reasons) happen to deliver something close to the desired effect. Automating the generation of these code sequences can free developers to focus on the fascinating core technical challenges of automating central activities that human society relies on to function smoothly. The profession will (once again) provide the world’s best platform for creative people to spend their days in inspiring technical work.

1.5 Paper Structure
The remainder of the paper is structured as followed. We present an example of a course registration system in Section 2. The seed program is written with a text interface in Python, with the registration information stored in native Python data structures. We present two regenerations: 1) a text-based C regeneration that stores the registration information in a Redis database and 2) a regeneration that implements a graphical web browser interface using HTML, CSS, Go, JavaScript, and Redis. In Section 3 we present the program inference algorithms. We survey related work in Section 4 and conclude in Section 5.

2 Example
We next present an example that highlights how our proposed approach works for a simple student course registration system. All of the code discussed in this section and in the appendix (with the exception of the python seed program) was automatically regenerated by our implemented program inference and regeneration system. Figure 1 presents a high-level structure of this system. This system starts with the interface, in the form of operations (parameterized commands) that the registration system should implement for its users:

- enroll name id: Given a student’s name and id, enroll the student to take classes.
• **add id class**: Add a class to the list of classes for which the student is registered. The student is identified by the student’s id.
• **drop id class**: Drop the specified class from the identified student’s registration list.
• **classes id → class**: Retrieve the class or classes for which the identified student is currently registered.
• **name id → name**: Retrieve the name of the identified student given the student’s id.
• **id name → id**: Retrieve the id of the student with the given name.

Here each operation has a command (enroll, add, drop, classes, name, id, and/or class), parameters (name, id, and/or class), and outputs (name, id, and/or list(class)). The parameter names all identify disjoint sets of (abstract) objects so that, for example, the name parameter of the enroll operation is drawn from the same set of objects as the name parameter of the id operation, while the class parameters of the add and drop operations are drawn from a different disjoint set of objects.

2.1 Seed Program

The developer next implements a seed program, written in Python, that implements the core functionality. Python is a widely taught language that many developers find easy to use for quick implementation tasks. The program implements a simple text-based interface that is designed to accept and process one command per line. While a text-based interface may not be as easy to use as a more involved graphical or browser interface, it is much easier to implement and supports text-based program inference systems.

Figure 2 presents the seed program in our example. The program maintains three data structures: `classes`, which maps each student id to the list of classes for which the student is registered, `ids`, which maps student names to corresponding student ids, and `names`, which maps student ids to corresponding names. The main loop reads and implements a command for each line of input. The seed program is quite simple — there is essentially no input validation (for example, the program will accept any string as a student name, student id, or class id), little error checking (for example, the code that implements the drop and classes operations does not check if the classes map has an entry for the provided id, which leaves the program vulnerable to KeyErrors), no corner case checks, and no attempt to provide useful messages to the user of the program. And the text-based interface is straightforward to implement using basic Python input and string handling constructs. There is no need for the developer to learn and use the much more complex python packages for building graphical user interfaces or interacting with cloud storage systems.

2.2 Program Inference

The program inference algorithm exploits the availability of the seed program to learn the functionality. Unlike most machine learning and program synthesis approaches, which are limited to working with a provided set of input/output pairs, the program inference algorithm can purposefully select the inputs it provides to the seed program to target and resolve ambiguities. We next outline how one potential program inference algorithm exploits this ability (as well as the structure present in the provided interface to the seed program) to quickly learn the core functionality. The inference algorithm is designed to work with programs that have the following sets of properties:

• **Key/Value Maps**: The program works with a fixed set of maps. Each map contains relations that map a key to a value or to a list of values. Note that the program is not required to implement the maps using any particular data structure or mechanism — because the program inference algorithms for this example only generate inputs and observe the resulting outputs, they are oblivious to the particular map implementation technique.
• **Store, Retrieve, and Remove Operations**: The program implements three kinds of operations, specifically store operations, which store one or more relations between
the parameters of the operation into one or more of the maps, retrieve operations, which use the parameter as a key to retrieve and return a value (or list of values) from one of the maps, and remove operations, which remove one or more relations from the maps.

- **Initial Empty Maps:** When the program runs, it starts with empty maps.

The provided interface distinguishes retrieve operations (which return values) from store/remove operations (which return nothing).

The program inference algorithm first repeatedly executes selected operations with selected parameters starting from empty maps to discover store/retrieve pairs — paired operations in which the first operation stores a relation into a map and the second operation retrieves and returns the corresponding value (or list of values) stored by the first operation (Section 3.1). Each store/retrieve pair is mediated by a key/value pair chosen from the parameters of the store operation — the first parameter of this pair is the key of the stored relation; the second parameter is the corresponding value. In the example, the program inference algorithm repeatedly starts with an empty map, executes an enroll operation with a unique name and id, then executes classes, name, and id operations to determine if one of these operations returns one of the enroll parameters. If so, the inference algorithm has discovered a store/retrieve pair backed by a map. In the example, the inference algorithm discovers that enroll/name is a store/retrieve pair mediated by the id/name parameters of the enroll operation, enroll/id is a store/retrieve pair mediated by the id/class parameters, and add/classes is a store/retrieve pair mediated by the id/class parameters of the add method.

After the pairs of store/retrieve operations are determined, the inference algorithm next uses the store/retrieve pairs to determine which store operations accumulate the stored values in lists, which overwrite the old mapping with the new mapping, and which leave the old mapping in place and discard the new mapping (Section 3.2). The algorithm executes two store operations that insert different values into the same map under the same key, then executes the corresponding retrieve operation to determine if the retrieve returns both values, the first inserted value only, or the second inserted value only. In our example the inference algorithm determines that the enroll operation overwrites the old mappings and the add operation accumulates the stored values in lists.

The next step is to use the store/retrieve pairs to identify store/delete pairs in which the first operation stores a relation and the second operation removes the relation (Section 3.4). The inference algorithm executes the store operation, then a candidate delete operation, then the corresponding retrieve operation. If the retrieve operation does not return the stored value, then the inference algorithm has discovered a store/delete pair. In our example the inference algorithm determines that the add and drop operations comprise a store/delete pair.

Finally, the inference algorithm uses the store/retrieve pairs to determine which operations work with the same map and which work with different maps (Section 3.5). The basic idea is to execute the seed program twice, once with one store operation and once with another store operation. Both operations insert the same relation, but potentially into different maps. Both executions next execute the same retrieve operation (the paired retrieve operation from the first store operation). If both executions return the same value, the inference algorithm concludes that they both accessed the same map (working under the assumption that the retrieve operation always accesses the same map). The code generation algorithm uses the resulting inferred equivalence classes of operations to determine how many maps to generate and which maps each operation accesses.

In any of these steps, the inference algorithm tolerates noise in the seed program when it crashes due to unchecked errors. For example, a retrieve operation may crash from a KeyError when attempting to look up a key that does not exist in a map (the classes, name, and id operations). In this situation, the inference algorithm decides that the retrieved value is `Nil`. Also, a candidate delete operation may crash from a KeyError when attempting to look up a key that does not exist in a map or, when the key does exist, may crash from a ValueError when attempting to remove a value that does not exist in a list (the drop operation). In these situations, the inference algorithm decides that the candidate delete operation does not correspond to the store operation and immediately goes to next iteration of the closest enclosing loop. Note that this design makes our algorithm robust against certain kinds of noise while still learning the core functionality.

### 2.3 Regeneration for C and Redis

Redis [3] is an in-memory data structure store that supports a variety of simple data structures including lists, sets, and a key/value map over strings. It runs as a server and offers a range of features including persistence and replication. Redis application programming interfaces (APIs) have been developed for many languages including C. We present an example that illustrates the regeneration of a text-based C/Redis implementation of the registration program. Figure 3 presents a session from this implementation (we replace repeated text command prompts with ... after the first prompt).

#### 2.3.1 Command Loop

Regenerated based on the specified command interface, the main command loop first reads in the command and parameters, then invokes a regenerated procedure that implements the command (see Figure 10). The command loop first presents a prompt to the user. This prompt describes the commands and parameters. It then reads in the command
Select a command:
1: enroll <name> <id> > add 100 CS20
2: add <id> <class> add 100 CS20 successful
3: drop <id> <class> ...
4: classes <id> > a 100 MA30
5: name <id> add 100 MA30 successful
6: id <name> ...
> 1 Joe 100
enroll Joe 100 successful
classes 100 -> CS20:MA30 ...
> id Joe
id Joe -> 100
drop 100 CS20
...
> name 100
classes 100
name 100 -> Joe
classes 100 -> MA30 ...

Figure 3. Session from regenerated Redis/C implementation

and parameters and invokes a regenerated procedure that implements each command.

The regenerated command loop enables the user to specify the command either with a number or with a prefix of the command name (see Figure 11). It handles input errors by invoking the resync procedure (see Figure 13), which recovers by flushing the remainder of the current input line to leave the program ready to resume at the start of the next line (this recovery strategy is an instance of the filtered iterator concept [42]).

The regenerator makes the policy decision that it will support input commands and parameters that are at most 4096 characters long (other decisions are of course possible). The input procedure (see Figure 13), which reads in the token, contains the appropriate checks required to ensure that malicious or corner case inputs with large tokens do not overflow the token buffer. It also contains the input validation checks required to ensure that the tokens contain only alphanumeric characters (another policy decision taken in the regenerator). It is straightforward to replace these policy decisions with others — for example, to support tokens of arbitrary length or that contain a broader or narrower range of characters.

The automatically generated prompt and error handling code is one example of augmented regeneration — the regenerator enhances the usability and robustness of the regenerated application by systematically inserting appropriate error-handling code into the regenerated implementation.

2.3.3 Map Implementation

By interacting with the seed program, the program inference engine infers several (virtual) maps. In our example these maps include:

- **id → name**: The operation sequence `enroll name id`; name id reveals the presence of this map — the name id operation returns the name from the enroll operation.
- **name → id**: The operation sequence `enroll name id`; name id reveals the presence of this map — the id name operation returns the id from the enroll operation.
- **id → list(class)**: The operation sequence `add id class`; classes id reveals the presence of this map — the classes id operation returns the class from the add id class operation. The operation sequence `add id class1`; add id class2; classes id reveals that the add id class operation accumulates the classes into a list — the classes id operation returns both class1 and class2 from the previous add operations.

The C/Redis regenerator generates code that represents these maps in Redis.

It is the responsibility of the C/Redis regenerator to generate code that uses the Redis data structures to implement these inferred maps. In our example the regenerator will use the Redis hash, which maps keys to named fields, for this purpose. The Redis hash supports two relevant commands, the HSET key field value command, which maps the key, field pair to the value, and the HGET key field command, which returns the previously stored value. This data structure is designed to support an object-based perspective in which each key represents an object and each field represents an attribute of the object. The C/Redis regenerator encapsulates the perspective shift required to translate from the abstract maps which the developer uses to conceptualize the computation to the object-based hash that Redis provides. With this perspective shift, each name and id corresponds to an object, with name objects implementing an id field and id objects implementing name and class fields.

The C/Redis regenerator implements all of the tables in the Redis hash, generating key prefixes to ensure that keys from different inferred maps are distinct in the hash. For example, it implements a store of the relation `Joe → 100` into the inferred name → id map with the Redis HSET name:Joe id 100 command. Conceptually, this Redis command captures the information that Joe is a name object whose id field has the value 100. Similarly, it implements a store of the relation `100 → Joe` into the inferred id → name map with the Redis HSET id:100 name:Joe command. This Redis
command captures the information that 100 is an id object whose name field has the value Joe. This implementation strategy identifies name objects in the hash by prepending the name: prefix to the name and id objects by prepending the id: prefix to the id.

Figure 15 presents the code for the enroll, name, and id operations. The code for these operations uses the string-based hredis [2] interface to invoke Redis commands from C. The code contains the standard hredis boilerplate required to use these commands from C, including code to check for error cases when invoking the Redis command and code to deallocate the Redis reply objects. The code for the enroll command uses the Redis HSET key field value command to store the name and id in the hash. The code for the name and id operations uses the Redis HGET key field command to retrieve the stored values from the hash. While this code does not contain any additional validation or security checks on the user-provided name or id strings, it is straightforward to add any desired checks to this code. These checks would appear before the calls to the redisCommand procedure, which invokes the operations against the Redis database.

2.3.4 Lists and Maps

The add id class operation accumulates the stored classes into a list. Redis hashes do not directly support lists — another conceptual mismatch that the C/Redis regenerator must navigate. The regenerator therefore encodes the list of classes into a single string, with the items in the list separated by a delimiter (our example uses the : character as the delimiter). To maintain this list, the regenerator also generates procedures that operate on the sets encoded as strings of items separated by delimiters. In this way the regenerator bridges a mismatch between the concepts present in the seed program and the implementation mechanisms that the target implementation context provides.

The inference algorithm determines that add id class operations accumulate the inserted classes into a list and that drop id class operations remove the class from the list (Sections 3.2, 3.3, and 3.4). Figure 16 presents the code for these operations (and the classes operation, which prints the list of classes). This code manipulates the list using the lookup, insert, and delete procedures, which manipulate lists implemented as strings of items separated by delimiters. Figures 17 and 18 present the code for these list manipulation procedures. These procedures are low-level C code that operate on strings of characters separated by the : delimiter. Here the regenerator chose to implement lists as null-terminated character strings of at most 4096*10 characters. Other implementation choices (such as unbounded length character strings) are also possible. We note that this kind of low-level C code is notoriously difficult to get correct and is often the source of security vulnerabilities [33, 39].

2.4 A Web Application with Browser Interface

We next present an example that illustrates the regeneration of a web-form-based HTML/CSS/Go/JavaScript/Redis implementation of the registration program. This implementation has three components: 1) a regenerated HTML page that the user’s browser loads, 2) a regenerated server, written in Go, that processes commands received from the user’s browser, and 3) the Redis database that the Go server uses to store and retrieve data.

The HTML page presents input forms implemented in JavaScript. The page receives commands and arguments from the input forms, sends requests to the web server, and displays the server response. The web server contains the main functionality for the registration program. It is implemented in Go [1] and stores data with Redis [3].

All of these software components (HTML, CSS, JavaScript, Go, and Redis) offer both significant functionality and complex interfaces. Using these interfaces requires little to no fundamental computer science knowledge. Instead, they require extensive knowledge of how to precisely configure and invoke specific interfaces to obtain the desired effect. The standard way to develop code that uses these interfaces is to extensively Google key words and phrases that lead to code snippets that can be copied, then adapted, to implement the desired functionality. Our approach encapsulates this knowledge in reusable form in the regenerator. The developer can therefore be productively ignorant of the complex interfaces and obscure usage requirements that these software components present.

In our example, after the web server starts running, the user may access the registration program from the same machine in a web browser at http://localhost:8088/static/register.html. Figure 4 presents a screen shot of the web interface. The interface is laid out as a matrix, with the rows corresponding to commands and the columns corresponding to the command parameters. The last column contains submit buttons for the corresponding commands. The box at the bottom presents the output for each executed command.

2.4.1 Browser Interface Layout

The regenerated web page contains HTML code that specifies the web page layout. The boilerplate code in the regenerated HTML header (Figure 19) specifies that the HTML body uses the jQuery JavaScript library and Cascading Style Sheets (CSS). It also uses the Cloudflare skeleton CSS file [5] to support the matrix layout. The regenerated HTML body (Figure 20) specifies the input form. Each input command has a designated <div> element that occupies a row on the web page, with the following contents: a text label that describes the command name, an input field for each argument, and a "submit" button for sending the command and arguments to the web server. The bottom of the HTML body contains a <div> element for displaying the server response.
2.4.2 Communicating with Web Server

The regenerated web page also contains JavaScript code that listens to the input forms on the web page and communicates with the web server (Figures 21 and 22). This code binds a function to each of the “submit” buttons on the web page. The bound listener function reads arguments from the input forms, encodes the appropriate command and arguments as a URL, sends the URL to the web server as a request, and displays the server response at the bottom of the web page. The server response may contain values successfully returned from the database or error messages. The listener function executes each time the user clicks the corresponding “submit” button.

2.4.3 Redis Initialization and Command Handlers

When the Go server starts running, it initializes its connection to the Redis database before accepting requests. The Go server first invokes the `init` procedure, which uses the redis.v5 Go client for Redis [4]. Figure 23 presents the code for the `init` procedure (as is standard practice when developing applications that use these kinds of complex interfaces, this code is adapted from an example found on the Internet via a Google search). This procedure contains boilerplate code that enables the Go web server to successfully connect to the Redis database server as a client.

After initializing Redis, the program invokes the `main` procedure, which registers appropriate command handlers for incoming requests. Figure 24 presents the Go code for the `main` procedure (once again, this code is adapted from an example found on the Internet via a Google search). This procedure contains boilerplate code that enables the web server to successfully parse incoming URL requests by invoking the appropriate command handlers and parsing the appropriate arguments.

As in Section 2.3.2, our approach encapsulates the specialized knowledge of how to successfully use Redis and of how to handle URL requests all inside the regenerator, for automated oblivious reuse by system users.

2.4.4 Map Implementation

The Go server implements the same strategy for representing data in the Redis database as the text interface implementations. The implementations can therefore interoperate — it is possible to access the same data in the same database with either the text or the web implementation.

The code that implements enroll, name, and id operations (Figure 25) presents the code that implements the enroll, name, uses the go-redis interface [4] to invoke Redis commands from Go. The code uses the `client` variable, initialized to hold a Redis client by the initialization code in Figure 23, to access the Redis database. Like the text interface implementations, the Go server uses the Redis `HGET` and `HSET` commands to store strings in the Redis hash. The code contains standard boilerplate required to use these commands from Go, including code to check for error cases in the invocation of the Redis command. Once again, this code was adapted from examples found on the Internet.

2.4.5 Lists and Maps

As in Section 2.3.4, the regenerator encodes the list of classes into a single string and must generate code that operates these strings. Here the regenerated code uses the built-in Go string operations to construct the strings that implement the list of classes (the text interface implementations, in contrast, contain regenerated C code that implements the required string manipulations). Figure 26 presents the code for the add, drop, and classes operations. This code uses (once again), the Redis `HGET` and `HSET` operations and the Go string operations.

2.5 Installation, Configuration, and Documentation

In this section we have focused on the source code that the regenerator produces. But in modern computer systems the source code is only part of the solution. Installation and configuration of the multiple subsystems that the code works with can comprise a substantial obstacle to obtaining a working system. In addition to encapsulating the knowledge of how to develop code that works with these subsystems, the regenerator can also encapsulate knowledge of how to install and configure the relevant subsystems. This knowledge can take the form of either a natural language narrative of how to install and configure the subsystems (including installation and configuration options) or of scripts that directly implement the installation and configuration.

Our current regenerator implementation produces code without comments or documentation. While many developers may very well use the regenerated code directly without examining it, others may wish to examine, understand, or even modify the code. For these uses, the regenerator can also produce documentation or comments that support the
ability of developers to use the regenerated code for a variety of purposes, including modifying the regenerated code or using the regenerated code to develop or enhance their understanding of how to use the target subsystems.

3 Program Inference Algorithms

We next present program inference algorithms for programs whose operations store, remove, and delete relations from maps.

3.1 Store/Retrieve Pair Inference Algorithm

Figure 5 presents the store/retrieve pair inference algorithm. The algorithm takes as inputs the seed program \( SP \) (each of which may store or remove relations), with each operation of the form \( \text{sop} \ p_1 \ldots p_k \) (here \( \text{sop} \) is the name of the operation and \( p_1 \ldots p_k \) are the names of the \( k \) parameters), and a set of potential retrieve operations \( R \), with each operation of the form \( \text{rop} p \rightarrow q \) (here \( \text{rop} \) is the name of the operation, which takes a single parameter \( p \) and returns a value or list of values \( q \)). The algorithm partitions the operations into \( S \) and \( R \) based on whether they return a value (operations in \( R \)) or not (operations in \( S \)). As presented, the algorithm works with potential retrieve operations that take a single parameter and return a single value or list of values. It is straightforward to generalize the algorithms to work with potential retrieve operations with multiple parameters that may return multiple retrieved values.

The algorithm produces as output a set of store/retrieve pairs \( \text{SRP} \), with each pair of the form \( \langle \text{sop}, \text{rop}, k, i, j \rangle \). Here \( \text{sop} \) is a potential store operation with \( k \) parameters that stores a relation that maps its \( i \)’th parameter to its \( j \)’th parameter. \( \text{rop} \) is a retrieve operation that, when given the

\[
\text{SRP} = \{ \langle \text{sop}, \text{rop}, k, i, j \rangle \} \}
\]

Figure 5. Store/Retrieve Pair (SRP) inference algorithm

\( i \)’th parameter (the key) of a previously executed \( \text{sop} \) operation, returns the \( j \)’th parameter (the stored value) of that operation.

The algorithm itself simply enumerates all potential store/retrieve pairs to collect all pairs that exhibit the required store/retrieve behavior. Specifically, it runs the the seed program \( SP \) (starting with empty maps) first on a potential store operation \( \text{sop} v_1 \ldots v_k \), then on a potential retrieve operation \( \text{rop} v_i \), and collects the resulting value \( v \) that the potential retrieve operation returns. We use the notation \( v = \text{sop} v_1 \ldots v_k; \text{rop} v_i | SP \) to denote running the seed program \( SP \) on these two operations to obtain the returned value \( v \). If the resulting value \( v \) matches one of the parameters \( v_i \) of the potential store operation, then the algorithm has found a store/retrieve pair (that it then collects into the output set of store/receive pairs \( \text{SRP} \)).

3.2 Keep, Replace, or List Inference Algorithm

The keep, replace, or list inference algorithm explores the behavior of the seed program when multiple relations with the same key are stored in the same map. The algorithm infers three different possible behaviors:

- **Keep**: Keep original relation and drop subsequent stores.
- **Replace**: Replace existing relation with new relation.
- **List**: Accumulate the values from multiple stores into a list of values stored under the key.

Figure 6 presents the keep, replace, or list inference algorithm. The algorithm takes as inputs the seed program \( SP \), a set of potential store/remove operations \( S \), a set of potential retrieve operations \( R \), and the store/retrieve pairs \( \text{SRP} \) from the store/retrieve pair inference algorithm (Figure 5). It produces as output a set of tuples \( \langle \text{sop}, k, i, j, \text{krl} \rangle \), where \( \text{sop} \) is an operation with \( k \) parameters that stores a relation into some map. The \( i \)’th parameter is the key
and the j’th parameter is the value of this stored relation. krl ∈ {Keep, Replace, List} specifies whether the operation keeps the original relation, replaces the original relation, or accumulates the stores into a list of values.

The algorithm iterates over all of the store/retrieve pairs in SRP (from the store/retrieve pair inference algorithm) to find operations that store relations in some map. It executes the seed program SP, invoking the store operation twice with the same key but different values. It then retrieves the value stored under the key to determine if the store operations kept the first relation, replaced the first relation with the second relation, or accumulated the values into a list stored under the key.

3.3 Store/Clear Pair Inference Algorithm

In addition to storing relations, operations may also remove relations. If an operation removes relations based only on the key, we call the operation a clear relation; if the operation removes relations based on both the key and value, we call the operation a delete operation (Section 3.4).

Figure 7 presents the store/clear pair inference algorithm. The algorithm takes as inputs the seed program SP, a set of potential store/remove operations S, a set of potential retrieve operations R, and the store/retrieve pairs SRP from the store/retrieve pair inference algorithm (Figure 5).

The algorithm produces as output a set of store/clear pairs SCP, with each pair of the form ⟨sop, k, i, j, sop’, k’, i’⟩. Here sop is an operation with k parameters that stores a relation that maps its i’th parameter (the key) to its j’th parameter (the value). sop’ is an operation with k’ parameters that clears the stored relation from the map. To clear the relation, the keys, specifically the i’th parameter of sop and i’th parameter of sop’, must have the same value.

Figure 7. Store/Clear Pair (SCP) inference algorithm

Figure 8. Store/Delete Pair (SDP) inference algorithm

The algorithm first uses the inferred store/retrieve pairs SRP to iterate over all operations that insert relations into maps. It then iterates over all potential operations that may clear the stored relation, executing the seed program SP on the two operations sop v1 . . . vk (the operation that stores the relation) and sop’ u1 . . . uk (the potential clear operation) in sequence. The algorithm then executes the retrieve operation rop v1 from the store/retrieve pair to determine if the potential clear operation actually cleared the stored relation. If the retrieve operation returns nothing (v = Nil) after the seed program executes the store and potential clear operation, the algorithm has found a store/clear pair that it then collects into the output set of store/clear pairs SCP. To avoid finding operations that delete relations based on both the key and the value, the algorithm ensures that all of the parameters v1, . . . , vk and u1, . . . , uk are distinct (with the exception of the key parameters v1 = u1) so that the potential clear operation will not be given the value from the stored key/value relation.

3.4 Store/Delete Pair Inference Algorithm

The store/clear pair inference algorithm (Figure 7) infers operations that remove relations based on a given key regardless of the value to which the key maps. Some operations, however, remove relations based not only on the key, but also on the value. Such operations are often used, for example, to delete specific values within a list of values accumulated under the same key. We call such operations delete operations (as opposed to the clear operations from Section 3.3, which remove relations based only on the key, not the value). The add and drop operations from the example in Section 2
are one example of a store/delete pair. The store/delete pair inference algorithm infers operations that delete relations based on both the key and the value.

Figure 8 presents the store/delete pair inference algorithm. The algorithm takes as inputs the seed program \( SP \), a set of potential store/remove operations \( S \), a set of potential retrieve operations \( R \), the store/retrieve pairs \( SRP \) from the store/retrieve pair inference algorithm (Figure 5), and the store/clear pairs \( SCP \) from the store/clear pair inference algorithm (Figure 7).

The algorithm produces as output a set of store/delete pairs \( SDP \), with each pair of the form \( \langle sop, k, i, j, sop’, k’, i’, j’ \rangle \). Here \( sop \) is an operation with \( k \) parameters that stores a relation that maps its \( i \)th parameter (the key) to its \( j \)th parameter (the value). \( sop’ \) is an operation with \( k’ \) parameters that deletes the stored relation from the map. To delete the relation, the \( i’ \)th and \( j’ \)th parameters of \( sop’ \) must be the same as the \( i’ \)th and \( j’ \)th parameters of \( sop \), respectively. Delete operations \( sop’ \) typically work with lists of values stored under the same key to delete single list values while leaving the other values in the list intact. The drop operation in Section 2 is an example of an operation that deletes a relation based on both the key and the value.

The algorithm uses the inferred store/retrieve pairs \( SRP \) (Algorithm 5) and \( S \) to enumerate the possible store/delete pairs. It first runs \( sop \) \( v_1 \ldots v_k \), which inserts the relation, then \( sop’ u_1 \ldots u_k \), which may delete the relation. If then runs \( rop \) \( v_l \) and checks the return value to see if the relation was deleted. It collects pairs in which the relation was deleted into the output set of inferred store/delete pairs \( SDP \), skipping pairs with a corresponding store/clear pair in \( SCP \) — the algorithm only collects store/delete pairs in which both the key and the value must match for the operation to delete the stored relation.

### 3.5 Map Inference Algorithm

The store/retrieve pair inference algorithm (Figure 5) finds operations that insert relations into some map. It does not, however, attempt to determine which operations insert relations into the same map. This information is critical for code regeneration — if two different operations insert relations into the same map, the code regenerator must ensure that the regenerated operations access the same map.

The map inference algorithm finds operations that insert relations into the same map. The algorithm enumerates pairs of operations that store relations to find operations that store relations into the same map. It finds these operations by executing the seed program \( SP \) twice. The first execution executes the first operation, then the corresponding retrieve operation. The second execution executes the second operation, then again the corresponding retrieve operation for the first operation (which retrieves the stored value from the same map that the first operation stored into). If both executions return the same value, the algorithm infers that the two operations store into the same map. The algorithm uses the output \( SRP \) of the store/retrieve inference algorithm to find operations that store relations.

Figure 9 presents the map inference algorithm. The algorithm takes as inputs the seed program \( SP \), a set of potential store/remove operations \( S \), a set of potential retrieve operations \( R \), and the store/retrieve pairs \( SRP \) from the store/retrieve pair inference algorithm (Figure 5). It represents each map as a set of tuples \( \langle sop, k, i, j \rangle, \langle sop’, k’, i’, j’ \rangle \). Each tuple \( \langle sop, k, i, j \rangle \) represents a store operation \( sop \) with \( k \) parameters that stores a relation from its \( i \)th parameter to its \( j \)th parameter.

The algorithm works with \( M \), which is a set of sets of tuples. Given a set \( T \subseteq M \), all tuples in \( T \) represent operations that store into the same map. \( M \) partitions the set of tuples (no tuple is in two sets in \( M \)). The algorithm initializes \( M \) to contain singleton sets of tuples (representing operations that store into a different map), then unions these sets as it finds pairs of operations that store into the same map. It uses the operation \( \text{Union}(M, \langle sop, i_1, j_1 \rangle, \langle sop’, i_2, j_2 \rangle) \), which finds the sets \( T_1, T_2 \subseteq M \) that contain \( \langle sop, i_1, j_1 \rangle \in T_1 \) and \( \langle sop’, i_2, j_2 \rangle \in T_2 \), then computes the union of \( T_1 \) and \( T_2 \) to return \( (M – \{T_1, T_2\}) \cup (T_1 \cup T_2) \).

### 3.6 Regeneration Algorithm

Working with the inferred information, the code regeneration algorithm performs the following steps. The specific details of each step depend on the precise characteristics of the target computing environment. The code regeneration algorithm encapsulates the knowledge of how to use the computing environment for the target computation.

- **Initialization Code**: Many computing environments and packages require complex initialization code sequences.
The code regeneration algorithm automatically generates this code.

- **Map Regeneration**: Working with the output $M$ of the map inference algorithm, the code regenerator generates a map for each set of tuples $T \in M$. The specific implementation of each map will vary depending on the target computing environment. Examples of potential map implementations include python data structures, Redis maps, and SQL tables.

- **Command Loop Regeneration**: The regenerated command loop reads each command and its parameters, then invokes an (automatically generated) procedure that implements the command. Depending on the characteristics of the target computing environment, the code regenerator can systematically generate (potentially new) input validation checks and recovery code for malformed inputs.

- **Store Regeneration**: For each tuple in the inferred keep/replace/list set $KRL$, the code regenerator generates code that stores the inferred relation in the inferred map as determined by $M$. Specifically, for each tuple $\langle sop, k, i, j, krl \rangle \in KRL$, the regenerated code for $sop$ stores a relation that maps the $i$'th parameter (the key) to the $j$'th parameter (the value) in the map for the set $T \in M$, where $\langle sop, k, i, j \rangle \in T$. $krl$ determines whether the operation keeps, replaces, or accumulates in a list any existing relations with the same key.

- **Clear Regeneration**: For each tuple in the inferred store/clear set $SCP$, the code regenerator generates code that clears relations with the inferred key from the inferred map (as determined by $M$). Specifically, for each entry $\langle sop, k, i, j \rangle \in SCP$, the regenerated code for $sop$ clears relations whose key is the $i$'th parameter of the $j$'th parameter from the map for the set $T \in M$, where $\langle sop, k, i, j \rangle \in T$.

- **Delete Regeneration**: For each tuple in the inferred store/delete set $SDP$, the code regenerator generates code that deletes relations with the inferred key and value from the inferred map (as determined by $M$). Specifically, for each entry $\langle sop, k, i, j \rangle \in SDP$, the regenerated code for $sop$ deletes relations whose key and value are the $i$'th and $j$'th parameters of the $j$'th parameters of $sop$ from the map for the set $T \in M$, where $\langle sop, k, i, j \rangle \in T$.

3.7 Discussion

The inference algorithms highlight the utility of working with a seed program instead of a set of given input/output pairs. The ability to repeatedly run the program on chosen sets of inputs and pairs of operations (a form of active learning) enables the algorithms to comprehensively explore the behavior of the seed program to infer the (conceptual) maps that the program maintains and how the commands manipulate these maps. There is no need to deal with behavior that is only partially exposed by given input/output pairs.

Because the inference algorithms interact with the seed program only by presenting it with inputs and observing the outputs, the seed program can be implemented in any language and use any mechanism to implement the inferred maps and operations. The approach therefore supports a wide range of developers with a wide range of technical preferences and skills. The inference algorithms also impose essentially no scalability requirements on the seed program — the generated inputs contain at most three operations per execution of the seed program (Figures 7 and 8).

We note that because of incomplete input validation or corner case error handling, the inference algorithms may trigger crashes in the seed program. For example, the store/retrieve, store/clear, and store/delete pair inference algorithms will trigger KeyErrors and ValueErrors in the student registration program from Section 2 when it executes operations that attempt to retrieve or remove nonexistent relations. These crashes are caused by the incomplete input validation and error handling of the seed program. The inference algorithms view this kind of behavior as noise and, when learning the seed program’s core functionality, do not incorporate results from inputs that trigger such noisy behaviors.

4 Related Work

**Software modernization.** Software modernization tools [14, 20, 40] analyze the source code of a legacy program, translate the program into a high-level modeling language, then use this representation to generate a new program that implements the same functionality in a more modern language. The translation strictly follows syntactic cues and usually requires human intervention. Our approach, in contrast, (a) works with the given implementation as a black box, without analyzing code and (b) regenerates an augmented computation with additional error and security checks that implements the core functionality with complex new software components that execute on modern target platforms.

**Partial program rejuvenation.** Helium [34] uses dynamic instrumentation to extract the functionality of computational stencil kernels embedded within production binaries. It then replaces the stencil kernel with a computation expressed in the Halide [38] domain-specific language. The goal is to replace the legacy implementation with a version optimized for modern computational platforms. Program fracture and recombination [9] works with multiple applications to automatically find efficient, sophisticated, and/or robust implementations of subcomputations across applications, then transfers subcomputations across implementations to maximize efficiency or robustness. A goal is to automatically replace simple code that executes on a single machine with more complex code that operates on parallel or distributed computing platforms. Our approach, in contrast, (a) models the full computation and regenerates the entire application, augmented as appropriate, (b) can work with incomplete
or buggy implementations of the original program, and (c) targets programs that store and retrieve data in maps.

**Stateless model extraction.** Model extraction algorithms use queries to construct representations for given programs, where the representations are stateless functions such as decision trees [17, 50] or symbolic rules [49]. Model compression algorithms [12, 28] use machine learning models, such as neural networks, to mimic a given machine learning model, typically by generating inputs (training data) and observing the outputs from the given model. Our approach, in contrast, (a) infers stateful models that can store and retrieve data across multiple queries and (b) regenerates a new program or programs, augmented as appropriate, that implement the core functionality without defects or security vulnerabilities on new implementation platforms.

**Partial model learning.** Algorithms for learning black-box state machines [8, 10, 15, 16, 19, 25, 29, 35, 37, 51, 52] construct partial representations of program functionality, using finite automata with states and transition rules. State fuzzing tools [7, 18] are used to hypothesize state machines for given program implementations, which can aid developers in discovering bugs such as spurious state transitions. Network function state model extraction [53] performs program slicing on given code and models the sliced partial programs as packet-processing automata. These algorithms extract partial models of the given programs. Our approach, in contrast, (a) extracts a complete representation of the core functionality, which, in turn, enables the regeneration (and replacement) of the initial program, (b) can work with programs with defects or that only partially implement the core functionality, (c) regenerates a new program or programs, augmented as appropriate, that implement the core functionality without defects or security vulnerabilities on new implementation platforms, and (d) represents the inferred programs as commands and key-value maps, which can capture a wide range of programs that store and retrieve data.

**Program synthesis.** Program synthesis algorithms typically generate programs by solving constraints specified as logical formulas [27, 31], input/output examples [11, 24, 26, 30, 36, 44], or templates [46–48]. These techniques do not work with existing implementations, but require (partial or complete) specifications in the form of logical formulas or input/output examples. Our approach, in contrast, (a) works with a concrete program implementation rather than abstract specifications, which can be especially useful for regenerating new implementations for legacy software, (b) actively and automatically executes the given implementation as needed to infer the core functionality, without requiring user interaction and is not restricted to a limited set of training data, (c) can work with programs with defects or that only partially implement the core functionality, (d) automatically regenerates a new program or programs, augmented as appropriate, that implement the core functionality without defects or security vulnerabilities on new implementation platforms.

Counterexample-guided inductive synthesis (CEGIS) [46] uses finite programs (whose input is bounded and terminate on all inputs after a bounded number of operations) as specifications, to generate more efficient implementations that always produce the correct outputs. Oracle-guided program synthesis [30] uses hypothetical I/O oracles (which always return the correct results) to guide the synthesis of loop-free programs. Our approach, in contrast, (a) works with stateful programs that store and retrieve unbounded amounts of data (as opposed to finite programs that implement functions), (b) can work with programs with defects or that only partially implement the core functionality, and (c) regenerates new programs, augmented with additional security checks, that use complex programming interfaces to execute on modern distributed computing platforms.

**Concolic Testing.** Concolic testing [13, 22, 23, 41] generates inputs that systematically explore all execution paths in the program. The goal is to find inputs that expose software defects. BuzzFuzz [21] generates inputs that target defects that occur because of coding oversights at the boundary between application and library code. DIODE [43] generates inputs that target integer overflow errors. All these techniques dynamically analyze the execution of the program and use the resulting information to guide the input generation. Our approach, in contrast, (a) works with the given implementation as a black box, without analyzing code, (b) extracts a representation of the core functionality, and (c) regenerates a new program or programs, augmented as appropriate, that implement the core functionality without defects or security vulnerabilities on new implementation platforms.

5 Conclusion

Modern software systems are characterized by the pervasive use of complex components with arcane interfaces. Most developers that work with such systems spend their time constructing appropriate Google search terms to find previously developed code that they can (often largely mindlessly) copy and adapt for their needs.

We propose to encapsulate the knowledge of how to use modern complex systems inside a regenerator that works with an abstract representation of the core functionality of the program. This regenerator produces augmented programs that contain systematically generated security and input validation checks and implement graphical web interfaces. The abstract functionality can be inferred either from existing programs or from simple text-based programs implemented in simple computing environments. This approach promotes a more meaningful and powerful form of code reuse and enables programmers to focus on the core functionality that their programs implement.
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int main(int argc, char **argv) {
    redisContext *c;
    token name, id, class;
    int len;
    c = initRedis(argc, argv);

    while (1) {
        int cmd = prompt();
        if (cmd < 1) { break; }
        switch (cmd) {
            case 1:
                len = input(name);
                if (len < 1) { resync(); continue; }
                len = input(id);
                if (len < 1) { resync(); continue; }
                doenroll(c, name, id);
                break;
            case 2:
                len = input(id);
                if (len < 1) { resync(); continue; }
                len = input(class);
                if (len < 1) { resync(); continue; }
                doadd(c, id, class);
                break;
            case 3:
                len = input(id);
                if (len < 1) { resync(); continue; }
                len = input(class);
                if (len < 1) { resync(); continue; }
                dodrop(c, id, class);
                break;
            case 4:
                len = input(id);
                if (len < 1) { resync(); continue; }
                doclasses(c, id);
                break;
            case 5:
                len = input(id);
                if (len < 1) { resync(); continue; }
                doname(c, id);
                break;
            case 6:
                len = input(name);
                if (len < 1) { resync(); continue; }
                doid(c, name);
                break;
            default:
                resync();
                continue;
                break;
        }
    }
}

int prompt() {
    token t;
    printf("Select a command:
    1: enroll <name> <id>
    2: add <id> <class>
    3: drop <id> <class>
    4: classes <id>
    5: name <id>
    6: id <name> ");
    int len = input(t);
    if (len <= 0) return -1;
    if (strcmp(t, "enroll") == 0 || prefix(t, "enroll")) {
        return 1;
    }
    if (strcmp(t, "add") == 0 || prefix(t, "add")) {
        return 2;
    }
    if (strcmp(t, "drop") == 0 || prefix(t, "drop")) {
        return 3;
    }
    if (strcmp(t, "classes") == 0 || prefix(t, "classes")) {
        return 4;
    }
    if (strcmp(t, "name") == 0 || prefix(t, "name")) {
        return 5;
    }
    if (strcmp(t, "id") == 0 || prefix(t, "id")) {
        return 6;
    }
    return -1;
}

typedef char token[4096];

void resync() {
    int c;
    c = getc(stdin);
    while ((c != '
') && (c != EOF)) {
        c = getc(stdin);
    }
}

Figure 10. Command Loop for C/Redis Implementation
Figure 11. Prompt Code for Text Interface
Figure 12. Error Recovery Code for C/Redis Implementation
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typedef char token[4896];

int input(token str) {
    int c;
    int n = 0;
    while (1) {
        if (((int) sizeof(token) - 1) == n) {
            str[n] = '\0';
            return -n;
        }
        c = getc(stdin);
        if (isspace(c)) {
            if (c < n) {
                str[n++] = '\0';
                return n;
            }
            else if (c == EOF) {
                str[n] = '\0';
                return n;
            }
            else if (isalnum(c)) {
                str[n++] = c;
            }
            else {
                str[n] = '\0';
                return -n;
            }
        }
    }
}

Figure 13. Text Input Code for C/Redis Implementation

redisContext *initRedis(int argc, char **argv) {
    redisContext *c;
    const char *hostname = (argc > 1) ? argv[1] : "127.0.0.1";
    int port = (argc > 2) ? atoi(argv[2]) : 6379;
    struct timeval timeout = { 1, 500000 }; // 1.5 seconds
    c = redisConnectWithTimeout(hostname, port, timeout);
    if (c == NULL || c->err) {
        if (c) {
            printf("Connection error: %s\n", c->errstr);
            redisFree(c);
        }
        else {
            printf("Connection error: can't allocate redis context\n");
        }
        exit(1);
    }
    return c;
}

void doenroll(redisContext *c, token name, token id)(
    redisReply *reply = reply;
    reply = redisCommand(c, "HSET id:%s name %s", id, name);
    if (reply == NULL) return;
    freeReplyObject(reply);
    reply = redisCommand(c, "HSET name:%s id %s", name, id);
    if (reply == NULL) return;
    freeReplyObject(reply);
    printf("enroll %s %s successful\n", name, id);
}

void doname(redisContext *c, token id)(
    redisReply *reply = reply;
    reply = redisCommand(c, "HGET id:%s name", id);
    if (reply == NULL || reply->str == NULL) return;
    printf("name %s -> %s\n", id, reply->str);
    freeReplyObject(reply);
}

void doid(redisContext *c, token name)(
    redisReply *reply = reply;
    reply = redisCommand(c, "HGET name:%s id", name);
    if (reply == NULL || reply->str == NULL) return;
    printf("id %s -> %s\n", name, reply->str);
    freeReplyObject(reply);
}

Figure 15. Code for Enroll, Name, and Id Operations

Figure 14. Redis Initialization Code for C/Redis Implementation
void doadd(redisContext *c, token id, token class){
    redisReply *reply;
    char *s;
    list new;

    reply = redisCommand(c, "HGET id:%s class", id);
    if (reply == NULL) return;
    if (reply->str == NULL) {
        s = empty;
        s = reply->str;
    }

    if (lookup(s, class) < 0) {
        if (0 < insert(s, class, new)) {
            freeReplyObject(reply);
        }
    } else {
        if (reply == NULL) return;
    }

    freeReplyObject(reply);
    printf("add %s %s successful\n", id, class);
}

void dodrop(redisContext *c, token id, token class){
    redisReply *reply;
    list new;

    reply = redisCommand(c, "HGET id:%s class", id);
    if (reply == NULL) return;
    if (reply->str == NULL) {
        delete(reply->str, class, new);
    }

    if (reply == NULL) return;
    freeReplyObject(reply);
}

void doclasses(redisContext *c, token id){
    redisReply *reply;

    reply = redisCommand(c, "HGET id:%s class", id);
    if (reply == NULL || reply->str == NULL) return;
    printf("classes %s -> %s\n", id, reply->str);
    freeReplyObject(reply);
}

typedef char list[4096+20];
list empty="\0";

int insert(list 1, token t, list n) {
    int i = 0;
    while ((i < (int) sizeof(list)-1) && (t[i] != '\0')) {
        n[i] = t[i];
        i++;
    }
    n[i++] = ';
}

int j = 0;
while ((i < (int) sizeof(list)-1) && (t[j] != '\0'))
    n[i++] = t[j];
}

int delete(list 1, token t, list n) {
    int i, j, k;
    int p;
    p = 0; i = 0; k = 0;
    while ((i < (int) sizeof(list)-1) && (t[i] != '\0'))
        p = 1;
    if (t[j] != '\0') return -(i+1);
}

Figure 16. Code for Add, Drop, and Classes Operations

Figure 17. Code for Insert and Delete Procedures
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```c
int lookup(list l, token t) {
    int i, j;
    int n = 0;
    while (l[i] != '\0') {
        j = 0;
        while (l[i] != '::' && l[i] != '\0' && t[j] != '\0' &&
            l[i] == t[j]) {
            i++; j++;
        }
        if ((i[i] == ':') || l[i] == '\0') { return n; }
        while (l[i] != '::') {
            i++; n++;
        }
        return -1;
    }
    return -1;
}
```

```c
void print(char *s) {
    int i = 0;
    while (s) {
        while (s[i] != ':') {
            if (s[i] == '\0') return;
            putchar(s[i]);
            i++;
        }
        putchar(' ');
        i++;
    }
}
```

**Figure 18.** Code for lookup and print Procedures

```html
<head>
<script src="https://code.jquery.com/jquery-3.2.0.min.js" integrity="sha256-JAW9MJvP8GbzbEuK4Ax0Ss/XyDBoMqMjic="
        crossorigin="anonymous"></script>
<script src="form.js"></script>
<link rel="stylesheet"
        href="https://cdnjs.cloudflare.com/ajax/libs/skeleton/2.0.4/skeleton.min.css" />
<style>
    @responsive{
        border:1px solid black;
        text-align:center;
    }
    .command{
        text-align:right;
    }
</style>
</head>

**Figure 19.** Code for browser interface HTML header that refers to JavaScript files and contains CSS

```html
<body class="container">
    <div class="row">
        <div class="two columns command">enroll</div>
        <div class="two columns command">add</div>
        <div class="two columns command">drop</div>
    </div>
    <div class="row">
        <div class="two columns command">enroll</div>
        <div class="two columns command">add</div>
        <div class="two columns command">drop</div>
    </div>
    <div class="row">
        <div class="two columns command">classes</div>
        <div class="two columns command">name</div>
    </div>
</body>

**Figure 20.** Code for browser interface HTML body
Figure 21. JavaScript code for communicating commands
Enroll, Id, and Name with the web server

```javascript
$(document).ready(function() {
    var _name_ = $('"name"').val();
    var _id_ = $('"id"').val();
    var url = '/enroll/' + _name_ + '/' + _id_;
    $.post({
        url: url,
        success: function (resp) {
            var str = "enroll " + _name_ + " " + _id_ + " successful";
            $('#response').html(str);
        },
        error: function (resp) {
            var str = "error " + resp.status + ": " + 'enroll
            " + _name_ + " " + _id_ + " " + resp.
            statusText;
            $('#response').html(str);
        }
    });
});

$('#submit', '(.add)').click(function() {
    var _id_ = $('"id"').val();
    var url = '/add/' + _id_ + '/' + _class_;
    $.post({
        url: url,
        success: function (resp) {
            var str = "add " + _id_ + " " + _class_ + " successful";
            $('#response').html(str);
        },
        error: function (resp) {
            var str = "error " + resp.status + ": " + "add
            " + _id_ + " " + _class_ + " " + resp.
            statusText;
            $('#response').html(str);
        }
    });
});

$('#submit', '(.drop)').click(function() {
    var _id_ = $('"id"').val();
    var url = '/drop/' + _id_ + '/' + _class_;
    $.post({
        url: url,
        success: function (resp) {
            var str = "drop " + _id_ + " " + _class_ + " successful";
            $('#response').html(str);
        },
        error: function (resp) {
            var str = "error " + resp.status + ": " + "drop
            " + _id_ + " " + _class_ + " " + resp.
            statusText;
            $('#response').html(str);
        }
    });
});
```

Figure 22. JavaScript code for communicating commands
Add, Drop, and Classes with the web server

```javascript
$(document).ready(function() {
    var _id_ = $('"id"').val();
    var url = '/id/' + _name_;
    $.get({
        url: url,
        success: function (resp) {
            var str = "id " + _name_ + " " + resp;
            $('#response').html(str);
        },
        error: function (resp) {
            var str = "error " + resp.status + ": " + _name_ + _id_ + " " + resp.statusText;
            $('#response').html(str);
        }
    });
});

$('#submit', '(.class)').click(function() {
    var _id_ = $('"id"').val();
    var url = '/classes/' + _id_;
    $.get({
        url: url,
        success: function (resp) {
            var str = "classes " + _id_ + " " + resp;
            $('#response').html(str);
        },
        error: function (resp) {
            var str = "error " + resp.status + ": " + _id_ + _class_ + " " + resp.statusText;
            $('#response').html(str);
        }
    });
});
```
package main

import {
  "fmt"
  "github.com/gorilla/mux"
  "log"
  "net/http"
  "time"
  "gopkg.in/redis.v5"
  "strings"
}

var client *redis.Client

func init() {
  client = redis.NewClient(&redis.Options{
    Addr: "127.0.0.1:6379",
    DIALTimeout: 10 * time.Second,
    ReadTimeout: 30 * time.Second,
    WriteTimeout: 30 * time.Second,
    PoolSize: 10,
    PoolTimeout: 30 * time.Second,
  })
}

Figure 23. Redis initialization code for web server

func main() {
  print("=== Server ===\n")
  var dir = "-/"
  router := mux.NewRouter().StrictSlash(true)
  router.HandleFunc("/enroll/(name)/(id)", doenroll).
  router.HandleFunc("/add/(id)/(class)", doadd).
  router.HandleFunc("/drop/(id)/(class)", dodrop).
  router.HandleFunc("/classes/(id)", doclasses).
  router.HandleFunc("/id/(name)", doid).
  log.Fatal(http.ListenAndServe(":8080", router))
}

Figure 24. Input handler initialization code for web server

func doenroll(w http.ResponseWriter, r *http.Request) {
  vars := mux.Vars(r)
  id := vars["id"]
  name := vars["name"]

  var err error
  err = client.HSet("id:" + id, "name", name).Err()
  if err != nil {
    http.Error(w, err.Error(), http.StatusInternalServerError)
    return
  }

  err = client.HSet("id:" + id, "name", name).Err()
  if err != nil {
    http.Error(w, err.Error(), http.StatusInternalServerError)
    return
  }
}

func doadd(w http.ResponseWriter, r *http.Request) {
  vars := mux.Vars(r)
  id := vars["id"]

  var val string
  var err error
  val, err = client.HGet("id:" + id, "name").Result()
  if err != nil {
    http.Error(w, err.Error(), http.StatusNotFound)
    return
  }

  fmt.Fprintf(w, val)
}

Figure 25. Server code for enroll, id, and name operations
func doadd(w http.ResponseWriter, r *http.Request) {
    vars := mux.Vars(r)
    id := vars["id"]
    class := vars["class"]
    var val string
    var err error
    val, err = client.HGet("id:" + id, "class").Result()
    if err != nil || val == ""
        err = client.HSet("id:" + id, "class", class).Err()
        if err != nil {
            http.Error(w, err.Error(), http.StatusInternalServerError)
            return
        } else if strings.Index(val, class) != -1 {
            err = client.HSet("id:" + id, "class", val + ":" + class).Err()
            if err != nil {
                http.Error(w, err.Error(), http.StatusInternalServerError)
                return
            }
        } else {
            http.Error(w, class, http.StatusFound)
            return
        }
    }
}

func dodrop(w http.ResponseWriter, r *http.Request) {
    vars := mux.Vars(r)
    id := vars["id"]
    class := vars["class"]
    var val string
    var err error
    val, err = client.HGet("id:" + id, "class").Result()
    if err != nil {
        http.Error(w, err.Error(), http.StatusNotFound)
        return
    }
    new := strings.Replace(val + ":", class + ":", ":", -1)
    new = strings.TrimSuffix(new, ":")
    if (val == new) {
        http.Error(w, class, http.StatusNotFound)
        return
    }
    err = client.HSet("id:" + id, "class", new).Err()
    if err != nil {
        http.Error(w, err.Error(), http.StatusInternalServerError)
        return
    }
}

func doclasses(w http.ResponseWriter, r *http.Request) {
    vars := mux.Vars(r)
    id := vars["id"]
    var val string
    var err error
    val, err = client.HGet("id:" + id, "class").Result()
    if err != nil {
        http.Error(w, err.Error(), http.StatusNotFound)
        return
    }
    fmt.Fprintf(w, val)
}

Figure 26. code for add, drop, and classes operations