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Abstract

Optimal decision making under uncertainty is critical for control and optimization of complex systems. However, many techniques for solving problems such as stochastic optimal control and data assimilation encounter the curse of dimensionality when too many state variables are involved. In this thesis, we propose a framework for computing with high-dimensional functions that mitigates this exponential growth in complexity for problems with separable structure.

Our framework tightly integrates two emerging areas: tensor decompositions and continuous computation. Tensor decompositions are able to effectively compress and operate with low-rank multidimensional arrays. Continuous computation is a paradigm for computing with functions instead of arrays, and it is best realized by Chebfun, a MATLAB package for computing with functions of up to three dimensions. Continuous computation provides a natural framework for building numerical algorithms that effectively, naturally, and automatically adapt to problem structure.

The first part of this thesis describes a compressed continuous computation framework centered around a continuous analogue to the (discrete) tensor-train decomposition called the function-train decomposition. Computation with the function-train requires continuous matrix factorizations and continuous numerical linear algebra. Continuous analogues are presented for performing cross approximation; rounding; multilinear algebra operations such as addition, multiplication, integration, and differentiation; and continuous, rank-revealing, alternating least squares.

Advantages of the function-train over the tensor-train include the ability to adaptively approximate functions and the ability to compute with functions that are parameterized differently. For example, while elementwise multiplication between tensors of different sizes is undefined, functions in FT format can be readily multiplied together.

Next, we develop compressed versions of value iteration, policy iteration, and multilevel algorithms for solving dynamic programming problems arising in stochastic optimal control. These techniques enable computing global solutions to a broader set of problems, for example those with non-affine control inputs, than previously
possible. Examples are presented for motion planning with robotic systems that have up to seven states. Finally, we use the FT to extend integration-based Gaussian filtering to larger state spaces than previously considered. Examples are presented for dynamical systems with up to twenty states.
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Chapter 1

Introduction

Numerical methods and algorithms that enable computational modeling are important drivers of advancement in science and engineering. They help increase the scope and capabilities of computational models that, in turn, have dramatic impacts on society. For example, computational modeling has played a primary role in discovering unseen planets in our solar system [5], has assisted in the creation of autonomous systems that are able to identify new biological mechanisms [111], and has led to novel airplane designs that are largely designed, tested, and verified using computational techniques [114]. Society also depends heavily on computational modeling for a diverse set of needs such as weather prediction, financial market management, evaluation of economic policies, medical data analysis, and more. All of these systems rely on fast, effective, and accurate numerical algorithms that underpin computational models.

The utility of computational modeling and simulation for design, analysis, and control has resulted in an ever growing desire to increase the complexity of modeled systems. As computational scientists continue to try to model real systems with increasing levels of reality, they begin to use more detailed equations and larger amounts of data. The resulting increase in model complexity causes trouble for many existing numerical algorithms.

In this thesis, numerical techniques are developed that strive to enable computation for the increasingly complex models that are encountered in practice. The
techniques are the result of an integration of two areas: tensor decompositions and function approximation. Tensor decompositions have been shown to mitigate the curse of dimensionality associated with storing large amounts of discrete data. Function approximation has become extremely effective for developing accurate simplifications of complex models to aid in their analysis. Integrating these two areas produces a framework that automatically adapts to problem structure, provides an efficient representation for computation, and mitigates the curse of dimensionality in a variety of application areas. Applications of the resulting techniques are shown for stochastic optimal control and data assimilation.

1.1 Motivation: decision making under uncertainty

This research is motivated to create computational algorithms that perform automated decision making under uncertainty. Arguably, decision making under uncertainty is one of the biggest factors motivating the development of computational science. Optimal decision making in the presence of real-world uncertainties can potentially revolutionize countless scientific, engineering, and societal endeavors. Algorithmic breakthroughs in this area have potential for being the enabling technology for autonomous robotic systems that can effectively explore and monitor dangerous environments on and off Earth. They can enable efficient resource allocation and robust performance of national infrastructure such as the energy grid and transportation networks. Finally, optimal automated decision making under uncertainty will become a critical tool for analyzing and regulating complex systems such as social networks; applications can include resource allocation for preventing the spread of contagious diseases and optimal sensor placements for safety monitoring of water networks.

Automated decision making under uncertainty, however, remains a challenging task that is plagued by the curse of dimensionality: its computational expense grows exponentially with the number of degrees of freedom. Indeed, all aspects of decision making under uncertainty including data analysis [39], Bayesian inference and uncertainty quantification [10, 34], and Markov decision processes (MDP) [102, 105] are
Richard Bellman, whose namesake is the well known Bellman equation, defined the term *curse of dimensionality* [8] in the context of optimization methods. He provides the following example about the difficulty of optimization by enumeration in tensor product spaces: if each dimension is discretized into 10 points, then a ten-dimensional problem would have a search space of $10^{10}$ points, a twenty-dimensional problem would have a search space of $10^{20}$, and a hundred-dimensional problem would have a search space of $10^{100}$ dimensions – more than the number of estimated atoms in the universe ($10^{78} - 10^{82}$)!

The Bellman equation describes the solution of a dynamic programming (DP) problem. Mitigating the curse of dimensionality associated with DP would greatly enhance the capabilities of automated decision making under uncertainty since DP is a general and versatile framework for formulating decision problems [12,13,15,102]. For example, stochastic shortest path [14] problems, stochastic optimal control problems, and more generally, Markov decision processes can be formulated as dynamic programming problems. Parallel computing methods can sometimes reduce the computational time for finding its solution, but some results suggest that stochastic Markov decision processes are inherently sequential and may not benefit too greatly from parallelization [99]. Thus, fundamentally new algorithms are needed to enable solutions for DP for a wider variety of systems. The algorithms that we propose in Chapter 4 are indeed sequential, but they exploit a particular type of problem structure that enables computational feasibility. Other areas related to MDPs also suffer in high dimensions. For example, partially observable Markov decision processes (POMDPs) [20,25,85,115], which can be formulated as an MDP with states that are probability distributions, are notoriously difficult to solve.

Beyond optimization, Donoho points out that this problem also exists in function approximation and numerical integration [39]. He notes that to approximate a function of $d$ variables, when it is only known that the function is Lipschitz, requires on the order of $(1/\epsilon)^d$ evaluations on a grid to obtain a uniform approximation error of $\epsilon$. Similarly, he notes that integrating a function of $d$ variables also requires order
(1/\epsilon)^d for an integration scheme to have an error of \epsilon.

Despite these incredible demands, effective numerical optimization, function approximation, and numerical integration are vital to the pursuit of computational algorithms for decision making under uncertainty. Many uncertainty quantification methods such as uncertainty propagation and Bayesian inference can be argued to be exercises in integration. Consider that extracting information from probability distributions requires the evaluation of integrals. In order to be able to solve these problems effectively, numerical methods that exploit more problem structure than just Lipschitz continuity must be developed.

The Monte Carlo method is one example of a ubiquitous algorithm within uncertainty quantification and optimization that is relied upon to mitigate the curse of dimensionality. However, many Monte Carlo algorithms themselves run into the curse of dimensionality. For example, the particle filtering algorithm for data assimilation attempts to propagate a distribution represented by samples through a dynamical system and through Bayes’ rule. Particle filtering notoriously runs into problems due to sample impoverishment [10, 34], and an exponentially growing number of samples are needed as the dimension of the system increases [110].

Furthermore, the standard Monte Carlo estimator (without particle filtering) can also run into the curse of dimensionality since the variance of the estimator is proportional to the variance of the random variable whose mean is being estimated. Consider the simple function \( f_d(X_1, \ldots, X_d) = X_1 \cdots X_d \) where \( X_i \) are independent and identically distributed random variables with mean 0 and variance 2. In this case we have

\[
\text{var}(f_d) = \mathbb{E}\left[(X_1 \cdots X_d)^2\right] - (\mathbb{E}[X_1 \cdots X_d])^2,
\]  
\[
= \mathbb{E}\left[X_1^2 \cdots X_d^2\right] - (\mathbb{E}[X_1])^2 \cdots (\mathbb{E}[X_d])^2,
\]  
\[
= \mathbb{E}\left[X_1^2\right] \cdots \mathbb{E}\left[X_d^2\right] - (\mathbb{E}[X_1])^2 \cdots (\mathbb{E}[X_d])^2,
\]  
\[
= \prod_{i=1}^{d} (\text{var}(X_i) + (\mathbb{E}[X_i])^2) - \prod_{i=1}^{d} (\mathbb{E}[X_i])^2,
\]
which for our case means

$$\text{var}(f_d) = 2^d.$$ 

Therefore, the number of samples required to estimate the expectation of $f_d$ grows exponentially with dimension to achieve similar levels of accuracy. Practitioners typically hope that the variance of their outputs does not grow exponentially with the complexity of their models, so that the number of required samples (and therefore the computational cost of analysis) does not grow exponentially.

We are motivated to seek other methods that can mitigate the curse of dimensionality to develop algorithms that converge faster than the $\sqrt{N}$ rate associated with Monte Carlo. While Monte Carlo requires that the variance of our models does not grow too fast, the primary type of structure exploited in this research is that of output separability. The separability of a function refers to the notion that a multivariate function can be approximated by the sum of the products of univariate functions, e.g.,

$$f(x_1, \ldots, x_d) = \sum_{i=1}^{R} \phi_1(x_1) \ldots \phi_d(x_d).$$

If the rank $R$ is "small", then $f$ is considered to be a low-rank function. Low-rank functions can be integrated with complexity that is linear in dimension and polynomial with the rank. For example, the function $f_d$ described above is rank 1, and it can be integrated with a computational cost that scales linearly with dimension. We hypothesize that separable structure is prevalent in many relevant application areas, and we show that its exploitation is indeed feasible for certain stochastic optimal control and data assimilation problems. The resulting methods can be viewed as complementary tools to Monte Carlo methods for high dimensional problems.

### 1.2 Computing with functions

One of the main ways to combat the computationally intensive nature of algorithms in high dimensions is through approximating the computationally expensive aspects of the problem in a simpler way. For example, one expensive aspect of Markov chain
Monte Carlo, a Monte Carlo variant that is useful for sampling from arbitrary distributions, is repeated evaluations of the likelihood function. These evaluations are particularly expensive when they involve solutions to partial differential equations (PDEs). A common strategy in these situations is to replace the likelihood with a surrogate model or emulator [31,88]. Then, instead of evaluating a PDE, the surrogate model is used within the evaluation of the likelihood. Surrogate models also play a role in solving Markov decision processes. Approximate dynamic programming [15,102] often use surrogate modeling techniques to transform a computationally infeasible problem to a simpler one by using a finite dimensional representation for the approximation of a value function. In general, function approximation techniques for generating surrogate models play an important role in a wide variety of numerical algorithms.

This thesis is partially inspired by the pioneering view on the use of function approximation within computation developed by Trefethen, Battles, Platte, Townsend, and others, that is realized through the Chebfun package for the MATLAB computer language [4,101,117–119]. Their view is that end users of numerical software are typically interested in computing with functions instead of arrays. Users often have PDEs, optimization problems, or inference problems that are defined in continuous spaces in terms of functions. Extracting information from these functions, representing them on the computer, and performing operations with them should be within the domain of the software, not the user. The user should not have to specify that they would like to discretize their functions using a particular grid or represent them with a particular parameterization. Instead, the user should only need to specify the accuracy with which they want to compute or a storage level they would like to stay within.

The fundamental backbone that allows for such a beautiful possibility lies in interpreting continuous objects on a computer not as being discretized but rather parameterized. We purposely make a subtle, but vitally important, distinction between discretization and parameterization. For us, discretization implies that the computer can only "see" a function on a computer through its evaluation at a set of points. Pa-
Parameterization implies that the computer can “see” a function on a computer through a finite set of parameters and a set of routines that map those parameters to outputs of interest.

As an example, consider a function discretized onto some grid of \( n \) points that results in the function values \( \{f_1, \ldots, f_n\} \). A discretization viewpoint might store this function as an array of floating point values.

\[
\begin{array}{cccc}
  f_1 & f_2 & \ldots & f_n \\
\end{array}
\]

The continuous framework utilizing the parameterized viewpoint, on the other hand, would store this function as an object that contains the function values and various routines for evaluating the function at arbitrary locations, computing inner products, finding its maximum, etc. These routines would be created by interpreting the discretized function values as, for instance, nodes of a spline or linear element approximation. The encoding for the discretized and the parameterized functions in the C programming language would then look similar to Figure 1-1.

The resulting effect on numerical algorithms is tremendous. Consider a matrix whose columns consists of \( m \) different functions. Performing matrix-factorization such as the QR or LU decompositions now takes on a new meaning. In the discretized framework, the \( m \) functions are each evaluated at \( n \) locations and the standard matrix QR and LU decompositions are performed. In the parameterized format the \( m \) functions may still be evaluated at \( n \) locations, but the QR and LU decomposi-
tions are modified because the inner product is a *continuous* inner product in the QR decomposition and the pivots for the LU are chosen using a *continuous* maximization technique. Put another way, in the discretized framework linear algebra algorithms can only work with discrete inner products, discrete maximization, elementwise addition, elementwise multiplication, etc. These discrete algorithms use no other information about the function that is actually being represented.

There are both theoretical and practical advantages to using this continuous framework. Theoretically, one can begin to link the convergence of matrix factorizations such as the QR, LU, and SVD decompositions to properties of the original functions [118]. The practical advantages include automated adaptation and better error control for operations with functions. For example, if an algorithm calls for multiplying two functions together, the resulting function often needs to be parameterized by a larger set of parameters to maintain accuracy. Instead, if functions are simply multiplied using elementwise multiplication of their discretizations, then the resulting product may not accurately represent the continuous product between the original functions. Furthermore, performing multiplication, addition, and taking the inner product between functions that are discretized in different ways is ill-defined. Such operations would effectively *force* the user to provide the computer with more information.

While continuous computation has been effectively developed for univariate and bivariate functions by the Chebfun package, theory and routines for representing and operating with general multivariate functions has up to now been lacking. The major goal in this thesis is to develop a framework for continuous computation for high-dimensional functions. One realization of this framework is the new numerical computing software package *Compressed Continuous Computation* (C³) [54] that is used for most of the numerical examples within this thesis.

The new framework relies on representing functions in a compressed format that is a continuous extension of low-rank tensor decompositions. In contrast to other low-rank functional approaches [26, 40, 103], however, our framework provides more flexibility and generality. The previous approaches all rely on converting a low-rank
functional approximation problem to a low-rank tensor approximation problem, where the tensor represents certain parameters of the function approximation scheme that are linearly related to the output. Our framework never requires this conversion, in fact, the resulting algorithms for high-dimensional computation are independent from the underlying parameterization. In the end, our ability to incorporate a wider variety of, even nonlinear, parameterizations results in a more general framework than these previous approaches.

1.3 Objectives and contributions

The primary objective of this research is to develop a framework for continuous computation with multivariate functions. Two secondary objectives are to develop scalable algorithms for (1) stochastic optimal control and (2) data assimilation. The solution to the primary objective enables the design of novel algorithms for tackling the secondary objectives. The major high-level contributions of this research are then

1. A framework for continuous computation with multivariate functions that exploits low-rank tensor decompositions,

2. Application of a low-rank framework for the solution of dynamic programming equations arising in stochastic optimal control, and

3. Application of continuous computation to integration-based Gaussian filtering.

Numerous lower-level contributions were necessary for the realization of these objectives. For the development of continuous computation, we make the following contributions:

- Development of maximum-volume based CUR/skeleton decompositions of vector-valued functions,

- Extension of continuous matrix factorizations to the case of QR and LU factorization of matrix-valued functions, and
• Continuous versions of cross approximation, rounding, and alternating least squares for a continuous tensor-train decomposition — called the function-train (FT) decomposition.

For the application of the low-rank framework to stochastic optimal control and data assimilation, we make the following contributions:

• Utilization of the function-train decomposition within value and policy iteration for solving Bellman’s equation,

• Utilization of the function-train decomposition for multi-level schemes by enabling evaluations of optimal value functions and policies in continuous domains, and

• Utilization of the function-train for multivariate integration within integration-based Gaussian filtering.

1.4 Thesis outline

The thesis is organized as follows. In Chapter 2, the continuous linear algebra background is provided. In that chapter, all of the continuous linear algebra that is used throughout this thesis is described and discussed. Chapter 3 describes the novel low-rank functional decomposition, the function-train (FT). The FT is shown to be the continuous analogue of the discrete tensor-train decomposition. All the continuous analogues of operations performed with the discrete tensor-train are then described. These operations include cross approximation, rounding, multilinear algebra, and alternating least squares. Chapter 4 applies the framework described in Chapters 2 and Chapter 3 to the problem of stochastic optimal control and introduces low-rank algorithms for value iteration and policy iteration. Chapter 5 applies the framework to the problem of Gaussian filtering. Chapter 6 is a summary and conclusion.
Chapter 2

Continuous linear algebra

Continuous linear algebra and, specifically, continuous matrix factorizations form the basis for a framework to design flexible, efficient, and adaptive function approximation algorithms. One theoretical benefit of this framework is that function properties can inform convergence properties of corresponding factorizations, e.g., determine the decay of singular values from a property on the regularity of the function. A practical algorithmic benefit of designing continuous algorithms is that they are naturally adaptive and efficient. For instance, elementwise multiplication of discretized functions may not yield the best representation of the product; however, the errors involved with multiplying two functions represented in a basis of polynomials can be well controlled.

In effect, designing computational algorithms based on continuous linear algebra requires carrying the knowledge of how a discretization represents a function, e.g., a vector of floating numbers represents coefficients of a polynomial or the nodes of a spline, through the entire algorithm. This knowledge can then be automatically used to maintain accuracy through every step of a numerical algorithm. Examples of software developed using these principles include the MATLAB-based Chebfun [101], the Julia-based ApproxFun [92], and the author’s own C-based Continuous Compressed Computation ($C^3$) toolbox [54].

In this chapter, we discuss three topics: interpreting scalar-, vector-, and matrix-valued functions as continuous analogues to vectors and matrices; defining and per-
forming continuous matrix factorizations such as the LU, QR, and CUR decompositions; and computing with a specific realization of this framework where the functions are represented as an expansion of orthonormal basis functions. These topics form the foundation for the low-rank multivariate algorithms that are later described in Chapter 3. This chapter is an adaptation of the first part of [57].

2.1 Scalar-, vector-, and matrix-valued functions

Just as the primary elements of discrete linear algebra are vectors and matrices, the primary elements of continuous linear algebra are scalar-, vector-, and matrix-valued functions. These elements appear in both the theory and algorithms behind the low-rank functional decompositions that are discussed in Chapter 3. The difference between these elements lies in the type of output. Corresponding to the names of these elements, for a fixed input \( x \), the output of a scalar-valued function is a scalar, the output of a vector-valued function is a vector, and the output of a matrix-valued function is a matrix.

The inputs to these functions typically lie in a \( d \)-dimensional input space \( \mathcal{X} \subset \mathbb{R}^d \) that is formed through the tensor product of sets \( \mathcal{X}_i \subset \mathbb{R} \) according to \( \mathcal{X} = \mathcal{X}_1 \times \cdots \times \mathcal{X}_d \). Unless explicitly stated otherwise, each of the subsets \( \mathcal{X}_i \) are closed intervals \( \mathcal{X}_i = [a_i, b_i] \) with \( b_i > a_i \). Furthermore, each element of the input space \( x \in \mathcal{X} \) refers to a tuple \( x = (x_1, x_2, \ldots, x_d) \) where \( x_i \in \mathcal{X}_i \).

It is sometimes useful to think about functions that take \( d \)-inputs as equivalent to functions that take two inputs such that, in the second function, each input is a grouping of a subset of the original \( d \) inputs. For example, consider a six-dimensional input space \( \mathcal{X} = \mathcal{X}_1 \times \mathcal{X}_2 \times \mathcal{X}_3 \times \mathcal{X}_4 \times \mathcal{X}_5 \times \mathcal{X}_6 \) then we can group the first three and last three variables according to

\[
z \equiv \{x_1, x_2, x_3\} \quad \text{and} \quad y \equiv \{x_4, x_5, x_6\} \quad \text{such that} \quad f(z, y) = f(x_1, x_2, x_3, x_4, x_5, x_6),
\]
where on the right side of the second line we treat the function \( f : \mathcal{X}_1 \times \cdots \times \mathcal{X}_6 \to \mathbb{R} \) as taking six inputs, and on the left side of second line we define the sets \( \mathcal{Z} = \mathcal{X}_1 \times \mathcal{X}_2 \times \mathcal{X}_3 \) and \( \mathcal{V} = \mathcal{X}_4 \times \mathcal{X}_5 \times \mathcal{X}_6 \) and treat \( f : \mathcal{Z} \times \mathcal{V} \to \mathbb{R} \) as taking two inputs.

Such an interpretation has two advantages. First, many continuous matrix factorizations have been defined only for bivariate functions, and we would still like to use them for general multivariate functions. Second, low-rank decompositions of multidimensional arrays and multivariate functions often rely on computing with two-dimensional objects, e.g., matrices obtained through reshaping of a tensor. The particular type of grouping that is most useful in this work is that of splitting an input domain at the \( k \)th variable. To this end, we will often refer to the following groupings of variables

\[
x_{\leq k} \in \mathcal{X}_{\leq k} \text{ where } \mathcal{X}_{\leq k} = \mathcal{X}_1 \times \cdots \times \mathcal{X}_k,
\]

\[
x_{> k} \in \mathcal{X}_{> k} \text{ where } \mathcal{X}_{> k} = \mathcal{X}_{k+1} \times \cdots \times \mathcal{X}_d.
\]

We also consider the integration of certain functions throughout this dissertation. To this end, let \( \mu_i \) denote the Lebesgue measure over the interval \([a_i, b_i] \) and \( \mu = \mu_1 \times \mu_2 \cdots \times \mu_d \) denote the Lebesgue measure over \( \mathcal{X} \). The integral of a scalar-valued function, \( f : \mathcal{X} \to \mathbb{R} \), denoted as \( \int f \, dx \), is always with respect to this Lebesgue measure. For example, for \( x_i \in [a_i, b_i] \) and \( x \in \mathcal{X} \) we have \( \int f(x_i) \, dx_i \equiv \int f(x_i) \mu(dx_i) \), and for the product space we have \( \int f(x) \, dx \equiv f(x) \mu(dx) \).

Scalar-, vector-, and matrix-valued functions and the relationships between these elements are now described in more detail.

### 2.1.1 Definitions and interpretations

Formally, a scalar-valued function, \( f : \mathcal{X} \to \mathbb{R} \) is a map from \( \mathcal{X} \) to the reals and is denoted by a lowercase letter. For the purposes of continuous linear algebra, it is useful to think of various “vector” and “matrix” representations of \( f \). Two such interpretations are provided in Figure 2-1. The first interpretation, shown in Figure 2-
Figure 2-1: Vector and matrix interpretations of scalar-valued functions

1a views \( f \) as vector with an (uncountably) infinite number of rows, where each "row" is indexed by \( x \in \mathcal{X} \). This interpretation motivates the inner product between scalar-valued function as a continuous analogue to the inner product between discrete vector, e.g., let \( g : \mathcal{X} \rightarrow \mathbb{R} \), then

\[
\langle f, g \rangle = \int_{\mathcal{X}} f(x)g(x)dx,
\]

where the sum of the discrete inner product is effectively "replaced" with an integral for the continuous inner product.

A second interpretation of a scalar-valued function, shown in Figure 2-1b, is as an "\( \infty \times \infty \)" matrix obtained through a separated form, or unfolding, of \( f \) obtained by the variable splittings \( \mathcal{X}_{\leq k} \) and \( \mathcal{X}_{>k} \). The superscript \( k \) will often be added to a function to encourage this interpretation, e.g. \( f^k \) denotes that the variables are separated after the \( k \)th variable. Formally, we have \( f^k : \mathcal{X}_{\leq k} \times \mathcal{X}_{>k} \rightarrow \mathbb{R} \) where

\[
f^k(x_{\leq k}, x_{>k}) = f^k(\{x_1, \ldots, x_k\}, \{x_{k+1}, \ldots, x_d\}) = f(x_1, \ldots, x_d).
\] (2.1)

In this interpretation, the rows of the "matrix" are indexed by \( x_{\leq k} \in \mathcal{X}_{\leq k} \) and the columns are indexed by \( x_{>k} \in \mathcal{X}_{>k} \).

Formally, a vector-valued function \( F : \mathcal{X} \rightarrow \mathbb{R}^n \), where \( n \in \mathbb{Z}_+ \), is a map from \( \mathcal{X} \) to a vector with \( n \) elements, and it is denoted by an uppercase letter. Analogously to the scalar-valued function case, various "vector" and "matrix" interpretations of \( F \) are useful. These interpretations arise from viewing a vector-valued function as an array.
of scalar-valued functions. Consider a set of $n$ scalar-valued functions $f_i : \mathcal{X} \to \mathbb{R}$. Then, the $i$-th output of $F$ can be indexed according to

$$F[i](x) = f_i(x), \quad i = 1, \ldots, n.$$  

The particular interpretation of a vector-valued function depends on the arrangement of the scalar-valued functions. Three visualizations that are important in this work are provided in Figures 2-2 and 2-3. The first interpretation of a vector-valued function provided by Figure 2-2a is that of a vector with an infinite number of elements. This vector is formed by the concatenation, or vertical stacking, of the scalar-valued functions $f_i$. Due to this concatenation, the rows of this vector are now indexed by a tuple $(i, x) \in \{1, \ldots, n\} \times \mathcal{X}$. This viewpoint motivates the following definition for an inner product. Let $G : \mathcal{X} \to \mathbb{R}^n$ be another vector-valued function whose outputs are referred to by the scalar-valued functions $g_i : \mathcal{X} \to \mathbb{R}$, then the inner product between $F$ and $G$ is

$$\langle F, G \rangle = \sum_{i=1}^{n} \langle F[i](x), G[i](x) \rangle = \sum_{i=1}^{n} \langle f_i(x), g_i(x) \rangle.$$  

\hspace{29} (2.2)
The second interpretation of a vector-valued function is that of an "\( \infty \times n \) quasi-matrix\(^1\), and is shown by Figure 2-2b. The rows of the quasimatrix are indexed by \( x \in \mathcal{X} \) and the columns are indexed by \( i = 1, \ldots, n \) such that each column corresponds to the scalar-valued function \( f_i \). This interpretation of a vector-valued function arises in the context of continuous matrix factorizations such as the continuous LU or continuous QR decomposition of Sections 2.2 and 2.2, respectively.

The final interpretation comes from considering separated forms, or unfoldings, of vector-valued functions. These unfoldings \( F^k \) are obtained by splitting the input space at the \( k \)th input. Thus, an unfolding \( F^k : \mathcal{X}_{\leq k} \times \mathcal{X}_{> k} \to \mathbb{R}^n \) takes values

\[
F^k(x_{\leq k}, x_{> k}) = F^k(\{x_1, \ldots, x_k\}, \{x_{k+1}, \ldots, x_d\}) = F(x_1, \ldots, x_d).
\]

A visualization of this representation as an "\( \infty \times \infty \)" matrix is provided in Figure 2-3. In Figure 2-3, the rows are indexed by an index-value pair \((i, x_{\leq k})\) where \( i = 1, \ldots, n \), and the columns are indexed by \( x_{> k} \). This interpretation will be used heavily when considering the skeleton decomposition of a vector-valued function in Section 2.3.1.

Formally, a matrix-valued function \( \mathcal{F} : \mathcal{X} \to \mathbb{R}^{n \times m} \), where \( n, m \in \mathbb{Z}_+ \), is a map from \( \mathcal{X} \) to a \( n \times m \) matrix, and is denoted by an upper-case, calligraphic, non-bold letter. The matrix-valued function can be visualized as an array of vector-valued

---

\(^1\)Called a quasimatrix in, e.g., [4,118] because it corresponds to a matrix of infinite rows and \( n \) columns.
functions $F_j : \mathcal{X} \to \mathbb{R}^n$ for $j = 1 \ldots m$ according to

$$F = [F_1 F_2 \ldots F_m] \text{ such that } F[:,j](x) = F_j(x), \quad j = 1, \ldots, m.$$ 

If we consider that each $F_j$ is itself an array of scalar-valued functions $f_{i,j} : \mathcal{X} \to \mathbb{R}$ for $i = 1, \ldots, n$ and $j = 1, \ldots, m$ then the matrix-valued function can also be visualized as a two-dimensional array of scalar-valued functions given by

$$F = \begin{bmatrix}
    f_{1,1} & \cdots & f_{1,m} \\
    \vdots & & \vdots \\
    f_{n,1} & \cdots & f_{n,m}
\end{bmatrix}.$$ 

In Chapter 3, we show that the cores of a function represented in the function-train format are matrix-valued functions, and this interpretation of a matrix-valued function becomes important.

We can interpret the matrix-valued function as a matrix with an infinite number of rows and $m$ columns, as shown in Figure 2-4. Each "row" of this matrix is indexed by the pair $(i, x)$ where $i \in \{1, \ldots, n\}$ and $x \in \mathcal{X}$. Each column refers to the vector-valued function $F_j$ and is indexed by a discrete variable $j = 1, \ldots, m$.

The inner product between $F$ and another matrix-valued function $G : \mathcal{X} \to \mathbb{R}^{n \times m}$ is defined as

$$\langle F, G \rangle = \sum_{i=1}^{m} \sum_{j=1}^{n} \langle F[i,j](x), G[i,j](x) \rangle = \sum_{i=1}^{m} \sum_{j=1}^{n} \langle f_{i,j}(x), g_{i,j}(x) \rangle.$$ 

(2.3)
This inner product can be interpreted as the inner product between two flattened vector-valued functions, and it is analogous to the square of the Frobenius norm of a matrix.

2.1.2 Multiplication

In addition, we define products between arrays of functions (vector- and matrix-valued functions) and arrays of scalars (vectors and matrices), as shown in Table 2.1.

<table>
<thead>
<tr>
<th>$v \in \mathbb{R}^n$</th>
<th>$F: \mathcal{X} \to \mathbb{R}^n$</th>
<th>$\mathcal{F}: \mathcal{X} \to \mathbb{R}^{m \times n}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$g = Fx \iff$</td>
<td>$g(x) = \sum_{i=1}^{n} v[i]F<a href="x">i</a>$</td>
<td>$G = \mathcal{F}x \iff$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$G<a href="x">i</a> = \mathcal{F}<a href="x">i, :</a>x$</td>
</tr>
<tr>
<td>$A \in \mathbb{R}^{n \times l}$</td>
<td>$G = FA \iff$</td>
<td>$G = \mathcal{F}A \iff$</td>
</tr>
<tr>
<td></td>
<td>$G<a href="x">i</a> = FA[:, i]G<a href="x">i</a>$</td>
<td>$G<a href="x">i, j</a> = \mathcal{F}<a href="x">i, :</a>A[:, j]$</td>
</tr>
</tbody>
</table>

Table 2.1: Product of a vector-valued function and a vector (top left); a vector-valued function and a matrix (bottom left); a matrix-valued function and a vector (top right); a matrix-valued function and a matrix (bottom right).

We also define products between functional elements. Let $\mathcal{X} \subset \mathbb{R}^d$ and $\mathcal{Y} \subset \mathbb{R}^{d_2}$, where $d_2 \in \mathbb{Z}^+$. Then products between vector-valued or matrix-valued functions on these domains yield vector-valued or matrix-valued functions on the space $\mathcal{X} \times \mathcal{Y}$.

<table>
<thead>
<tr>
<th>$H: \mathcal{Y} \to \mathbb{R}^n$</th>
<th>$F: \mathcal{X} \to \mathbb{R}^n$</th>
<th>$\mathcal{F}: \mathcal{X} \to \mathbb{R}^{m \times n}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$g = FH \iff$</td>
<td>$g(x, y) = \sum_{i=1}^{n} F<a href="x">i</a>H<a href="y">i</a>$</td>
<td>$G = \mathcal{F}H \iff$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$G[i](x, y) = \sum_{j=1}^{n} \mathcal{F}<a href="x">i, j</a>H<a href="y">j</a>$</td>
</tr>
<tr>
<td>$\mathcal{H} \in \mathcal{Y} \to \mathbb{R}^{n \times k}$</td>
<td>$G = FH \iff$</td>
<td>$G = \mathcal{F}H \iff$</td>
</tr>
<tr>
<td></td>
<td>$G[i](x, y) = \sum_{j=1}^{n} F<a href="x">j</a>\mathcal{H}<a href="y">j, i</a>$</td>
<td>$G = \mathcal{F}H \iff$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$G(x, y) = \mathcal{F}(x)\mathcal{H}(y)$</td>
</tr>
</tbody>
</table>

Table 2.2: Product of two vector-valued functions (top left); a vector-valued function and a matrix-valued function (bottom left); a matrix-valued function and a vector-valued function (top right); two matrix-valued functions (bottom right).

We now turn to factorizations of vector- and matrix-valued functions.
2.2 Continuous matrix factorizations

Approximating a black box tensor in tensor-train format requires performing a sequence of standard matrix factorizations. Our continuous framework requires continuous equivalents of these factorization for the elements of continuous linear algebra, scalar-valued functions, vector-valued functions, and matrix-valued functions, described above.

The LU and QR factorizations and the singular value decomposition (SVD) of a vector-valued function are primary ingredients of any continuous numerical linear algebra package such as Chebfun [101] or ApproxFun [92]. For vector-valued functions of one variable, these decompositions are discussed in [4]. Computing these decompositions often requires continuous analogues of standard discrete algorithms. For example, Householder triangularization may be used to compute the QR decomposition of a vector-valued function [119]. Extensions of these algorithms to functions of two variables are described in [118]. We will use these bivariate extensions as building blocks for our higher dimensional constructions, and we discuss the relevant background.

LU decomposition

To extend the cross approximation and maxvol algorithms to the continuous setting, we will require the LU decomposition of a vector-valued function. The key components of this decomposition are a set of pivots \{z_1, z_2, \ldots, z_n\}, \( z_i \in \mathcal{X} \), and a vector-valued function \( L = [\ell_1 \ell_2 \cdots \ell_n] \) (here written as a quasimatrix, with scalar-valued functions \( \ell_i \)) that is "psychologically" lower triangular [118].

A psychologically lower triangular vector-valued function is defined such that column \( k \) has zeros at all \( z_i \) for \( i = 1, \ldots, k - 1 \). Furthermore, if \( \ell_i(z_i) = 1 \), then \( L \) is unit lower triangular. Finally, if \( |\ell_k(x)| \leq |\ell_k(z_k)| \) for all \( x \in \mathcal{X} \), then \( L \) is diagonally maximal. Using these definitions we recall the definition of an LU decomposition of a vector-valued function [4,118]:

**Definition 1** (LU factorization of a vector-valued function [4]). Let \( F : \mathcal{X} \to \mathbb{R}^n \) be
a vector-valued function. An LU factorization of $F$ is a decomposition of the form $F = LU$, where $U \in \mathbb{R}^{n \times n}$ is upper triangular and $L : \mathcal{X} \to \mathbb{R}^n$ is unit lower triangular and diagonally maximal.

The LU factorization may be computed using Gaussian elimination with row pivoting according to the algorithm in [118].

We can extend this definition of an LU factorization to matrix-valued functions. In particular, the decomposition will result in a set of pivots $\{(i_1, z_1), (i_2, z_2), \ldots, (i_n, z_n)\}$; a psychologically lower triangular matrix-valued function $L$; an upper triangular matrix $U$. The definition of the pivots is motivated by viewing $L : \mathcal{X} \to \mathbb{R}^{m \times n}$ as collection of $n$ columns $[L[:, 1] \ldots L[:, n]]$, where each column is a vector-valued function to be interpreted as an "$\infty \times 1$" vector, as described in Section 2.1. Each pivot is then specified by a $(row, value)$ tuple. A lower triangular matrix-valued function is defined such that $L[:, k]$ has zeros at all $\{(i_1, z_1), (i_2, z_2), \ldots, (i_{k-1}, z_{k-1})\}$; that is, $L[:, 1]$ has no enforced zeros, $L[:, 2]$ has a zero in row $i_1$ at the value $z_1$, $L[:, 3]$ has zeros at $(i_1, z_1)$ and $(i_2, z_2)$, etc. Furthermore, if $L[i_k, k](z_k) = 1$ then $L$ is called unit lower triangular, and if $|L[i, k](x)| \leq |L[i_k, k](z_k)|$ for all $x \in \mathcal{X}$ and for all $i \in \{1, \ldots, m\}$, then $L$ is diagonally maximal. Using these notions we define an LU decomposition of a matrix-valued function.

**Definition 2** (LU factorization of a matrix-valued function). Let $F : \mathcal{X} \to \mathbb{R}^{m \times n}$ be a matrix-valued function. An LU factorization of $F$ is a decomposition of the form $F = LU$ where $U \in \mathbb{R}^{n \times n}$ is upper triangular, and $L : \mathcal{X} \to \mathbb{R}^{m \times n}$ is unit lower triangular and diagonally maximal.

We also implement the LU decomposition of a matrix-valued function using Gaussian elimination with row-pivoting.

**QR decomposition**

Another decomposition that will be necessary for function-train rounding and for the cross approximation of multivariate functions is the QR factorization of a quasimatrix.
Definition 3 (QR factorization of a vector-valued function [4]). Let $F : \mathcal{X} \to \mathbb{R}^n$ be a vector-valued function. A QR factorization of $F$ is a decomposition of the form $F = QR$, where the vector-valued function $Q : \mathcal{X} \to \mathbb{R}^n$ consists of $n$ orthonormal scalar-valued functions and $R \in \mathbb{R}^{n \times n}$ is an upper triangular matrix.

This QR factorization can be computed in a stable manner using a continuous extension of Householder triangularization [119]. In this dissertation, we also require the QR decomposition of a matrix-valued function.

Definition 4 (QR factorization of a matrix-valued function). Let $F : \mathcal{X} \to \mathbb{R}^{m \times n}$ be a matrix-valued function. A QR factorization of $F$ is a decomposition of the form $F = QR$, where the columns of $Q : \mathcal{X} \to \mathbb{R}^{m \times n}$ are orthonormal vector-valued functions and $R \in \mathbb{R}^{n \times n}$ is an upper triangular matrix.

Since we have defined the inner product of vector-valued functions in (2.2) and therefore are able to take inner products of the columns of $F$, we can also compute this factorization in a stable manner using Householder triangularization. We can consider the ranks of both vector-valued and matrix-valued functions as the number of nonzero elements of the diagonal of $R$.

Singular value decomposition

Many of our theoretical results will employ the functional SVD.

Definition 5 (Functional SVD). Let $\mathcal{Y} \times \mathcal{Z} \subset \mathbb{R}^d$ and let $g : \mathcal{Y} \times \mathcal{Z} \to \mathbb{R}$ be in $L^2(\mathcal{Y} \times \mathcal{Z})$. A singular value decomposition of $g$ is

$$g(y, z) = \sum_{j=1}^{\infty} \sigma_j u_j(y)v_j(z),$$  \hspace{1cm} (2.4)

where the left singular functions $u_j : \mathcal{Y} \to \mathbb{R}$ are orthonormal in $L^2(\mathcal{Y})$, the right singular functions $v_j : \mathcal{Z} \to \mathbb{R}$ are orthonormal in $L^2(\mathcal{Z})$, and $\sigma_1 \geq \sigma_2 \geq \cdots \geq 0$ are the singular values.

In practice, the summation in (2.4) is truncated to some finite number of terms $r$ and we group the first $r$ left singular functions $u_1, \ldots, u_r$ into the vector-valued
function \( U : \mathcal{Y} \rightarrow \mathbb{R}^r \) such that \( U[i] = u_i \). Similarly, we group the right singular functions into a vector-valued function \( V : \mathcal{Z} \rightarrow \mathbb{R}^r \), with \( V[i] = v_i \). If we also define \( S = \text{diag}(\sigma_1, \ldots, \sigma_r) \), then we can write the functional SVD as \( g = USV \). In this form, we say that \( g \) is a function that has an SVD rank of \( r \). This notion of the SVD of a function has existed for a while [108, 112] and is also called the Schmidt decomposition [108]. In general, convergence can be assumed to be in \( L^2(\mathcal{Y} \times \mathcal{Z}) \). As described in [118], when \( g : [a, b] \times [c, d] \rightarrow \mathbb{R} \) is also Lipschitz continuous, then the series in (2.4) converges absolutely and uniformly.

The functional SVD is useful for analyzing certain separated representations \( f^k \) of multivariate functions \( f \). For example, in Section 3.2.1 we show that the ranks of our function-train representation are bounded by the SVD ranks of the separated functions \( f^k : \mathcal{Y} \times \mathcal{Z} \rightarrow \mathbb{R} \), where we put \( \mathcal{Y} = \mathcal{X}_{\leq x} \) and \( \mathcal{Z} = \mathcal{X}_{> x} \) in the above definition.

Next, we present a decomposition similar to the functional SVD, but for vector-valued rather than scalar-valued functions. We call the decomposition an extended SVD, because it shares some properties with the functional SVD, such as a separation rank, and because it decomposes the vector-valued function into a sum of products of orthonormal functions. This decomposition appears in the proofs of Theorems 3 and 4, as well as in the skeleton decomposition of a multivariate function described in Section 3.3.1.

**Definition 6** (Extended SVD). Let \( \mathcal{Y} \times \mathcal{Z} \subset \mathbb{R}^d \) and let \( G : \mathcal{Y} \times \mathcal{Z} \rightarrow \mathbb{R}^n \) be a vector-valued function such that \( G[i] \in L^2(\mathcal{Y} \times \mathcal{Z}) \) for \( i = 1, \ldots, n \). A rank \( r \) extended SVD of \( G(y, z) \) is a factorization

\[
g[i](y, z) = \sum_{j=1}^{r} \sigma_j U_j[i](y)v_j(z),
\]

where the left singular functions \( U_j : \mathcal{Y} \rightarrow \mathbb{R}^n \) are orthonormal\(^2\) and vector-valued, the right singular functions \( v_j : \mathcal{Z} \rightarrow \mathbb{R} \) are orthonormal and scalar-valued, and \( \sigma_1 \geq \sigma_2 \geq \cdots \geq 0 \) are the singular values.

\(^2\)Orthonormality here is defined with respect to the inner product in (2.2).
We can combine the left singular functions to form the matrix-valued function $U : \mathcal{Y} \rightarrow \mathbb{R}^{n \times r}$ where $U[:,j] = U_j$, and as in the functional SVD, we can group the right singular functions to form the vector-valued function $V : \mathcal{Z} \rightarrow \mathbb{R}^r$ such that $V[j] = v_j$. If we also gather the singular values in a diagonal matrix $S$, then the extended SVD can be written as $G = USV$.

The main interpretation of this decomposition is that $G$ contains $n$ functions that have the same right singular vectors and different left singular vectors. We will exploit two properties of this decomposition for the proof of Theorem 1. The first is the fact that for any fixed $\hat{z}$, the vector-valued function $\hat{G}(y) \equiv G(y, \hat{z})$ can be represented as a linear combination of the columns of $U(y)$. Second, for any fixed $\hat{y}$ and column $\hat{i}$, the function $\hat{g}(z) \equiv G[\hat{i}](\hat{y}, z)$ can be represented as a linear combination of the columns of $V$.

Again, in the case of functions of more than two variables, the extended SVD can be applied to the function’s $k$-separated representation. In particular, if $\mathcal{X} \subset \mathbb{R}^d$ and we have a vector-valued function $F : \mathcal{X} \rightarrow \mathbb{R}^n$, then we can consider the extended SVD of the separated form $F^k : \mathcal{Y} \times \mathcal{X} \rightarrow \mathbb{R}$, where we put $G = F^k$, $\mathcal{Y} = \mathcal{X}_{\leq k}$, and $\mathcal{Z} = \mathcal{X}_{> k}$ in the definition above.

### 2.3 Skeleton decomposition and cross approximation

In Section 3.2.1 we show that the FT representation of a function $f$ can be computed by performing a sequence of SVDs of various separated versions of $f$. Such an algorithm would require a prohibitive number of function evaluations, however. In this section, we develop an alternative low-rank decomposition that requires evaluations of the function only at relatively few points, lying along certain “fibers” of the input domain. This decomposition is a continuous version of the skeleton/CUR decomposition of a matrix [18,52,87], and is critical to the practical black box approximation algorithm described in Section 3.3.1. In particular, we now develop this continuous CUR decomposition for the specific case of vector-valued functions.

This section is split into three parts. First we establish conditions for the exis-
Figure 2-5: Column fibers (blue) and row fibers (red) of a vector-valued function for a particular $k$-separated form. The black circles form a sub-matrix of the vector-valued function.

tence of a continuous CUR decomposition. Then we motivate a construction of the decomposition based on the maximum volume concept. Finally, we describe a cross approximation algorithm for computing the decomposition.

Before introducing the continuous CUR decomposition, we formally describe its components. In particular, we need to formulate the notion of a fiber of a vector-valued function, which is analogous to a row or column of a matrix. In particular, we consider the $k$-separated form of a vector-valued function $F^k: \mathcal{X}_{\leq k} \times \mathcal{X}_{\geq k} \rightarrow \mathbb{R}^n$, and view it as an "$\infty \times \infty$" matrix, shown in Figure 2-3, where the rows are indexed by $(i, x_{\leq k})$ and the columns are indexed by $(x_{\geq k})$. According to this interpretation, row fibers are scalar-valued functions and column fibers are vector-valued functions. The intersection of the row and column fibers forms a sub-matrix of the vector-valued function. These choices are graphically highlighted in Figure 2-5.

**Definition 7** (Row fiber). A row fiber of a vector-valued function $F^k$ is the scalar-valued function $r_\alpha: \mathcal{X}_{\geq k} \rightarrow \mathbb{R}$ obtained by fixing an (index, value) pair $\alpha = (i, z) \in \{1, \ldots, n\} \times \mathcal{X}_{\leq k}$ so that

$$r_\alpha(x_{\geq k}) = F^k[i](z, x_{\geq k}).$$

**Definition 8** (Set of row fibers). A set of row fibers of a vector-valued function $F^k$ is the vector-valued function $R_\alpha: \mathcal{X}_{\geq k} \rightarrow \mathbb{R}^\ell$ obtained by fixing a set of tuples $\alpha = \{(i_1, z_1), \ldots, (i_\ell, z_\ell)\}$, where $(i_j, z_j) \in \{1, \ldots, n\} \times \mathcal{X}_{\leq k}$, so that

$$R_\alpha = [r_{\alpha_1} \, r_{\alpha_2} \, \cdots \, r_{\alpha_\ell}] ,$$
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where $\alpha_j \equiv (i_j, z_j)$, $j = 1, \ldots, \ell$.

We have corresponding definitions for column fibers and a set of column fibers.

**Definition 9 (Column fiber).** A column fiber of a vector-valued function $F^k$ is the vector-valued function $C_y : X_{\leq k} \rightarrow \mathbb{R}^n$ obtained by fixing an element $y \in X_{> k}$ such that

$$C_y(x_{\leq k}) = F^k(x_{\leq k}, y).$$

We can group a set of $\ell$ column fibers together to obtain a matrix-valued function $C_y$ as follows.

**Definition 10 (Set of column fibers).** A set of column fibers of a vector-valued function $F^k$ is the matrix-valued function $C_y : X_{\leq k} \rightarrow \mathbb{R}^{n \times \ell}$ obtained by fixing a set $Y = \{y_1, \ldots, y_{\ell}\}$, where $y_i \in X_{> k}$ for $i \in \{1, \ldots, \ell\}$, such that

$$C_y = [C_{y_1}, C_{y_2}, \ldots, C_{y_{\ell}}].$$

The intersection of a set of row fibers and a set of column fibers forms a submatrix.

**Definition 11 (Submatrix of a vector-valued function).** A submatrix of a vector-valued function $F^k$ is the matrix $\tilde{F}^k \in \mathbb{R}^{\ell \times \ell}$ obtained by fixing a set of columns $y = \{y_1, \ldots, y_{\ell}\}$ and a set of rows $\alpha = \{(i_1, z_1), \ldots, (i_{\ell}, z_{\ell})\}$, as in Definitions 8 and 10 respectively, such that

$$\tilde{F}^k[a, b] = F[i_a, z_a](y_b) \quad \text{for} \quad 1 \leq a, b \leq \ell, \quad (2.6)$$

or equivalently,

$$\tilde{F}^k[a, b] = C_y[i_a, b](z_a) = R_\alpha[a](y_b). \quad (2.7)$$

Next, we discuss the notion of a skeleton or CUR decomposition of vector-valued functions.
2.3.1 Existence of the skeleton decomposition of vector-valued functions

In this subsection, we define the skeleton decomposition of a vector-valued function and establish conditions for its existence based on the SVD of the k-separated form of the function. The existence of a skeleton decomposition for a scalar-valued function can then be obtained by choosing $n = 1$. Note that the skeleton decomposition of a function has already been used, for example, in [6,7]. These analyses make smoothness assumptions on the function. Our results, in contrast, formulate the skeleton decomposition using only low-rank properties of the function, without introducing any explicit smoothness assumptions.

**Definition 12 (Skeleton/CUR decomposition of a vector-valued function).** Let $F : \mathcal{X} \to \mathbb{R}^n$ be a vector-valued function. The rank $\ell$ skeleton decomposition of separated form $F^k$ is a factorization of the type

$$F^k[i](x_{\leq k}, x_{> k}) = C_u[i, :](x_{\leq k})G R_\alpha(x_{> k}),$$

(2.8)

for all $i \in \{1, \ldots, n\}$, $x_{\leq k} \in \mathcal{X}_{\leq k}$, and $x_{> k} \in \mathcal{X}_{> k}$. The matrix valued function $C_u : \mathcal{X}_{\leq k} \to \mathbb{R}^{\ell \times \ell}$ represents a set of $\ell$ column-fibers (Definition 10), $G$ is an $\ell \times \ell$ matrix, and the vector-valued function $R_\alpha : \mathcal{X}_{> k} \to \mathbb{R}^\ell$ represents a set of $\ell$ row-fibers (Definition 8).

**Theorem 1.** Let $F : \mathcal{X} \to \mathbb{R}^n$ be a vector-valued function and let $F^k : \mathcal{X}_{\leq k} \times \mathcal{X}_{> k} \to \mathbb{R}^n$ be its k-separated form for any $1 \leq k < d$. If $F^k$ has a rank-$r$ extended SVD, then a rank $r$ skeleton decomposition (2.8) of $F^k$ exists.

**Proof.** The proof is constructive and requires one to choose $r$ linearly independent\(^3\) column- and row-fibers of $F^k$. The intersection of these fibers will form the submatrix $F^k$ such that choosing $G = [F^k]^{\dagger}$, where $A^{\dagger}$ refers to the Moore-Penrose pseudoinverse of matrix $A$, will yield a correct construction. The proof strategy then involves

---

\(^3\)A set of $r$ linearly independent scalar-valued functions $(f_i)_{i=1}^r$, $f_i : \mathcal{X} \to \mathbb{R}$ is one in which the only solution to the equation $\sum_{i=1}^r a_i f_i(x) = 0$ is $a_i = 0$ for $i = 1, \ldots, r$. An analogous definition holds for vector-valued functions.
partitioning the input space into four sets and showing pointwise equality on each partition.

Choose a set of $\ell$ row indices $\alpha$ (see Definition 8) such that the vector-valued function $R_\alpha$ contains $r$ linearly independent scalar-valued functions $r_{a_i}$, $i = 1, \ldots, \ell$. Next, choose a set of $\ell$ column indices $y$ (see Definition 10) such that the matrix-valued function $C_y$ contains $r$ linearly independent vector-valued functions $C_{y_i}$, $i = 1, \ldots, \ell$. Note that these choices also define a submatrix $\tilde{F}^k$. Furthermore, let $\tilde{F}$ be the proposed skeleton decomposition

$$\tilde{F}(x_{\leq k}, x_{> k}) = C_y(x_{\leq k}) [\tilde{F}^k]^\dagger R_\alpha(x_{> k}).$$  \hspace{1cm} (2.9)

We now seek to show that $\tilde{F}$ and $F^k$ are pointwise equal.

We show $F^k = \tilde{F}$ by decomposing the space $\{(1, \ldots, n) \times \mathcal{X}_{\leq k} \times \mathcal{X}_{> k}\}$ into four partitions: $(\alpha \times y), (\alpha^\perp \times y), (\alpha \times y^\perp)$, and $(\alpha^\perp \times y^\perp)$, where $\alpha^\perp = \{(1, \ldots, n) \times \mathcal{X}_{\leq k}\} \setminus \alpha$ and $y^\perp = \mathcal{X}_{> k} \setminus y$. We also rely on the following property of the Moore-Penrose pseudoinverse $A^\dagger$ of a matrix $A$:

$$AA^\dagger A = A.$$

(2.10)

First, we define matrices $C, R \in \mathbb{R}^{\ell \times \ell}$ such that

$$C[a, b] = C_y[i_a, b](z_a) = C_{y_b}[i_a](z_a),$$  \hspace{1cm} and \hspace{1cm} (2.11)

$$R[a, b] = R_\alpha[a](y_b) = r_{a_a}(y_b),$$  \hspace{1cm} (2.12)

where for $1 \leq a, b \leq \ell$, $(i_a, z_a) \in \alpha$ and $y_b \in y$. One can verify that

$$C = R = \tilde{F}^k$$  \hspace{1cm} (2.13)

using (2.7).

Now we consider the first partition $\alpha \times y$. Showing equality over this partition is equivalent to showing the equality of $\tilde{F}^k$ and the corresponding submatrix $\tilde{F}^k$ of $\tilde{F}$. 
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We proceed using (2.9), (2.11), and (2.12) to represent the elements of $\tilde F^k$ as

$$\tilde F^k[a, b] = \tilde F[i_a](z_a, y_b) = C_y[i_a, \cdot](z_a)[\tilde F^k]^\dagger R_\alpha(y_b),$$

$$= C[a, \cdot][\tilde F^k]^\dagger R_\cdot[b],$$

where for $1 \leq a, b \leq \ell$, $(i_a, z_a) \in \alpha$ and $y_b \in y$. According to (2.13) and (2.10), we obtain

$$\tilde F^k = C[\tilde F^k]^\dagger R = \tilde F^k[\tilde F^k]^\dagger \tilde F^k = \tilde F^k.$$

Thus, $\tilde F$ and $F$ are equivalent over this partition.

Next we consider the partition $\alpha^+ \times y$. By definition of linear independence and the SVD rank of a function, $\forall (i, x_{\leq k}) \in \{1, \ldots, n\} \times X_{\leq k}$ there exists a $q_{i, x_{\leq k}} \in \mathbb{R}^\ell$ such that

$$F^k[i](x_{\leq k}, x_{> k}) = \sum_{j=1}^\ell q_{i, x_{\leq k}}[j]r_{a_j}(y) \quad \forall x_{> k} \in X_{> k}. \quad (2.14)$$

In other words, every scalar-valued function $F[i](x_{\leq k}, \cdot) : X_{> k} \to \mathbb{R}$ can be written as a linear combination of the scalar-valued functions comprising $R_\alpha$. This property follows directly from the fact that $R_\alpha$ contains $r$ linearly independent functions and that $F^k$ has an extended SVD of rank $r$. In particular, for all $y_b \in y$ we have

$$F^k[i](x_{\leq k}, y_b) = C_y[i, b](x_{\leq k}) = q_{i, x_{\leq k}} R[\cdot, b], \quad \forall (i, x_{\leq k}) \in \{1, \ldots, n\} \times X_{\leq k} \quad (2.15)$$
We now show that (2.8) holds for \((i, x_{\leq k}) \in \alpha^\perp\) and \(y_b \in \mathbf{y}:

\[
\tilde{F}[i](x_{\leq k}, y_b) = C_{y[i, :]}(x_{\leq k}) [\tilde{F}^k]\top R[; , b]
\]

\[
= q_{i, x_{\leq k}} R[; , b]
\]

\[
= q_{i, x_{\leq k}} \tilde{F}^k [; , b]
\]

\[
= q_{i, x_{\leq k}} R[; , b]
\]

\[
= F^k[i](x_{\leq k}, y_b)
\]

where the first equality comes from the definition of \(\tilde{F}\), the second comes from (2.15), the third comes from (2.13), the fourth equality comes from using (2.10), the fifth also comes from (2.13), and the sixth comes from another application of (2.15).

We can proceed with a symmetric argument for the partition \(\alpha \times \mathbf{y}^\perp\). Linear independence and finite rank require that for all \(x_{> k} \in \mathcal{X}_{> k}\), there exists a \(q_{x_{> k}} \in \mathbb{R}^t\) such that

\[
F^k[i](x_{\leq k}, y) = \sum_{j=1}^{\ell} C_{y[i, j]}(x_{\leq k}) q_{y[j]} \quad \forall (i, x_{\leq k}) \in \{1, \ldots, n\} \times \mathcal{X}_{\leq k}.
\]

We can obtain an analogue to (2.15) by noticing that for all \((i_a, z_a) \in \alpha\) we have

\[
F^k[i_a](z_a, x_{> k}) = R_{a}[a](x_{> k}) = C[a, :] q_{x_{> k}}, \quad \forall x_{> k} \in \mathcal{X}_{> k}.
\]

Using (2.16), a symmetric argument yields the desired equivalence for elements of the partition \(\alpha \times \mathbf{y}^\perp\).

Finally, we show that (2.8) holds pointwise for all \((x_{\leq k}, x_{> k}) \in (\alpha^\perp \times \mathbf{y}^\perp)\). First,
by (2.14) and (2.16) we have

\[
F^k[i](x_{\leq k}, x_{> k}) = \sum_{j=1}^{\ell} q_{i, x_{\leq k}}[j] R_{\alpha[j]}(x_{> k})
\]

(2.17)

\[
= \sum_{j=1}^{\ell} q_{i, x_{\leq k}}[j] F^k[i](z_j, x_{> k}), \text{ where } (i_j, z_j) = \alpha[j],
\]

\[
= \sum_{j=1}^{\ell} q_{i, x_{\leq k}}[j] C[j, :) q_{x_{> k}}
\]

\[
= q_{i, x_{\leq k}} C q_{x_{> k}}
\]

Now we show that the application of (2.15) and (2.16) to (2.8) yields the desired result:

\[
\tilde{F}[i](x_{\leq k}, x_{> k}) = C_y[i, :) (x_{\leq k}) \tilde{[F^k]}^\dagger R_{\alpha}(x_{> k})
\]

\[
= q_{i, x_{\leq k}} R \tilde{[F^k]}^\dagger C q_{x_{> k}}
\]

\[
= q_{i, x_{\leq k}} \tilde{F}^k \tilde{[F^k]}^\dagger \tilde{F}^k q_{x_{> k}}
\]

\[
= q_{i, x_{\leq k}} \tilde{F}^k q_{x_{> k}}
\]

\[
= q_{i, x_{\leq k}} C q_{x_{> k}}
\]

\[
= F^k[i](x_{\leq k}, x_{> k}),
\]

where the first equality follows from the definition of \( \tilde{F} \), the second follows from an application of (2.15) and (2.16), the third follows from (2.13), the fourth follows from the Moore-Penrose pseudoinverse (2.10), the fifth is another application of (2.13), and the final equality follows from (2.17). 

This proof shows the general strategy needed to construct a CUR decomposition of a vector-valued function when one can afford to evaluate \( \ell \geq r \) row and column fibers. In this case, one must seek at \( r \) linearly independent row and column fibers to obtain an exact reconstruction. A natural question to ask, however, is what happens when one wants to obtain an approximation with \( \ell < r \) for a particular separated representation \( F^k \) of \( F \)? In particular, how do we choose \( y \) and \( \alpha \) to obtain a well-
behaved approximation? The answer is to choose them so that submatrix $\tilde{F}^k$ lying at the intersection of the row and column fibers has \textit{maximum volume} among all possible combinations of $\ell$ row and column fibers.

### 2.3.2 Optimality of maxvol

In this section we consider the case $\ell < r$, where we would like to use fewer terms in a skeleton approximation than the actual rank of the function. This situation arises because many functions of interest are \textit{approximately} low-rank. Consider the SVD of a function with a possibly infinite number $r$ of nonzero singular values, and explicitly separate the first $\ell$ terms from the remainder:

$$f(x, y) = \sum_{i=1}^{\ell} \sigma_i u_i(x) v_i(y) + g(x, y). \tag{2.18}$$

If $\|g\|_{L^2} = \epsilon$, then $f$ will have a relatively accurate rank $\ell$ approximation whenever $\epsilon/\|f\|_{L^2} \ll 1$—for instance if the singular values $\sigma_i$ quickly decay to zero. Now consider the extended SVD of a vector-valued function $F^k(x_{\leq k}, x_{> k})$ of rank $r$. Choose an approximation rank $\ell < r$ and form a CUR decomposition defined by a set of column fibers $y$ and a set of row fibers $\alpha$:

$$\tilde{F}^k[i](x_{\leq k}, x_{> k}) = C_y[i, :](x_{\leq k}) G R_{\alpha}(x_{> k}). \tag{2.19}$$

The goal of this section is to bound $\|F - \tilde{F}\|$ and to show that this bound holds when the matrix $G^\dagger$ in the skeleton decomposition is chosen to be a maximum volume submatrix of $F$, where the “volume” of a matrix refers to the modulus of its determinant.

**Definition 13** (Maximum volume submatrix). A submatrix $\tilde{F}^k$ of the $k$-separated representation $F^k$ of a vector-valued function $F$ has maximum volume if its determinant has maximum modulus among all possible sub-matrices of $F^k$. The maximum volume submatrix is denoted as $\tilde{F}^{*k}$.

A result analogous to the following was proven for matrices by Goreinov [51];
here, we extend it to multivariate vector-valued functions. Let the norm \( \|F\|_C = \max_{i,x \leq x, x > k} F[i](x_{\leq k}, x_{> k}) \), denote the maximum-in-modulus value of the vector-valued function \( F \). Similarly, \( \|F\|_C \) denotes the maximum modulus element of the matrix \( F \).

**Theorem 2.** Let \( F : \mathcal{X} \rightarrow \mathbb{R}^n \) be a continuous vector-valued function with \( k \)-separated representation \( F^k \), and let \( F^k \) have an extended SVD with singular functions uniformly bounded by \( \rho \), i.e., \( \max_{i,j,x \leq x_k} |U[i](x_{\leq k})| \leq \rho \) and \( \max_{j,x > k} |v[j](x_{> k})| \leq \rho \). Furthermore, let \( \tilde{F} \) be a skeleton approximation of \( F^k \) comprising \( \ell \) row and column fibers, and let the matrix \( \tilde{F}^* \in \mathbb{R}^{\ell \times \ell} \) formed by the intersection of these fibers be a nonsingular maximum volume submatrix of \( F^k \). Then it holds that

\[
\|F - \tilde{F}\|_C \leq M\rho^2(\ell + 1)^{1+2\varepsilon}\sigma_{\ell+1} \tag{2.20}
\]

where \( \varepsilon > \frac{1}{2} \), \( M \) is independent of \( \ell \), and \( \sigma_{\ell+1} \) is the \((\ell + 1)\)th singular value of \( F^k \).

The proof of this theorem is provided in Appendix A.1.

Theorem 2 implies that using a maximum volume submatrix \( \tilde{F}^* \) allows us to bound the error of the skeleton decomposition of a function by a constant factor greater than the error of the SVD, the optimal low-rank decomposition. This result is different from the result of [6], in which the error of a skeleton decomposition was related to the error of a polynomial approximation of the function. The present result refocuses the problem directly on the rank of the function instead of the accuracy of polynomial approximation.

### 2.3.3 Cross approximation and maxvol

Next, we describe an algorithm for finding a good skeleton decomposition of a vector-valued function. Computing the skeleton decomposition of a matrix is the subject of much current research. Some approaches employ random sampling of the rows and columns of the matrix [18, 42, 87]. Another class of methods attempt to explicitly find the rows and columns that maximize the volume of the submatrix. Goreinov [51, 53] describes how a skeleton decomposition with a maximum-volume submatrix is
quasioptimal. We follow this second route because it has been successfully extended to the tensor-train format [98], and subsequently shown to be quasioptimal [107]. This section focuses on extending maximum-volume cross approximation algorithms to the continuous/functional setting.

Cross approximation of a vector-valued function

Cross approximation of a vector-valued function involves a fairly straightforward row-column alternating algorithm. Pseudocode for this approach is given in Algorithm 1. This algorithm is a continuous analogue of Algorithm 2 by Oseledets and Tyrtyshnikov [98]. The algorithm works by first fixing a set of column fibers $y$ and computing a set of rows $\alpha$ to maximize the volume of a submatrix of the associated matrix-valued function $C_y$. Next, the set of row-fibers $\alpha$ are fixed and a new set of indices for the column fibers $y$ are identified such that they maximize the volume of a submatrix of $R_\alpha$. These indices $y$ and $\alpha$ are found by solving continuous optimization problems. In other words, no discretization is required to choose the fibers, and the choice of optimization algorithm is flexible. In Section 2.3.3 we provide more detail on the how these optimization problems are solved.

The algorithm continually alternates between rows and columns until the difference between successive approximations falls below a particular tolerance. Note that this algorithm requires the prescription of an upper bound on the rank. Later, in Section 3.3.2 of Chapter 3, we describe a rank estimation scheme in the context of a multivariate cross approximation algorithm.

Algorithm 1 requires several subroutines: qr-mvf refers to the QR decomposition of a matrix-valued function and is computed using Householder triangularization; qr-vvf refers to a QR decomposition of a vector-valued function and is also computed using Householder triangularization; maxvol-mvf refers to Algorithm 2, discussed in Section 2.3.3.

We would like to point out the distinction between this row-column alternating algorithm, which can be viewed as an LU decomposition with partial pivoting, and the adaptive cross approximation algorithm [6]. Adaptive cross approximation algo-
Algorithm 1 Cross approximation of a vector-valued function

Require: Separated form $F^k: \mathcal{X}_x \times \mathcal{Y}_y \rightarrow \mathbb{R}^r$ of a vector-valued function $F$; Upper bound on rank $r$; Initial column fibers $y = [y_1, y_2, \ldots, y_r]$; Stopping tolerance $\delta_{\text{cross}} > 0$

Ensure: $(\alpha, y)$ such that sub-matrix $F$ has “large” volume

1: $F(0) = 0$
2: $k = 1$
3: $C(x_{\leq k}) = [F^k(x_{\leq k}, y_1) \ F^k(x_{\leq k}, y_2) \ldots \ F^k(x_{\leq k}, y_r)]$
4: repeat
5: $Q_T = \text{qr-mvf}(C)$
6: $\alpha = \text{maxvol-mvf}(Q)$
7: $R(x_{> k}) = [F^k[i_1](z_1, x_{> k}) \ldots F^k[i_r](z_r, x_{> k})]$ where $(i_j, z_j) = \alpha[j]$
8: $U_T = \text{qr-vvf}(R)$
9: $y = \text{maxvol-mvf}(U)$ # Interpret $U$ as a $1 \times r$ matrix-valued function.
10: $C(x_{\leq k}) = [F^k(x_{\leq k}, y_1) \ F^k(x_{\leq k}, y_2) \ldots \ F^k(x_{\leq k}, y_r)]$
11: $\tilde{Q} = [U(y_1) \ U(y_2) \ldots \ U(y_r)]$
12: $F(k)(x_{\leq k}, x_{> k}) = C(x_{\leq k})\tilde{Q}U(x_{> k})$
13: $\delta = ||F(k) - F(k-1)|| / ||F(k)||$
14: $k = k + 1$
15: until $\delta \leq \delta_{\text{cross}}$

Algorithm 2 maxvol-mvf: Maximum volume of matrix-valued function

Require: $A: \mathcal{X} \rightarrow \mathbb{R}^{n \times r}$, a matrix-valued function.

Ensure: $\alpha = [(i_1, x_1), \ldots, (i_r, x_r)]$ such that $\tilde{A}_\text{mat}$ is dominant

1: $L, U, \alpha = \text{lu-mvf}(A)$ # LU decomposition of the matrix-valued function
2: $\delta = 2$
3: while $\delta > 1$ do
4: $\tilde{A}_\text{mat} \leftarrow$ sub-matrix defined by by $\alpha$
5: $(x^*, i^*, j^*) = \arg \max_{(x,i,j)} A[i,j](x)\tilde{A}_\text{mat}^{\dagger}[i,j]$
6: $\delta = A[i^*, j^*](x^*)\tilde{A}_\text{mat}^{\dagger}[i^*, j^*]$
7: if $\delta > 1$ then
8: $x_{j^*} = x^*$, $i_{j^*} = i^*$
9: end if
10: end while

Rithms for the approximation of bivariate functions build up a set of row and column indices by sequentially choosing points which maximize the volume. In other words, they do not require a prescribed rank, nor do they require evaluating entire function fibers. These algorithms, which are equivalent to an LU decomposition with complete pivoting, can use two-dimensional optimization methods to seek the optimal locations.
for function evaluation (which become the pivots). This methodology is attractive for bivariate problems but difficult to extend to the multivariate case, because it would require us to optimize over locations in $d$ dimensions. To retain good scaling properties, we use the row-column alternating algorithm that is standard for computing with tensors.

**Maxvol computation**

Algorithm 1 contains calls to `maxvol-mvf` with two types of arguments, matrix-valued functions and vector-valued functions. In both cases, the goal of `maxvol-mvf` is to find indices that describe a maximum volume submatrix. Pseudocode for computing the maximum volume submatrix of a matrix-valued function is given in Algorithm 2; it mirrors the algorithm provided by Goreinov [50] for “tall and skinny” matrices. The algorithm attempts to find a submatrix which is dominant, because a dominant submatrix has volume which is “close” to that of the maximum volume submatrix, as described below. In this section we will always assume that a matrix-valued function $A: \mathcal{X} \rightarrow \mathbb{R}^{n\times r}$ has rank $r$ according to the notion of rank defined by the QR decomposition in Section 2.2. All of the results below can be specialized to vector-valued functions by assuming that $n = 1$.

**Definition 14 (Submatrix of a matrix-valued function).** A submatrix of a matrix-valued function $A: \mathcal{X} \rightarrow \mathbb{R}^{n\times r}$ is the matrix $\bar{A}_{\text{mat}} \in \mathbb{R}^{r\times r}$ obtained by fixing a set of $r$ tuples $\{(i_1, x_1), (i_2, x_2), \ldots, (i_r, x_r)\}$, where $(i_k, x_k) \in \{1, \ldots, n\} \times \mathcal{X}$ for $k, l = 1 \ldots r$ and $(i_k, x_k) \neq (i_l, x_l)$ for $k \neq l$, such that

$$
\bar{A}_{\text{mat}}[k, j] = A[i_k, j](x_k). \hspace{1cm} (2.21)
$$

Note the distinction between Definitions 11 and 14: the former defines submatrices of vector-valued functions in separated form $F^k$, whereas Definition 14 defines submatrices of matrix-valued functions.

While the results below consider the general case of matrix-valued functions, it is useful to keep in mind how they arise in the context of cross approximation. In that
specific context, the matrix-valued function of interest will be a set of column fibers. For example, after finding a set of $r$ column fibers $C_y : \mathcal{X}_{\leq k} \to \mathbb{R}^{n \times r}$, we seek new values of $(i, x_{\leq k}) \in \{1, \ldots, n\} \times \mathcal{X}_{\leq k}$ that form the row fibers. These new indices also define a submatrix of $C_y$, and we seek to choose those indices that maximize the volume of that submatrix.

Next, we need the notion of a dominant submatrix of a matrix valued function.

**Definition 15** (Dominant submatrix). A dominant submatrix of a matrix-valued function $A : \mathcal{X} \to \mathbb{R}^{n \times r}$ is any submatrix $\bar{A}_{\text{mat}}$ such that for all values $(i, x, k) \in \{1, \ldots, n\} \times \mathcal{X} \times \{1, \ldots, r\}$ the matrix-valued function $B = \bar{A}_{\text{mat}}^{-1}$ is bounded as $|B[i, k](x)| \leq 1$.

**Lemma 1.** A maximum-volume submatrix $\bar{A}_{\text{mat}}^* \in \mathbb{R}^{r \times r}$ of a matrix-valued function $A : \mathcal{X} \to \mathbb{R}^{n \times r}$ is dominant.

*Proof.* The proof follows exactly the case for matrices [50]. Here we interpret a matrix-valued function as a matrix with $r$ columns and an infinite number of rows, where each row is indexed by $(i, x) \in \{1, \ldots, n\} \times \mathcal{X}$.

Suppose, without loss of generality, that we first rearrange the “rows” of $A$ such that

$$A \left[ \bar{A}_{\text{mat}}^* \right]^{-1} = \begin{bmatrix} I_{r \times r} \\ \bar{Z} \end{bmatrix} = B,$$

where $\bar{A}_{\text{mat}}^*$ is a maximum-volume submatrix of $A$. In other words, if we view $A$ as an “$\infty \times r$” matrix, we have moved the rows corresponding to $\bar{A}_{\text{mat}}^*$, with indices $\{(i_1, x_1), \ldots, (i_r, x_r)\}$, to the “top” of $A$. As a result, the first $r$ rows of $B$ correspond to the identity matrix, and the remaining rows are indexed by $(i, x)$ pairs (but with each $(i_j, x_j)$, for $j = 1 \ldots r$, missing).

Now recall that $\det(\mathbf{C} \mathbf{D}) = \det(\mathbf{C}) \det(\mathbf{D})$ for square matrices $\mathbf{C}, \mathbf{D}$ of equal size. This property implies that multiplying $A$ by a nonsingular $r \times r$ matrix does not change the ratio between the determinants of any pair of $r \times r$ submatrices of $A$. Therefore the upper submatrix $I_{r \times r}$ is a maximum-volume submatrix of $B$. 
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Suppose $\bar{A}^{\text{mat}}$ is not dominant so that there is an $(i, j, x)$ where $|Z_{ij}(x)| > 1$. In such a situation, we would be able to increase the volume of the upper submatrix by swapping row $j$ of the upper $r \times r$ submatrix of $B$ with $Z_{[i,:]}(x)$. The new upper submatrix of $B$, called $B_{\text{upper}}$, would no longer be the identity $I_{r \times r}$; we would have $\det(B_{\text{upper}}) = Z_{[i,j]}(x) > 1$ instead of $\det(I_{r \times r}) = 1$. Then $I_{r \times r}$ would not be a maximum volume submatrix of $B$ and hence $\bar{A}^{\text{mat}}$ would not be a maximum volume submatrix of $A$.

Furthermore, analogous to Lemma 2 by Goreinov [50] we can show that any dominant submatrix cannot have a volume that is too much smaller than that of the maximum-volume submatrix.

**Lemma 2.** For any full rank matrix-valued function $A : \mathcal{X} \to \mathbb{R}^{n \times r}$,

$$|\det(\bar{A}_{\text{mat}})| \geq \frac{|\det(\bar{A}^{\text{mat}})|}{r^{r/2}},$$

where $\bar{A}_{\text{mat}}$ is any dominant submatrix and $\bar{A}^{\text{mat}}$ is the submatrix of $A$ with maximum volume.

The proof is almost equivalent to that in [50] and is omitted here for brevity. Of course, we also have the upper bound, $|\det(\bar{A}^{\text{mat}})| \geq |\det(\bar{A}_{\text{mat}})|$.

Together, Lemmas 1 and 2 imply that searching for a maximum volume submatrix of a matrix-valued function $A$ via the row switching scheme described in Algorithm 2 is a good idea. The algorithm swaps “rows” of $A$ (recall that these are specified by (index, $x$-value) combinations) until all the elements of $B$ are less than 1. This is exactly what the operations in Lines 5 and 8 of Algorithm 2 are doing. To find an initial set of linearly independent “rows” of $A$, the algorithm first performs a continuous pivoted LU decomposition, denoted by $\text{lu-mvf}$, yielding pivots $\alpha = \{(i_1, x_1), \ldots, (i_r, x_r)\}$.

The optimization problem specified in Line 5 of Algorithm 2 is where we obtain tremendous benefits over the discretized tensor-train approach. First, it is a continuous optimization problem in $x$, allowing us to search over the entire space $\mathcal{X}$; in the discretized version, this maximization can only occur over the discretized points.
Secondly, when $A : [a, b] \rightarrow \mathbb{R}^{n \times r}$, the continuous optimization problem involves a one-dimensional decision variable and can exploit the structure of the scalar-valued functions that comprise $A$. For example, if these scalar-valued functions are represented as orthonormal polynomials, then the maximization reduces to an eigenvalue problem [35].

2.4 Operations with functions expressed in an orthonormal basis

The algorithms described in this chapter were all provided in a general form. However, for practical purposes we need to be able to add, multiply, and take inner products of functions in a parameterized format. In this section, we provide the details for a sample implementation of a framework in which all functions are represented as an expansion in an orthonormal basis. Suppose that we define a complete basis $\{\phi_1(x), \phi_2(x), \ldots\}$ such that $\langle \phi_i(x), \phi_j(x) \rangle = \delta_{i,j}$ for all $i, j$.

We describe the complexity of the algorithms using asymptotic notation represented by Landau’s symbol $O$.

**Definition 16** (Asymptotic notation with Landau’s symbol). We write $f(x) = O(g(x))$ as $x \to \infty$ if and only if for every $c > 0$ there exists a real number $N$ such that for all $x > N$ we have $|f(x)| \leq c|g(x)|$; if $g(x) \neq 0$, this is equivalent to \( \lim_{x \to \infty} f(x)/g(x) = 0 \).

Next, we detail the main operations, and their complexity, for scalar-valued, vector-valued, and matrix-valued functions.

2.4.1 Scalar-valued functions

Let $f : \mathcal{X} \to \mathbb{R}$ and $g : \mathcal{X} \to \mathbb{R}$ refer to scalar-valued functions, and suppose that both of these functions are represented using the $P$ basis functions with coefficients.
\( f \in \mathbb{R}^p \) and \( g \in \mathbb{R}^p \) respectively

\[
f(x) = \sum_{i=1}^{P} f[i] \phi_i(x)
\]

\[
g(x) = \sum_{i=1}^{P} g[i] \phi_i(x)
\]

Addition of functions is of primary importance for computing with functions.

**Proposition 1** (Addition of scalar-valued functions). Let \( f : \mathcal{X} \rightarrow \mathbb{R} \) and \( g : \mathcal{X} \rightarrow \mathbb{R} \) be represented in an expansion of \( P \) orthonormal basis functions. Then, addition \( f(x) + g(x) \) requires \( \mathcal{O}(P) \) operations.

**Proof.**

\[
f(x) + g(x) = \sum_{i=1}^{P} f[i] \phi_i(x) + \sum_{j=1}^{P} g[j] \phi_j(x) = \sum_{i=1}^{P} (f[i] + g[i]) \phi_i(x)
\]

Addition of \( P \) coefficients costs \( \mathcal{O}(P) \). \( \square \)

**Proposition 2** (Multiplication of scalar-valued functions). Let \( f : \mathcal{X} \rightarrow \mathbb{R} \) and \( g : \mathcal{X} \rightarrow \mathbb{R} \) be represented in an expansion of \( P \) orthonormal basis functions. Assume that the third order tensor with entries \( \int \phi_i(x)\phi_j(x)\phi_k(x)dx \) for \( i, j, k = 1, \ldots, P \) is pre-computed and that its values can be accessed in \( \mathcal{O}(1) \) operations. Then, multiplication \( f(x)g(x) \) requires \( \mathcal{O}(P^3) \) operations.

**Proof.** Let \( h(x) = f(x)g(x) \) and notice that \( h(x) \) has an exact expansion in terms of \( 2P \) polynomials with coefficients \( h \in \mathbb{R}^{2P} \). Then we have

\[
h(x) = \sum_{k=1}^{2P} h[k] \phi_k(x) = \sum_{i,j=1}^{P} f[i]g[j] \phi_i(x)\phi_j(x)
\]

Each coefficient \( h[k] \) can be obtained by projecting the right side of the equation above onto \( \phi_k \)

\[
h[k] = \sum_{i,j=1}^{P} f[i]g[j] \int \phi_i(x)\phi_j(x)\phi_k(x)dx
\]
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The computation of this coefficient first requires the multiplication of all combinations of the pair \((f[i], g[j])\), an \(O(P^2)\) operation. This computation can be reused for all the coefficients \(h[k]\), and is therefore not the dominant cost. Next, for each \(k = 1, \ldots, 2P\), the summation of the \(P^2\) terms can be performed in \(O(P^2)\). Thus, the total cost is \(O(2P^3) = O(P^3)\) operations.

The inner product is important for defining the QR decomposition.

**Proposition 3** (Inner product between scalar-valued functions). Let \(f : \mathcal{X} \to \mathbb{R}\) and \(g : \mathcal{X} \to \mathbb{R}\) be represented in an expansion of \(P\) orthonormal basis functions. Then the inner product \(\langle f(x), g(x) \rangle\) requires \(O(P)\) operations.

**Proof.**

\[
\langle f(x), g(x) \rangle = \int \sum_{\ell=1}^{P} f[\ell] \phi_{\ell}(x) \sum_{j=1}^{P} g[j] \phi_{j}(x) dx
\]
\[
= \sum_{\ell,j=1}^{P} f[\ell] g[j] \int \phi_{\ell}(x) \phi_{j}(x) dx
\]
\[
= \sum_{\ell=1}^{P} f[\ell] g[\ell]
\]

Multiplication of each of these coefficients costs \(O(P)\) operations, and adding these coefficients costs \(O(P)\) operations yielding a total of \(O(2P) = O(P)\) operations. \(\Box\)

### 2.4.2 Vector-valued functions

Next, we consider vector-valued functions. Let \(F : \mathcal{X} \to \mathbb{R}^n\) and \(G : \mathcal{X} \to \mathbb{R}^n\) refer to vector-valued functions consisting of scalar-valued functions \(f_i : \mathcal{X} \to \mathbb{R}\) and \(g_i : \mathcal{X} \to \mathbb{R}\), respectively, such that

\[
F[i] = f_i = \sum_{\ell=1}^{P} f_i[\ell] \phi_{\ell},
\]
\[
(2.22)
\]
\[
G[i] = g_i = \sum_{\ell=1}^{P} g_i[\ell] \phi_{\ell}.
\]
\[
(2.23)
\]
The two most widely used operations needed with vector-valued functions will be addition and taking the inner product.

**Proposition 4** (Addition of vector-valued functions). Let \( F : \mathcal{X} \to \mathbb{R}^n \) and \( G : \mathcal{X} \to \mathbb{R}^n \) be defined according to (2.22) and (2.23), respectively. Then addition \( F(x) + G(x) \) requires \( \mathcal{O}(Pn) \) operations.

**Proof.**

\[
F(x) + G(x) = [(f_1(x) + g_1(x)) \ldots (f_n(x) + f_n(x))]
\]

Addition of \( n \) scalar-valued functions costs \( \mathcal{O}(Pn) \).

**Proposition 5** (Inner product between vector-valued functions). Let \( F : \mathcal{X} \to \mathbb{R}^n \) and \( G : \mathcal{X} \to \mathbb{R}^n \) be defined according to (2.22) and (2.23), respectively. Then the inner product \( \langle F(x), G(x) \rangle \) requires \( \mathcal{O}(Pn) \) operations.

**Proof.**

\[
\langle F(x), G(x) \rangle = \sum_{\ell=1}^{n} \langle f_\ell(x), g_\ell(x) \rangle
\]

Each scalar-valued function inner product costs \( \mathcal{O}(P) \) operations (Proposition 3), \( n \) inner products have to be computed, and \( n \) summations must be performed leading to a complexity of \( \mathcal{O}(Pn + n) = \mathcal{O}(Pn) \).

### 2.4.3 Matrix-valued functions

Next, we consider matrix-valued functions. Let \( F : \mathcal{X} \to \mathbb{R}^{n \times m} \) and \( G : \mathcal{X} \to \mathbb{R}^{n \times m} \) refer to matrix-valued functions consisting of scalar-valued functions \( f_{i,j} : \mathcal{X} \to \mathbb{R} \) and \( g_{i,j} : \mathcal{X} \to \mathbb{R} \), respectively, such that

\[
F[i,j] = f_{i,j} = \sum_{\ell=1}^{P} f_{i,j}[\ell] \phi_\ell,
\]

\[
G[i,j] = g_{i,j} = \sum_{\ell=1}^{P} g_{i,j}[\ell] \phi_\ell.
\]
Throughout this dissertation, considerably more operations are performed using matrix-valued functions than using vector-valued functions. Thus, in addition to addition, multiplication, and inner product, we also discuss integration of products of matrix-valued functions, Kronecker products, and vector-times-Kronecker products.

**Proposition 6** (Addition of matrix-valued functions). Let \( F : \mathcal{X} \to \mathbb{R}^{m \times n} \) and \( G : \mathcal{X} \to \mathbb{R}^{m \times n} \) be defined according to (2.24) and (2.25), respectively. Then, addition \( F(x) + G(x) \) requires \( O(Pnm) \) operations.

*Proof.*

\[
F(x) + G(x) = \begin{bmatrix}
    f_{1,1}(x) + g_{1,1}(x) & \cdots & f_{1,m}(x) + g_{1,m}(x) \\
    \vdots & \ddots & \vdots \\
    f_{n,1}(x) + g_{n,1}(x) & \cdots & f_{n,m}(x) + g_{n,m}(x)
\end{bmatrix}
\]

Addition of \( nm \) scalar-valued functions costs \( O(Pnm) \).

**Proposition 7** (Multiplication of matrix-valued functions). Let \( F : \mathcal{X} \to \mathbb{R}^{m \times r} \) and \( G : \mathcal{X} \to \mathbb{R}^{r \times n} \) be defined according to (2.24) and (2.25), respectively. Assume that the third order tensor with entries \( \int \phi_i(x)\phi_j(x)\phi_k(x)dx \) for \( i, j, k = 1, \ldots, P \) is precomputed and that its values can be accessed in \( O(1) \) operations. Then, multiplication \( F(x)G(x) \) requires \( O(P^3 rmn) \) operations.

*Proof.* Let \( \mathcal{H} : \mathcal{X} \to \mathbb{R}^{m \times n} \) such that for \( i = 1, \ldots, m \) and \( j = 1, \ldots, n \)

\[
\mathcal{H}[i, j](x) = \sum_{k=1}^{r} F[i, k](x)G[k, j](x)
\]

\[
= \sum_{k=1}^{r} \sum_{\ell=1}^{P} f_{i, k}[\ell]\phi_\ell(x) \sum_{\ell'=1}^{P} g_{k, j}[\ell']\phi_{\ell'}(x)
\]

\[
= \sum_{\ell=1}^{r} \sum_{\ell'=1}^{r} \phi_\ell(x)\phi_{\ell'}(x) \sum_{k=1}^{P} f_{i, k}[\ell]g_{k, j}[\ell']
\]

\[
= \sum_{\ell=1}^{r} \sum_{\ell'=1}^{r} \phi_\ell(x)\phi_{\ell'}(x) \mathbf{D}_{i, j}[\ell, \ell']
\]
where the matrix $\hat{D}_{i,j} \in \mathbb{R}^{P \times P}$ represents the coefficients of $D[i, j]$ in a “double” basis consisting of products of $\phi_\ell$ and $\phi_{\ell'}$. Each element of this matrix can be computed through the sum of $r$ coefficients $f_{i,k}$ and $g_{k,j}$ in $O(r)$ operations.

We project this expansion back onto a single basis. The single basis now has maximum order $2P$ and be represented as

$$D[i, j](x) = \sum_{l=1}^{2P} d_{i,j}[l] \phi_l(x)$$

This computation is performed by projecting the double expansion onto $\phi_l$ for $l = 1, \ldots, P$

$$d_{i,j}[l] = \sum_{\ell=1}^{P} \sum_{\ell'=1}^{P} \int \phi_\ell(x) \phi_{\ell'}(x) \phi_l(x) dx \hat{D}_{i,j}[\ell, \ell']$$

If the triple product is precomputed and stored in memory, then each coefficient $d_{i,j}[l]$ requires $O(P^2r)$ operations. Since there are $2P$ coefficients, the total cost for computing $D[i, j](x)$ is $O(P^3r)$ since there are $mn$ such functions the final complexity of the computation is $O(P^3rmn)$.

\[\square\]

**Proposition 8** (Inner product between matrix-valued functions). Let $F : \mathcal{X} \to \mathbb{R}^{m \times n}$ and $G : \mathcal{X} \to \mathbb{R}^{m \times n}$ be defined according to (2.24) and (2.25), respectively. Then, the inner product $(F(x), G(x))$ requires $O(Pnm)$ operations.

**Proof.**

$$\langle F(x), G(x) \rangle = \sum_{\ell=1}^{n} \sum_{\ell'}^{m} \langle f_{\ell,\ell'}(x), g_{\ell,\ell'}(x) \rangle$$

Each scalar-valued function inner product costs $O(P)$ operations (Proposition 3), $nm$ inner products and a summation of $nm$ elements must be computed, leading to a complexity of $O(Pnm + nm) = O(Pnm)$.

\[\square\]

Next we consider additional operations between matrix-valued functions and matrices that will, especially, be useful for designing efficient alternating least squares
Proposition 9 (Multiplication of a matrix-valued function and a matrix). Let \( \mathcal{F} : \mathcal{X} \to \mathbb{R}^{n \times m} \) be defined according to (2.24) and let \( A \in \mathbb{R}^{m \times r} \). Multiplying \( \mathcal{F}A \) requires \( O(Pnmr) \) operations.

Proof. Let \( \mathcal{G}(x) = \mathcal{F}(x)A \) be a matrix-valued function such that \( \mathcal{G} : \mathcal{X} \to \mathbb{R}^{n \times r} \).

\[
\mathcal{G}[i, j](x) = \sum_{k=1}^{n} \mathcal{F}[i, k](x)A[k, j]
\]

\[
= \sum_{k=1}^{n} \sum_{\ell=1}^{P} f_{i, k}[\ell]\phi_{\ell}(x)A[k, j]
\]

\[
= \sum_{\ell=1}^{P} \left( \sum_{k=1}^{n} f_{i, k}[\ell]A[k, j] \right) \phi_{\ell}(x)
\]

\[
= \sum_{\ell=1}^{P} g_{i, j}[\ell] \phi_{\ell}(x)
\]

where as set of \( P \) coefficients \( g_{i, j}[\ell] = \sum_{k=1}^{n} i, k[\ell]A[k, j] \) for \( \ell = 1 \ldots P \) has to be computed at a cost of \( O(Pn) \) operations for each element \( i, j \). Thus, the total cost is \( O(Pnmr) \) operations. \( \square \)

Proposition 10 (Integration of matrix-valued function products). Let \( \mathcal{F} : \mathcal{X} \to \mathbb{R}^{m \times n} \) and \( \mathcal{G} : \mathcal{X} \to \mathbb{R}^{m \times n} \) be defined according to (2.24) and (2.25), respectively. Then, integration of the product \( \int \mathcal{F}(x)\mathcal{G}(x)dx \) requires \( O(Pnmr) \) operations.

Proof. Let \( A \in \mathbb{R}^{m \times n} \) be such that \( A = \int \mathcal{F}(x)\mathcal{G}(x)dx \). Then for \( i = 1, \ldots, n \) and \( j = 1, \ldots, m \) we have

\[
A[i, j] = \int \sum_{k=1}^{r} \mathcal{F}[i, k](x)\mathcal{G}[k, j]dx
\]

\[
= \sum_{k=1}^{r} \int \sum_{\ell=1}^{P} \sum_{\ell'=1}^{P} f_{i, k}[\ell]g_{k, j}[\ell']\phi_{\ell}(x)\phi_{\ell'}(x)dx
\]

\[
= \sum_{k=1}^{r} \sum_{\ell=1}^{P} f_{i, k}[\ell]g_{k, j}[\ell']
\]
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Thus the cost of computing each element of $A$ is $O(Pr)$ yielding a total cost of $O(Pmnr)$. 

Finally, we describe fast operations for multiply a Kronecker product of matrices by a vector and a matrix. These operations will be critical for taking the inner product between continuous low-rank decompositions and for alternating least squares in Chapter 3.

**Proposition 11.** Let $c \in \mathbb{R}^{1 \times nk}$, $F : \mathcal{X} \rightarrow \mathbb{R}^{n \times m}$, and $G : \mathcal{X} \rightarrow \mathbb{R}^{k \times l}$. Then computing

$$c(F \otimes G)$$

requires

$$O(Pkmn + P^3nml)$$

operations.

**Proof.** The computation can be broken into two steps. First, $c$ is reshaped into an $n \times k$ matrix $C$, then product $D(x) = CG(x)$, where $D : \mathcal{X} \rightarrow \mathbb{R}^{n \times l}$, is computed in $O(Pkmn)$ operations according to Proposition 9. Then after an appropriate reordering of the scalar-valued functions making up $D$, we can obtain a new matrix-valued function $\hat{D} : \mathcal{X} \rightarrow \mathbb{R}^{l \times n}$, and we compute $\hat{D}F$ in $O(P^3nml)$ according to Proposition 7. The final result is then obtained by flattening this product into vector-valued that maps $\mathcal{X} \rightarrow \mathbb{R}^{ml}$.

**Proposition 12.** Let $C \in \mathbb{R}^{r \times nk}$, $F : \mathcal{X} \rightarrow \mathbb{R}^{n \times m}$, and $G : \mathcal{X} \rightarrow \mathbb{R}^{k \times l}$. Then computing

$$C(F \otimes G)$$

requires

$$O(r (Pkmn + P^3nml))$$

operations.

**Proof.** The proof simply applies Proposition 11 to each row of $C$.
Chapter 3

Function-train decomposition

To compute with multivariate functions it is important to represent them in a scalable manner that tackles the curse of dimensionality. Specifically, we seek to represent multivariate functions in a format whose storage cost grows polynomially, rather than exponentially, with dimension. Furthermore, we pursue representations and associated algorithms that scale with the intrinsic complexity associated with a function's "rank," rather than with the number of inputs. Consider the example of representing the function $f(x_1, \ldots, x_d) = x_1$ as $d$ increases. Since this function is only a function of the first variable, expressing this function on a computer should not take an exponentially growing amount computational resources.

The notion of the SVD rank of a function of two variables, discussed in Chapter 2, does not readily extend to the multivariate case. Instead, we will borrow the notion of rank from the literature on tensor decompositions. In essence, we view low-rank decompositions of functions as continuous extensions of low-rank decompositions of tensor.

In this chapter, we present algorithms for converting and computing with functions in a low-rank format called the function-train (FT) decomposition. In particular, we describe an algorithm that, under certain conditions, provably converges to an FT representation of the function with a prescribed accuracy after a finite number of function evaluations. We specifically distinguish this notion from approximation of a function in a data fit context. In data fit problems, one is given a set of data and is
tasked to build a functional representation for it. In those cases, one cannot create an algorithm that can even attempt to guarantee convergence of the approximation to the "true" function that generated the data without the ability to obtain more data. Our goal, on the other hand, is to develop a framework for building algorithms that can accurately approximate multivariate functions. For low-rank functional approximation in the context of data-fit problems we refer to the recent work by Doostan [40], Chevreuil et al. [26], and the dissertation by Rai [103].

In Section 3.1 we provide background on tensor decompositions. In Section 3.2 we provide conditions under which an FT decomposition achieves a certain accuracy. In Section 3.3, we describe both how to perform cross approximation to accurately decompose a function into its FT representation and how to use rounding for reapproximating a function in FT format to a certain accuracy with smaller FT ranks. In Section 3.4 we describe how to perform multilinear algebra in FT format, and in Section 3.5 we describe examples when these operations can be performed faster with a continuous and rank-revealing alternating least squares. Finally, in Section 3.6 we provide examples involving function approximation and integration.

3.1 Discrete tensor decompositions

A tensor is a multidimensional d-way array, i.e., a first order tensor is a vector, a second order tensor is a matrix, etc. Tensor decompositions extend ideas of SVD based reduction to multiple dimensions and allow the complexity and structure of the problem to guide computational cost rather than the dimension. Generalizations of the SVD to multiway arrays are not straightforward, and as a result, many types of tensor formats have been created. In this section, we review the basics of tensor decompositions to put into context the continuous analogue that we develop. For a broad overview of tensor computation and discussion of various tensor decompositions we refer to [29,60,61,75].

Some of the first tensor decompositions [65,66] involved approximating a tensor through finite sum of r outer products of vectors. The method is now called the
canonical decomposition [23] or the parallel factors (PARAFAC) [63] decomposition. Consider a tensor $\mathcal{F} \in \mathbb{R}^{n_1 \times \ldots \times n_d}$ with mode sizes $n_k \in \mathbb{Z}^+$. The canonical decomposition of the tensor represents each element of the tensor as

$$
\mathcal{F}[i_1, i_2, \ldots, i_d] = \sum_{\alpha=1}^{r} U_1[i_1, \alpha] U_2[i_2, \alpha] \ldots U_d[i_d, \alpha]
$$

(3.1)

where $r$ is called the canonical rank and the matrices $U_k \in \mathbb{R}^{n_k \times r}$ are called the canonical factors. This representation has a storage capacity that is linear in dimension $d$, mode size $n$, and rank $r$. For simplicity we have assumed equal mode sizes $n_k = n$ for all $k$. One issue with this decomposition is that there is no finite algorithm for determining the rank of a tensor, as it is NP complete [64,76]. Another problem is that, for fixed rank, the problem of finding the best approximation in the Frobenius norm can be ill-posed [36].

Another tensor decomposition that has better properties is the Tucker decomposition [82,122]. This representation decomposes a tensor into a small core tensor multiplied by a matrix along each mode. It is written as

$$
\mathcal{F}[i_1, i_2, \ldots, i_d] = \sum_{\alpha_1=1}^{r_1} \sum_{\alpha_2=1}^{r_2} \ldots \sum_{\alpha_d=1}^{r_d} g[\alpha_1, \ldots, \alpha_d] U_1[i_1, \alpha_1] U_2[i_2, \alpha_2] \ldots U_d[i_d, \alpha_d],
$$

(3.2)

where $r_k$ are called the Tucker ranks, the small tensor $g \in \mathbb{R}^{r_1 \times \ldots \times r_d}$ is called the Tucker core, and $U_k \in \mathbb{R}^{n_k \times r_k}$ are called the Tucker factors. Techniques for computation of this format are stable; however, because the Tucker core is an order $d$ tensor, it has exponential storage cost with dimension, $O(dnr + r^d)$, where we again assume $n_k = n$ and $r_k = r$.

An instructive interpretation of the Tucker decomposition is as a subspace approximation [62]; the Tucker core $g$ describes the coefficients of $\mathcal{F}$ with respect to basis vectors $U_k[:, i]$ spanning certain subspaces. The notion of subspace approximations is an important way in which different kinds of tensor decompositions can be understood. Consider a tensor product space $\mathcal{X} = \mathcal{X}_1 \times \ldots \times \mathcal{X}_d$ where $\mathcal{X}_k \subset \mathbb{R}^{n_k}$ such that a tensor $\mathcal{F}$ is an element of this space $\mathcal{F} \in \mathcal{X}$. Now suppose that we take
subspaces of each set $\mathcal{X}_i$, denoted as $\mathcal{Y}_k \subset \mathcal{X}_k$, where each subspace $\mathcal{Y}_k$ is spanned by an orthonormal basis $\{U_k[:a] : 1 \leq a \leq \dim \mathcal{Y}_k\}$. Then, a Tucker representation of the tensor $\mathcal{F} \in \mathcal{X}$ is defined by the subspaces $\mathcal{Y}_k$ so that $\mathcal{F} \in \mathcal{Y} = \mathcal{Y}_1 \times \ldots \times \mathcal{Y}_d$, and the Tucker factors $U_k$ are matrices whose columns are the collection of basis vectors spanning the corresponding dimension’s subspace. In this situation, it is clear that the $G$ represents the coefficients of all the possible combination of basis functions. The $O(r^d)$ storage cost arises because all combinations of the basis vectors are considered.

To reduce this storage expense, Hackbusch and Kühn [62] and Grasedyck [59] developed the notion of a hierarchy of subspaces that describe the interaction between groups of variables, instead of considering interactions between all of them. In this way, the exponential cost with respect to tensor rank can be reduced. The resulting Hierarchical Tucker (HT) format is a flexible generalization of tensor formats that allows for any groupings of variables. Such groupings are essentially a way to take advantage of the separability of the problem.

Consider the example by Hackbusch and Kühn [62] of a function $f(x_1, x_2, x_3, x_4) = \alpha(x_1, x_2)\beta(x_3, x_4)$. Clearly, this function is separable between dimensions $x_2$ and $x_3$. In this case, one does not need to consider the interaction of all basis functions $U_k$. Instead, one can build a low rank representation of $\alpha$ using only the basis $U_1$ and $U_2$, and a low-rank representation of $\beta$ using basis $U_3$ and $U_4$. The HT generalizes this example by introducing levels of subspaces, where each level is a recursive splitting of the previous level. One special splitting, a binary splitting, first splits the variables in half, e.g., $f(x_1, x_2, x_3, x_4) = \alpha(x_1, x_2)\beta(x_3, x_4)$. Then at the next level, each of the halves are again split in half. In the example above, since $\alpha$ and $\beta$ are only functions of two variables the process would stop.

We now provide a more abstract example of this binary splitting, let $l$ denote a subspace level. For $l = 0$, the tensor approximation subspace $\mathcal{X}^0$ is the tensor product of each each dimension of the corresponding level $\mathcal{Y}_i^0$ for $i = 1, \ldots, d$. At level $l = 1$, subspaces are grouped together two at a time. These grouped subspaces $\mathcal{Y}_i^1 = \mathcal{Y}_i^0 \times \mathcal{Y}_{i+1}^0$ form a new a vector space for the combined variables $x_i$ and
The $l = 1$ level approximation subspace for these variables is correspondingly defined by all of the $\mathcal{V}_{i,i+1}$. The splitting then proceeds recursively until a final level $L$, where all of the variables are grouped together. This process is visualized in the adaptation of a figure from [62] below

$$
\mathcal{X}^0 = \underbrace{\mathcal{V}_1^0 \times \mathcal{V}_2^0 \times \mathcal{V}_3^0 \times \mathcal{V}_4^0} \times \cdots \times \underbrace{\mathcal{V}_{d-1}^0 \times \mathcal{V}_d^0}_{\mathcal{X}_{1,2}^3}
$$

$$
\mathcal{X}^1 = \underbrace{\mathcal{V}_1^1 \times \mathcal{V}_2^1} \times \cdots \times \underbrace{\mathcal{V}_{d-1}^1}_{\mathcal{X}_{2,3,4}^2}
$$

$$
\mathcal{X}^2 = \underbrace{\mathcal{V}_1^2 \times \mathcal{V}_2^2} \times \cdots \underbrace{\mathcal{V}_{d-3}^2 \times \mathcal{V}_{d-2}^2}_{\mathcal{X}_{3,4}^2}
$$

$$
\vdots
$$

$$
\mathcal{X}^L = \underbrace{\mathcal{V}_1^L \times \cdots \times \mathcal{V}_d^L}_{\mathcal{X}_{1,\ldots,d}}
$$

Note the hierarchy of tensor spaces formed by these levels $\mathcal{X}^L \subset \mathcal{X}^{L-1} \subset \cdots \subset \mathcal{X}^0 \subset \mathcal{X}$. Intuitively, at level $l$ there are half as many variables as in level $l - 1$, because the variables of level $l - 1$ were grouped together to form the variables of level $l$. Therefore, at level $l$ one only has to consider a set of interactions of basis functions from two subspaces, interactions between all of the subspaces are never required. Such a hierarchy allows one to reduce the computational storage cost to one that grows polynomial with rank because interactions between all the variables are never considered.

A special case of the HT format that has good numerical properties is the tensor-train (TT) decomposition [95, 98]. The TT is obtained by a particular splitting of variables corresponding to pruning away one dimension at a time. This procedure can be visualized as
The TT decomposition of tensor $\mathcal{F} \in \mathbb{R}^{n_1 \times \cdots \times n_d}$ represents each element as a product of matrices

$$\mathcal{F} = \mathcal{X}^0 = \mathcal{Y}_1 \times \mathcal{Y}_2 \times \mathcal{Y}_3 \times \cdots \times \mathcal{Y}_{d-1} \times \mathcal{Y}_d$$

$$\mathcal{Y}_1 \times \mathcal{Y}_3 \times \cdots \times \mathcal{Y}_{d-1} \times \mathcal{Y}_d$$

$$\mathcal{X}^1 = \mathcal{Y}_1^{\perp} \times \mathcal{Y}_3^{\perp} \times \cdots \times \mathcal{Y}_{d-1}^{\perp} \times \mathcal{Y}_d^{\perp}$$

$$\vdots$$

$$\mathcal{X}^{L-1} = \mathcal{Y}_1^{L-1} \times \mathcal{Y}_3^{L-1} \times \cdots \times \mathcal{Y}_{d-1}^{L-1} \times \mathcal{Y}_d^{L-1}$$

$$\mathcal{X}^L = \mathcal{Y}_1^L$$

The TT decomposition of tensor $\mathcal{F} \in \mathbb{R}^{n_1 \times \cdots \times n_d}$ represents each element as a product of matrices

$$\mathcal{F}[i_1, i_2, \ldots, i_d] = \sum_{\alpha_0=1}^{r_0} \sum_{\alpha_1=1}^{r_1} \cdots \sum_{\alpha_d=1}^{r_d} \mathcal{F}_1[\alpha_0, i_1, \alpha_1] \mathcal{F}_2[\alpha_1, i_2, \alpha_2] \cdots \mathcal{F}_d[\alpha_{d-1}, i_d, \alpha_d],$$

where $r_k$ are called TT ranks with $r_0 = r_d = 1$ and $\mathcal{F}_k \in \mathbb{R}^{r_{k-1} \times n_k \times r_k}$ are third-order tensors called the TT cores. The storage complexity of this representation is linear with dimension and quadratic with the TT ranks, i.e., storage complexity is $O(dnr^2)$ where we let $n_k = n$ and $r_k = r$. Because of the simplicity associated with decomposing a tensor into its TT format and of performing multilinear algebra operations with tensors in TT format, we consider this format most heavily in this thesis. In fact, it is this format for which we develop a continuous analogues of discrete algorithms.

The subspace interpretation of the TT allows us to link the TT ranks to the SVD ranks of various unfolding matrices. An unfolding matrix is the discrete equivalent of
the separated forms discussed in Section 2.1. It refers to the reshaping of a tensor into a matrix, i.e., converting a multidimensional array into a two dimensional array. For example the $k$th reshaping $F^k$ of $\mathcal{F}$ refers to grouping the first $k$ variables together and the last $(d - k)$ variables together,

$$F^k[i_1, \ldots, i_k; i_{k+1}, \ldots, i_d] = \mathcal{F}[i_1, \ldots, i_d], \quad F^k \in \mathbb{R}^{\prod_{i=1}^{k} n_i \times \prod_{i=k+1}^{d} n_i}.$$  

Oseledets [95] showed that the ranks of the reshapings provide an upper bound for the TT ranks, i.e., $r_k \leq \text{rank} F^k$. This result underpins the notion that tensor decompositions exploit the separability of the function. In other words, they take advantage of the fact that functions can often be written as the product of a small number of functions of a subset of the dimensions.

In the rest of this chapter, we describe a continuous analogue for many techniques that are typically performed with discrete tensor decompositions. Continuous version of all the major discrete algorithms are provided, and they include cross approximation of black box tensors, tensor rounding, multilinear algebra, and alternating least squares.

### 3.2 Continuous low-rank decompositions

In this section we describe the continuous analogue of the tensor-train decomposition. In Sections 3.2.1 and 3.2.2, we extend the existence results for the discrete tensor-train developed in [95, 98] to the continuous case. These proofs formalize the construction used in [96] to obtain FT representations of particular example functions.\(^1\)

The algorithms that result from the framework, and that will be discussed in later sections, are completely decoupled from—and hence agnostic to—the representation of the univariate functions that underly the separated representation we discuss in this section. This decoupling is a critical distinction between our work and previous

---

\(^1\)Note that [96] called these representations functional tensor-train (FTT) decompositions. We prefer the name “function-train” because tensor typically refers to a discrete multidimensional array, while function-train better reflects the continuous nature of the decomposition.
work on low-rank functional decompositions [17, 26, 40, 103]. These previous efforts essentially translate the problem of approximating a function in low-rank format into the problem of approximating the tensor of parameters describing the underlying univariate functions. This translation is possible if the univariate approximations are linear in the parameters—for example, when the parameters are coefficients of a prescribed basis. The present framework and algorithms are generalizations of these previous methods: because of our “computing with functions” approach, we can seamlessly incorporate adaptive and nonlinear representations of univariate functions within the overall low-rank format. As such, we are better able to adapt to local structure, for instance, by identifying knot locations for piecewise approximation. Some illustrative implementations of the framework, on discontinuous functions and other problems requiring adaptive or heterogeneous univariate approximations, are given in Section 3.6.1.

We refer to a hypercubic input space \( \mathcal{X} = [a_1, b_1] \times \ldots \times [a_d, b_d] \). A function-train is defined by a set of \( d \) matrix-valued functions \( \{ F_1(x_1), F_2(x_2), \ldots, F_d(x_d) \} \) and a set of FT-ranks \( r = [r_0, r_1, \ldots, r_d] \) such that \( r_0 = r_d = 1 \) and \( F_i : [a_i, b_i] \to \mathbb{R}^{r_{i-1} \times r_i} \) for \( i = 1, \ldots, d \). Furthermore, an evaluation of a function \( f : \mathcal{X} \to \mathbb{R} \) in FT format is obtained through a sequence of vector-matrix products

\[
f(x) = F_1(x_1)F_2(x_2) \ldots F_d(x_d). \tag{3.4}
\]

It will also be helpful to think of these cores \( F_i \) as matrices of univariate functions, e.g.,

\[
f(x) = \begin{bmatrix} f_{1,1}^{(1)} & \ldots & f_{1,r_1}^{(1)} \\ f_{2,1}^{(2)} & \ldots & f_{2,r_2}^{(2)} \\ \vdots & \vdots & \vdots \\ f_{r_1,1}^{(2)} & \ldots & f_{r_1,r_2}^{(2)} \\ f_{r_2,1}^{(r_1)} & \ldots & f_{r_2,r_2}^{(r_1)} \\ \vdots & \vdots & \vdots \\ f_{r_d,1}^{(r_{d-1})} & \ldots & f_{r_d,r_2}^{(r_{d-1})} \end{bmatrix} \begin{bmatrix} f_{1,1}^{(d)} \\ \vdots \\ \vdots \\ f_{r_d,1}^{(d)} \end{bmatrix}, \tag{3.5}
\]

where \( f_{i,j}^{(k)} : [a_k, b_k] \to \mathbb{R} \). Note the equivalence between the cores in the FT and the cores of the TT (3.3). If the third-order tensors representing the cores of the TT are
discretized into an infinite number of grid points we arrive at matrix-valued functions that represent the FT cores. Analogously to the discrete case, the FT of a function \( f \) inherits many of the properties of the separated forms \( f^k \). For example, if the functional SVD of each of these \( f^k \) exists, then we can prove the FT exists. Also, the ranks of the truncated SVD upper bound the FT rank \( r_k \), just as in the discrete case.

### 3.2.1 FT for functions with finite-rank unfoldings

We start with a result bounding the FT ranks of a function whose unfoldings are all finite rank.

**Theorem 3.** If each separated form \( f^k \) (2.1) of a d-dimensional function \( f \) has a finite rank SVD (2.4) with ranks

\[
\text{rank } f^k = r_k, \quad (3.6)
\]

then there exists an FT decomposition \( \hat{f} \) of form (3.4) with FT-ranks not higher than \( r_k \) such that \( \|f - \hat{f}\|_{L^2} = 0 \).

The proof of this theorem is the continuous analogue of the corresponding theorem by Oseledets [95] and is provided in Appendix A.3. The proof is constructive and it describes an SVD based algorithm for decomposing the function. In particular, beginning with the right singular functions of the first unfolding of \( f \), a sequence of extended SVD are performed for a sequence of right singular functions.

### 3.2.2 FT for functions with approximately low-rank unfoldings

We continue by showing that if the unfoldings functions \( f^k \) of \( f \) are approximately low-rank (see (2.18)), then we can obtain a FT whose error is bounded.

**Theorem 4.** Suppose that the unfoldings \( f^k \) of the function \( f \) satisfy

\[
f^k = g^k + e^k, \quad \text{rank } g^k = r_k, \quad \|e^k\|_{L^2} = \varepsilon_k, \quad \text{for } k = 1, \ldots, d - 1 \quad (3.7)
\]
Then a rank $r = [r_0, r_1, \ldots, r_d]$ approximation $\hat{f}$ of $f$ in the FT-format may obtained with bounded error

$$\sqrt{\int (f - \hat{f})^2 dx} \leq \sqrt{\sum_{k=1}^{d-1} \epsilon_k^2}. \quad (3.8)$$

The proof is provided in Appendix A.4. As with Theorem 3, the proof of this theorem is constructive, and it follows the corresponding proof in the discrete TT case [98].

Similar results for the function-train are developed in [17]; in particular, see [17, Prop. 9]. There, the FT approximation error is expressed in terms of the singular values of the extended SVD of each collection of right singular functions. These singular values are further related to the Sobolev regularity of $f$, thus yielding results on the approximation rate of the FT format (e.g., error bounds that depend on rank, regularity, and dimension). In the present paper, however, we sidestep this functional analytic perspective and obtain error bounds directly from an assumption about the properties of unfoldings of $f$. (These bounds do not directly involve regularity; for instance, even a discontinuous unfolding might be low rank.) Our approach thus closely follows the discrete TT results in order to provide a general link to a variety of subspace-based [61] tensor decompositions. The properties of an FT decomposition can then be seen directly from the properties of the unfoldings. For example, to find an ordering of the input variables that yields the lowest storage cost, one can search for orderings that yield low-rank unfoldings.

### 3.3 Continuous cross approximation and rounding

The proofs of the two theorems described in sections above are constructive in the sense that they describe an algorithm that may be used to obtain the FT approximation. In particular, the algorithm requires taking the SVDs of a sequence of vector-valued functions $V_i$ to obtain the next core. However, taking an SVD of high dimensional functions is infeasible, and Oseledets and Tyrtyshnikov [98] propose re-
placing the SVD of each \( V_i \) with the skeleton decomposition to obtain the discrete TT. In this section, we extend their cross approximation algorithm to the continuous case for obtaining a FT approximation of a black box function. Then, we describe tensor rounding and show how it can be used for rank adaptation in situations for which the rank is not known.

3.3.1 Cross approximation of multivariate functions

The cross approximation of a multivariate function is a straightforward extension of the cross approximation of the separated representation of a vector-valued function (described in Section 2.3.3). The idea is that whenever the extended SVD of a vector-valued function is required, Algorithm 1 is used to obtain a skeleton decomposition of the function instead.

Furthermore, since we consider sequences of unfoldings corresponding to different partitions of the input variables, the skeleton decomposition is defined by more than just a single pair of fiber sets \( \alpha \) and \( \gamma \) as in Section 2.3. Instead, we have \( d - 1 \) pairs of fiber sets \( \{(z^1, y^1), \ldots, (z^{d-1}, y^{d-1})\} \), where each pair \( (z^k, y^k) \) corresponds to the fibers used in the skeleton decomposition of the unfolding \( f^k \). For example, if we consider an unfolding \( f^2(x_{\leq 2}, x_{>2}) \) of rank \( r_2 \), then we can use the fiber sets

\[
z^2 = \{z^2_1, \ldots, z^2_{r_2}\}, \quad z^2_i \in \mathcal{X}_{\leq 2}, \quad i = 1, \ldots, r_2,
\]

and

\[
y^2 = \{y^2_1, \ldots, y^2_{r_2}\}, \quad y^2_i \in \mathcal{X}_{>2}, \quad i = 1, \ldots, r_2,
\]

to write the skeleton decomposition of this unfolding as

\[
f^2(x_{\leq 2}, x_{>2}) = f_2(x_1, x_2)G_2 f_2^2(\{x_3, x_4, \ldots, x_d\}) = U_2(x_1, x_2)G_2 V_2(x_3, x_4, \ldots, x_d),
\]

where \( U_2 \) is a vector-valued function composed of \( r_2 \) scalar-valued functions, each from \( \mathcal{X}_1 \times \mathcal{X}_2 \rightarrow \mathbb{R} \); \( G_2 = [f(z^2, y^2)]^\dagger \); and \( V_2 \) is a vector-valued function composed of
Functions, each from $\mathcal{X}_3 \times \cdots \times \mathcal{X}_d \to \mathbb{R}$. Here we use the notational convention that if $f$ accepts a vector argument, it returns a vector-valued function, e.g.,

$$f (x_{\leq 2}, y^2) = [f (x_{\leq 2}, y^2_1) \ldots f (x_{\leq 2}, y^2_{r_2})] = U_2(x_{\leq 2}).$$

As with the cross approximation algorithm in [98] we enforce a nestedness condition on the sequence $(z^k)^d_{k=1}$: if $z_i^{k+1} = (x_1, \ldots, x_k, x_{k+1}) \in z^{k+1}$ for some $i \in \{1, \ldots, r_{k+1}\}$ then there exists a $j \in \{1, \ldots, r_k\}$ such that $z_j^k = (x_1, \ldots, x_k)$. Our algorithm also enforces an analogous nestedness condition for $(y^k)^d_{k=1}$.

We now walk through the cross approximation procedure for a function $f$ whose unfoldings have ranks $(r_k)^d_{k=1}$. Cross approximation starts with the skeleton decomposition of the first unfolding

$$f^1(x_1, x_{>1}) = f(x_1, y^1)G_1f(z^1, x_{>1}) = \mathcal{F}_1(x_1)V_1(x_{>1}),$$

where $\mathcal{F}_1(x_1) := f(x_1, y^1)G_1$ and $V_1$ is a vector-valued function such that $V_1[i](x_{>1}) = f(z^1_i, x_{>1})$ where $z^1_i$ is the $i$-th element of $z^1$. Now, $V_1$ is a vector-valued function with a rank-$r_2$ extended SVD, and thus, by Theorem 1 its skeleton decomposition exists and can be written as

$$V_1(x_{>1}) = V_1(x_2, x_{>2}) = f(z^1, x_2, x_{>2}) = f(z^1, x_2, y^2)G_2f(z^2, x_{>2}),$$

where the second equality is simply the definition of $V_1$, and the third equality follows from the definition of the skeleton decomposition and the fact that $z^1$ and $y^2$ are nested in the corresponding sequences of $z^k$ and $y^k$, respectively.

From the last line above, we can write $\mathcal{F}_2(x_2) := f(z^1, x_2, y^2)G_2$ and $V_2 := f(z^2, x_{>2})$. We now have have the first two cores $\mathcal{F}_1$ and $\mathcal{F}_2$, and can proceed recur-
sively to decompose $V_2$, and so on. Once we finish this forward sweep, we can perform a similar backwards sweep. Further sweeps may be performed until convergence.

### 3.3.2 Rounding and rank adaptation

The cross approximation procedure discussed above relies on specifying the ranks $r_k$ \textit{a priori}. In practice, one can find the ranks adaptively through a procedure called \textit{rounding}. The idea is that if an FT with certain ranks can be well approximated by an FT of smaller ranks, then we have overestimated the ranks used in the cross approximation algorithm and can be confident about its results. Rounding begins with a given FT decomposition and aims to generate an approximation of it with relative error $\epsilon$. Rounding is useful not only as a way of verifying the ranks used in cross approximation, but also because the ranks of an FT representation may be higher than necessary depending on how it was created. We now describe a continuous rounding procedure, which is similar to the procedure for discrete TT representations in [95], with the primary distinction being the notions of left and right orthogonality.

The rounding procedure follows directly from the definition of the ranks of the separated form of the function $f$. Suppose we start with the first unfolding of a function in FT format given by

$$f^1(x_1, x_{>1}) = \mathcal{F}_1(x_1)\mathcal{F}_2(x_2)\mathcal{F}_3(x_3)\ldots\mathcal{F}_d(x_d)$$

where $\mathcal{V}_1 : \mathcal{X}_{>1} \rightarrow \mathbb{R}^{r_1 \times 1}$. This equation expresses $f^1$ as a rank $r_1$ singular value decomposition. Next we seek to compress $f^1$ through a truncated SVD. The truncated SVD is obtained by first performing two QR decompositions of matrix-valued functions according to Definition 4:

$$\mathcal{F}_1(x_1) = Q_1(x_1)R_1 \quad \text{and} \quad \mathcal{V}_1^T(x_{>1}) = \tilde{Q}_1(x_{>1})\tilde{R}_1,$$

(3.9)
such that

\[ f^1(x_1, x_{>1}) = Q_1(x_1)R_1\tilde{R}_1^T \tilde{Q}_1(x_{>1})^T. \]

Then, one obtains the truncated SVD of \( R_1\tilde{R}_1^T \simeq U_1D_1V_1^T \), where \( U_1 \in \mathbb{R}^{r_1 \times \hat{r}_1} \), \( V_1^T \in \mathbb{R}^{\hat{r}_1 \times r_1} \), and \( D_1 \) is a diagonal matrix whose values are all truncated so that we obtain an approximation of \( g_1 \) that has an error \( \delta \):

\[ g_1 = \frac{Q_1U_1}{\hat{r}_1}\left[D_1V_1^T\tilde{Q}_1^T\right]_{\hat{r}_2 \hat{r}_3 \ldots \hat{r}_d}, \]

where \( \|f - g_1\| \leq \delta \) and \( \hat{r}_1 \) now has a reduced size \( 1 \times \hat{r}_1 \) where \( \hat{r}_1 \leq r_1 \). Now that we have reduced the number of columns of the first core and the number of rows of the second core from \( r_1 \) to \( \hat{r}_1 \), we move on to the second unfolding of the approximate \( g_1 \) using the updated cores. Again, a truncated SVD will be performed on this unfolding to reduce \( r_2 \) to \( \hat{r}_2 \). In this case we have

\[ g_2^2(x_{\leq 2}, x_{>2}) = \left[\hat{F}_1(x_1)\hat{F}_2(x_2)\right][F_3(x_3) \ldots F_d(x_d)], \]

\[ = U_2V_2, \]

where \( U_2 : \mathcal{X}_2 \rightarrow \mathbb{R}^{1 \times r_2} \) and \( V_2 : \mathcal{X}_2 \rightarrow \mathbb{R}^{r_2 \times 1} \). The QR decomposition of matrix-valued functions is again used to obtain a truncated SVD

\[ U_2(x_{\leq 2}) = Q_2(x_{\leq 2})R_2, \quad \text{Matrix-valued QR of the left cores} \]

\[ V_2^T(x_{>2}) = \bar{Q}_2(x_{>2})\bar{R}_2, \quad \text{Matrix-valued QR of the right cores} \]

\[ R_2\bar{R}_2^T \simeq U_2D_2V_2^T \quad \text{Truncated SVD} \]

\[ g_2 = \frac{Q_2U_2}{\hat{r}_1\hat{r}_2}\left[D_2V_2^T\bar{Q}_2^T\right]_{\hat{r}_3 \ldots \hat{r}_d}, \quad \text{New approximation} \]

such that \( \|g_2 - g_1\| \leq \delta \) The truncated SVD in the third equation is responsible for making the second and third cores smaller such that \( \hat{r}_2 \leq r_2 \). After the truncation
associated with the first and second cores we obtain a total error

\[ \|g_2 - f\| = \|g_2 - g_1 + g_1 - f\| \leq \delta + \delta = 2\delta. \]

We can repeat this procedure \((d - 1)\) times to obtain a final approximation \(\hat{f} = g_{d-1}\) such that

\[ \|\hat{f} - f\| \leq (d - 1)\delta. \]

Thus we can obtain a relative error of \(\epsilon\) by setting \(\delta = \frac{\epsilon}{d-1}\|f\|\).

The computational difficulty with the algorithm described above is obtaining the QR decomposition of the matrix-valued functions \(U_k(x_{\leq k})\) and \(V_k(x_{>k})\), since they have multivariate, potentially high dimensional inputs. A computationally feasible algorithm must be limited to one in which the QR decompositions are feasible. In the discrete setting, we can obtain an algorithm that only requires the QR decompositions of reshapings of single cores. In the continuous setting, we analogously obtain an algorithm that requires only the QR decompositions of each FT core. This algorithm starts by assuming that all the cores \(\mathcal{F}_2, \ldots, \mathcal{F}_d\) have orthonormal rows. Then, we can show that \(\mathcal{V}_1\) also has orthonormal rows and that we are not required to take its QR decomposition in (3.9). Thus in the first step of the rounding procedure we only need to compute the QR of \(\mathcal{F}_1\). The concept of orthonormal rows is analogous to left orthogonality [95] and, relatedly, orthonormal columns is analogous to right orthogonality. The two definitions are explicitly given below where the inner products refer to the inner products between quasimatrices as given in (2.2).

**Definition 17** (Orthonormal rows). A function train core \(\mathcal{F}_k : \mathcal{X}_k \to \mathbb{R}^{r_{k-1} \times r_k}\) has orthonormal rows iff

\[ \langle \mathcal{F}_k[i,:](x), \mathcal{F}_k[j,:](x) \rangle = \delta_{i,j} \quad \text{for } i, j = 1 \ldots r_{k-1} \quad (3.10) \]

**Definition 18** (Orthonormal columns). A function train core \(\mathcal{F}_k : \mathcal{X}_k \to \mathbb{R}^{r_{k-1} \times r_k}\)
has orthonormal columns iff

\[ \langle F_k[:, i](x), F_k[:, j](x) \rangle = \delta_{i,j} \quad \text{for } i, j = 1 \ldots r_k \tag{3.11} \]

Now to show that \( V_1 \) has orthonormal rows we consider the inner product between the rows of \( V_1 \). Since evaluations of \( V_1 \) take values in \( \mathbb{R}^{1 \times 1} \) we will denote by \( v_k \)

\[ v_k(x_2, \ldots, x_d) = F_2[k, :](x_2)F_3(x_3) \ldots F_d(x_d), \]

the scalar-valued function representing the \( k \)-th row of \( V_1 \). The inner product between row \( k \) and \( l \) can be obtained as

\[ \langle v_k, v_l \rangle = \int v_k(x_2, \ldots, x_d)v_l(x_2, \ldots, x_d)dx_2 \ldots dx_d \]

\[ = \int (F_2[k, :](x_2)F_3(x_2) \ldots F_d(x_d))(F_2[l, :](x_2)F_3(x_3) \ldots F_d(x_d))dx_2 \ldots dx_d \]

\[ = \int (F_2[k, :](x_2)F_3(x_2) \ldots F_d(x_d))(F_d(x_d)^T \ldots F_3(x_2)^T F_2[l, :](x_2)^T)dx_2 \ldots dx_d \]

\[ = \int F_2[k, :](x_2)\left( \int F_3(x_3) \left( \ldots \left( \int F_d(x_d)F_d(x_d)^T dx_d \right) \ldots \right) F_3(x_3)^T dx_3 \right)F_2[l, :](x_2)^T dx_2 \tag{3.12} \]

Row orthonormality implies that

\[ \int F_k(x_k)F_k^T(x_k)dx_k = I_{k-1}, \quad \text{for all } k = 2, \ldots, d, \]

and therefore

\[ \langle v_k, v_l \rangle = \int F_2[k, :](x_2)I_{r_2}F_2[l, :](x_2)^Tdx_2 = \delta_{k,l}. \]

Since \( V_1 \) has orthonormal rows, we have \( \tilde{R}_1 = I_{r_1} \), and there is no need to take the QR decompositions of \( V_1 \) in the first step. Furthermore, one can apply this reasoning to each \( V_k \) to show that the QR decomposition is never required as long as the cores from which it is formed has orthonormal rows.

We now move onto dealing with taking the QR decomposition of \( U_2 \). Recall that \( U_2 = \tilde{F}_1\tilde{F}_2 \) where \( \tilde{F}_1 \) has orthonormal columns obtained from the SVD at the
previous step. Since one can use the same reasoning as above to show that the product of matrix-valued functions with orthonormal columns has orthonormal columns, we can orthogonalize the columns of $U_2$ by only orthogonalizing the columns of $\mathcal{F}_2$. This procedure only requires the QR decomposition of a univariate matrix-valued function (e.g., $\mathcal{F}_2$), a computationally feasible procedure. Therefore, when considering the QR decompositions of the successive $U_k$, only the QR decomposition of $\mathcal{F}_k$ obtained from the previous iteration is required.

The entire rounding algorithm is given in Algorithm 3. It starts with a sweep through cores $k = 2 \ldots d$ from the right to the left to orthogonalize all of their rows. Once this is completed, a left-to-right sweep is performed in which the reduced SVD is performed. Core orthogonalization is performed by taking a sequence of QR decompositions denoted by qr-mvf. The reduced SVD algorithm performed by first taking the QR decomposition followed by a reduced SVD of $R_k$, and it is denoted by svd-core.

Algorithm 3 ft-round: Function-train rounding

Require: An FT $f$; accuracy parameter $\epsilon$
Ensure: $\hat{f}$ with reduced ranks such that $\|f - \hat{f}\| \leq \epsilon \|f\|$ 
1: $\delta = \frac{\varepsilon}{d+1} \|f\|$ 
2: $\mathcal{F}_d = \mathcal{F}_d$ 
3: for $k = d$ to 2 do 
4: $\mathcal{F}_k(x_k)R = \text{qr-mvf}(\mathcal{F}_k^T)$  # Orthonormalize all elements of core $k$ 
5: $\mathcal{F}_{k-1} = \mathcal{F}_{k-1}R^T$ 
6: end for 
7: for $k = 1$ to $d - 1$ do 
8: $\mathcal{F}_kAV = \text{svd-core}(\mathcal{F}_k, \delta)$  # Truncated SVD with tolerance $\delta$ 
9: $\mathcal{F}_{k+1} = AV \mathcal{F}_k$ 
10: end for

The overall approximation algorithm with rank adaptation can then be implemented by successively increasing, or “kicking,” the FT ranks higher until rounding leads to a reduction of all ranks. This type of algorithm ensures that the FT ranks are overestimated for the cross approximation procedure. The pseudocode for the rank-adaptation procedure is provided by Algorithm 4.
Algorithm 4 ft-rankadapt: Function-train approximation with rank adaptation

Require: A $d$-dimensional black box function $f : \mathcal{X} \to \mathbb{R}$; cross approximation tolerance $\delta_{\text{cross}}$; Number of ranks to increase with each adaptation $\text{kickrank}$; Rounding accuracy $\epsilon_{\text{round}}$; Initial ranks $\mathbf{r}$

Ensure: Approximation $\hat{f}$ such that a rank increase and rounding does not change ranks.

1: $\hat{f} = \text{cross-approx}(f, \mathbf{r}, \delta_{\text{cross}})$
2: $\hat{f}_r = \text{ft-round}(\hat{f}, \epsilon_{\text{round}})$
3: $\hat{r} = \text{rank}(\hat{f}_r)$
4: while $\exists i$ s.t. $\hat{r}_i = r_i$ do
5: for $k = 1 \rightarrow d - 1$ do
6: $r_k = \hat{r}_k + \text{kickrank}$
7: $\hat{f} = \text{cross-approx}(f, \mathbf{r}, \delta_{\text{cross}})$
8: end for
9: $\hat{f}_r = \text{ft-round}(\hat{f}, \epsilon_{\text{round}})$
10: $\hat{r} = \text{rank}(\hat{f}_r)$
11: end while
12: $\hat{f} = \hat{f}_r$

3.4 Continuous multilinear algebra

Performing continuous multilinear algebra is one of the main advantages of the continuous framework discussed in this dissertation. The operations of addition, multiplication, differentiation, integration, and inner products are easily performed for functions in FT format.

Addition and multiplication of two functions are performed similarly to addition and multiplication of tensors in TT format. For addition, the cores of $g(x) = f(x) + h(x)$ are

$$G_1(x) = \begin{bmatrix} F_1(x) & H_1(x) \end{bmatrix}, \quad G_k(x) = \begin{bmatrix} F_k(x) & 0 \\ 0 & H_k(x) \end{bmatrix}, \quad G_d(x) = \begin{bmatrix} F_d(x) \\ H_d(x) \end{bmatrix},$$

for $k = 2 \ldots d$. For multiplication, $g(x) = f(x)h(x)$, we have

$$G_k(x) = F_k(x) \otimes H_k(x) \quad \text{for } k = 1 \ldots d.$$

For both of these operations, the continuous functional decomposition has an impor-
tant advantage compared with operations based on discretized representation of \( f \) and \( h \). Primarily, this advantage comes from the ability to add functions of differing discretization levels, e.g., functions represented with bases of different orders. In the discrete case, one can only add functions with identical discretizations.

The continuous nature of the FT also allows us to perform differentiation. To perform this operation in the discrete case, one would be required to choose some finite difference rule. From the purely discrete perspective of multidimensional arrays, the concept of differentiation is not well defined or unique, e.g., one can choose different finite difference rules. In the continuous case, performing differentiation requires differentiating scalar-valued functions that make up the corresponding core. For example, consider the partial derivative of a \( d \) dimensional function \( f \)

\[
\frac{\partial f}{\partial x_k} = \mathcal{F}_1 \ldots \mathcal{F}_{k-1} \left[ \begin{array}{cccc}
\frac{df^{(k)}_{1,1}}{dx_k} & \cdots & \frac{df^{(k)}_{1,r_k}}{dx_k} \\
\vdots & & \vdots \\
\frac{df^{(k)}_{r_k-1,1}}{dx_k} & \cdots & \frac{df^{(k)}_{r_k-1,r_k}}{dx_k}
\end{array} \right] \mathcal{F}_{k+1} \ldots \mathcal{F}_d.
\]

If each of the corresponding univariate functions is expressed in, for example, a basis of orthonormal polynomials, then this operation is unique, well defined, and computationally inexpensive to compute.

Integration is another area of difference between the discrete and continuous cases. In the discrete case, integration involves a sequence of tensor-vector contractions, where the vectors denote quadrature weights. Again, this requires both a non-unique interpretation of the values of the tensor as quadrature nodes and an explicit decision as to what integration rule to use. In the continuous case, integration involves integrating over all the one dimensional functions in each core and then performing
matrix-vector multiplication \( d - 1 \) times

\[
\int f(x)dx = \int \mathcal{F}_1(x_1)\mathcal{F}_2(x_2)\ldots\mathcal{F}_d(x_d)dx_1\ldots dx_d
\]
\[
= (\int \mathcal{F}_1(x_1)dx_1)(\int \mathcal{F}_2(x_2)dx_2)\ldots(\int \mathcal{F}_d(x_d)dx_d)
\]
\[
= \Gamma_1\Gamma_2\ldots\Gamma_d
\]

where \( \Gamma_k = \int \mathcal{F}_k(x_k)dx_k \) contains entries \( \Gamma_k[i,j] = \int f_{i,j}^{(k)}(x_k)dx_k \). Furthermore, since each of the univariate functions is typically represented in a known basis, this integral is well defined, unique, and computationally inexpensive to obtain.

The inner product between two functions is another important operation that is ubiquitous. Naïvely, the inner product can be implemented by first computing the product \( g(x) = f(x)h(x) \) and then integrating \( g(x) \), requiring \( O(dr^4) \) operations. However, this operation can be made more efficient by combining the operations needed for integration and multiplication. For example, Algorithm 5 uses an efficient computation of \( v^T(A \otimes B) \) to perform the inner product in \( O(dr^3) \).

**Algorithm 5 ft-inner:** Inner product between two functions in FT format

**Require:** Functions \( f \) with ranks \( r_{k}^{(f)} \) and \( g \) with ranks \( r_{k}^{(g)} \) in FT format

**Ensure:** \( y = \int f(x)g(x)dx \)

1: \( y = \int \mathcal{G}_1(x_1) \otimes \mathcal{F}_1(x_1)dx_1 \)
2: for \( k = 2 \) to \( d \) do
3: \( Y = \text{reshape}(y, r_{k-1}^{(f)}, r_{k-1}^{(g)}) \)
4: \( T = \mathcal{F}_k(x)^T Y \)
5: \( A = \mathcal{G}_k(x)^T T(x) \)
6: \( Y = \int A(x_k)dx_k \)
7: \( y = \text{reshape}(Y, 1, r_{k}^{(f)}, r_{k}^{(g)}) \)
8: end for
9: \( y = y[1] \)

Furthermore, once in FT format, many other familiar operators may be applied to a function with relative ease. Consider the Laplacian \( \Delta f(x) = g(x) = \sum_{k=1}^{d} \frac{\partial^2 f(x)}{\partial x_k^2} \). Written in this form, one can consider the Laplacian as the summation of \( d \) functions.
$g_k(x)$ in function-train format where

$$g_k(x) = \frac{\partial^2 f(x)}{\partial x_k^2}.$$

One can imagine using the ability to apply this operator directly on the functional format to construct iterative linear system solvers. In the context of low-rank tensor decompositions, these types of solvers are the subject of much current research [37, 74, 116]

### 3.5 Continuous rank-revealing alternating least squares

Alternating least squares (ALS) is a ubiquitous optimization algorithm for tensor-based computation [38, 40, 75, 94, 97, 123]. The main idea of ALS is to sequentially solve a multivariate optimization problem by solving a sequence of least squares subproblems that result from fixing all but one or two variables. In the context of low-rank tensor decompositions, the separated form of the decompositions means that the notion of dealing with one or two variables at a time is conceptually attractive.

Many operations, for example multiplication of low-rank functions, can potentially be performed more efficiently by solving a corresponding optimization problem using ALS. Recall from Section 3.4 that multiplication of two functions results in a function with squared ranks, and in practice, rounding is then used to decrease the rank once more. Alternatively, posing such operations as solutions of corresponding optimization problems can potentially bypass intermediate results that have large rank. In other words, when the rounded result of a multilinear algebraic operation may indeed be low-rank, solving a corresponding optimization problem with ALS can yield computational advantages. We discuss specific optimization problems corresponding to multiplying functions and applying high-dimensional diffusion operators in Sections 3.5.2 and 3.5.3, respectively.

In this section, we first show how to use continuous linear algebra within ALS to obtain an adaptive and rank-revealing solution of an optimization problem. Loosely
speaking, we want to find the “best” approximation \( f : \mathcal{X} \to \mathbb{R} \) in FT format to another function \( g : \mathcal{X} \to \mathbb{R} \). Recall (3.4) where \( f \) in FT format is written as

\[
f(x) = F_1(x_1) \ldots F_d(x_d),
\]

the FT cores are denoted \( F_k(x_k) : \mathcal{X}_k \to \mathbb{R}^{r_{k-1} \times r_k} \), and the core sizes \( r_0, \ldots, r_d \) are the TT/FT ranks.

Mathematically, this optimization problem can be formulated in two related ways. The first way is

\[
\begin{align*}
\minimize_f & \sum_{k=1}^d r_{k-1} r_k \\
\text{subject to} & \| f - g \|_2^2 \leq \epsilon,
\end{align*}
\]

where the norm is the \( L^2 \) norm. This formulation seeks to find the function-train approximation to \( g(x) \) that has the smallest FT cores. In spirit, this formulation is related to

\[
\begin{align*}
\minimize_f & \| f - g \|^2 \\
\text{subject to} & r_k \leq r, \quad k = 1, \ldots, d.
\end{align*}
\]

The difference between these two formulations is that in (3.14) we specify a maximum error bound \( \epsilon \), and seek to find an approximation \( f \) with the smallest ranks that satisfies this error. Formulation (3.15) reverses the constraint and seeks an approximation within a set of functions whose FT ranks are bounded by \( r \). Formulation (3.14) can be more attractive if a tight error tolerance is desired, while (3.15) can be more attractive if the memory or computational time is constrained.

Algorithms that solve these optimization problems require indirect access to the cores of the FT decomposition of \( g \), i.e.,

\[
g(x) = G_1(x_1) \ldots G_d(x_d),
\]

that has ranks \( \hat{r}_0, \ldots, \hat{r}_d \). Typically, the ranks of \( g \) will be much larger than the ranks of a good approximation \( f \), i.e., \( \hat{r}_k \gg r_k \), and the purposes of the optimization is to obtain a good approximation that has smaller ranks. Furthermore, the need
for performing ALS typically arises because each core $g_k$ is itself too expensive to form; instead, it has some structure that can be exploited by the ALS algorithm. For example, if $g$ is the result of multiplying two functions $g(x) = h(x)z(x)$ with cores $H_k$ and $Z_k$, respectively, then in Section 3.4 it is shown that each core of $g_k$ is given as

$$g_k(x_k) = H_k(x_k) \otimes Z_k(x_k).$$

The algorithm described in this section never explicitly forms $g_k$ because this operation is too expensive; it requires $O(r^4)$ operations and a corresponding increase in storage. Together with rounding, such an algorithm requires $O(r^6)$ operations with respect to the rank of $h$ and $g$. Instead, our algorithm uses these cores indirectly through multiplication by matrices on the left and right. In other words, we only compute $g_k(x_k)\Psi_i$ or $\Phi_i g_k(x_k)$, and this computation can be performed in $O(r^3)$ operations according to Proposition 12. Furthermore, we never compute a SVD of the large matrix-valued function $g_k$; instead, we perform QR decompositions of the smaller matrices $g_k(x_k)\Psi_i$ and $\Phi_i g_k$ to achieve a total complexity of $O(r^5)$ operations, an order of magnitude better than the rounding based approach.

The rank-revealing algorithm developed in this section utilizes the framework of the ALS-DMRG algorithms used in the tensor-train literature for performing multi-linear algebra [94] and solving linear systems [97]. The ALS-DMRG methods slightly modifies the classical ALS algorithm by first fixing all but two FT cores and then splitting the cores using a truncated SVD to obtain a rank estimate. Next, we develop continuous analogues of the ALS-DMRG algorithm.

### 3.5.1 Optimization algorithm

The continuous rank-revealing ALS algorithm requires solving a sequence of least squares problems obtained by fixing all but two neighboring cores. Once the two neighboring cores are optimized, the left-right or right-left sweep proceeds by optimizing for the next pair of cores. This pseudocode for this algorithm is provided in Algorithm 6. There are two main tasks in this algorithm, and these tasks are shown
in Lines 7 and 8 in the context of the left-right sweep. Note that they also reappear for the right-left sweep.

The first task is solving an optimization problem (3.16) over a two-dimensional core $W_i : \mathcal{X}_i \times \mathcal{X}_{i+1} \to \mathbb{R}^{r_i \times r_{i+2}}$ that represents the product of two cores $W_i = F_i F_{i+1} :$

$$\min_{W_i} \| F_1 \ldots F_{i-1} W_i F_{i+2} \ldots F_d - g \|^2. \quad (3.16)$$

The solution to this problem is described in Section 3.5.1. Once $W_i$ is obtained, it needs to be split into new components $F_i$ and $F_{i+1}$.

The second task, splitting $W$ is referred to as core-decimation in Line 8 of Algorithm 6, and its solution is described in Section 3.5.1. Briefly, core decimation uses a truncated SVD to separate the bivariate core $W_i$ into two univariate cores $F_i$ and $F_{i+1}$. The ranks of $f$ are learned during this step.

Solution of ALS subproblem

An efficient solution to this optimization relies on row orthonormality (Definition 17) and column orthonormality (Definition 18) of the FT cores $F_k$. Additionally, we use the following properties, derived in Section 3.3.2, of products of orthonormal matrix-valued functions.

**Proposition 13.** Let $f : \mathcal{X}_1 \times \cdots \times \mathcal{X}_d \to \mathbb{R}$ have the FT decomposition $f = F_1(x_1) \ldots F_d(x_d)$. Suppose that the matrix-valued functions $F_i : \mathcal{X}_i \to \mathbb{R}^{r_{i-1} \times r_i}$ for $i = \ell, \ldots, d$ have orthonormal rows according to Definition 17. Then $\mathcal{R} : \mathcal{X}_\ell \times \cdots \times \mathcal{X}_d \to \mathbb{R}^{r_\ell \times r_d}$ defined by

$$\mathcal{R}(x_\ell, x_{\ell+1}, \ldots, x_d) = F_\ell(x_\ell)F_{\ell+1}(x_{\ell+1}) \ldots F_d(x_d)$$

also has orthonormal rows.

A similar proposition holds for matrix-valued functions with orthonormal columns.

**Proposition 14.** Let $f : \mathcal{X}_1 \times \cdots \times \mathcal{X}_d \to \mathbb{R}$ have the FT decomposition $f = F_1(x_1) \ldots F_d(x_d)$. Suppose that the matrix-valued functions $F_i : \mathcal{X}_i \to \mathbb{R}^{r_{i-1} \times r_i}$ for
Algorithm 6 Alternating least squares with DMRG for RHS in FT format

Require: FT cores of $g_k$ for $k = 1, \ldots, d$;
Initial cores approximate $F_k^{(0)}$ for $k = 1, \ldots, d$;
SVD truncation tolerance $\epsilon$;
Convergence tolerance $\delta$;

Ensure: $\|F_1^{(\ell)} \cdots F_d^{(\ell)} - F_1^{(\ell-1)} \cdots F_d^{(\ell-1)}\| \leq 1$ where $\ell$ is the iteration number

1: $\ell = 1$
2: while not converged do
3: \{Left-Right Sweep\}
4: $W_1 = \arg \min \|W_1 F_1^{(\ell-1)} \cdots F_d^{(\ell-1)} - G_1 \cdots G_d\|^2$
5: $[F_1^{(\ell)}, F_2^{(\ell)}] = \text{core-decimate}(W_1, \epsilon)$ \# SVD truncation tolerance $\epsilon$
6: for $i = 2 \ldots d - 1$ do
7: $W_i = \arg \min \|F_1^{(\ell)} \cdots F_{i-1}^{(\ell-1)} W F_{i+2}^{(\ell-1)} \cdots F_d^{(\ell-1)} - G_1 \cdots G_d\|^2$
8: $[F_i^{(\ell)}, F_{i+1}^{(\ell)}] = \text{core-decimate}(W_i, \epsilon)$
9: end for
10: $f^{(\ell)} = F_1^{(\ell)} \cdots F_d^{(\ell)}$
11: if $\hat{\delta} \leq \delta$ then
12: return
13: end if
14: $\ell = \ell + 1$
15: \{Right-Left Sweep\}
16: $W_{d-1} = \arg \min \|F_1^{(\ell-1)} \cdots F_{d-2}^{(\ell-1)} W - G_1 \cdots G_d\|^2$
17: $[F_{d-1}^{(\ell)}, F_d^{(\ell)}] = \text{core-decimate}(W_{d-1}, \epsilon)$
18: for $i = d - 2 \ldots 1$ do
19: $W_i = \arg \min \|F_1^{(\ell-1)} \cdots F_{i-1}^{(\ell-1)} W F_{i+2}^{(\ell)} \cdots F_d^{(\ell)} - G_1 \cdots G_d\|^2$
20: $[F_i^{(\ell)}, F_{i+1}^{(\ell)}] = \text{core-decimate}(W_i)$
21: end for
22: $f^{(\ell)} = F_1^{(\ell)} \cdots F_d^{(\ell)}$
23: $\hat{\delta} = \|f^{(\ell)} - f^{(\ell-1)}\|$\n24: if $\hat{\delta} \leq \delta$ then
25: return
26: end if
27: $k = k + 1$
28: end while

$i = 1, \ldots, \ell$ have orthonormal columns according to Definition 18. Then $\mathcal{L} : \mathcal{X}_1 \times \cdots \times \mathcal{X}_\ell \rightarrow \mathbb{R}^{r_0 \times r_\ell}$ defined by

$$\mathcal{L}(x_1, x_2, \ldots, x_\ell) = F_1(x_\ell) F_2(x_\ell) \cdots F_\ell(x_\ell)$$
also has orthonormal columns.

These notions provide the solution for (3.16) that is shown Theorem 5.

**Theorem 5.** Let $\mathcal{V} \subset \mathbb{R}^d$ consist of the tensor product of three subspaces $\mathcal{V} = \mathcal{V}_1 \times \mathcal{V}_2 \times \mathcal{V}_3$. Furthermore, let $\mathcal{L} : \mathcal{V}_1 \rightarrow \mathbb{R}^{1 \times n_1}$ have orthonormal columns, let $\mathcal{W} : \mathcal{V}_2 \rightarrow \mathbb{R}^{n_1 \times m_1}$ and let $\mathcal{R} : \mathcal{V}_3 \rightarrow \mathbb{R}^{m_1 \times 1}$ have orthonormal rows. Let $\mathcal{G}_1 : \mathcal{V}_1 \rightarrow \mathbb{R}^{1 \times n_2}$, $\mathcal{G}_2 : \mathcal{V}_2 \rightarrow \mathbb{R}^{n_2 \times m_2}$, and $\mathcal{G}_3 : \mathcal{V}_3 \rightarrow \mathbb{R}^{m_2 \times 1}$. Finally, let the cost function be defined as

$$J(\mathcal{W}) = \int_{\mathcal{V}_1 \times \mathcal{V}_2 \times \mathcal{V}_3} (\mathcal{L}(y_1)\mathcal{W}(y_2)\mathcal{R}(y_3) - \mathcal{G}_1(y_1)\mathcal{G}_2(y_2)\mathcal{G}_3(y_3))^2 \, dy_1 dy_2 dy_3.$$  

Then the local extremum of the minimization problem

$$\mathcal{W}(y_2)^* = \arg\min_{\mathcal{W}} J(\mathcal{W}(y_2))$$

is

$$\mathcal{W}^*(y_2) = \left[ \int_{\mathcal{V}_1} \mathcal{L}^T(y_1)\mathcal{G}_1(y_1) \, dy_1 \right] \mathcal{G}_2(y_2) \left[ \int_{\mathcal{V}_3} \mathcal{G}_3(y_3)\mathcal{R}^T(y_3) \, dy_3 \right].$$

(3.17)

The proof is provided in Appendix A.5. Theorem 5 can be used for solving (3.16) by associating $\mathcal{X}_{<1}$ with $\mathcal{V}_1$, $\mathcal{X}_i \times \mathcal{X}_{i+1}$ with $\mathcal{V}_2$ and $\mathcal{X}_{>i+1}$ with $\mathcal{V}_3$. Furthermore, if we equate $\mathcal{F}_{<i} = \mathcal{F}_1 \ldots \mathcal{F}_{i-1}$ with $\mathcal{L}$ and $\mathcal{F}_{>i+2} = \mathcal{F}_{i+2} \ldots \mathcal{F}_d$ with $\mathcal{R}$ we achieve the following solution:

$$\mathcal{W}^*(x_i, x_{i+1}) =$$

$$\left[ \int_{\mathcal{X}_{<i}} \mathcal{F}_{<i}^T \mathcal{G}_{<i}(x_{<i}) \, dx_{<i} \right] \mathcal{G}_i(x_i) \mathcal{G}_{i+1}(x_{i+1}) \left[ \int_{\mathcal{X}_{>i+1}} \mathcal{G}_{>i+1}(x_{>i+1}) \mathcal{F}_{>i+1}^T(x_{>i+1}) \, dx_{>i+1} \right],$$

(3.18)

for $i = 2, \ldots, d-2$, where $\mathcal{G}_{<i} = \mathcal{G}_1 \ldots \mathcal{G}_{i-1}$ and $\mathcal{G}_{>i+1} = \mathcal{G}_{i+2} \ldots \mathcal{G}_d$. A straightforward extension to Theorem 5 can be made for the cases where all but the first two cores are fixed (corresponding to searching for $W(x_1, x_2)$) and when all but the last two cores are fixed (corresponding to searching for $W(x_{d-1}, x_d)$). The solution for the first
core is

\[ \mathcal{W}^*(x_1, x_2) = \mathcal{G}_1(x_1)\mathcal{G}_2(x_2) \int_{x_2} \mathcal{G}_{>2}(x_2) \mathcal{F}_{>2}(x_2) dx_2, \quad (3.19) \]

and the solution for the last core is

\[ \mathcal{W}^*(x_{d-1}, x_d) = \left[ \int_{x<d-1} \mathcal{F}_{<d-1}^T \mathcal{G}_{<d-1}(x<d-1) dx<d-1 \right] \mathcal{G}_{d-1}(x_{d-1})\mathcal{G}_d(x_d). \quad (3.20) \]

Core decimation

After the solution of each least squares problem, the bivariate core \( \mathcal{W}^* \) must be separated into two univariate cores. This operation is called \textit{decimation} and is the step where rank adaptation occurs by using a truncated SVD. Consider (3.18) re-written as

\[ \mathcal{W}^*(x_i, x_{i+1}) = \Phi_i \mathcal{G}_i(x_i)\mathcal{G}_{i+1}(x_{i+1})\Psi_i, \quad (3.21) \]

where the matrix \( \Phi_i \in \mathbb{R}^{r_i \times r_i} \) corresponds to \( \Phi_i = \int_{x<i} \mathcal{F}_{<i}^T(x<i) \mathcal{G}_{<i}(x<i) dx<i \) and the matrix \( \Psi_i \in \mathbb{R}^{r_{i+2} \times r_{i+1}} \) corresponds to \( \Psi_i = \int_{x>i+1} \mathcal{G}_{>i+1}(x>i+1) \mathcal{F}_{>i+1}^T(x>i+1) dx>i+1 \). Note the sizes of these matrices, \( \Phi_i \in \mathbb{R}^{r_i \times r_i} \) is a “short and fat matrix” and \( \Psi_i \in \mathbb{R}^{r_{i+2} \times r_{i+1}} \) is “tall and skinny”, correspond to the fact that the number of rows and columns of \( \mathcal{G}_k \) is greater than the number of rows and columns of \( \mathcal{F}_k \).

We decompose the bivariate core with a truncated SVD of a matrix-valued function, i.e.,

\[ \mathcal{W}^*(x_i, x_{i+1}) = \mathcal{U}(x_i)\mathcal{S}\mathcal{V}(x_{i+1}), \]

where the matrix-valued function \( \mathcal{U} \) has orthonormal columns according to Definition 18 and the matrix-valued function \( \mathcal{V} \) has orthonormal rows according to Definition 17. When this optimization problem is a part of a left-right sweep, \( \mathcal{U} \) becomes the updated core \( \mathcal{F}_{i}^{(l)} \) in Line 8 of Algorithm 6; and when the optimization problem is a part of the right-left sweep, the new core \( \mathcal{V} \) becomes the updated core \( \mathcal{F}_{i+1}^{(r)} \). The diagonal matrix \( \mathcal{S} \) can be absorbed into either the left or right eigenfunctions.
This SVD can be obtained in four steps that are similar to the process used for rounding in Section 3.3.2:

1. QR of a matrix-valued function: \( Q(x_i)R = \Phi_i \mathcal{G}(x) \)
2. QR decomposition: \( \tilde{Q}(x_{i+1})\tilde{R} = (\mathcal{G}_{i+1}(x_{i+1})\Psi_i)^T \)
3. (Truncated) SVD decomposition: \( USV = R\tilde{R}^T \)
4. Compute \( U(x_i) = Q(x_i)U \text{ or } V(x_{i+1}) = V\tilde{Q}^T(x_{i+1}) \) depending on sweep direction

While these steps seem similar to those taken for rounding, the primary factor that contributes to higher efficiency is that in step 1, we are taking the QR decomposition of a matrix-valued function that takes values in \( r_i \times \hat{r}_{i+1} \) instead of \( r_i \times \hat{r}_{i+1} \). The latter case would arise if we first formed \( g \) and then proceeded to perform rounding. Similarly, we are taking the QR decomposition of a smaller matrix-valued function in step 2. In practice, further benefit will be achieved through taking advantage of the special structure of each core \( \mathcal{G}_i \), for example by using a fast matrix times Kronecker of matrix-valued functions operation.

**Recursive computation of matrices \( \Phi_i \) and \( \Psi_i \)**

As we sweep through each core it may be expensive to compute each new \( \Phi_i \) and \( \Psi_i \) by evaluating the integrals in (3.18). Instead, we use a recursive relation for each update. From (3.19) it is obvious that \( \Phi_1 = 1 \), and, analogously from (3.20) the last bivariate core, we have \( \Psi_{d-1} = 1 \). A recursive relationship can then be created for the subsequent matrices \( \Phi_2, \Phi_3, \ldots \) by considering that

\[
\Phi_2 = \int_{\mathcal{X}_1} \mathcal{F}_1^T(x_1)\mathcal{G}_1(x_1)dx_1 = \int_{\mathcal{X}_1} \mathcal{F}_1^T(x_1)\Phi_1 \mathcal{G}_1(x_1)dx_1, \quad \text{and}
\]

\[
\Phi_3 = \int_{\mathcal{X}_1 \times \mathcal{X}_2} \mathcal{F}_2^T(x_2)\mathcal{F}_1^T(x_1)\mathcal{G}_1(x_1)\mathcal{G}_2(x_2)dx_1dx_2
\]
\[
= \int_{\mathcal{X}_2} \mathcal{F}_2^T(x_2) \left[ \int_{\mathcal{X}_1} \mathcal{F}_1^T(x_1)\mathcal{G}_1(x_1)dx_1 \right] \mathcal{G}_2(x_2)dx_2
\]
\[
= \int_{\mathcal{X}_2} \mathcal{F}_2^T(x_2)\Phi_2 \mathcal{G}_2(x_2)dx_2.
\]
Proceeding recursively we have

\[
\Phi_{k+1} = \int_{x_k} \mathcal{F}_k^T(x_k) \Phi_k g_k(x_k) dx_k,
\]

(3.22)

for \( k = 1 \ldots d - 2 \). A similar relationship holds for \( \Psi_k \), i.e.,

\[
\Psi_k = \int_{x_{k+2}} g_{k+2}(x_{k+2}) \Psi_{k+1} \mathcal{F}_{k+2}^T(x_{k+2}) dx_{k+2},
\]

(3.23)

for \( k = 1 \ldots d - 2 \).

### 3.5.2 Example: multiplication

We now illustrate the advantage of rank-revealing ALS for function multiplication. Recall that the direct method for multiplying two functions with FT ranks equal to \( r \) involves first taking the Kronecker product of all the cores, an \( \mathcal{O}(r^4) \) operation. After this initial multiplication the resulting ranks are \( r^2 \). The second step is to round the resulting function, an operation that scales cubically with rank. Thus, the total computational cost of the direct method is \( \mathcal{O}(r^6) \). Posing this operation as the minimum of an optimization problem, and using rank-revealing ALS, allows us to lower this cost to \( \mathcal{O}(r^5) \). The advantage is gained by exploiting the Kronecker structure of the cores by using the fast matrix times the matrix-valued function Kronecker product algorithm provided in Proposition 12.

Our experiment compares the computational cost of computing \( g(x) = f(x)f(x) \) for increasing rank \( r \) of \( f \) using rank-revealing ALS and the direct method. In the experiment, the univariate scalar-valued functions making up each of the cores of the function \( f \) are represented in a basis of 10 Legendre polynomials. The coefficients of each basis function are sampled uniformly on \([-1, 1]\) and independently for each univariate function. The truncated SVD tolerance is chosen to be \( \epsilon = 10^{-10} \) for both the rank-revealing ALS algorithm and for the FT rounding algorithm. The convergence tolerance of the ALS algorithm is set to \( \delta = 10^{-5} \), and the dimension of \( f \) is fixed to \( d = 5 \). Next for ranks ranging from 2 to 22, we average the computational
time for computing $g$ over five realizations of $f$. The results are shown in Figure 3-1.

![Figure 3-1: Comparison of the computational time required for continuous rank-revealing ALS and the direct method for function multiplication.](image)

### 3.5.3 Example: diffusion operator

Consider the ubiquitous diffusion operator that arises, for example, in an elliptic PDE. Iterative linear solvers for PDEs typically require an application of the linear operator, and in this section we show how to leverage continuous alternating least squares for this task. Consider a function in FT format: $f(x) = \mathcal{F}_1(x_1) \ldots \mathcal{F}_d(x_d)$. Let the application of the diffusion operator result in the new function $g(x) = \mathcal{G}_1(x_1) \ldots \mathcal{G}_d(x_d)$ through the operation

$$g(x) = \nabla \cdot [a(x) \nabla f(x)],$$

where $a(x) = A_1(x_1) \ldots A_d(x_d)$ represents a conductivity field. The structure of the resulting cores of $g$ are given in the following proposition.

**Proposition 15.** Let $f(x)$ be a function in FT format $f(x) = \mathcal{F}_1(x_1) \ldots \mathcal{F}_d(x_d)$. Let $a(x)$ be another function in FT format $a(x) = A_1(x_1) \ldots A_d(x_d)$. Then applying the
diffusion operator \( g(x) := \nabla \cdot (a(x) \nabla f(x)) \) to \( f(x) \) results in a function \( g(x) \) whose FT representation \( g(x) = G_1(x_1) \ldots G_d(x_d) \) has the following cores

\[
G_1(x_1) = \left[ \frac{d}{dx_1} \left( A_1(x_1) \otimes \frac{dF_1(x_1)}{dx_1} \right) \right] A_1(x_1) \otimes F_1(x_1),
\]

\[
G_k(x_k) = \left[ \begin{array}{cc}
A_k(x_k) \otimes F_k(x_k) & 0 \\
\frac{d}{dx_k} \left( A_k(x_k) \otimes \frac{dF_k(x_k)}{dx_k} \right) & A_k(x_k) \otimes F_k(x_k)
\end{array} \right], \quad (3.25)
\]

\[
G_d(x_d) = \left[ \begin{array}{c}
A_d(x_d) \otimes F_d(x_d) \\
\frac{d}{dx_d} \left( A_d(x_d) \otimes \frac{dF_d(x_d)}{dx_d} \right)
\end{array} \right]
\]

**Proof.** The diffusion operator is given by

\[
g(x) = \sum_{i=1}^{d} g^{(i)}(x)
\]

\[
g^{(i)}(x) = \frac{\partial}{\partial x_i} \left( a(x) \frac{\partial f(x)}{\partial x_i} \right).
\]

Recall from Section 3.4 that multiplying functions together requires taking the Kronecker product of their cores, and taking the derivative with respect \( i \)-th variable only requires modifications to the \( i \)-th core. Therefore, each \( g^{(i)} \) has cores given by

\[
G^{(i)}_k = \begin{cases} 
A_k(x_k) \otimes F_k(x_k) & \text{for } k \neq i, \\
\frac{d}{dx_k} \left( A_k(x_k) \otimes \frac{dF_k(x_k)}{dx_k} \right) & \text{otherwise.}
\end{cases}
\]

Further recall that adding functions in FT format requires concatenation of the cores. However, since the contribution to core \( G_k \) is identical for all \( G^{(i)}_k \) for \( k \neq i \), a triangular structure emerges. The first core, for example, is the concatenation of the two contributions given by

\[
G_1(x_1) = \left[ \frac{d}{dx_1} \left( A_1(x_1) \otimes \frac{dF_1(x_1)}{dx_1} \right) \right] A_1(x_1) \otimes G_1(x_1).
\]

The middle cores have an upper triangular structure such that the upper left and
lower right block stores all the interactions between derivative and non-derivative terms. The lower left block stores the derivative terms for that dimension

\[
G_k(x_k) = \begin{bmatrix}
A_k(x_k) \otimes F_k(x_k) & 0 \\
\frac{d}{dx_k} \left( A_k(x_k) \otimes \frac{dF_k(x_k)}{dx_k} \right) & A_k(x_k) \otimes F_k(x_k)
\end{bmatrix}.
\]

Note that the derivative term in the \(k\)th core never interacts with the derivative terms of the other cores. A similar analysis for the last core yields

\[
G_d(x_d) = \begin{bmatrix}
A_d(x_d) \otimes F_d(x_d) \\
\frac{d}{dx_d} \left( A_d(x_d) \otimes \frac{dF_d(x_d)}{dx_d} \right)
\end{bmatrix}.
\]

Recall that fast versions of pre- and post-multiplication of each core by matrices \(\Phi\) and \(\Psi\) are needed for the rank-revealing alternating least squares algorithm to be efficient. Since post-multiplication can be derived in a similar manner, we only describe the specialized pre-multiplication by \(\Phi\) for the diffusion operator. First we consider cores \(k\) for \(1 < k < d\).

**Proposition 16.** Let \(A_k(x_k) : \mathcal{X}_k \to \mathbb{R}^{r_k-1 \times r_k}, F_k(x_k) : \mathcal{X}_k \to \mathbb{R}^{r_k-1 \times r_k},\) and \(\Phi \in \mathbb{R}^{r \times 2r_{k-1}^2}.\) Furthermore, let the scalar-valued functions making up \(A_k\) and \(F_k\) consist of an expansion of \(P\) orthonormal basis functions. Let \(G_k : \mathcal{X}_k \to \mathbb{R}^{2r_{k-1}^2 \times 2r_k^2}\) be computed according to (3.25). Then computing \(\Phi G_k\) costs

\[
O(P^{3P r_{k-1} r_k^2})
\]

for cores \(1 < k < d\).
Proof. We first split the core $G_k$ into two components:

$$\Phi G_k(x_k) = [\mathcal{B}(x_k) \quad \mathcal{C}(x_k)],$$

$$\mathcal{B}(x_k) = \Phi[::, 1:2r_{k-1}] (A_k(x_k) \otimes F_k(x_k))$$

$$+ \Phi[::, r_{k-1}^2 + 1 : 2r_{k-1}] \frac{d}{dx_k} \left( A_k(x_k) \otimes \frac{dF_k(x_k)}{dx_k} \right),$$

and

$$\mathcal{C}(x_k) = \Phi[::, r_{k-1}^2 + 1 : 2r_{k-1}] (A_k(x_k) \otimes F_k(x_k)).$$

Recall that the product between a matrix and the Kronecker product of two matrices can be computed in $\mathcal{O}(P^3 r_{k-1} r_k^2)$ operations according to Proposition 12. Thus, computing the first element in $\mathcal{B}(x_k)$ and $\mathcal{C}(x_k)$ requires this many operations.

To compute the second element in the summation forming $\mathcal{B}$, it is convenient to work with derivatives of the individual cores in order to avoid computing the full Kronecker. To this end we use the fact that

$$\frac{d}{dx_k} \left( A_k(x_k) \otimes \frac{dF_k(x_k)}{dx_k} \right) = \frac{dA_k(x_k)}{dx_k} \otimes \frac{dF_k(x_k)}{dx_k} + A_k(x_k) \otimes \frac{d^2 F_k(x_k)}{dx_k^2}. \quad (3.26)$$

Now premultiplying each of these elements by $\Phi$ costs $\mathcal{O}(P^3 r_{k-1} r_k^2)$. The total complexity of this operation is thus dominated by four matrix times matrix-Kronecker products for a cost of $\mathcal{O}(P^3 r_{k-1} r_k^2)$.

Note, that the algorithm for efficiently calculating $\Phi G_d$ follows the same pattern. The algorithm used in the proof of Proposition 16 is considerably less expensive than first computing the Kronecker product and then premultiplying by $\Phi$. Computing the Kronecker product first would costs $\mathcal{O}(P^3 r_{k-1}^2 r_k^2)$ operations, thus the algorithm would be $\mathcal{O}(r_{k-1})$ more expensive.

Numerical verification

We now verify the computational benefit of continuous alternating least squares for the application of the diffusion operator. In particular, we perform three benchmarking tests: a test for scaling with dimension, a test for scaling with polynomial order,
and a test for scaling with rank of the conductivity $a(x)$. For each of these tests we generate random functions $f$ and random conductivities $a$ by uniformly sampling the coefficients of a Legendre polynomial spectral expansions making up their cores on $[-1, 1]$. Ten repetitions are made for each benchmark, and the algorithm parameters that are the same across the tests are the truncated SVD tolerance $\epsilon = 10^{-10}$ and an ALS convergence tolerance $\delta = 10^{-8}$.

In the first benchmark we fix the polynomial order to $P = 5$ and the FT-ranks of $a$ and $f$ to 2. The dimension is then varied from 2 to 152 in steps of 5. The results, shown in Figure 3-2, show the predicted linear growth with dimension.

![Figure 3-2](image_url)

Figure 3-2: Linear growth of computational time with dimension obtained by applying the diffusion operator using continuous rank-revealing alternating least squares. Computational time is averaged over 10 realizations of $a$ and $f$.

The second benchmark tests the scaling with the number of basis functions. The dimension is fixed to $d = 5$ and the ranks of $a$ and $f$ are again fixed to two. The polynomial order is varied between 2 and 82 using a step size of two. The results, shown in Figure 3-3, agree with the theoretical prediction of cubic growth with polynomial order.

The third benchmark compares the scaling of the continuous rank-revealing ALS method with the direct method of first computing the exact solution and then round-
Figure 3-3: Cubic growth of computational time with univariate expansion order $P$ obtained by applying the diffusion operator using continuous rank-revealing alternating least squares. Computational time is averaged over 10 realizations of $a$ and $f$.

The dimension is fixed to $d = 5$ and the polynomial order is fixed to $P = 3$. The FT-ranks of $f$ are again fixed to 2. The ranks of $a$ are varied between 2 and 62 in steps of two. For this experiment we set the SVD truncation tolerance to $\epsilon = 10^{-5}$. The results, shown in Figure 3-4, display at least an order of magnitude benefit obtained by ALS. This benefit is achieved because the continuous rank-revealing ALS never has to obtain an exact representation of the function, instead it directly finds an approximation with smaller ranks by using a truncated SVD with tolerance $10^{-5}$.

3.6 Numerical examples

We now discuss some implementation details and show applications of the FT for a variety of integration and approximation test problems. Showing the benefits of using the FT for approximation and integration highlights its applicability for a wide variety of applications. The benefits will be discussed in further detail for the two
Figure 3-4: Comparison of the computational time required for continuous rank-revealing ALS and the direct method, with respect to rank of the conductivity field $\text{rank}(a)$. Computational time is averaged over 20 realizations of $a$ and $f$.

specific applications of stochastic optimal control and Gaussian filtering in Chapters 4 and 5, respectively.

All of the experiments performed in this section utilized the publicly available Compressed Continuous Computation ($C^3$) library [54].

### 3.6.1 Implementation details

We briefly turn to the practical issues surrounding the implementation of some of the algorithms described in this chapter, and we show simple examples highlighting how this implementation allows the FT to differ from the TT. We focus on two specific areas: representing each univariate function in the FT core in a known basis for cross approximation and integrating functions by first representing them in FT format. These implementation details set the stage for the higher-dimensional examples in Sections 3.6.2 and 3.6.3.
One-dimensional fiber adaptation for cross approximation

We start with cross approximation. When performing cross approximation to convert a function to its FT format, one only needs to compute with one dimensional fibers of the function, i.e., we fix all variables except one. These fibers are necessary, for example, to create $R$ and $C$ of Algorithm 1. When such operations are required we first approximate the fiber in some basis. These bases are adapted independently to each fiber that needs to be approximated. The choice of the approximation can vary from fiber to fiber. The algorithms we have described for compressing and computing functions are agnostic to the way that the fibers are approximated.

For instance, if one expects the fibers to be smooth functions, then one can use an orthogonal expansion of Legendre polynomials. Alternatively, if one expects or detects local phenomena such as discontinuities, one can turn to piecewise polynomials. Notice that representing fibers with adaptive piecewise polynomials is a nonlinear parameterization of the fiber because one seeks the optimal locations for the knots. This approach highlights the significant generality that our framework presents compared with approaches that convert the problem of low-rank functional approximation to the problem of low-rank approximation of tensors of coefficients [17, 26, 40, 103].

To make this idea concrete, we define a routine approx-fiber that takes in a univariate function and produces an approximation in an appropriate basis. Using univariate fiber approximations, we reproduce Algorithm 1 for the special case of a scalar-valued function of two variables for illustration purposes in Algorithm 7.

Note that we can implement different approximation schemes for different dimensions and even for different fibers within each dimension. Furthermore, once $R$ and $C$ are represented in a known basis, the steps required for the maxvol algorithm can be adapted to the types of approximations. For example, Line 5 of Algorithm 2 requires finding the maximum element of a vector-valued function. If each column of the quasimatrix is a Legendre polynomial, then the maximum element in each column can be found through a root finding or eigenvalue procedure to arbitrary precision. Such a procedure removes any need for discretization or gridding. The other methods
Algorithm 7 Cross approximation of a two dimensional function using fiber adaptive approximation

Require: A two-dimensional function $f \in [a, b] \times [c, d]$; Rank upper bound $r$; Initial $y$ index $y = [y_1, y_2, \ldots, y_r]$; Stopping tolerance $\delta_{\text{cross}} > 0$; Approximation scheme $\text{approx-fiber}(f, \epsilon_{\text{approx}})$, Fiber approximation tolerance $\epsilon_{\text{approx}}$;

Ensure: $x, y$ such that $F = f(x, y)$ has "large" volume

1: $f(0) = 0$
2: $k = 1$
3: repeat
4: Initialize vector-valued function $R \in \mathbb{R}^{[a,b] \times r}$
5: $R[k](x) = \text{approx-fiber}(f(x, y_k), \epsilon_{\text{approx}})$ for $k = 1 \ldots r$
6: $QT = \text{qr-vvf}(R)$
7: $x = \text{maxvol-mvf}(Q)$
8: Initialize vector-valued function $C \in \mathbb{R}^{[c,d] \times r}$
9: $C[k](y) = \text{approx-fiber}(f(x_k, y), \epsilon_{\text{approx}})$ for $k = 1 \ldots r$
10: $QT = \text{qr-vvf}(C)$
11: $y = \text{maxvol-mvf}(Q)$
12: $Q = [Q(y_1) Q(y_2) \ldots Q(y_r)]$
13: $f^{(k)}(x, y) = f(x, y)Q^\dagger Q(y)$
14: $\delta = \frac{||f^{(k)} - f^{(k-1)}||}{||f^{(k)}||}$
15: $k = k + 1$
16: until $\delta \leq \delta_{\text{cross}}$

such as $\text{qr-qm}$ and $\text{lq-qm}$ can be performed for quasimatrices made up of polynomial expansions just as in [4,118,119]. If splines are used, the procedures can be adapted appropriately.

We now demonstrate the advantage of adapting each fiber via two examples where the resulting function evaluations do not lie on a tensor product grid. The example further shows one of the primary ways this algorithm is different from the tensor-train representation and from other functional tensor-train approaches [17]. Consider the approximation of two canonical rank-1 functions

\begin{equation}
\begin{aligned}
f_1(x_1, x_2) &= \sin(10x_1 + \frac{1}{4})(x_2 + 1) \\
f_2(x_1, x_2) &= \begin{cases}
0 & \text{if } x_1 > 0.5 \text{ or } x_2 > 0.5 \\
\exp(5x_1 + 5x_2) & \text{otherwise}
\end{cases}
\end{aligned}
\end{equation}

where (3.28) is a two dimensional Genz function of the discontinuous family [47].
For (3.27) we use a global expansion of Legendre polynomials \( \phi_i \) to represent each fiber

\[
f(x) = \sum_{i=1}^{n} a_i \phi_i(x), \quad \int \phi_i(x) \phi_j(x) dx = \delta_{i,j},
\]

where the coefficients are determined through projection using Clenshaw-Curtis quadrature. The order of the approximation \( n \) is progressively increased until four sequential coefficients are \( a_i \leq \epsilon_{\text{approx}} = 10^{-10} \). Furthermore, even though (3.27) is a FT-rank 1 function we use a rank-2 approximation in order to further illuminate the difference in locations of function evaluations between our method and existing tensor-based approximation methods. In particular, we see that fibers at different positions are approximated using different numbers of evaluations. The number of evaluations required in the oscillatory portion of the function when \( x_2 = 1 \) is greater than in the constant portion when \( x_2 = -1 \). Such an adaptation of the grid would be difficult to achieve with discrete TT, and it highlights the flexible adaptivity of the continuous approximation framework.

For (3.28) we can no longer use a global polynomial expansion due to the discontinuity, and therefore we turn to a piecewise polynomial approximation. We first use a one-dimensional edge detection method based on polynomial annihilation \cite{2,3,58} to locate the discontinuities. We then approximate each polynomial piece using the same polynomial expansion scheme described above. Furthermore, we employ a rank-1 approximation of this function.

Figure 3-5 shows the function and the resulting evaluation locations, where both approximations achieve machine precision accuracy. In the left panel, we see that the function is evaluated densely along the top of the plot and coarsely along the bottom—i.e., the evaluations again do not lie on a tensor product grid. In the right panel, we see that the algorithm clusters points around the discontinuity as desired.

Another point to note is that once we have the function-trains of each of these functions we can perform computation with them directly in compressed form. For example, we can now integrate the discontinuous function \( f_2 \). Such integration cannot be performed using array-based tensor-train algorithms without manually splitting
the domain because it would require specialized integration rules to deal with the discontinuity. When representing everything in functional form, we are able to perform the integration and approximation automatically, without specifying any specialized integration or approximation rules. In Section 3.6.2, we will show integration performance on higher dimensional discontinuous Genz functions.

**Function-train integration**

Suppose that we have a FT representation in which each core consists of Legendre polynomial expansions. We can integrate each core easily if we know how to integrate Legendre polynomials. More concretely, suppose that the fibers of core $k$ are represented using a Legendre polynomial expansion

$$f_{i,j}^{(k)}(x) = \sum_{\ell=1}^{n} a_{i,j,\ell}^{(k)} \phi_\ell(x), \quad \langle \phi_\ell, \phi_m \rangle = \delta_{\ell,m}, \quad \phi_1 = \frac{1}{2}, \quad a_{i,j,\ell}^{(k)} \in \mathbb{R}. $$

Then we can compute its integral

$$\int f_{i,j}^{(k)}(x) dx = \int \sum_{\ell=1}^{n} a_{i,j,\ell}^{(k)} \phi_\ell(x) dx = \sum_{\ell=1}^{k} a_{i,j,\ell}^{(k)} \int \phi_\ell(x) dx = a_{i,j,1}^{(k)}. $$
This means that the integral of each core results in the matrix consisting of the first coefficient of each function

\[ \int \mathcal{F}_k(x_k) dx_k = \begin{bmatrix}
(a_{1,1,1}^{(k)}) & \cdots & (a_{1,r_k,1}^{(k)}) \\
\vdots & \ddots & \vdots \\
(a_{1,r_{k-1},1}^{(k)}) & \cdots & (a_{r_{k-1},r_k,1}^{(k)})
\end{bmatrix}. \]

From here we use (3.13) to obtain the integral.

### 3.6.2 Integration

We now show the performance of the FT algorithm on two high dimensional integration examples.

**Rank-2 Sin function**

Analogously to [16,98], we consider the FT rank-2 function

\[ f(x) = \sin(x_1 + x_2 + \ldots + x_d) \]  

for which we know the analytic integral

\[ \int_{[0,1]^d} f(x) dx = \text{Im} \left[ \left( \frac{e^i - 1}{i} \right)^d \right] \]

We seek to study the performance associated with computing this integral as a function of dimension and fiber adaptation error. Specifically we choose an adaptive procedure based on approximating each fiber as Legendre polynomial series expansion. Each approximation begins with a fifth order expansion, and each time adaptation occurs the expansion order goes from \( k \to 2k-1 \). We stop adaptation after the last two coefficients of the expansion drop below a tolerance \( \epsilon_{\text{approx}} \). Figure 3-6 presents results studying the integration error as a function of this \( \epsilon_{\text{approx}} \) and the dimensionality of the problem.
Figure 3-6: Errors (left panel) and linear growth in the number of evaluations (right panel) involved in the integration of (3.29) as a function of dimension $d$ and fiber adaptation parameter $\epsilon_{\text{approx}}$.

Figure 3-6 shows that, as expected, the number of function evaluations grows linearly with the number of input dimensions. Furthermore, for the three tightest approximation tolerances, the errors are virtually constant across dimensions. Note that the y-axis is on a log scale and therefore the variation of the errors for the three tightest tolerances would be virtually invisible on the $\epsilon_{\text{approx}} = 10^{-1}$ curve. In contrast to [98], our integration algorithm is adaptive. Furthermore, it is adapted at a local fiber level rather than at a dimension level. Obtaining such adaptivity would be extremely nontrivial without the continuous framework.

**Rank-1 discontinuous Genz function**

We now demonstrate integration on the Genz discontinuous functions of various dimensions. Specifically, we integrate the function $f : [0, 1]^d \to \mathbb{R}$ defined as

$$f(x_1, x_2, \ldots, x_d) = \begin{cases} 0 & \text{if } x_i > \frac{1}{2} \text{ for any } i = 1 \ldots d \\ \exp \left( \sum_{i=1}^d 5x_i \right) & \text{otherwise} \end{cases}$$  

(3.31)
The analytical integral of (3.31) is

\[ I[f] = \left( \frac{\exp\left(\frac{\beta}{2}\right) - 1}{\frac{\beta}{2}} \right)^d, \]

where we see that this problem is quite challenging because the integral grows exponentially with dimension. For example, for 10 dimensions this integral is \( I \approx 3.131 \times 10^3 \) and for 100 dimensions this integral is \( I \approx 9.05455 \times 10^{34} \).

We integrate this function by first converting it to its rank-1 function-train representation. The fibers are approximated by sixth order piecewise polynomials. The discontinuities are located automatically using a polynomial annihilation edge detection routine [2, 3, 58]. After conversion to the function-train representation, we integrate the FT using the technique described in Section 3.4. The resulting errors and required function evaluations as a function of dimension are depicted in Figure 3-7.

![Figure 3-7: Errors (left panel) and number of evaluations (right panel) involved in the integration of (3.31) as a function of dimension \( d \).](image)

The results indicate that we are able to achieve \( \mathcal{O}(10^{-3}) \) relative accuracy for all of the dimensions and that the number of function evaluations required scales linearly with dimension. Furthermore, we are able to approximate large integral values, indicating a general robustness of the algorithm. We also note that such an integration would be extremely difficult to perform using either the discrete tensor-train or the spectral tensor-train [17] techniques because the discontinuities pose
problems for most integration rules. Individual fiber adaptation is critical in order to locate the discontinuities.

### 3.6.3 Approximation

We now test the FT approximation on a set of benchmark approximation problems. The first set of test functions we use are taken from the Emulation/Prediction Test Problems set in [113]. In particular, we have chosen to examine a subset of functions which have more than two input dimensions. Secondly, we explore some of the effects of different algorithm parameter choices for the approximation of a quantity of interest arising from an elliptic PDE.

#### Simulation library benchmark problems

To standardize our algorithm for each benchmark function we fix the algorithmic parameters to those shown in Table 3.1. In particular, we utilize Legendre polynomial expansions with Gauss-Legendre quadrature for fiber adaptation and we perform rank adaptation using Algorithm 4.

For each problem we normalize each input to $[-1, 1]$ and compute the Relative RMSE error using ten thousand Monte Carlo samples as

$$\text{error} = \sqrt{\frac{\sum_{i=1}^{10000} (f(x_i) - \hat{f}(x_i))^2}{\sum_{i=1}^{10000} f(x_i)^2}}$$

Table 3.2 show our results. Except for the Robot Arm function, each of the test functions are found to be low rank. Note that we are not attempting to approximate

<table>
<thead>
<tr>
<th>Fiber approximation</th>
<th>Cross approximation</th>
<th>Rank adaptation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initialize to 7th degree</td>
<td>$\delta_{\text{cross}} = 10^{-3}$</td>
<td>$\epsilon_{\text{round}} = 10^{-5}$</td>
</tr>
<tr>
<td>Increase degree $k \rightarrow 2k + 1$</td>
<td>$\leq 5$ sweeps</td>
<td>$\text{kickrank} = 5$</td>
</tr>
<tr>
<td>$\epsilon_{\text{approx}} = 10^{-7}$</td>
<td></td>
<td>$\leq 5$ adaptations</td>
</tr>
</tbody>
</table>

Table 3.1: Algorithmic parameters used for approximation of the simulation library benchmark problems shown in Table 3.2.
the functions with the least number of evaluations, instead we are attempting to decompose the functions to achieve an approximation tolerance in line with algorithmic parameters. One interesting aspect of note is the behavior for the Gramacy and Lee 2009 function, where the fifth and sixth input variables are not active. Our algorithm discovers this behavior as the corresponding ranks are found to be \( r_4 = r_5 = 1 \).

The results indicate that many of the benchmark problems are indeed low-rank. Since these benchmark problems come from a wide variety of fields and are representative of certain behaviors of more complex models, we believe the results promote the potential wide-spread applicability of the approximation framework. The Robot Arm function appears to be the only high rank function in these benchmarks. Thus the application of cross approximation led to excessive basis adaptation and a un-converged maximum rank after 5 rank increase steps.

Further note that our goal is not to obtain the best possible approximation with the fewest number of function evaluations. Nor are we approaching this problem in a data-fit context where an approximation is built from a fixed set of data. Rather, we are decomposing functions into their low-rank representation. After setting the parameters of the decomposition, the algorithm automatically chooses where and how to evaluate the function to ensure particular error tolerances specified by the algorithm, and the resulting numbers of evaluations are but one realization of the framework we have created in this thesis. While we suspect that one could achieve good approximation results with fewer numbers of evaluations, the evaluations presented here take into account both approximation, estimation of rank, and certification of convergence.

**Elliptic PDE**

We next explore the effects of various parameters of the FT approximation algorithm on a model of subsurface flow typically encountered in uncertainty quantification (UQ) applications. Consider the following one-dimensional elliptic partial differential equation:

\[
\frac{\partial}{\partial s} \left( k(s, \omega) \frac{\partial u}{\partial s} \right) = s^2,
\]  

(3.32)
<table>
<thead>
<tr>
<th>Name (dimension)</th>
<th>Ranks</th>
<th>Number of evaluations / error</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Borehole (8)</td>
<td>(1,2,2,2,3,3,2,2,1)</td>
<td>7032 / 1.8 × 10^{-5}</td>
<td></td>
</tr>
<tr>
<td>OTL Circuit (6)</td>
<td>(1,3,2,2,2,2,1)</td>
<td>3264 / 1.5 × 10^{-4}</td>
<td></td>
</tr>
<tr>
<td>Piston (7)</td>
<td>(1,2,4,4,3,2,2,1)</td>
<td>27472 / 1.0 × 10^{-2}</td>
<td></td>
</tr>
<tr>
<td>Robot Arm (8)</td>
<td>(1,1,7,21,24,25,21,11,1)</td>
<td>45445 / 9.8 × 10^{-2}</td>
<td>No 1d basis adaptation</td>
</tr>
<tr>
<td>Wing Weight (10)</td>
<td>(1,2,2,2,2,2,2,2,2,1)</td>
<td>9520 / 3.0 × 10^{-11}</td>
<td></td>
</tr>
<tr>
<td>Friedman (5)</td>
<td>(1,4,2,2,2,1)</td>
<td>1816 / 3.1 × 10^{-5}</td>
<td></td>
</tr>
<tr>
<td>Gramacy and Lee 2009 (6)</td>
<td>(1,2,3,2,1,1,1)</td>
<td>4800 / 3.2 × 10^{-7}</td>
<td>x_5, x_8 not active</td>
</tr>
<tr>
<td>Dette and Pepelyshev (2010) 8-Dimensional (8)</td>
<td>(1,3,2,3,3,3,2,2,1)</td>
<td>5376 / 1.5 × 10^{-5}</td>
<td></td>
</tr>
<tr>
<td>Dette and Pepelyshev (2010) Exponential (3)</td>
<td>(1,2,2,1)</td>
<td>3304 / 1.4 × 10^{-8}</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.2: Performance of the FT approximation algorithm on a set of multi-dimensional test functions from the Simulation Library Test Functions [113].
for $s \in (0, 1)$ with $u(s)|_{s=0} = 0$ and $\frac{\partial u}{\partial n}|_{s=1} = 0$. In the UQ context, we would like to consider the effects of an unknown permeability field $k(s, \omega)$ on some function of the output pressure $u$. To this end, $k(s, \omega)$ is modeled as a random process due to the random variable $\omega$, typically with a log-Gaussian distribution:

$$\log [k(s, \omega) - a] \sim \mathcal{N}(0, c(s, s'))$$

where the covariance kernel is $c(s, s') = \sigma^2 \exp(-\frac{|s-s'|}{2L})$. In order to obtain a finite dimensional representation of $k(s, \omega)$ we use the Karhunen-Loève expansion to express the random field as a weighted sum of the eigenfunctions of $c$. In particular, if we compute the eigenfunctions and eigenvalues of the correlation function

$$\int c(s, s') \phi_i(s') ds' = \lambda_i \phi_i(s)$$

then any realization of this Gaussian process may be represented as $k(s, \omega) = \sum_{i=1}^{\infty} \sqrt{\lambda_i} \phi_i(s) \xi_i(\omega)$, where $\xi_i(\omega)$ are now Gaussian random variables. We approximate these eigenfunctions and eigenvalues on a 100 point discretized grid and truncate the expression after 24 modes.

The approximation objective of this problem is to represent some quantity of interest $Q(u(s, \xi_1, \ldots, \xi_{24}))$, where $u(s, \xi_1, \ldots, \xi_{24})$ is the solution of the PDE at a particular spatial locations $s$ for a realization of the permeability field defined by the realizations of $\xi_i$. For simplicity, we fix $s = 0.7$ to obtain a quantity of interest that is only a function of the random variables $Q(\xi_1, \ldots, x_{24}) = u(0.7, \xi_1, \ldots, \xi_{24})$.

We will obtain an approximation for $Q$ using 3 different parameter settings for $(a, \sigma^2, l)$ that correspond to various difficulties of the problem. In particular, we will investigate 3 problems corresponding to an “easy” problem (P1) where $(a, \sigma^2, l) = (0.0, 0.1, 0.25)$, a “moderate” difficulty problem (P2) where $(a, \sigma^2, l) = (0.5, 1.0, 0.15)$ and a more difficult problem (P3) where $(a, \sigma^2, l) = (0.0, 1.0, 0.15)$.

We now seek to build an FT approximation of 24 dimensions to map from the KL modes $\xi_i$ to the quantity of interest. In order to still use Legendre polynomial expansions to represent our one dimensional fibers we need to reparameterize the problem to one with uniform random variables on $[0, 1]$. We can do this using the inverse CDF of a Gaussian random variable to make new variables $\xi_i = \Phi^{-1}(\xi_i)$, where
$\Phi^{-1}$ is the inverse CDF $\xi_i$ are the new, uniformly distributed, random variables. Now the approximation is constructed from $(\xi_1, \xi_2, \ldots, \xi_{24}) \rightarrow u(0.7, \hat{\xi}_1, \ldots, \hat{\xi}_{24})$.

Our experiments investigate how the error, number of function evaluations and maximum rank change with $\epsilon_{\text{approx}}$ and $\epsilon_{\text{round}}$. We fix the cross parameters to $\delta_{\text{cross}} = 10^{-3}$ and a maximum 3 sweeps. The rank adaptation parameters are fixed at $\text{kickrank} = 5$ and maximum 4 rank adaptations. Finally, we initialize the fiber approximations with a second order polynomial expansions. The results for the three problem setups described above are provided in Figure 3-8.

Several patterns are apparent in the results of Figure 3-8. We first consider the ranks for each problem, shown in the third column. We immediately see that the approximation accuracy practically does not impact the maximum rank found by the rank adaptation. The maximum rank found by the adaptation only changes as rounding tolerance decreases. Furthermore, we see that the rank increases as we move down the table. This corresponds to the notion of the difficulty of each problem, and is analogous to the eigenvalue decay. Furthermore, the rank is higher for the last problem showing that the problem is more difficult when $a = 0$ rather than $a = 0.5$. One further concept is that unlike in array-based tensor-train algorithms or the spectral tensor-train algorithm, the maximum rank attainable by the numerical procedure is not bounded by discretization level. Rounding is critical to restricting the growth of the rank.

The number of function evaluations shown in column 2 also display some interesting properties. In particular, for each of the three models, there are two separate regimes of patterns. Before the rounding tolerance becomes tight enough so that the rank increases, the number of function evaluations is unaffected by the tolerance. The number of evaluations is only affected by the fiber approximation accuracy. This makes sense because the number of function evaluations is proportional to $O(ndr^2)$, where $n$ can be thought of as the average function evaluations for each fiber, and in this regime, the rank is constant. Once the rank starts decreasing we see that the number of function evaluations grows with both tighter approximation and rounding tolerances. However, the changes in the number of evaluations change more rapidly.
Figure 3-8: $\log(\text{error}^2)$ (left column), $\log(\text{number of evaluations})$ (middle column), and maximum rank (right column) for three different configurations of the elliptic problem (3.32) corresponding to different combinations of $(a, \sigma^2, l)$. In particular, the top row corresponds to $(0.0, 0.1, 0.25)$, middle row corresponds to $(0.5, 1.0, 0.15)$, and the bottom row corresponds to $(0.0, 1.0, 0.15)$. 
with increasing rounding tolerance because reducing the rounding tolerance results in a rapid increase in rank.

Column 1 shows that the log of the error exhibits a similar pattern as the number of function evaluations. In particular, the error is fairly constant until the rank starts decreasing. Once the rank starts decreasing both approximation tolerance and rounding tolerance affect the error. Furthermore, if we fix the rounding tolerance and decrease the approximation tolerance we see a rapid change in approximate error followed by a relatively large plateau area, suggesting that beyond a given $\varepsilon_{\text{approx}}$ the fiber approximation accuracy can no longer increase. Overall, these results suggest that it is possible to find a reasonable value for the rank before increasing the fiber approximation accuracy. Future work will require investigating how to adapt these two parameters in the best way.

Finally, if one compares the error plots for P2 and P3 one notices that the plots look similar, but the number of evaluations and ranks are larger for the bottom row than the middle row. This characteristic is highly desirable from an adapt-to-tolerance scheme as a given setting for the tolerances yields similar errors but with larger computational effort.

3.7 Summary

In this chapter we develop a set of low-rank function approximation techniques that extend the tensor-train decomposition using continuous linear algebra. Algorithms extended into the continuous domain include a cross approximation algorithm for decomposing a black box multivariate function into FT format, a rounding algorithm for reapproximating a FT with one of lower ranks, and a continuous alternating least squares framework for various computations.

Creating these algorithms using continuous linear algebra provides a flexible way for incorporating and exploiting more than just low-rank structure. For example, representing the univariate functions making up the cores of the FT with a polynomial approximation allows us to exploit function regularity. This characteristic is impor-
tant for problems, such as the solution of differential equations, that traditionally require discretization of high dimensional functions. The solutions of such problems are typically sensitive to the choice of discretization, and the problem of adapting the discretization to capture local features is critical for achieving high accuracy. Our continuous representation automatically performs adaptation to local features and does not require the specification of a tensor product set of candidate evaluation locations.

Our framework also enables polynomial time performance for various multilinear algebra algorithms applied to low-rank multivariate problems. We anticipate that these tools will be useful for the design of many algorithms. In the context of the solution of partial differential equations [93] provides a method for transitioning away from the traditional discretize-then-solve methodology, and future work will aim at extending these methods using the FT.

In the next two chapters we will demonstrate how to exploit these algorithms for stochastic optimal control and Gaussian filtering.
Chapter 4

Low-rank algorithms for stochastic optimal control

In this chapter we consider our first application of the FT decomposition. We use it to mitigate the curse of dimensionality encountered by stochastic optimal control. In particular, we show how to generate low-rank approximations to value functions and how standard dynamic programming algorithms can leverage the continuous computation framework. This work builds upon prior work [56] where the tensor-train representation was used for representing discretized value functions.

This chapter begins with an overview of the continuous-time continuous-space stochastic optimal control problem. The algorithms for its solution are based on discretizing the continuous system into a discrete Markov decision process (MDP), and then solving the MDP with value or policy iteration. These algorithms are detailed in Section 4.2. In Section 4.3 we propose approximate value or policy iteration algorithms that use rank-adaptive cross approximation to generate FT representations of value functions. We also demonstrate how the continuous FT representation enables efficient restriction and prolongation for multi-level methods. An analysis of the convergence properties and computational cost of the proposed algorithms is provided in Section 4.4. Several numerical examples arising from motion planning problems in robotics are demonstrated in in Section 4.5.
4.1 Continuous-time and continuous-space stochastic optimal control

Let us denote the set of integers and the set of reals by \( \mathbb{Z} \) and \( \mathbb{R} \), respectively. We denote the set of all positive real numbers by \( \mathbb{R}_+ \). Similarly, the set of positive integers is denoted by \( \mathbb{Z}_+ \). Let \( d, d_u, d_w \in \mathbb{Z}_+ \), \( \mathcal{X} \subseteq \mathbb{R}^d \) and \( \mathcal{U} \subseteq \mathbb{R}^{d_u} \) be compact sets with smooth boundaries and non-empty interiors, let \( \mathcal{T} \subseteq \mathbb{R}_+ \), and let \( \{w(t) : t \geq 0\} \) be a \( d_w \)-dimensional Brownian motion defined on some probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \), where \( \Omega \) is a sample space, \( \mathcal{F} \) is a \( \sigma \)-algebra, and \( \mathbb{P} \) is a probability measure.

Continuous-time continuous-space stochastic optimal control (SOC) is an infinite-dimensional optimization problem with differential constraints defined by stochastic differential equations. The solution to SOC is a policy that maps each state to an optimal control action. SOC is often formulated as a dynamic programming (DP) problem in order to represent it in a form for which many classes of solution methods have been developed. In this section, we provide the background for SOC problems that can be formulated as two classical DP models: the fixed-cost finite horizon (FCFH) Markov decision process (MDP) and the discounted-cost infinite-horizon (DCIH) MDP.

Section 4.1.1 describes stochastic differential equations, Section 4.1.2 describes SOC cost functions, Section 4.1.3 describes Markov policies, and Section 4.1.4 describes the dynamic programming formulation.

4.1.1 Stochastic differential equations

A stochastic dynamical system is described by a stochastic ordinary differential equation (SDE) in the following differential form:

\[
dx(t) = B(t, x(t), u(t))dt + D(t, x(t))dw(t), \text{ for all } t \in \mathcal{T},
\]

where \( B : \mathcal{T} \times \mathcal{X} \times \mathcal{U} \rightarrow \mathbb{R}^d \) is a vector-valued function, called the drift, and \( D : \mathcal{T} \times \mathcal{X} \rightarrow \mathbb{R}^{d \times d_w} \) is a matrix-valued function, called the diffusion. Strictly
speaking, for any admissible control process\(^1\) \(\{u(t) : t \geq 0\}\), the solution to this differential form is a stochastic process \(\{x(t) : t \geq 0\}\) that solves the following integral equation:

\[
x(t) = x(0) + \int_0^t B(\tau, x(\tau), u(\tau)) \, d\tau \quad + \quad \int_0^t D(\tau, x(\tau), u(\tau)) \, d\tau,
\]

for all \(t \) s.t. \(x(t) \in \mathcal{X}, \quad (4.2)\)

where the last term on the right hand side is the usual Itô integral [91]. In this work, we assume that the drift and diffusion are measurable, continuous, and bounded functions. These conditions guarantee existence and uniqueness of the solution to (4.2) [91]. For further details regarding existence and uniqueness, we refer the reader to the work by Øksendal [91].

### 4.1.2 Cost functions

Next, we describe the SOC formulations that lead to FCFH and DCIH MDPs. Our description and notation closely follows the work by Fleming and Soner [44]. We first begin by defining notation and assumptions that are necessary throughout the exposition.

Let \(\mathcal{O} \subset \mathcal{X}\) denote an open subset. If \(\mathcal{O} \neq \mathbb{R}^d\) then let its boundary \(\partial \mathcal{O}\) be a compact \((d-1)\)-dimensional manifold of class \(C^3\) (the set of 3-times differential functions). Also, let \(g, \psi\) denote continuous stage and terminal cost functions, respectively, that satisfy polynomial growth conditions

\[
|g(t, x, u)| \leq C(1 + |x|^k + |u|^k)
\]

\[
|\psi(t, x)| \leq C(1 + |x|^k)
\]

\(^1\)Suppose the control process \(\{u(t) : t \geq 0\}\) is defined on the same probability space \((\Omega, \mathcal{F}, \mathbb{P})\) which the Wiener process \(\{w(t) : t \geq 0\}\) is also defined on. Then, \(\{u(t) : t \geq 0\}\) is said to be admissible with respect to \(\{w(t) : t \geq 0\}\), if there exists a filtration \(\{\mathcal{F}_t : t \geq 0\}\) defined on \((\Omega, \mathcal{F}, \mathbb{P})\) such that \(u(t)\) is \(\mathcal{F}_t\)-adapted and \(w(t)\) is an \(\mathcal{F}_t\)-Wiener process. See [81] for the precise measure theoretic definitions.
for some constants $C \in \mathbb{R}, k \in \mathbb{N}$.

For the FCFH MDP, we seek a control law that acts upon the system until a finite time is reached or until the state exits the space $\mathcal{O}$. Define $\mathcal{T} = [t_0, t_1)$ for fixed $t_0, t_1 \in \mathbb{R}_+$ with $t_0 < t_1 < \infty$. Furthermore, let $\mathcal{Q} = [t_0, t_1) \times \mathcal{O}$ denote the product space of times and states. Then, the exit time $\tau$ of the system is defined to be

$$\tau = \inf\{s : (s, x(s)) \notin \mathcal{Q}\}, \quad s > t.$$

For example, we have $\tau = t_1$, if for all times $t \leq s \leq t_1$ the state remains in the interior of the state space, i.e., $x(s) \in \mathcal{O}$. For any product state $(t, z) \in \mathcal{Q}$ and admissible process $u = \{u(t) : t \geq 0\}$, we can define a functional

$$c(t, z; u) = \mathbb{E} \left[ \int_t^\tau g(s, x(s), u(s))ds + \psi(\tau, x(\tau)) \right], \quad x(t) = z.$$

This functional describes the expected cost incurred by a system initialized with the initial condition $(t, z)$ under a control $u$.

For the DCIH MDP, we consider only time-invariant dynamical systems where (4.1) is modified according to

$$dx(t) = B(x(t), u(t))dt + D(x(t), u(t))dw(t), \quad x(0) = z, \text{ for } z \in \mathcal{O}.$$  

In this case, the exit time must be modified because the system could evolve indefinitely. Therefore, we follow Fleming and Soner [44] and define the exit time $\tau$ as either the first time that the state $x(s)$ exits from $\mathcal{O}$, or we set $\tau = \infty$ if the state remains forever within $\mathcal{O}$, i.e., $x(s) \in \mathcal{O}$ for all $s \geq 0$. Within this formulation, we can still use a terminal cost $\psi$ for the cases when $\tau < \infty$. In order to accommodate finite exit times, we use the indicator function $\chi_{\tau<\infty}$ that evaluates to one if the state exits $\mathcal{O}$ and to zero otherwise. The cost functional for the DCIH MDP is

$$c(z; u) = \mathbb{E} \left[ \int_0^\tau e^{-\beta s}g(s, x(s), u(s))ds + \chi_{\tau<\infty}e^{-\beta \tau}\psi(\tau, x(\tau)) \right], \quad x(0) = z,$$
where $\beta > 0$ is a discount factor. For this problem to be well-defined, we require that the cost until exit is bounded [44]

$$
\mathbb{E} \left[ \int_0^\tau \exp^{-\beta s} \left| g(s, x(s), u(s)) \right| ds \right] \leq \infty.
$$

### 4.1.3 Markovian policies

A *Markov control policy* is a mapping $\mu : T \times \mathcal{X} \rightarrow \mathcal{U}$ that assigns a control input to each time and state. An admissible control is then obtained as a realization of the policy $u(t) = \mu(t, x(t))$.

For each of the problem formulations described above, we can correspondingly denote the cost functional associated with a specific Markov policy $\mu$ to be

$$
c_\mu(t, z) = \mathbb{E} \left[ \int_t^\tau g(s, x(s), \mu(s, x(s))) ds + \psi(\tau, x(\tau)) \right], \quad x(t) = z,
$$

for the FCFH MDP, and

$$
c_\mu(z) = \mathbb{E} \left[ \int_0^\tau e^{-\beta s} g(s, x(s), \mu(s, x(s))) ds + \chi_{\tau<\infty} e^{-\beta \tau} \psi(x(\tau)) \right], \quad x(0) = z,
$$

for the DCIH MDP. Let $y = (t, z)$ denote the product state of the FCFH MDP and $y = z$ refer to the state of the DCIH MDP. The goal of the stochastic control problem is to seek an *optimal* cost $c_{\mu^*}$ with the following property

$$
c_{\mu^*}(y) = \inf_{\mu} c_{\mu}(y),
$$

for all $y$ subject to (4.1). Under certain conditions one can show that a Markov policy is at least as good as any other arbitrary $\mathcal{F}_t$-adapted policy; see for example Theorem 11.2.3 by Øksendal [91]. In this dissertation, we assume these conditions exist and only work with Markov control policies. Markov control policies allow us to avoid storing full state trajectories of the system when considering what action to apply. Since they only require knowledge of the current time and state, they are computationally efficient to use in practice.
4.1.4 Dynamic programming

In the dynamic programming problem, we seek an optimal value function $v(t, z)$ that is equal to the optimal cost functional

$$v(t, z) = \inf_{\mu} c_\mu(t, z) \text{ for all } z \in \mathcal{O}.$$ 

For continuous-time and continuous-space SOC the optimal value function is the solution of a Hamilton-Jacobi-Bellman (HJB) partial differential equation (PDE) [44]. The HJB PDE is defined using a function called a Hamiltonian. Let $\mathcal{S}^d_+$ denote the set of symmetric, nonnegative definite matrices. Let $A \in \mathcal{S}^d_+$ and $A = \mathcal{D}\mathcal{D}^T$, then the trace $\text{tr } A A$ is defined as

$$\text{tr } A A = \sum_{i,j}^d A[i,j] A[i,j].$$

Finally, for $(t, z) \in \mathcal{D}$, $p \in \mathcal{X}$, $A \in \mathcal{S}^d_+$, the Hamiltonian is defined as

$$\hat{H}(t, z, p, A) = \sup_{u \in \mathcal{Y}} \left[ -B(t, z, \bar{u}) \cdot p - \frac{1}{2} \text{tr } A(t, z, \bar{u}) A - g(t, z, \bar{u}) \right]$$

The dynamic programming equation, called the HJB PDE, for the FCFH MDP is then defined as

$$-\frac{\partial v}{\partial t} + \hat{H}(t, z, \nabla v, D_x^2 v) = 0, \quad (t, z) \in \mathcal{D},$$

where $D_x^2$ is the Hessian operator. Let

$$\partial^* \mathcal{D} = ([t_0, t_1] \times \partial \mathcal{O}) \cup (\{t_1\} \times \mathcal{O}),$$

denote the boundary of the product state space. Then, the boundary conditions for the HJB PDE are given by

$$v(t, z) = \psi(t, z) \quad \text{for } (t, z) \in \partial^* \mathcal{D}.$$
This PDE is of parabolic type. It is called uniformly parabolic if there exists a $c > 0$ such that
\begin{equation}
\sum_{i,j} A[i,j](t, x, \bar{u}) \xi_i \xi_j \geq c|\xi|^2,
\end{equation}
for $\xi \in \mathbb{R}^d$, otherwise it is of degenerate parabolic type [44].

For the DCIH MDP, the Hamiltonian and corresponding HJB PDE are no longer time dependent. The HJB PDE is defined according to
\begin{equation}
\beta v + \bar{H}(z, \nabla v, D_z^2 v) = 0, \quad z \in \mathcal{O},
\end{equation}
with boundary conditions
\begin{equation}
v(z) = \psi(z), \quad z \in \partial \mathcal{O}.
\end{equation}
If the diffusion satisfies condition (4.3) then the HJB PDE is a uniformly elliptic equation having a smooth and unique solution when $\mathcal{O}$ is bounded. Otherwise, the equation is of degenerate elliptic type [44].

### 4.2 Discretization-based solution algorithms

The Markov chain approximation (MCA) [81] and other discretization based methods, e.g., the method prescribed by Tsitsiklis [121], for solving the SOC problem rely on first discretizing the state space and dynamics described by (4.1) and then solving the resulting discrete-time and discrete-space MDP. The discrete MDP can be solved using standard techniques from dynamic programming such as value iteration (VI) or policy iteration (PI) or other approximate dynamic programming techniques [12, 13, 15, 81, 102].

In Section 4.2.1, we provide a brief overview of discrete MDPs. In Section 4.2.2 we describe the MCA framework for discretizing continuous SOC to a discrete MDP. Finally, in Section 4.2.3, we then describe three classical solution algorithms: value iteration, policy iteration, and multilevel methods.
4.2.1 Discrete-time and discrete-space Markov decision processes

The MDP resulting from the MCA with discretization level $h$ is a tuple $\mathcal{M}^h = (\mathcal{X}^h, \mathcal{U}, p^h, g^h, \psi^h)$, where $\mathcal{X}^h$ is the set of discrete states, $p^h(\cdot, \cdot \mid z) : \mathcal{X}^h \times \mathcal{X}^h \times \mathcal{U} \to [0, 1]$ is function that denotes the transition probabilities satisfying $\sum_{z' \in \mathcal{X}^h} p^h(z, z' \mid \bar{u}) = 1$ for all $z \in \mathcal{X}^h$ and all $\bar{u} \in \mathcal{U}$, $g^h$ is the stage cost of the discrete system, and $\psi^h$ is the terminal cost of the discrete system.

The transition probabilities replace the drift and diffusion terms of the SDE as the description for the evolution of the state. For example, when the process is at state $z \in \mathcal{X}^h$ and action $\bar{u} \in \mathcal{U}$ is applied, the next state of the process becomes $z' \in \mathcal{X}^h$ with probability $p^h(z, z' \mid \bar{u})$. Define the state transitions to occur at discrete intervals $\mathcal{T}^h = \{t_0, t_1, t_2, \ldots, t_N\}$.

In this discrete setting, Markov policies are now mappings $\mu : \mathcal{T}^h \times \mathcal{X}^h \to \mathcal{U}$ defined from a discrete state space rather than from the continuous space $\mathcal{X}$. Furthermore, the cost functional becomes a multidimensional array $c_\mu : \mathcal{T}^h \times \mathcal{X}^h \to \mathbb{R}$. The cost associated with a particular trajectory and policy, for a finite horizon, discrete time system, i.e., $t_0 = 0, t_1 = 1, t_2 = 2, \ldots$, is

$$c_\mu (t_0, z) = \mathbb{E} \left[ \sum_{i=1}^{N} \gamma^i g^h(t_k, x(t_k), \mu(t_k, x(t_k))) + \psi^h(t_N, x(t_N)) \right], \quad x(t_0) = z$$

for $z \in \mathcal{X}^h$, where $0 < \gamma < 1$ is the discount factor. The Bellman equation, a discrete analogue of the HJB PDE, describing the optimality of this discretized problem is

$$v^h(t_k, z) = \min_{u \in \mathcal{U}} \left[ g^h(t_k, z, \bar{u}) + \gamma \sum_{z' \in \mathcal{X}^h} p^h(z, z' \mid \bar{u}) v^h(t_{k+1}, z') \right],$$

where $v^h$ is the optimal discretized value function. The solution of the Bellman equation satisfies

$$v^h(t, z) = \inf_{\mu} c_\mu(t, z),$$

and therefore also solves the discrete optimal stochastic control problem [13].
In this dissertation, we only consider the value function to be a function of the state and independent of time. In this case, we are required to assume that the stage costs are also independent of time, i.e., \( g^h : \mathcal{X}^h \to \mathbb{R} \), and the Bellman equation may be modified according to

\[
v^h(z) = \min_{\bar{u} \in \mathcal{U}} \left[ g^h(z, \bar{u}) + \gamma \sum_{z' \in \mathcal{X}^h} p^h(z, z'|\bar{u}) v^h(z') \right].
\]  

(4.4)

For those cases when the value function is time dependent, for example in finite horizon problems, one can always augment the state space with the time variable to create a new value function that is a function of the augmented (or product) state space.

4.2.2 Markov chain approximation method

The MCA method, developed by Kushner and co-workers [79-81], constructs a sequence of discrete MDPs such that the solution of the MDPs converge to the solution of the original continuous-time continuous-space problem.

Let \( \{\mathcal{M}^{ht} : \ell \in \mathbb{N}\} \) be a sequence of MDPs, where each \( \mathcal{M}^{ht} = (\mathcal{X}^{ht}, \mathcal{U}, p^{ht}, g^{ht}, \psi^{ht}) \) is defined as before. Define \( \partial\mathcal{X}^{ht} \) as the subset of \( \mathcal{X}^{ht} \) that falls on the boundary of \( \mathcal{X} \), i.e., \( \partial\mathcal{X}^{ht} = \partial\mathcal{X} \cap \mathcal{X}^{ht} \). Let \( \{\Delta t^\ell : \ell \in \mathbb{N}\} \), where \( \Delta t^\ell : \mathcal{X}^{ht} \to \mathbb{R}_+ \), be a sequence holding times. Let \( \{\xi^i : i \in \mathbb{N}\} \), where \( \xi^i \in \mathcal{X}^{ht} \), be a (random) sequence of states that describe the trajectory of \( \mathcal{M}^{ht} \). We use holding times as interpolation intervals to generate a continuous-time trajectory from this discrete trajectory as follows. With a slight abuse of notation, let \( \xi^n : \mathbb{R}_0 \to \mathcal{X}^{ht} \) denote the continuous-time function defined as follows: \( \xi^n(\tau) = \xi^i \) for all \( \tau \in [t^i, t^i + 1) \), where \( t^i = \sum_{k=0}^{i-1} \Delta t^k(\xi_k) \).

Let \( \{u^\ell_i : i \in \mathbb{N}\} \), where \( u^\ell_i \in \mathcal{U} \), be a sequence of control inputs defined for all \( \ell \in \mathbb{N} \). Then, we define the continuous time interpolation of \( \{u^\ell_i : i \in \mathbb{N}\} \) as \( u^\ell(\tau) = u^\ell_i \) for all \( \tau \in [t^\ell_i, t^\ell_{i+1}) \). An illustration of this interpolation is provided in Figure 4-1.

The following result by Kushner and co-workers characterizes the conditions under which the trajectories and value functions of the discrete MDPs converge to those of
Figure 4-1: An illustration of a continuous-time interpolation of a discrete process arising from the Markov chain approximation.

the original continuous-time continuous-space stochastic system.

**Theorem 6** (See Theorem 10.4.1 by Kushner and Dupuis [81]). *Suppose the sequence \{M^\ell : \ell \in \mathbb{N}\} of MDPs and the sequence \{\Delta t^\ell : \ell \in \mathbb{N}\} holding times satisfy the following conditions: For any sequence of inputs \{u_i^{\ell} : i \in \mathbb{N}\} and the resulting sequence of trajectories \{\xi_i^{\ell} : i \in \mathbb{N}\} if

\[
\lim_{\ell \to \infty} \Delta t^\ell(z) = 0, \text{ for all } z \in \mathcal{X},
\]

and

\[
\lim_{\ell \to \infty} \frac{\mathbb{E}[\xi_{i+1}^{\ell} - \xi_i^{\ell} | \xi_i^{\ell} = z, u_i^{\ell} = \bar{u}]}{\Delta t^\ell(z)} = B(z, \bar{u}),
\]

\[
\lim_{\ell \to \infty} \frac{\text{Cov} [\xi_{i+1}^{\ell} - \xi_i^{\ell} | \xi_i^{\ell} = z, u_i^{\ell} = \bar{u}]}{\Delta t^\ell(z)} = D(z, \bar{u}),
\]

for all \( z \in \mathcal{X} \) and \( \bar{u} \in \mathcal{U} \). Then, the sequence \{(\xi_i^{\ell}, u_i^{\ell}) : \ell \in \mathbb{N}\} of interpolations converges in distribution to \((x, u)\) that solves the integral equation with differential form given by (4.1). Let \( v^{\ell} \) denote the optimal value function for the MDP \( M^{\ell} \). Then, for all \( z \in \mathcal{X}^{\ell} \),

\[
\lim_{\ell \to \infty} |v^{\ell}(z) - v(z)| = 0.
\]
The conditions of this theorem are often called the *local consistency conditions.* Roughly speaking, the theorem states that the trajectories of the discrete MDPs will converge to the trajectories of the original continuous-time stochastic dynamical system if the local consistency conditions are satisfied. Furthermore, in that case, the value function of the discrete MDPs also converge to that of the original stochastic optimal control problem. A discretization that satisfies the local consistency conditions is called a *consistent discretization.* Once a consistent discretization is obtained, standard dynamic programming algorithms such as value iteration or policy iteration [12] can be used for its solution.

**Discretization procedures**

In this section, we provide a general discretization framework described by Kushner and Dupuis [81] along with a specific example. For the rest of the dissertation, we will drop the subscript \( \ell \) from \( h_\ell \), and simply refer to the discretization level \( h \) with \( h > 0 \).

First, let \( \mathcal{X}^h \subset \mathcal{X} \) denote a discrete set of states. For each state \( z \in \mathcal{X}^h \) define a finite set of vectors \( M(z) = \{v_{i,z} : i < m(z)\} \), where \( v_{i,z} \in \mathbb{R}^d \) and \( m(z) : \mathcal{X}^h \to \mathbb{N} \) is uniformly bounded. These vectors denote directions from a state \( z \) to a neighboring set of states \( \{y : y = z + hv_{i,z}, i \leq m(z)\} \subset \mathcal{X}^h \). A valid discretization is described by the functions \( q^0_i(z) : \mathcal{X}^h \to \mathbb{R} \) and \( q^1_i(z, \bar{u}) : \mathcal{X}^h \times \mathcal{U} \to \mathbb{R} \) that satisfy

\[
B(z, \bar{u}) = \sum_{v_{i,z} \in M(z)} q^0_i(z, \bar{u}) v_{i,z}, \text{ for all } \bar{u},
\]

\[
D(z) = \sum_{v_{i,z} \in M(z)} q^1_i(z) v_{i,z} v'_{i,z},
\]

\[
\sum_{v_{i,z} \in M(z)} q^1_i(z) v_{i,z} = 0,
\]

\[
h q^0_i(z, \bar{u}) + q^1_i(z) \geq 0,
\]

\[
q^1_i(z) > 0,
\]

where the third condition is used to guarantee that each \( q^1_i \) only contributes to the
variance of the chain and not the mean, and the fourth and fifth conditions will guarantee non-negative transition probabilities. After finding $q^1_i$ and $q^0_i$ that satisfy these conditions, the discrete MDP is described by the normalizing constant

\[ q^h(z, \bar{u}) = \sum_{v_{i,z} \in M(z)} [h q^0_i(z, \bar{u}) + q^1_i(z)] \]

that satisfies $q^h(z, \bar{u}) > 0$, the interpolation interval

\[ \Delta t^h(z, \bar{u}) = \frac{h^2}{q^h(z, \bar{u})} \]

that must tend to zero as $h \to 0$, the transition probabilities

\[ p^h(z, z + hv_{i,z}|\bar{u}) = \frac{h q^0_i(z, \bar{u}) + q^1_i(z)}{q^h(z, \bar{u})}, \]

the stage costs

\[ g^h(z, \bar{u}) = \frac{\Delta t^h(z, \bar{u})}{q^h(z, \bar{u})} g(z, \bar{u}), \]

and, finally, the discount factor

\[ \gamma = \exp(-\beta \Delta t^h). \]

It is easy to verify that these conditions satisfy local consistency, and we refer the reader to the work of Kushner and Dupuis [81] for more details.

**Example: Upwind differencing.** One valid discretization of the MCA is obtained using upwind differencing. This procedure tries to “push” the current state of the system in the direction of the drift dynamics on average, and we use it for all of the numerical examples in Section 4.5.

Consider the sample discretization of a two dimensional state space provided in Figure 4-2. The state is discretized with a spacing of $h_1$ in the first dimension and $h_2$ in the second dimension. In this example, the directions $v_{i,z}$ are independent of $z$, and thus we drop the subscript $z$ and refer simply to $v_i$. Let the discretization level
be defined according to $h = \min(h_1, h_2)$ so that transition directions $v_i$ are defined according to

$$v_1 = -\frac{h_1}{h} e_1, \quad v_2 = \frac{h_1}{h} e_1, \quad v_3 = -\frac{h_2}{h} e_2, \quad v_4 = \frac{h_2}{h} e_2.$$  

The directions $v_i$ do not need to be the same length as the discretization size of the state space. In particular, their length is the ratio between the grid size in the particular direction and the finest discretization. This characteristic will ensure local consistency even for cases when the discretization is different in each direction by causing the transition probabilities to take the relative discretizations of each dimension into account.

In the two dimensional state space, the output of the drift can be indexed according to $B[1]$ and $B[2]$. Furthermore, assume that the diffusion is defined so that $A(z) = D(z)D^T(z)$ is a diagonal matrix—$A(z) = \text{diag}([A[1, 1](z), A[2, 2](z)])$. Let $B[i](z, \bar{u})^+ = \max(0, B[i](z, \bar{u}))$, and finally let $B[i](z, \bar{u})^- = \max(0, -B[i](z, \bar{u}))$. Then, a locally consistent discretization is one defined by
\[ q_1^0(z, \bar{u}) = \frac{h}{h_1} B[1](z, \bar{u})^-, \quad q_1^1 = \left( \frac{h}{h_1} \right)^2 \frac{A[1,1](z)^2}{2}, \]
\[ q_2^0(z, \bar{u}) = \frac{h}{h_1} B[1](z, \bar{u})^+, \quad q_2^1 = \left( \frac{h}{h_1} \right)^2 \frac{A[1,1](z)^2}{2}, \]
\[ q_3^0(z, \bar{u}) = \frac{h}{h_2} B[2](z, \bar{u})^-, \quad q_3^1 = \left( \frac{h}{h_2} \right)^2 \frac{A[2,2](z)^2}{2}, \]
\[ q_4^0(z, \bar{u}) = \frac{h}{h_2} B[2](z, \bar{u})^+, \quad q_4^1 = \left( \frac{h}{h_2} \right)^2 \frac{A[2,2](z)^2}{2}, \]

Suppose the drift is such that \( B[1](z, \bar{u}) > 0 \) and \( B[2](z, \bar{u}) < 0 \) then we can verify

\[
\sum_{i \in M(z)} q_i^0(z, \bar{u}) v_i = \frac{h}{h_1} B[1](z, \bar{u})^+ \frac{h_1}{h} e_1 + \frac{h}{h_2} B[2](z, \bar{u})^- \left( -\frac{h_2}{h} e_2 \right) \\
= \begin{bmatrix}
B[1](z, \bar{u}) \\
B[2](z, \bar{u})
\end{bmatrix} = B(z, \bar{u})
\]

All the other conditions can be similarly verified.

We can also tally the computational cost of this upwind differencing procedure. The computation of the transition probabilities, for some state \( z \) and control \( \bar{u} \), requires the evaluation of the drift and diffusion. Suppose that this evaluation requires \( n_{op} \) operations. Assembling each \( q_i^0(z, \bar{u}) \) and \( q_i^1 \) requires two operations: multiplication and division. Since there are \( 2d \) neighbors for each \( z \), the evaluation of all of them requires \( 4d \) operations.

Next, the computation of the normalization \( q^h \) involves summing all of the \( q_i^0 \) and \( q_i^1 \), a procedure requiring \( 4d \) operations. Computing the interpolation interval requires a single division, computing the discrete stage cost requires a division and multiplication, and computing the discount factor requires exponentiation. Together, these operations mean that the computational complexity of discretizing the SOC for some state \( z \) and control \( \bar{u} \) using upwind differencing is linear with dimension

\[ O(n_{op} + d). \quad (4.5) \]
Boundary conditions

The discretization methods described in the previous section apply to the interior nodes of the state space. To numerically solve optimal stochastic control problems, however, one typically needs to restrict the state space to a particular region. Furthermore, to utilize low-rank tensor methods in high dimensions, we design $\mathcal{G}$ to be a hypercube. Because of the state truncation, we assign boundary conditions for the discrete MDP. Three boundary conditions are commonly used: periodic, absorbing, and reflecting boundary conditions.

A periodic boundary condition maps one side of the domain to the other. For example consider $\mathcal{G} = (-1,1)^2$. Then, if we define a periodic boundary condition for the first dimension, we mean that $z = (-1, \cdot)$ and $z' = (1, \cdot)$ are equivalent states.

Absorbing boundary conditions dictate that if the Markov process enters $\partial \mathcal{G}$ at the exit time $\tau$, then the process terminates and terminal costs are incurred.

Reflecting boundary conditions are often imposed when one does not want to end the process at the boundary and periodic boundaries are not appropriate. In these cases, the stochastic process is modeled with a jump diffusion. The jump diffusion term is responsible for keeping the process within $\mathcal{G}$. In our case, we will assume that the jump diffusion term instantaneously "reflects" the process using an orthogonal projection back into the state space $\mathcal{G}$. For example, if the system state is $z \in \mathcal{G}$ and the Markov process transitions to $z' = z + he_k$ such that $z' \in \partial \mathcal{G}$, then the system immediately returns to the state $z$. Therefore, we can eliminate $z'$ from the discretized state space and adjust the self transition probability to be

$$p^h(z, z|\bar{u}) \leftarrow p^h(z, z|\bar{u}) + p^h(z, z'|\bar{u}).$$

In other words, the probability of self transitioning is increased by the probability of transitioning to the boundary.
4.2.3 Value iteration, policy iteration, and multilevel methods

We now describe algorithms for solving the DCIH MDP given by (4.4). In particular, we describe the value iteration (VI) algorithm and the policy iteration (PI) algorithm. Then, we describe a multi-level algorithm that is able to use coarse-grid solutions to generate solutions of fine-grid problems. FT-based versions of these algorithms will then be described in Section 4.3.

DP equations

We now describe some notation and basic properties of the DP equations that are used within VI and PI. Let $\mathcal{R}^h$ be the set of real-valued functions $w^h : \mathcal{X}^h \to \mathbb{R}$. Let the functional $H^h : \mathcal{X}^h \times \mathcal{U} \times \mathcal{R}^h$ be defined as

$$H^h(z, \bar{u}, w^h) := g^h(z, \bar{u}) + \gamma \sum_{z' \in \mathcal{X}^h} p^h(z, z'|\bar{u})w^h(z').$$

(4.6)

Then, for a given policy $\mu$ we define operator $T^h_\mu : \mathcal{R}^h \to \mathcal{R}^h$ as

$$T^h_\mu(w^h)(z) := H^h(z, \mu(z), w^h), \quad \forall z \in \mathcal{X}^h, w^h \in \mathcal{R}^h$$

We denote another mapping $T^h : \mathcal{R}^h \to \mathcal{R}^h$ that corresponds to the Bellman equation (4.4) describing the optimal value function according to

$$T^h(w^h)(z) := \min_{\mu(z)} H^h(z, \bar{u}, w^h), \quad \forall z \in \mathcal{X}^h, w^h \in \mathcal{R}^h.$$ 

Using these operators we can denote two important fixed-point equations. The first describes the value function $w^h$ that corresponds to a fixed policy $\mu$

$$w^h = T^h_\mu(w^h).$$

(4.7)

The second equation describes the optimal value function $v^h$

$$v^h = T^h(v^h).$$

(4.8)
Assumptions for algorithm convergence

Three assumptions are necessary to guarantee existence and uniqueness of the above DP equations, and to validate their associated solution algorithms.

**Assumption 1** (Assumption A1.1 by Kushner and Dupuis [81]). The functions \( p^h(z, z'|u) \) and \( g^h(z, u) \) are continuous with respect to \( u \) for all \( z, z' \in X^h \).

The second assumption involves contraction, and we provide a definition of contraction below.

**Definition 19** (Contraction). Let \( \mathcal{Y} \) be a normed vector space with the norm \( ||\cdot|| \). A function \( f : \mathcal{Y} \to \mathcal{Y} \) is a contraction mapping if for some \( \gamma \in (0, 1) \) we have

\[
||f(y) - f(y')|| \leq \gamma ||y - y'||, \quad \forall y, y' \in \mathcal{Y}.
\]

The second assumption is now provided.

**Assumption 2** (Assumption A1.2 by Kushner and Dupuis [81]). (i) There is at least one admissible feedback policy \( \mu \) such that \( T^h_\mu \) is a contraction, and the infima of the costs over all admissible policies is bounded from below. (ii) \( T^h_\mu \) is a contraction for any feedback policy for which the associated cost is bounded.

The third assumption involves the repeated application \( T^h_\mu \).

**Assumption 3** (Assumption A1.3 by Kushner and Dupuis [81]). Let \( P_\mu = \{p^h(z, z'|\mu(z)) : z, z' \in X^h\} \) be the matrix formed by the transition probabilities of the discrete-state MDP for a fixed policy \( \mu \). If the value functions associated with the use of policies \( \mu_1, \ldots, \mu_n, \ldots \) in sequence, is bounded, then

\[
\lim_{n \to \infty} P_{\mu_1} P_{\mu_2} \cdots P_{\mu_n} = 0
\]

Value iteration algorithm

Value iteration is a fixed-point (FP) iteration for obtaining the optimal value function \( v^h \). It works by starting with an initial guess \( v^h_0 \in \mathcal{R}^h \) and defining a sequence \( \{v^h_k\} \)
of value functions through the iteration \( v^h_{k+1} = T_h(v^h_k) \). Theorem 7 guarantees the convergence of this algorithm.

**Theorem 7** (Jacobi iteration, Theorem 6.2.2 by Kushner and Dupuis [81]). Let \( \mu \) be an admissible policy such that \( T^h_\mu \) is a contraction. Then for any initial vector \( w^h_0 \in \mathcal{R}^h \), the sequence \( w^h_k \) defined by

\[
    w^h_{k+1} = T^h_\mu(w^h_k)
\]

(4.9)

converges to \( w^h \), the unique solution to (4.7). Assume Assumptions 1, 2, and 3. Then for any vector \( v^h_0 \in \mathcal{R}^h \), the sequence recursively defined by

\[
    v^h_{k+1} = T_h(v^h_k)
\]

(4.10)

converges to the optimal value function \( v^h \), the unique solution to (4.8).

Indeed (4.10) is the FP iteration that is the value iteration algorithm. In Section 4.3.2, we will describe how to exploit low-rank structure within this algorithm.

**Policy iteration algorithm**

Policy iteration (PI) is another way to solve the MDP. Roughly, it is analogous to a gradient descent method, and our experiments indicate that it generally converges faster than VI. The basic idea is to start with a Markov policy \( \mu_0 \) and to generate a sequence of policies \( \{\mu_k\} \), according to

\[
    \mu_k = \arg \min_\mu \left[ T^h_\mu(w^h_{k-1}) \right], \quad (4.11)
\]

and associated value functions \( \{w^h_k\} \), that satisfy (4.7), i.e.,

\[
    w^h_k = T^h_{\mu_k}(w^h_k). \quad (4.12)
\]

Theorem 8 provides the conditions under which this iteration converges.
Theorem 8 (Policy iteration, Theorem 6.2.1 by Kushner and Dupuis [81]). Assume Assumptions 1 and 2. Then there is a unique solution to (4.8), and it is the infimum of the value functions over all time independent feedback policies. Let $\mu_0$ be an admissible feedback policy such that the corresponding value function $w_0^\mu$ is bounded. For $k \geq 1$, define the sequence of feedback policies $\mu_k$ and costs $w_k^\mu$ recursively by (4.11) and (4.12). Then $w_k^\mu \rightarrow v^\mu$. Under the additional condition given by Assumption 3, $v^\mu$ is the infimum of the value functions over all admissible policies.

Note that policy iteration requires the solution of a linear system (4.12). Furthermore, Theorem 7 states that since $T^\mu_\mu$ is a contraction mapping that a FP iteration can also be used to solve this system. This property leads to a modification of the policy iteration algorithm called optimistic policy iteration [13]. Optimistic policy iteration substitutes $n_{fp}$ steps of FP iterations for solving (4.12) to create a more computationally efficient algorithm. The assumptions necessary for convergence of optimistic PI are the same as those for PI and VI, and we refer the reader to the work of Bertsekas [13] for more details. In Section 4.3.3, we will describe a low-rank version of optimistic PI that uses the FT decomposition.

Multi-level algorithms

Multigrid [19, 120] techniques have been successful at obtaining solutions to many problems by exploiting multiscale structure of the problem. For example, they are able to effectively leverage solutions of linear systems at coarse discretization levels for solving finely discretized systems.

We describe how to apply these ideas within DP for two purposes: the initialization of fine-grid solutions with coarse-grid solutions and for the solution of the linear system (4.12) within policy iteration. Since our experiments indicate that fine-grid problems typically require more iterations to converge, initialization with a coarse-grid solution offers the opportunity for dramatic speedups. Furthermore, since we expect the solution to converge to the continuous solution as the grid is refined, we expect the number of iterations required for convergence to decrease as the grid is refined.
The simplest multi-level algorithm is the one-way discretization algorithm that sequentially refines coarse-grid solutions of (4.8) by searching for solutions on a grid starting from an initial guess obtained from the solution of a coarser problem. This procedure was analyzed in detail for shortest path or MDP style problems by Chow and Tsitsiklis in [28]. The pseudocode for this algorithm provided in Algorithm 8. In Algorithm 8, a set of \( \kappa \) discretization levels \( \{ h_1, h_2, \ldots, h_\kappa \} \) such that for \( j > i \) we have \( h_j > h_i \), are specified. Furthermore, the operator \( I_{2h}^h \) interpolates the solution of the \( h_{k+1} \) grid onto the \( h_k \) grid. Then a sequence of problems, starting with the coarsest, are solved until the fine-grid solution is obtained.

**Algorithm 8** One-way multigrid [28]

**Require:** Set of discretization levels \( \{ h_1, h_2, \ldots, h_\kappa \} \); Initial cost function \( v_0^{h_\kappa} \)

1: \( v^{h_\kappa} \leftarrow \text{Solve (4.8) starting from } v_0^{h_\kappa} \)
2: for \( k = \kappa - 1 \ldots 1 \) do
3: \( v_0^{h_k} = I_{h_{k+1}}^{h_k} v^{h_{k+1}} \)
4: \( v^{h_k} \leftarrow \text{Solve (4.8) starting from } v_0^{h_k} \)
5: end for

Multigrid techniques can also be used for solving the linear system (4.7) within the context of policy iteration. Recall that for a fixed policy \( \mu \), this system can be equivalently written using a linear operator \( \Pi_\mu^h \) defined according to

\[
\Pi_\mu^h(w^h)(z) = w^h(z) - \gamma \sum_{z' \in \mathcal{X}^h} p^h(z, z'|\mu(z)) w^h(z'), \quad \forall z \in \mathcal{X}^h.
\]

Therefore, for a fixed policy \( \mu \) the corresponding value function satisfies

\[
\Pi_\mu^h(w^h) = g^h. \tag{4.13}
\]

Typically, we do not expect to satisfy this equation exactly, rather we will have an approximation \( \tilde{w}^h \) that yields a non-zero residual

\[
r^h = g^h - \Pi_\mu^h(\tilde{w}^h). \tag{4.14}
\]

In addition to the residual, we can define the difference between the approximation
and the true minimum as $\Delta w^h = w^h - \hat{w}^h$. Since, $\Pi_{\mu}^h$ is a linear operator, we can replace $\hat{w}^h$ in (4.14) to obtain

$$r^h = g^h - \Pi_{\mu}^h(w^h - \Delta w^h)$$
$$= g^h - \Pi_{\mu}^h(w^h) + \Pi_{\mu}^h(\Delta w^h)$$
$$= \Pi_{\mu}^h(\Delta w^h)$$

Thus, if solve for $\Delta w^h$, then we can update $\hat{w}^h$ to obtain the solution

$$w^h = \Delta w^h + \hat{w}^h.$$

In order for multigrid to be a successful strategy, we typically assume that the residual $r^h$ is “smooth,” and therefore we can potentially solve for $\Delta w^h$ on a coarser grid. The coarse grid residual is

$$r^{2h} = \Pi_{\mu}^{2h}(\Delta w^{2h})$$

where we now choose the residual to be the restriction, denoted by operator $I_{h}^{2h}$, of the fine-grid residual

$$r^{2h} = I_{h}^{2h}r^h.$$

Combining these two equations we obtain an equation for $\Delta w^{2h}$

$$\Pi_{\mu}^{2h}(\Delta w^{2h}) = I_{h}^{2h}r^h \tag{4.15}$$

Note that the relationship between the linear operators $T_{\mu}^{2h}$ and $\Pi_{\mu}^{2h}$ displayed by (4.7) and (4.13) lead to an equivalent equation for the error given by

$$\Delta w^{2h} = T_{\mu}^{2h}(\Delta w^{2h}; r^{2h}), \tag{4.16}$$

where we specifically denote that the stage cost is replaced by $r^{2h}$. Since $T_{\mu}^{2h}$ is a contraction mapping we can use the FP iteration (4.9) to solve this equation.
After solving the system (4.15) above we can obtain the correction at the fine grid

\[ \tilde{w}^h \leftarrow \tilde{w}^h + I_{2h}^h \Delta w^{2h} \] (4.17)

In order, to obtain smooth out the high frequency components of the residual \(r^h\) one must perform "smoothing" iteration instead of the typical iteration \(T^h_{\mu}\). These iterations are typically Gauss-Seidel relaxations or weighted Jacobi iterations. Suppose that we start with \(\tilde{w}^h_k\), then using the weighted Jacobi iteration we obtain an update \(\tilde{w}^h_{k+1}\) through the following two equations

\[
\begin{align*}
\tilde{w}^h &= T^h_{\mu}(\tilde{w}^h_k, g^h), \\
\tilde{w}^h_{k+1} &= \omega \tilde{w}^h + (1 - \omega) \tilde{w}^h_k,
\end{align*}
\]

for \(\omega > 1\). To shorten notation, we will denote these equations by the operator \(T^h_{c,\mu}\) such that

\[ \tilde{w}^h_{k+1} = T^h_{c,\mu}(\tilde{w}^h_k, g^h). \]

We have chosen to use the weighted Jacobi iteration since it can be performed by treating the linear operator \(T^h_{\mu}\) as a black-box FP iteration, i.e., the algorithm takes as input a value function and outputs another value function. Thus, we can still wrap the low-rank approximation scheme around this operator. A relaxed Gauss-Seidel relaxation would require sequentially updating elements of \(\tilde{w}^h_k\), and then using these updated elements for other element updates. For more details on the reasons for these smoothing iterations within multigrid, we refer to [19, 81, 120].

Combining all of these notions we can design many multigrid methods. We will demonstrate a low-rank version of two-level V-grid in Algorithm 11 in the next section.

### 4.3 Low-rank dynamic programming algorithms

In this section, we describe how to leverage the compressed continuous computation framework described in Chapters 2 and 3 to solve the dynamic programming equations
arising from SOC. Specifically, we describe how to represent value functions in FT format and how to perform FT-based versions of VI, PI, and multigrid.

4.3.1 FT representation of value functions

The MCA method is used to approximate a continuous-space stochastic control problem with a discrete state Markov decision process. In this framework, the continuous value functions $w$ are approximated by their discrete counterparts $w^h$. To leverage low-rank decompositions, we focus our attention on situations where the discrete value functions represent the cost of discrete MDPs defined using a tensor-product discretization of the state space. Therefore, $w^h$ can be interpreted as a $d$-way array. In order to combat the curse of dimensionality associated with storing and computing $w^h$ we propose to use continuous tensor decompositions.

Let $\mathcal{X} = \mathcal{X}_1 \times \mathcal{X}_2 \times \cdots \times \mathcal{X}_d$ denote a tensor-product state space. The space of the $i$th state variable is defined as $\mathcal{X}_i = [a_i, b_i]$, for $a_i, b_i \in \mathbb{R}$ that have the property $a_i < b_i$. A tensor-product discretization $\mathcal{X}^h$ of $\mathcal{X}$ involves discretizing each dimension into $n$ nodes to form $\mathcal{X}_i^h \subset \mathcal{X}_i$ where

$$\mathcal{X}_i^h = \{z_1^{(i)}, z_2^{(i)}, \ldots, z_n^{(i)}\}, \quad \text{where } z_k^{(i)} \in \mathcal{X}_i \text{ for all } k.$$ 

A discretized value function $w^h$ can therefore be viewed as a vector with $n^d$ elements.

Practically, the MCA method guarantees that the solution to the discrete MDP approximates the solution to the SOC, i.e., $v^h \approx v$, for small enough discretizations. This approximation, however, is ill-defined since $v^h$ is a multidimensional array and $v$ is a multivariate function. Furthermore, a continuous control law requires the ability to determine the optimal control for a system when it is in a state that is not included in the discretization. Therefore, it is necessary to use the discrete value function $w^h \in \mathcal{R}^h$ to develop a value function that is a mapping from the continuous space $\mathcal{X}$ to the reals.

To this end, we slightly abuse notation and interpret $w^h$ as both a value function of the discrete MDP and as an approximation to value function of the continuous
system. Furthermore, when generating this continuous space approximation, we are restricted to evaluations located only within the tensor-product discretization. In this sense, we can think of $w^h$ both as an array $w^h : {\cal X}^h \rightarrow \mathbb{R}$ in the sense that it has elements

$$w^h[i_1, \ldots, i_d] \approx w(z_1^{(i_1)}, \ldots, z_d^{(i_d)}),$$

and simultaneously as a function $w^h : {\cal X} \rightarrow \mathbb{R}$ where

$$w^h(z_1^{(i_1)}, \ldots, z_d^{(i_d)}) \approx w(z_1^{(i_1)}, \ldots, z_d^{(i_d)}).$$

It is infeasible to store the value function on a grid with $n^d$ elements due to the curse of dimensionality. We employ the FT decomposition to develop a low-rank representation of the value function.

Recall that the FT representation of a function $f$ is given by (3.4) and defined by the set of FT cores $\{F_i\}$ for $i = 1, \ldots, d$. Each of these cores is a matrix-valued function $F_i : {\cal X}_i \rightarrow \mathbb{R}^{r_{i-1} \times r_i}$ that can be visualized as an two-dimensional array of scalar-valued univariate functions:

$$F_i(x_i) = \begin{bmatrix} f_{1,1}^{(i)}(x_i) & \cdots & f_{1,r_i}^{(i)}(x_i) \\ \vdots & \ddots & \vdots \\ f_{r_{i-1},1}^{(i)}(x_i) & \cdots & f_{r_{i-1},r_i}^{(i)}(x_i) \end{bmatrix}.$$

Using this matrix-valued function representation for the cores, the evaluation of a function in the FT format can be expressed as $f(x_1, \ldots, x_d) = F_1(x_1) \ldots F_d(x_d)$.

Since we effectively can only compute $w^h$ through evaluations at uniformly discretized tensor-product grids, we employ a nodal representation of each scalar-valued univariate function

$$f_{\alpha_1,\alpha_2}^{(i,h)}(x_i) = \sum_{\ell=1}^{n} a_{\alpha_1,\alpha_2,\ell}^{(i,h)} \phi_{\ell}^h(x_i),$$

where $a_{\alpha_1,\alpha_2,\ell}^{(i,h)}$ are the coefficients of the expansion, and the basis functions $\phi_{\ell}^h : {\cal X}_i \rightarrow \mathbb{R}$.
\[ R \text{ are hat functions:} \]

\[ \phi_{t,h}(x_i) = \begin{cases} 
0 & \text{if } x_i < z_{t-1}^{(i)} \text{ or } x_i > z_{t+1}^{(i)} \\
1 & \text{if } x_i = z_t^{(i)} \\
\frac{x_i - z_{t-1}^{(i)}}{z_t^{(i)} - z_{t-1}^{(i)}} & \text{if } z_{t-1}^{(i)} \leq x_i < z_t^{(i)} \\
\frac{z_{t+1}^{(i)} - x_i}{z_{t+1}^{(i)} - z_t^{(i)}} & \text{if } z_t^{(i)} < x_i \leq z_{t+1}^{(i)} 
\end{cases} \]

Note that these basis functions yield a linear element interpolation\(^2\) of the function when evaluating it for a state not contained within \(X^h\).

We denote the FT cores of the value functions for discretization level \(h\) as \(F_i^h\).

Finally, evaluating \(w^h\) anywhere within \(X\) requires evaluating a sequence of matrix-vector products

\[ w^h(x_1, x_2, \ldots, x_d) = F_1^h(x_1)F_2^h(x_2)\cdots F_d^h(x_d), \quad \text{for all } x_i \in X_i. \]

### 4.3.2 FT-based value iteration

In prior work [56], we introduced a version of VI where each update (4.10) was performed using a low-rank tensor interpolation scheme that selectively chose to update only a small fraction of all the states. Here, we follow a similar strategy, except we use the continuous space approximation algorithm described in Algorithm 4, and denoted by \(\text{ft-rankadapt}\), to accommodate our continuous space approximation. By seeking a low-rank representation of the value function, we are able to avoid visiting every state in \(X^h\) and achieve significant computational savings. The pseudocode for low-rank VI is provided by Algorithm 9. In this algorithm, \(v_k^h\) denotes the value function approximation during the \(k\)th iteration.

The update step 4 treats the VI update as a black box function into which one feeds a state and obtains an updated cost. After \(k\) steps of FT-based VI we can

\(^2\)If we would have chosen a piecewise constant reconstruction, then for all intents and purposes the FT would be equivalent to the TT. Indeed we have previously performed such an approximation for the value function [56].
Algorithm 9 FT-based Value Iteration (FTVI) (Modified from [56])

Require: Termination criterion $\delta_{\text{max}}$; \texttt{ft-rankadapt} cross approximation and rounding tolerances $\epsilon = (\delta_{\text{cross}}, \epsilon_{\text{round}})$; Initial cost function in FT format $v^h_0$; Convergence tolerance $\delta_{\text{max}}$

Ensure: Residual $\delta = \|v^h_k - v^h_{k-1}\|^2 < \delta_{\text{max}}$

1: $\delta = \delta_{\text{max}} + 1$.
2: $k = 0$
3: while $\delta > \delta_{\text{max}}$ do
4: $v_{k+1}^h = \texttt{ft-rankadapt} (T_h^k(v_k^h), \epsilon)$
5: $k \leftarrow k + 1$
6: $\delta = \|v_k^h - v_{k-1}^h\|^2$
7: end while

obtain a policy as the minimizer of $T_h^k(v_k^h)(z)$, for any state $z \in \mathcal{X}$.

4.3.3 FT-based policy iteration

As part of PI, for each $\mu_k$, one needs to solve (4.12) for the corresponding value function $w_k^h$. Recall that this system has an equivalent number of unknowns as states in $\mathcal{X}^h$, so the number of unknowns scales exponentially with dimension for tensor-product discretizations. To efficiently solve this system in high dimensions, we seek low-rank solutions. A wide variety of low-rank linear system solvers have recently been developed that can potentially be leveraged for this task [37, 97].

We focus on optimistic policy iteration, where we utilize the contractive property of $T_{\mu_k}^h$ to solve (4.12) approximately using $n_{fp}$ FP iterations. We leverage the low-rank nature of each intermediate value $w_k^h$ by interpolating a new value function for each of these iterations in the same manner that we did for VI. Notice that this iteration (4.9) is much less expensive than the value iteration (4.10) because it does not involve any minimization.

The pseudocode for the FT-based optimistic policy iteration is provided in Algorithm 10. Note that in Line 4, we represent a policy $\mu_k$ implicitly through a value function. We make this choice, instead of developing a low-rank representation of $\mu_k$, because the policies are generally not low-rank, in our experience! Indeed, discontinuities can arise due to regions of uncontrollability, and these discontinuities increase
Algorithm 10 FT-based Optimistic Policy Iteration (FTPI)

Require: Termination criterion $\delta_{\text{max}}$; \texttt{ft-rankadapt} cross approximation and rounding tolerances $\varepsilon = (\delta_{\text{cross}}, \delta_{\text{round}})$; Initial value function in FT format $w_0^h$; Number of FP sub-iterations iterations $n_{fp}$

1: $\delta = \delta_{\text{max}} + 1$.
2: $k = 1$
3: while $\delta > \delta_{\text{max}}$ do
4: \hspace{1em} $\mu_k = \text{ImplicitPolicy} \left( \arg \min_{\mu} \left[ T_{\mu}^h(w_{k-1}^h) \right] \right)$
5: \hspace{1em} $w_k^h = w_{k-1}^h$
6: \hspace{2em} for $\ell = 1$ to $n_{fp}$ do
7: \hspace{3em} $w_{k-1}^h = \text{ft-rankadapt} \left( T_{\mu}^h(w_k^h), \varepsilon \right)$
8: \hspace{2em} end for
9: \hspace{1em} $\delta = \|w_k^h - w_{k-1}^h\|^2$
10: \hspace{1em} $k \leftarrow k + 1$
11: end while

the rank of the policy. Instead, to evaluate an implicit policy $\mu_k$ at a location $z$, one is required to solve the optimization problem (4.11) using the fixed value function $w_{k-1}^h$. However, one can store the policy evaluated at nodes visited by the cross approximation algorithm to avoid recomputing them during each iteration of the loop shown in Line 6. Since, the number of nodes visited during the approximation stage should be relatively low, this does not pose an excessive algorithmic burden.

4.3.4 FT-based prolongation and interpolation operators

We now show how to perform interpolation and prolongation in FT format for use within the multi-level methods described in Section 4.2.3. Recall that the first ingredient of multigrid is a prolongation operator $I_{h}^{2h}$ which takes functions defined on the grid $\mathcal{X}^h$ into a coarser grid $\mathcal{X}^{2h}$. The second ingredient is an interpolation operator $I_{2h}^h$ which interpolates functions defined on $\mathcal{X}^{2h}$ onto the functions defined on $\mathcal{X}^h$. Many of the common operators used for $I_{h}^{2h}$ and $I_{2h}^h$ can take advantage of the low rank structure of any functions on which they are operating. In particular, performing these operations on function in low-rank format often simply requires performing their one-dimensional variants onto each univariate scalar-valued function of its FT core.
The prolongation operator that we use picks out values common to both $\mathcal{X}^h$ and $\mathcal{X}^{2h}$ according to

$$(P_{2h}^h w^h)(z) = w^h(z), \quad \forall z \in \mathcal{X}^{2h}.$$ 

Practically, this operator requires a constant number of computational operations, only access to memory. Furthermore, the coefficients of $f_{\alpha_1, \alpha_2}^{(i, jh)}$ (recall (4.18)) are reused to form the coefficients of $f_{\alpha_1, \alpha_2}^{(i, jh)}$.

Suppose that fine grid is $\mathcal{X}^h_i = \{z_1^{(i)}, z_2^{(i)}, \ldots, z_n^{(i)}\}$ and the coarse grid $\mathcal{X}^{2h}_i = \{z_{2i-1}^{(i)}\}_{i=1, \ldots, n/2}$ consists of half the nodes ($|\mathcal{X}^{2h}_i| = n/2$). Then the univariate functions making up the cores of $w^{2h}$ are

$$f_{j,k}^{(i, 2h)}(x_i) = \sum_{\ell=1}^{n/2} a_{j,k,\ell}^{(i, 2h)} \phi_{\ell}^{2h}(x_i),$$

$$= \sum_{\ell=1}^{n/2} a_{j,k,2\ell-1}^{(i, h)} \phi_{\ell}^{2h}(x_i),$$

where $\phi_{\ell}^{2h}$ are the functions defined on the coarser grid. In the second line we have used every other coefficient from the finer grid as the coefficient of the corresponding coarse grid function.$^3$

The interpolation operator arises from the interpolation that the FT performs, and in our case, the use of hat functions leads to a linear interpolation scheme. This means that if the scalar-valued univariate functions making up the cores of $w^{2h}$ are represented in a nodal basis obtained at the tensor product grid $\mathcal{X}^{2h} = \mathcal{X}_1^{2h} \times \ldots \times \mathcal{X}_d^{2h}$, then we obtain a nodal basis with twice the resolution defined on $\mathcal{X}^h = \mathcal{X}_1^h \times \ldots \times \mathcal{X}_d^h$ through interpolation of each core. This operation requires interpolating of each of the univariate functions making up the cores of $w^{2h}$ onto the

---

$^3$One could also chose more regular nodal basis functions as well, e.g., splines. For other basis functions there may be more natural prolongation and interpolation operators than we present here. We have chosen hat functions in this paper because they are proved to be well behaved in the face of discontinuities or extreme nonlinearities often encountered in the solution of the HJB equation.
fine grid. Thus, $w^h$ becomes an FT with cores consisting of the univariate functions

$$f_{j,k}^{(i,h)}(x_i) = \sum_{\ell=1}^{n} a_{j,k,\ell}^{(i,h)} \phi_{\ell}^{h}(x_i) = \sum_{\ell=1}^{n} f_{j,k}^{(i,2h)}(x_{i}^{(i)}) \phi_{\ell}^{h}(x_i),$$

where we note that in the second equation we use evaluations of the coarser basis functions to obtain the coefficients of the new basis functions. In summary, both operators can be applied to each FT core of the value function separately. Both of these operations, therefore, scale linearly with dimension.

One example of the use of these operations is within the two-level V-grid algorithm provided by Algorithm 11. In this algorithm, an approximate solution for each equation is obtained by fixed point iterations at grid level $h_\ell$. An extension to other grid cycles and multiple levels of grids is straightforward and can be performed with all of the same operations.

Algorithm 11 Two-level FT-based V-grid for solving Equation (4.7)

Require: Discretization levels $\{h_1, h_2\}$ such that $h_1 < h_2$; Number of fixed point iterations at each level $\{\ell_1, \ell_2\}$; Initial value function $\hat{w}_0^h$; policy $\mu$; ft-rankadapt cross approximation and rounding tolerances $\epsilon = (\delta_{\text{cross}}, \epsilon_{\text{round}})$

1: $k = 0$
2: while not converged do
3:   for $\ell = 1, \ldots, \ell_1$ do
4:     $\hat{w}^{h_1}_k \leftarrow \text{ft-rankadapt}(T_{\mu}^{h_1}(w_k^{h_1}), \epsilon)$
5:   end for
6:   $r^h = \text{ft-rankadapt}(T_{c,\mu}^{h_1}(\hat{w}^{h_1}_k), \epsilon) - \hat{w}^{h_1}_k$
7:   $\Delta w^{h_2} = 0$
8:   for $\ell = 1, \ldots, \ell_2$ do
9:     $\Delta w^{h_2}_{n+1} \leftarrow \text{ft-rankadapt}(T_{\mu}^{h_2}(\Delta w^{h_2}_{n+1}, I_{h_1}^{h_2}, r^h), \epsilon)$ \# See (4.16)
10:   end for
11: $\hat{w}^{h_1}_{k+1} = \hat{w}^{h_1}_k + I_{h_2}^{h_1} \Delta w^{h_2}$
12: $k \leftarrow k + 1$
13: end while

4.4 Analysis

In this section, we address the convergence properties and computational complexity of the FT-based algorithms. First, we show the convergence and accuracy of
approximate FP iteration methods. Second, we discuss the algorithms’ complexity.

To show convergence of our FT-based low-rank dynamic programming algorithms, we need to characterize the effect of a small approximation error at each FP iteration associated with value iteration and optimistic policy iteration. Furthermore, to prove their computational benefits, we show polynomial growth in complexity of these algorithms with state space dimension when the FT-ranks of the approximation to associated value functions grows polynomially with dimension.

The algorithms discussed in the previous section all rely on performing cross approximation of a function with a relative accuracy tolerance $\epsilon$. Recall that in practice we cannot guarantee that cross approximation will converge to an approximation that has a relative error $\epsilon$. We can, however, give conditions under which an $\epsilon$ level approximation within VI/PI still allows convergence.

In this section we describe the convergence and accuracy of the FT-based VI and PI. In Section 4.4.1, we show convergence of the algorithms when a guaranteed approximation error $\epsilon$ is made at each iteration. In Section 4.4.2, we show that this situation is satisfied by the cross approximation based algorithms when the value functions of interest have finite rank. In Section 4.4.3 we compute the computational cost of approximate VI in FT format.

### 4.4.1 Convergence of approximate fixed-point iterations

We start by showing that a small relative error made during each step of the relevant FP iterations results in a bounded overall approximation error.

We begin recalling the contraction mapping FP theorem.

**Theorem 9** (Contraction mapping FP theorem, Proposition B.1 by Bertsekas [13]). Let $\mathcal{R}$ be a complete vector space and $\bar{\mathcal{R}}$ be a closed subset. Then if $f : \bar{\mathcal{R}} \rightarrow \bar{\mathcal{R}}$ is a contraction mapping with modulus $\gamma \in (0, 1)$, there exists a unique $w \in \bar{\mathcal{R}}$ such that

$$w = f(w).$$

Furthermore, the sequence defined by $w_0 \in \bar{\mathcal{R}}$ and the iteration $w_k = f(w_{k-1})$ con-
verges to \( w \) for any \( w \in \mathcal{R} \) according to

\[
\|w_k - w\| \leq \gamma^k \|w_0 - w\|, \quad k = 1, 2, \ldots
\]

Theorem 9 can be used, for example, to prove the convergence of VI when the operator \( T^h \) is a contraction mapping. Our FT-based algorithms are based on approximations to contraction mappings. Therefore, it is important to understand when they converge and the accuracy which they attain. The cases of FT-based VI and FT-based FP iterations for solving (4.7) are addressed by Lemma 3 below.

**Lemma 3** (Convergence of approximate FP iterations). Let \( \mathcal{R}^h \) be a closed subset of a complete vector space. Let \( f : \mathcal{R}^h \to \mathcal{R}^h \) be a contractive mapping with modulus \( \gamma \in (0, 1) \) and fixed point \( w^h \). Let \( \tilde{f} : \mathcal{R}^h \to \mathcal{R}^h \) be an approximate mapping such that

\[
\|\tilde{f}(w') - f(w')\| \leq \epsilon \|f(w')\|, \quad \forall w' \in \mathcal{R}^h, \quad (4.19)
\]

for \( \epsilon > 0 \). Then, the sequence defined by \( w_0^h \in \mathcal{R}^h \) and the iteration \( w_k^h = \tilde{f}(w_{k-1}^h) \) for \( k = 1, 2, \ldots \) satisfies

\[
\|w_k^h - w^h\| \leq \epsilon \frac{1 - (\gamma \epsilon + \gamma)^k}{1 - (\gamma \epsilon + \gamma)} \|w^h\| + (\gamma \epsilon + \gamma)^k \|w_0^h - w^h\|.
\]

**Proof.** The proof is a standard contraction argument. We are grateful to Ezra Tal for pointing out the following argument. We begin by bounding the difference between the \( k \)th iterate and the fixed point \( w^h \):

\[
\|w_k^h - w^h\| = \|w_k^h - f(w_{k-1}^h) + f(w_{k-1}^h) - w^h\|
\]

\[
\leq \|w_k^h - f(w_{k-1}^h)\| + \|f(w_{k-1}^h) - w^h\|
\]

\[
\leq \epsilon \|f(w_{k-1}^h)\| + \gamma \|w_{k-1}^h - w^h\|
\]

\[
\leq \epsilon \|f(w_{k-1}^h) - w^h\| + \epsilon \|w^h\| + \gamma \|w_{k-1}^h - w^h\|
\]

\[
\leq (\gamma \epsilon + \gamma) \|w_{k-1}^h - w^h\| + \epsilon \|w^h\|,
\]
where the second inequality comes from the triangle inequality, the third comes from (4.19) and contraction, the fourth inequality arises again from the triangle inequality, the final inequality arises from contraction.

Using recursion results in

$$
\|w_k^h - w^h\| \leq (\gamma \epsilon + \gamma) \left[ (\gamma \epsilon + \gamma) \left[ (\gamma \epsilon + \gamma) \ldots + \epsilon \|w^h\| \right] + \epsilon \|w^h\| \right] + \epsilon \|w^h\|
$$

$$
= \epsilon \|w^h\| \left[ \sum_{\ell=0}^{k-1} (\gamma \epsilon + \gamma)^\ell \right] + (\gamma \epsilon + \gamma)^k \|\tilde{w}_0^h - w^h\|.
$$

Using the property of a sum of a geometric series yields our desired result

$$
\|\tilde{w}_k^h - w^h\| \leq \frac{1 - (\gamma \epsilon + \gamma)^k}{1 - (\gamma \epsilon + \gamma)} \|w^h\| + (\gamma \epsilon + \gamma)^k \|\tilde{w}_0^h - w^h\|.
$$

Notice that, as expected, when $\epsilon = 0$ and $k \to \infty$ this result yields that the iterates $w_k^h$ converge to the fixed point $w^h$. Second, the condition $\gamma \epsilon + \gamma < 1$ is required to avoid divergence. It effectively states that if the contraction modulus is small enough, a larger approximation error may be incurred. On the other hand, if the contraction modulus is large, then the approximation error must be small. In other words, this requirement can be thought as a condition for which the approximation can remain a contraction mapping; larger errors can be tolerated when the original contraction mapping has a small modulus, and vice-versa.

This result can be used within our MDP problems when $T^h$ and $T^\mu_h$ are contraction mappings. In that situation, this result yields convergence for both the approximate VI algorithm and for solving the system (4.7) using a FP iteration, when the approximation errors can be guaranteed. The circumstances under which such guarantees can be made are covered in Section 4.4.2.

We can obtain an alternative bound, one that does not require any conditions on $\epsilon$, if we assume that each iterate of an approximate FP iteration is bounded. The following result is an alternative to the previous theorem. It is more flexible with respect to the size of error $\epsilon$ as long as each iterate is bounded.
Lemma 4 (Convergence of approximate FP iterations with boundedness assumption). Let $\mathcal{R}^h$ be a closed subset of a complete vector space. Let $f : \mathcal{R}^h \rightarrow \mathcal{R}^h$ be a contractive mapping with modulus $\gamma \in (0,1)$ and fixed point $w^h$. Let $\tilde{f} : \mathcal{R}^h \rightarrow \mathcal{R}^h$ be an approximate mapping such that

$$\|\tilde{f}(w') - f(w')\| \leq \epsilon \|f(w')\|, \quad \forall w' \in \mathcal{R}^h,$$

(4.20)

for $\epsilon > 0$. Let $w_0^h \in \mathcal{R}^h$. Define a sequence the sequence $\{w_k^h\}$ according to the iteration $w_k^h = \tilde{f}(w_{k-1}^h)$ for $k = 1, 2, \ldots$. Assume that $\|w_k^h\| \leq \rho_1 < \infty$ so that $\|f(w_k^h)\| \leq \rho < \infty$. Then $\{w_k^h\}$ satisfies

$$\|w_k^h - f^{[k]}(w_0^h)\| \leq \frac{1 - \gamma^k}{1 - \gamma} \epsilon \rho, \quad \forall k,$$

(4.21)

so that,

$$\lim_{k \to \infty} \|w_k^h - w^h\| \leq \frac{\epsilon \rho}{1 - \gamma},$$

(4.22)

where $f^{[k]}$ denotes $k$ applications of the mapping $f$.

Proof. The strategy for this proof again relies on standard contraction and triangle inequality arguments. Furthermore, it follows closely the proof of Proposition 2.3.2 (Error Bounds for Approximate VI) work by Bertsekas [13]. In that work, the proposition provides error bounds for approximate VI when an absolute error (rather than a relative error) is made during each approximate FP iteration. The assumption of boundedness that we use here will allow us to use the same argument as the one made by Bertsekas.

Note that (4.20) implies

$$\|w_k^h - f(w_{k-1}^h)\| = \|\tilde{f}(w_k^h) - f(w_{k-1}^h)\| \leq \epsilon \|f(w_{k-1}^h)\|.$$

(4.23)

Recall $f^{[k]}(w')$ denotes $k$ applications of the operator $f$, i.e.,

$$f^{[k]}(w') = f^{[k-1]}(f(w')) = f^{[k-2]}(f(f(w'))) = \cdots = f(f(\cdots f(w')))).$$
Then using the triangle inequality, contraction, and (4.23), we have

\[
\|w_k^h - f^{[k]}(w_0^h)\| \leq \|w_k^h - f(w_{k-1}^h)\| + \|f(w_{k-1}^h) - f^{[2]}(w_{k-2}^h)\| + \cdots \\
+ \|f^{[k-1]}(w_{1}^h) - f^{[k]}(w_0^h)\| \\
\leq \varepsilon \|f(w_{k-1}^h)\| + \gamma \varepsilon \|f(w_{k-2}^h)\| + \cdots + \gamma^{k-1} \varepsilon \|f(w_0^h)\|.
\]

The boundedness assumption yields

\[
\|w_k^h - f^{[k]}(w_0^h)\| \leq \varepsilon \rho + \gamma \varepsilon \rho + \cdots + \gamma^{k-1} \varepsilon \rho,
\]

and the sum of a geometric series yields

\[
\|w_k^h - f^{[k]}(w_0^h)\| \leq \frac{1 - \gamma^k}{1 - \gamma} \varepsilon \rho.
\]

Taking the limit \(k \to \infty\) and using Theorem 9, where \(\lim_{k \to \infty} f^{[k]}(w_0^h) = w^h\), yields (4.22).

Note that (4.21) shows the difference between iterates of exact FP iteration and approximate FP iteration, and indicates that this difference can not grow larger than \(\varepsilon \rho\). Furthermore, this result does not require any assumption on the relative error \(\varepsilon\).

### 4.4.2 Convergence of FT-based fixed-point iterations

For the above theorems to be applicable to the case of low-rank approximation using the \texttt{ft-rankadapt} algorithm, we need to be able to explicitly bound the error committed during each iteration of FT-based VI and each subiteration within optimistic PI. Recall that cross approximation has no known convergence results for functions whose separated forms are approximately low-rank as in the case of Section 3.2.2. However, for the case of finite-rank unfoldings in Section 3.2.1, the FT approximation can be guaranteed using the \texttt{ft-rankadapt} algorithm.

This guarantee stems from the proof of the existence of the CUR/skeleton decomposition for vector-valued functions provided in Section 2.3.1. In that proof, one
requires an upper bound for the rank and a routine to find linearly independent fibers to obtain an exact reconstruction. Therefore, we only consider the convergence of functions with finite FT rank to strictly adhere to the theorems of the previous section. This assumption is formalized below.

**Assumption 4 (Bounded ranks of FT-based FP iteration).** Let $\mathcal{R}^h$ be a closed subset of a complete vector space. Let $f : \mathcal{R}^h \to \mathcal{R}^h$ be a contractive mapping with modulus $\gamma \in (0, 1)$ and fixed point $w^h$. The sequence defined by the initial condition $w_0^h \in \mathcal{R}^h$ and the iteration $w_k^h = \text{ft-rankadapt} (f(w_{k-1}^h), \epsilon)$ has the property that the functions $\{f(w_k^h)\}$ have finite FT rank. In other words, each of the unfoldings of $f(w_k^h)$ have rank bounded by some $r < \infty$,

$$\text{rank} \left[ f(w_k^h)(x_{<l}, x_{>l}) \right] < r < \infty,$$

for $l = 1, \ldots d - 1$.

Since under Assumption 4 we are approximating a function with finite FT-ranks at each step of the fixed point iteration, we further assume that the \text{ft-rankadapt} algorithm converges. These assumptions lead to the satisfaction of the conditions required by Lemmas 3 and 4. The following result is immediate.

**Theorem 10 (Convergence of the FT-based value iteration algorithm).** Let $\mathcal{R}^h$ be a closed subset of a complete vector space. Let the operator $T^h$ of (4.8) be a contraction mapping with modulus $\gamma$ and fixed point $v^h$. Define a sequence of functions according the an initial function $v_0^h \in \mathcal{R}^h$ and the iteration $v_k^h = \text{ft-rankadapt} (T^h(v_{k-1}^h), \epsilon)$. Assume Assumption 4. Furthermore, assume that $\|w_k^h\| \leq \rho_1 < \infty$ so that $\|f(w_k^h)\| \leq \rho < \infty$. Then, FT-based VI converges according to

$$\lim_{k \to \infty} \|v_k^h - v^h\| \leq \frac{\epsilon \rho}{1 - \gamma}.$$

In reality, we cannot guarantee these conditions. However, our numerical experiments indicate that these algorithms remain effective in situations when these theorems do not exactly hold.
4.4.3 Complexity of FT-based DP algorithms

We can also estimate the computational cost for each FP iteration based on the computational cost of the \texttt{ft-rankadapt} algorithm. Suppose that each dimension is discretized into \( n \) nodes, then a single interpolation of black box function having all FT ranks equal to \( r \) requires \( \mathcal{O}(nr^2) \) evaluations of the black box function and \( \mathcal{O}(nr^3) \) operations during the rounding (Algorithm 3) step of the rank estimation scheme. When the SOC is discretized using upwind differencing described in Section 4.2.2, we can make the following statement about the complexity of one step of an approximate FP iteration.

**Proposition 17** (Complexity of the evaluation of (4.6)). Let the evaluation of stage cost \( g_h \), drift \( B \), and diffusion \( D \) require \( n_{op} \) operations. Let the discretization \( X^h \) of the MCA method arise from a tensor product of \( n \)-node discretizations of each dimension of the state space. Let the resulting transition probabilities \( p^h(z, z'|\bar{u}) \) be computed according to the upwind scheme described in Section 4.2.2. Furthermore, let the value function \( w^k_h \) have ranks \( r = [r_0, r_1, \ldots, r_d] \) where \( r_0 = r_d = 1 \) and \( r_k = r \) for \( k = 1 \ldots d - 1 \). Then, evaluating

\[
g^h(z, \bar{u}) + \gamma \sum_{z' \in X^h} p^h(z, z'|\bar{u})w^k_h(z')
\]

for a fixed \( z \in X^h \) and \( \bar{u} \in U \) requires \( \mathcal{O}(n_{op} + d^2nr^2) \) operations.

**Proof.** In the specified upwind discretization scheme, there exist \( 2d \) neighbors to which the transition probabilities are nonzero. Furthermore, in Section 4.2.2, we showed that computing all of these transition probabilities requires \( \mathcal{O}(n_{op} + d) \) operations. The evaluation of the cost of each neighbor, \( w^k_h(z') \), requires \( \mathcal{O}(dnr^2) \) evaluations. Since this evaluation is required for \( 2d \) neighbors, a conservative estimate for this total cost is \( \mathcal{O}(d^2nr^2) \). Thus, the result is obtained by observing that the cost is dominated by the computation of the transition probabilities and the evaluation of value function at the neighboring grid points.

Using Proposition 17 and assuming that for each \( z \) the minimization over control
\( \tilde{u} \) requires \( \kappa \) evaluations of (4.6), the following result is immediate.

**Theorem 11** (Computational complexity of the FT-based value iteration algorithm). Let \( \mathcal{R}^h \) be a closed subset of a complete vector space. Let the operator \( T^h \) of (4.8) be a contraction mapping with modulus \( \gamma \) and fixed point \( v^h \). Let the evaluation of stage cost \( g^h \), drift \( B \), and diffusion \( D \) corresponding to \( T^h \) require \( n_{\text{op}} \) operations. Let the discretization \( \mathcal{R}^h \) of the MCA method arise from a tensor product of \( n \)-node discretizations of each dimension of the state space.

Define a sequence of functions according the an initial function \( v^h_0 \in \mathcal{R}^h \) and the iteration \( v^h_k = \text{ft-rankadapt} (T^h (v^h_{k-1}), \epsilon) \). Assume that for each \( z \in \mathcal{X}_h \), the minimization over control \( \tilde{u} \in \mathcal{U} \) requires \( \kappa \) evaluations of (4.6). Then, each iteration of FT-based VI involves cross approximation and rounding and requires

\[
\mathcal{O} (dnr^2 \kappa (n_{\text{op}} + d^2nr^2) + dnr^3)
\]

operations.

Note that this computational cost is polynomial with dimension, and therefore, this algorithm mitigates the curse of dimensionality as long as the rank \( r \) of the problem does not grow exponentially with dimension.

### 4.5 Numerical examples

Next, we demonstrate the low-rank approaches discussed in this chapter on several representative stochastic optimal control problems. The simulation results in this section are obtained using one core of a 32 GB Intel i7-5930K CPU clocked at 3.50GHz with a 64-bit Ubuntu 14.04 LTS operating system. We also used the Compressed continuous computation (C\(^3\)) toolbox [54], that is a BSD licensed package available through GitHub. The low-rank dynamic programming algorithms are provided in a stochastic optimal control addition to this software that is released separately, also on GitHub [55].
4.5.1 Linear-Quadratic-Gaussian with bounded controls

In this section, we investigate the effect of boundary conditions and control bounds on a prototypical control problem. The system has a bounded state space, linear dynamics and quadratic cost. However, combined with a bounded control space, analytic solutions difficult to obtain. The dynamics are

\[
\begin{align*}
    dx_1 &= x_2 dt + \sigma_1 dw_1(t) \\
    dx_2 &= u(t) dt + \sigma_2 dw_2(t),
\end{align*}
\]

and they represent a physical system with position \( x_1 \) and velocity \( x_2 \) with \( \mathcal{O} = (-2, 2)^2 \). The control input to this system is the acceleration \( u \), and we consider different lower and upper bounds on the control space \( \mathcal{U} = [u_{lb}, u_{ub}] \). The diffusions affecting each equation are constant with space and time. We consider a discounted-cost infinite-horizon problem, with discount \( e^{-\frac{t}{\bar{w}}} \). The stage cost is

\[
g(x, u) = x_1^2 + x_2^2 + u^2, \tag{4.24}
\]

and, when imposing absorbing boundary conditions, the terminal cost is

\[
\psi(x) = 100, \quad x \in \partial \mathcal{O} \tag{4.25}
\]

We first solve the problem for various parameter values to gain insight to the problem. Next, we discuss numerical results summarizing the convergence of the algorithm.

Parameter studies

We present computational experiments that assess when low-rank cost functions arise and what factors affect ranks. Our first computational experiment studies the effects of the control boundary conditions on a problem with absorbing boundaries. This computational experiment is performed over several different \( u_{lb}, u_{ub} \) combinations.
Figure 4-3: Cost functions and ranks of the solution to the LQG problem for varying control bounds \([u_{lb}, u_{ub}]\). Diffusion magnitudes are \(\sigma_1 = \sigma_2 = 1\), and absorbing boundary conditions are used. The FT ranks found through the cross approximation algorithm with rounding tolerance \(\epsilon_{\text{round}} = 10^{-7}\) were either 7 or 8. The x-axis of each plot denotes \(x_1\) and the y-axis denotes \(x_2\).

and the resulting optimal value functions are shown in Figure 4-3. We utilized FT-based policy iteration. The Markov chain approximation is used with a discretization of 60 points in each dimension.

Several phenomena are evident in Figure 4-3. When the range of the valid controls is wide, the value function is able to achieve smaller values, i.e., the blue region (indicating small costs) is larger with a wider control range. This characteristic is expected since the region from which the state can avoid the boundary is larger when more control can be exercised. However, the alignment of the value function, along
the diagonal stretching from the upper left to the upper right, is the same for all of
the test cases. Only the magnitude of the value function changes, and therefore the
ranks of the value functions are all either rank 7 or 8. Changing the bounds of the
control space does not greatly affect the ranks of this problem.

Next, we consider the effect of the diffusion magnitude on the optimal value func-
tion and its rank. The results of this experiment are shown in Figure 4-4, and we see
that the diffusion is influential for determining the rank of the problem. One striking
pattern seen in Figure 4-4 is that as the diffusion decreases, the blue region grows in
size. The blue region indicates low cost, and it intuitively represents the area from
which a system can avoid the boundary. In other words, the system is more control-
able when there is less noise. When the noise is very large, for example in the upper
left panel, there is a large chance that the Brownian motion pushes the state into the
boundary. This effect causes the terminal cost to propagate further into the interior
of the domain.

As \( \sigma_2 \) decreases and \( \sigma_1 \) is large, there is less noise affecting the acceleration of the
state, and the system remains controllable for a wide range of velocities. However,
since the diffusion magnitude is large in the equation for velocity, the value function
is only small when the position is close to the origin. In the area close to the origin
there is less of a chance for the state to be randomly pushed into the absorbing region.
Finally, when both diffusions are small, the system is controllable from a far greater
range of states, as indicated by the lower right panel.

The ranks of the value functions follow the same pattern as controllability. The
ranks are small for large diffusions and high for small diffusions. When the features
of the function are aligned with the coordinate axes, the ranks remain low. As the
function becomes more complex, due to small diffusions, the boundaries between guar-
anteed absorption and nonabsorption begin to have more complex shapes, resulting
in increased ranks.

Next, we investigate the value functions associated with reflecting boundary con-
ditions. The results of this experiment are shown in Figure 4-5. The results indicate
that neither that value functions nor their ranks are much affected by the bounds of
Figure 4.4: Cost functions and ranks of the solution to the LQG problem for different $\sigma_1, \sigma_2$. We fix $u_l = -3$, $u_u = 3$, and use absorbing boundary conditions. The FT ranks found through the cross approximation algorithm with rounding tolerance $\epsilon_{\text{round}} = 10^{-7}$ are indicated by the caption for each frame. The x-axis of each plot denotes $x_1$ and the y-axis denotes $x_2$. The color scale is different in each plot to highlight each function's shape.
Figure 4-5: Reflecting boundary conditions with cost functions and ranks for different \([u_{lb}, u_{ub}]\), and the diffusion is set to \(\sigma_1 = \sigma_2 = 1\). The FT ranks found through the cross approximation algorithm with rounding tolerance \(\epsilon_{\text{round}} = 10^{-7}\) were 3 for all cases.
the control space. Interestingly, all of the value functions are rank 3, and all of the value functions appear to be quadratic. For a classical LQR problem the solution is quadratic, and therefore its rank is also 3. Thus, in some sense, reflecting boundary conditions more accurately represent a the classical LQG problem with unbounded state.

Next, we consider the effect of the diffusion magnitude on the optimal value function and its rank in the context of reflecting boundary conditions. The results of this experiment are shown in Figure 4-6, where it is evident that diffusion magnitude is again influential for determining the rank of this problem. The shapes and ranks of these value functions are similar to those in the case of absorbing boundary conditions. They follow the same pattern of increasing rank as the diffusion magnitude decreases.

Convergence

Next, we show values of the norm of the value function, the difference between iterates, and the fraction of states visited during each iteration throughout both the VI and PI algorithms. We begin with FT-based VI, whose pseudocode is provided by Algorithm 9. In Algorithm 9 we use an FT tolerances of $\delta_{\text{cross}} = \epsilon_{\text{round}} = 10^{-7}$. In Figure 4-7 we compare the convergence and the computational cost for solving the stochastic optimal control problem for varying discretization of the MCA method. Discretization sizes of $n = 25$, $n = 50$, and $n = 100$ nodes in each dimension are compared (note this corresponds to $25^2 = 625, 50^2 = 2500$, and $100^2 = 10000$ total discretized states).

The results demonstrate that approximately the same value function norm is obtained regardless of discretization. However, convergence is much faster for coarse discretizations, and suggests the the one-way multigrid algorithm may be useful. Furthermore, we see the low-rank nature of the problem emerge because the fraction of discretized states evaluated during cross approximation for each iteration decreases with increasing grid resolution. For reference, exact VI would have the fraction of state space evaluated be 1 for each iteration. Thus, even in this two-dimensional
Figure 4-6: Cost functions and ranks of the solution to the LQG problem for different $\sigma_1, \sigma_2$. We fix $u_{lb} = -3$, $u_{ub} = 3$, and use reflecting boundary conditions. The FT ranks found through the cross approximation algorithm with rounding tolerance $\epsilon_{\text{round}} = 10^{-7}$ are indicated by the caption for each frame. The x-axis of each plot denotes $x_1$ and the y-axis denotes $x_2$. The color scale is different in each plot to highlight each function’s shape.
Figure 4-7: FT-based value iteration diagnostic plots for the linear quadratic problem with reflecting boundaries, \(u(t) \in [-1, 1]\), and \(\sigma_1 = \sigma_2 = 1\). The left panel shows that for all discretization levels the value function norm converges to approximately the same value. The middle panel shows the relative difference between value functions of sequential iterations. The right panel shows that the fraction of states evaluated within cross approximation decreases with increasing discretization resolution.

example, the low-rank algorithm achieves computational speedup between two to five times for each iteration over standard VI.

Next, we repeat this experiment for FT-based PI using Algorithm 10. In Algorithm 10 we use 10 sub-iterations to solve for the value function for every policy and FT tolerances of \(\delta_{\text{cross}} = \epsilon_{\text{round}} = 10^{-7}\). Figure 4-8 shows the results for the value function associated with each control update; thus, the sub-iteration cost functions are not plotted. Note that, as expected, far fewer iterations are required for convergence. The results are qualitatively similar to the VI case; however, convergence occurs with approximately an order of magnitude fewer control updates.

4.5.2 Car dynamics

Next, we consider three and four state car dynamics. For all of the examples in this section, Algorithm 10 uses \(n_{fp} = 10\), and cross approximation and rounding tolerances are set to \(10^{-5}\).
Figure 4-8: FT-based policy iteration diagnostic plots for the linear quadratic problem with reflecting boundaries, $u(t) \in [-1, 1]$, and $\sigma_1 = \sigma_2 = 1$. The left panel shows that for all discretization levels the value function norm converges to same value. The middle panel shows the relative difference between value functions of sequential iterations. The right panel shows that the fraction of states evaluated decreases with increasing discretization.

Dubin’s car

The first car we consider is the standard three-state Dubin’s car with stochasticity added

$$
\begin{align*}
    dx &= \cos(\theta)dt + dw_1(t) \\
    dy &= \sin(\theta)dt + dw_2(t) \\
    d\theta &= u(t)dt + 10^{-2}dw_3(t)
\end{align*}
$$

for states $x \in (-4, 4)$, $y \in (-4, 4)$, and $\theta \in [-\pi, \pi]$. The control space consists of three options $\mathcal{U} = \{-1, 0, 1\}$. Boundary conditions are absorbing for the position dimensions $(x, y)$ and periodic for the angle $\theta$. An absorbing region is specified at the origin with a width of 0.5, and the terminal costs are

$$
\psi(x, y, \theta) = \begin{cases} 
    0 & \text{for } (x, y) \in [-0.25, 0.25]^2 \\
    10 & \text{for } |x| \geq 2 \text{ or } |y| \geq 2
\end{cases}
$$

A minimum time problem is posed, i.e., the stage costs are set to

$$
g(x, u) = 1.
$$
The solution is obtained using one-way multigrid as discussed in Section 4.2.3. One hundred steps of FT-based PI are used and the state space is discretized into $n = 25$ nodes for each state. Then the result is interpolated onto a grid that is obtained by discretizing each dimension into $n = 50$ nodes, and the problem is solved with fifty steps of FT-based PI. This multigrid procedure is repeated for $n = 100$ and $n = 200$. A simulation of the resulting feedback controller for several initial conditions is shown in Figure 4-9.

Convergence diagnostic plots are shown in Figure 4-10. These plots demonstrate one of the advantages of the FT framework; since the value function is represented as function rather than an array, we can compare the norms of functions represented with different discretizations. In fact, the upper left panel of Figure 4-10 demonstrates that the norm continuously decreases when the discretization is refined.

Furthermore, these results suggest that the solution to this problem, with a rounding tolerance $\epsilon_{\text{round}} = 10^{-5}$, indeed has FT rank 12. This suggestion is supported by the fact that once the grid is refined enough, the fraction of states evaluated decreases, but the maximum rank levels off at 12. In some sense, we have found a characterization of some intrinsic complexity of the problem. Note that, the total number of states changes throughout the iterations depending on the discretization level, i.e., when $n = 25$ the total number of states is $25^3 = 15625$, when $n = 50$ the total number is $50^3 = 12500$, and the lower left panel shows the fraction of states with the corresponding discretization level.
Understeered car

Next, we increase the state and control dimensions. We model an understeered car with control inputs that correspond to steering angle and acceleration. The states \((x, y, \theta, v)\) are now the \(x\)-position, the \(y\)-position, orientation angle, and velocity respectively. The control for steering angle is \(u_1(t) \in [-15\frac{\pi}{180}, 15\frac{\pi}{180}]\) and for acceleration is \(u_2(t) \in [-1, 1]\). The dynamics are given by

\[
\begin{align*}
    dx &= v \cos(\theta) dt + dw_1(t) \\
    dy &= v \sin(\theta) dt + dw_2(t) \\
    d\theta &= \frac{1}{1 + (v/v_c)L} \frac{v}{L} \tan(u_1(t)) dt + 10^{-2} dw_3(t) \\
    dv &= \alpha u_2(t) dt + 10^{-2} dw_4(t)
\end{align*}
\]
where $v_c = 8 \text{m/s}$ is the characteristic speed, $L = 0.2\text{m}$ is the length of the car, and $\alpha = 2$. The boundary conditions are absorbing for the the positions $x$ and $y$, periodic for $\theta$, and reflecting for $v$. The space for the positions and orientations are identical to that of the Dubin’s car. The velocity is restricted to forward with $v \in [3, 5]$. The stage cost is altered to push the car to the center

$$g(x, y, \theta, v) = 1 + x^2 + y^2.$$ 

The terminal cost is the same as for the Dubin’s car with an absorbing region at the origin of the $x, y$ plane. Note that the dynamics of this example are not affine with respect to control. Therefore, this example does not fit into many standard frameworks that solve a corresponding linear HJB equation [67,127]. The trajectories for various starting locations are shown in Figure 4-11.

Figure 4-12 shows the convergence diagnostic plots. Due to computational considerations, we fixed a maximum FT adaptation rank to 20. Therefore, instead of plotting the maximum rank (like we did for the Dubin’s car), we plot the average FT rank in the lower right panel. The average rank varies more for coarse discretizations than for fine discretizations, but when $n = 100$ the average rank becomes clearly smaller and more consistent.

For this four dimensional state space, a discretization of 100 nodes in each dimension would require storage that is on the order of $O(8 \times 100^4) = O(0.8 \times 10^9)$ bytes.
Figure 4-12: One-way multigrid for solving the understeered car control problem. Maximum rank FT rank is restricted to 20.

(suppose we are storing floating point values), or 800 MB. The compressed format leads to a storage requirement that is a little more than two orders of magnitude less, as indicated by the lower left panel. In fact, on the desktop that generated these results, storing the final value function requires almost exactly 1MB. These savings can be tremendously beneficial in constrained computing environments. For example, these controllers can potentially be used on embedded systems that have serious memory constraints.

4.5.3 Perching glider dynamics

We now solve a seven state, one control, problem with dynamics modeling an unpowered glider attempting to perch on a horizontal string [32, 89, 104]. The glider is described by flat-plate model in a two dimensional plane involving seven state variables \((x, y, \theta, \phi, v_x, v_y, \dot{\theta})\) specifying its x-position, y-position, angle of attack, elevator
angle, horizontal speed, vertical speed, and the rate of change of the angle of attack respectively. The input control is the rate of change of the elevator angle $u = \dot{\phi}$. A successful perch is defined by a horizontal velocity between 0 and 2 m/s, a vertical velocity between -1 and -3 m/s, and the $x$ and $y$ positions of the glider within a 5cm radius of the perch. Under these conditions, the experimental aircraft in [32] can attach to the string. For a diagram of this glider refer to either [104] or [89].

The dynamics of the glider are given by

$$
\begin{align*}
\mathbf{x}_w &= [x - l_w c_\theta, y - l_w s_\theta], & \dot{\mathbf{x}}_w &= [\dot{x} + l_w \dot{\theta} s_\theta, \dot{y} - l_w \dot{\theta} c_\theta] \\
\mathbf{x}_e &= [x - l c_\theta - l_e c_{\theta+\phi}, y - l s_\theta - l_e s_{\theta+\phi}] \\
\dot{\mathbf{x}}_e &= [\dot{x} + l \dot{\theta} s_\theta + l_e (\dot{\theta} + u) s_{\theta+\phi}, \dot{y} - l \dot{\theta} c_\theta - l_e (\dot{\theta} + u) c_{\theta+\phi}] \\
\alpha_w &= \theta - \tan^{-1}(\dot{y}_w, \dot{x}_w), & \alpha_e &= \theta + \phi - \tan^{-1}(\dot{y}_e, \dot{x}_e) \\
f_w &= \rho S_w |\dot{\mathbf{x}}_w|^2 \sin(\alpha_w), & f_e &= \rho S_e |\dot{\mathbf{x}}_e|^2 \sin(\alpha_e)
\end{align*}
$$

$$
\begin{align*}
\frac{dx}{dt} &= v_x dt + 10^{-9} dw_1(t) \\
\frac{dy}{dt} &= v_y dt + 10^{-9} dw_2(t) \\
\frac{d\theta}{dt} &= \dot{\theta} dt + 10^{-9} dw_3(t) \\
\frac{d\phi}{dt} &= u dt + 10^{-9} dw_4(t) \\
\frac{dv_x}{dt} &= \frac{1}{m} (-f_w s_\theta - f_e s_{\theta+\phi}) dt + 10^{-9} dw_5(t) \\
\frac{dv_y}{dt} &= \frac{1}{m} (f_w c_\theta + f_e c_{\theta+\phi} - mg) dt + 10^{-9} dw_6(t) \\
\frac{d\dot{\theta}}{dt} &= \frac{1}{I} (-f_w l_w - f_e (l c_\phi + l_e) dt + 10^{-9} dw_7(t)
\end{align*}
$$

where $\rho$ is the density of air, $m$ is the mass of the glider, $I$ is the moment of inertia of the glider, $S_w$ and $S_e$ are the surface areas of the wing and tail control surfaces, $l$ is the length from the center of gravity to the elevator, $l_w$ is the half chord of the wing, $l_e$ is the half chord of the elevator, $c_\gamma$ denotes $\cos(\gamma)$, and $s_\gamma$ denotes $\sin(\gamma)$. The parameters of the model are chosen to be the same as those in [104].
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Figure 4-13: Trajectories of the perching glider for three initial conditions given by: $(-3, \frac{1}{5}, 0, 0, \frac{9}{2}, 0, 0)$ (blue), $(-\frac{7}{2}, 0, 0, 0, 5, 0, 0)$ (red), and $(-\frac{7}{2}, -\frac{3}{10}, 0, 0, 5.8, 0, 0)$ (brown). Target region is shown by shaded region that is centered at $(0, 0)$.

The stage cost is specified as

$$g(x, y, \theta, \phi, v_x, v_y, \dot{\theta}) = 20x^2 + 50y^2 + \phi^2 + 11v_x^2 + v_y^2 + \dot{\theta}^2.$$  

Absorbing boundary conditions are used, and an absorbing region is defined to encourage a successful perch. Let this region be defined for $x \in [-0.05, 0.05], y \in [-0.05, 0.05], v_x \in [-0.25, 0.25]$, and $v_y \in [-2.25, 2.25]$. The terminal cost for both of these regions is

$$\psi(x, y, \theta, \phi, v_x, v_y, \dot{\theta}) = \begin{cases}  
0 & \text{if perched} \\
600x^2 + 400y^2 + \frac{1}{3}\phi^2 + \frac{1}{3}\dot{\theta}^2 + v_x^2 + (v_y + 1.5)^2 + \frac{1}{3}(\dot{\theta} + 0.5)^2 & \text{otherwise.} 
\end{cases}$$

Several trajectories of the controlled system are shown in Figure 4-13. These trajectories are generated with several initial conditions. Notice that they all follow the same pattern of diving, then climbing before dropping into the perch. This behavior is similar to that observed in experiment [32,89,104].

Figure 4-14 shows the convergence diagnostic plots for the one-way multigrid algorithm used for solving this problem. Notice that we used discretization levels of $n = 20, 40, 80$ and 160 nodes for each dimension. Thus the number of discretized states at the finest discretization is $160^7 \approx 2.6 \times 10^{15}$. Furthermore, we limited the
Figure 4-14: One-way multigrid for solving perching glider. Maximum rank FT rank is restricted to 10.

rank to a maximum of 10, and the panel in lower right panel shows that the average ranks are below this maximum threshold.

The final ranks of the value function translate into savings of approximately four orders of magnitude per iteration when $n = 20$ and a corresponding savings of ten orders of magnitude per iteration when $n = 160$. However, in this example it seems that the rank truncation is indeed affecting the convergence of the problem. A noisy and volatile decay of the value function norm is seen in the upper left panel. Furthermore, the difference between iterates, in the upper right panel, indicates a relative error of approximation $10^{-2}$ which is above our FT rounding threshold of $10^{-5}$. Nonetheless, the resulting controller seems to be successful at achieving the desired behavior.
4.5.4 Quadcopter dynamics

Finally, we consider the problem of maneuvering a quadcopter through a small target region. This system has six states and three controls. The states \((x, y, z, v_x, v_y, v_z)\) are the \(x\)-position in meters \(x \in [-3.5, 3.5]\), \(y\)-position in meters \(y \in [-3.5, 3.5]\), \(z\)-position in meters \(z \in [-2, 2]\), \(x\)-velocity in meters per second \(v_x \in [-5, 5]\), \(y\)-velocity in meters per second \(v_y \in [-5, 5]\), and \(z\)-velocity in meters per second \(v_z \in [-5, 5]\). The controls are the thrust (offset by gravity) \(u_1 \in [-1.5, 1.5]\), the roll angle \(u_2 \in [-0.4, 0.4]\), and the pitch angle \(u_3 \in [-0.4, 0.4]\). The dynamics are given by

\[
\begin{align*}
   dx &= v_x dt + 10^{-1} dw_1(t) \\
   dy &= v_y dt + 10^{-1} dw_2(t) \\
   dz &= v_z dt + 10^{-1} dw_3(t) \\
   dv_x &= \frac{u_1 - mg}{m} \cos(u_2) \sin(u_3) dt + 1.2 dw_4(t) \\
   dv_y &= -\frac{u_1 - mg}{m} \sin(u_2) dt + 1.2 dw_5(t) \\
   dv_z &= \left(\cos(u_2) \cos(u_3) \frac{u_1 - mg}{m} + g\right) dt + 1.2 dw_6(t),
\end{align*}
\]

and reflecting boundary conditions are used for every state. These dynamics are adapted from [22].

A target region is specified as a cube centered at the origin, and a successful maneuver is one which enters the cube with a forward velocity of one meter per second with less than 0.15 m/s speed in the \(y\) and \(z\) directions. The terminal cost is assigned to be zero for this region, i.e.,

\[
\psi(x, y, z, v_x, v_y, v_z) = 0, \quad \text{for } (x, y, z, v_x, v_y, v_z) \in [-0.2, 0.2]^3 \times [0.5, 1.5] \times [-0.2, 0.2]^2.
\]

The stage cost is set to

\[
g(x, y, z, v_x, v_y, v_z, u_1, u_2, u_3) = 60 + 8x^2 + 6y^2 + 8z^2 + 2u_1^2 + u_2^2 + 6u_3^2.
\]
For computational considerations, the maximum FT-rank is restricted to 10. Theoretically, underestimating the ranks can potentially cause significant approximation errors, however, in this case we are still able to achieve a well performing controller. Investigating the effect of rank underestimation is an important area of future work.

Trajectories of the optimal controller for various initial conditions are shown in Figures 4-15 and 4-16. In Figure 4-15, the position and velocities each approach their respective absorbing conditions for each simulation. In the first simulation, the quadcopter quickly accelerates and decelerates into the goal region. The final positions do not lie exactly within the absorption region. This absorption region is, in a way, unstable since it requires the quadcopter enter with a forward velocity. The forward velocity requirement virtually guarantees that the quadcopter must eventually exit the absorption region. The second simulation starts with positive \( y \) and \( z \) velocities. The third simulation starts with a negative \( y \) velocity and the quadcopter far away from the origin.

Note that the controls are all fairly smooth except when the quadcopter state is near or in the absorption region. At this point, the roll angle (and pitch angle in the first and third simulations) oscillates rapidly around zero. This appears to be due to the flatness of the objective function. Since the quadcopter is so close to the absorption region the control inputs can change rapidly to ensure it stays there.

Figure 4-17 shows the convergence diagnostics. We used a one-way multigrid strategy with \( n = 20 \), \( n = 60 \), and \( n = 120 \) discretization nodes. The difference between iterates shown in the upper right panel is between \( O(1) \) and \( O(10) \). In fact, this means that the relative difference is approximately \( O(10^{-4}) \), which matches well with our FT rounding tolerance \( \epsilon_{\text{round}} \). Thus, we can have some confidence that our rank underestimation scheme may not have incurred too great an error. The lower left panel indicates computational savings between 3 and 7 orders of magnitude per iteration. To make the size of this reduction more explicit, consider that storing the value function for \( n = 120 \) would require storing \( 10^6 = 2 \times 10^{12} \) floating point numbers (approximately 24 TB of data). However, in compressed format the final value function is stored in 778 KB.
Figure 4-15: Three quadcopter simulations using optimal low-rank feedback controller. Shaded region indicates the target positions and velocities.
Figure 4-16: Three-dimensional trajectories showing the position of the quadcopter for various initial conditions.

Figure 4-17: One-way multigrid for solving the quadcopter control problem. Maximum rank FT rank is restricted to 10.
Chapter 5

Low-rank algorithms for Gaussian filtering

The low-rank stochastic optimal control solution formulation in Chapter 4 relies on constructing optimal policies that are a function of the system state. However, in practice, autonomous systems typically do not have exact knowledge of the full system state. Instead, they observe the world through indirect and/or noisy measurements. In this chapter, we describe a probabilistic inference framework that convert these indirect and noisy observations into probability distributions that represent knowledge about the state of the system.

This data assimilation task is vitally important in many fields beyond autonomy. Tasks ranging from weather prediction [126] and ocean monitoring [24, 48, 84] to reentry vehicle tracking [33] all have in common the fact that they are systems that are difficult to observe in their entirety. Still, scientists and engineers are often required to both estimate or infer the system state and to use their inferences for predicting future events. This task is possibly most familiar in the context of weather prediction, where state uncertainty is often represented through an ensemble of plausible system states, and future prediction is made by propagating these ensemble members through models to assess the probability of certain weather events occurring in the future.

The particular task, whereby one incorporates observations of a dynamical system and uses these observations to both develop a probabilistic description of the system
state and to make future predictions is called filtering. In this chapter, we consider filtering algorithms for a system that evolves in continuous time and is observed at discrete time intervals. This generic system describes many practical problems of interest.

The filtering problem is computationally challenging for multiple reasons. Most importantly, it requires performing Bayesian inference repeatedly and, for some applications, in real time. Secondly, it requires propagating a probability distribution through a dynamical system. Both of these tasks are enormously challenging problems in their own right. Our contribution in this chapter is applying the low-rank functional decompositions described in Chapter 3 to an integration-based Gaussian framework for filtering. In this framework, equations are developed for the propagation of the mean and covariance of the distribution. These equations involve computing several multivariate integrals, and we perform this high-dimensional integration using the function-train.

5.1 Filtering problem

We now describe the continuous time state dynamics and the discrete time observation model, discuss existing literature for solving this problem, and detail the integration-based Gaussian filtering framework that we extend using low-rank techniques.

5.1.1 Continuous time state evolution

We consider a data assimilation problem in which that state $x(t) \in \mathcal{X} \subset \mathbb{R}^d$ evolves in continuous time according to a stochastic differential equation, and observations $y \in \mathcal{Y} \subset \mathbb{R}^d$ occur at discrete time intervals $t_k \in \mathcal{T} \subset [0, \infty)$. The evolution of this joint system is given by

$$
dx = B(t, x)dt + D(t, x)dw(t),$$

$$y_k = H(t_k, x(t_k)) + \eta_k, \quad \eta_k \sim \mathcal{N}(0, V),$$

(5.1) (5.2)
where \( w(t) \in \mathbb{R}^{d_w} \) denotes Brownian motion, the drift \( B : \mathcal{T} \times \mathcal{X} \rightarrow \mathbb{R}^d \) denotes the evolution of the system according to some "known" or baseline dynamics, the diffusion \( D : \mathcal{T} \times \mathcal{X} \rightarrow \mathbb{R}^{d_x \times d_w} \) accounts for model error or uncertainty in the state evolution, the observation operator \( H : \mathcal{T} \times \mathcal{X} \rightarrow \mathbb{R}^{d_y} \) maps the system state to observations, and \( \eta_k \in \mathbb{R}^{d_y} \) is Gaussian observation noise with zero mean and covariance \( V \). Note that as opposed to Chapter 4, the dynamics are not dependent on an external input.

As discussed in Chapter 3, \( x(t) \) is a stochastic process endowed with a probability distribution. The objective of filtering is determining this probability distribution for the current time and future times given all the observations obtained prior to that current time. To be more specific, denote by \( y_t \) the collection of observations obtained prior to time \( t \), i.e., \( y_t \) has the following elements

\[
y_t[k] = y_k, \quad \forall k \text{ such that } t_k < t.
\] (5.3)

Then, filtering concerns characterizing the function \( p(t, x(t)|y_t) \), where, for a fixed \( t \), \( p(t, x(t)|y_t) \) is a probability density function for the distribution of \( x(t) \).

The density \( p(t, x(t)|y_t) \) is implicitly defined through the a sequence of solutions to a Fokker-Planck partial differential equation

\[
\frac{\partial}{\partial t} p(t, x|y_{t_{k+1}}) = -\sum_{i=1}^d \frac{\partial}{\partial x_i} \left[ B [i] (t, x)p(t, x|y_{t_{k+1}}) \right] + \frac{1}{2} \sum_{i=1}^d \sum_{j=1}^d \frac{\partial^2}{\partial x_i \partial x_j} \left[ \sum_{\ell=1}^{d_w} D[i, \ell](t, x)D[j, \ell](t, x)p(t, x|y_{t_{k+1}}) \right]
\] (5.4)

for \( t \in (t_k, t_{k+1}] \), and an application of Bayes rule

\[
p(t_{k+1}, x(t_{k+1})|y_{t_{k+2}}) = \frac{p(y_{t_{k+1}}|t_{k+1}, x(t_{k+1}), y_{t_{k+1}})p(t_{k+1}, x(t_{k+1})|y_{t_{k+1}})}{\int p(y_{t_{k+1}}|t_{k+1}, x(t_{k+1}), y_{t_{k+1}})p(t_{k+1}, x(t_{k+1})|y_{t_{k+1}})dx},
\] (5.5)

where the relationship \( y_{t_{k+2}} = [y_{t_{k+1}}, y_{t_{k+1}}] \), allows us to pose the likelihood,

\( p(y_{t_{k+1}}|t_{k+1}, x, y_{t_{k+1}}) \), for just \( y_{t_{k+1}} \) instead of for the entire history of observations. These two equations are commonly called the forecast and analysis, respectively. They reflect the fact that (5.4) is responsible for propagating the uncertainty over
time, and (5.5) is responsible for analyzing data as it becomes available.

We can provide an explicit equation for the likelihood given both our assumption about Gaussian noise in (5.2) and the fact that (5.2) implies that the distribution on $y_k$ is conditionally independent of any previous $y_i$ for $i < k$ given the current state $x(t_k)$. This explicit representation is

$$p(y_{t_{k+1}}|t_{k+1}, x(t_{k+1}), y_{t_k}) = p(y_{t_{k+1}}|t_{k+1}, x(t_{k+1}))$$

$$\propto \exp \left( -\frac{1}{2} \| y_{t_{k+1}} - H(t, x(t_{k+1})) \|_V \right), \quad (5.6)$$

where the covariance weighted norm $\| \cdot \|_V$ is defined as

$$\| z \|_V = (V^{-1} z, z)^2, \quad z \in \mathbb{R}^{d_V}.$$

We now detail some literature that tackles the solution to the filtering problem.

### 5.1.2 Existing algorithmic frameworks

In general, closed form solutions do not exist for these equations except for specific cases. The simplest such case occurs when the state and observation dynamics are linear and the prior beliefs on the state and the observation errors are Gaussian. In this case all distributions involved are Gaussian and the associated implementation is the celebrated Kalman (discrete time) or Kalman-Bucy (continuous times) filter [72, 73]. The Benes filter [9] is another analytic filter for problems where the nonlinear drift term satisfies a specific structure, which in one dimension is $\partial f / \partial x + f^2 = ax^2 + bx + c$.

Instead, numerical methods must be used to approximate the optimal solutions. Many of these numerical methods can be adapted from those that solve a related problem where the observations are also obtained in continuous time. In the discrete-time observation case, these methods default to solving the Fokker-Planck and Bayesian inference problems separately. One such method [81] is based upon the MCA method discussed in Chapter 3. Other methods that are based on the time discretization of Kushner's [77, 78] or Zakai's equation [128], describing the evolution of the normal-
ized and unnormalized distributions, respectively, are provided in [11, 30, 68]. Yet another method which seeks spectral solutions using Wiener chaos expansions can be found in [86]. While a great deal of other solution methods have been proposed, ones that allow scaling to large dimensions are still unavailable.

The numerical methods described above have fallen out of favor since they quickly encounter the curse of dimensionality. For this reason, the field has turned to developing particle or ensemble based algorithms that represent probability distributions with a collection of particles and Bayesian inference is performed with importance sampling. These algorithms are called particle filters (PF) [27, 41, 49, 100, 124]. Particles are easy to propagate through dynamics and to update with Bayes rule. However, the most general form of the PF suffers from particle degeneracy problems over long time frames, and it requires many particles to accurately capturing the probability distribution. For some problems the number of required particles scale exponentially with the number of dimensions and with the inverse variance of the observation log likelihood [110]. These types of problems can potentially be avoided in some situations where good proposals can be made [109].

As opposed to fully Bayesian filters, there exist a class of Gaussian filters which enforce all forecast and analysis distributions to be Gaussian. The earliest of these is based on linearization of nonlinear dynamics and is called the extended Kalman filter (EKF). Another family of Gaussian based filters is called the ensemble Kalman filter (EnKF) [21, 43] where similarly to the particle filter, particles are maintained. However, they differ from the PF because Gaussian distributions are assumed during the analysis steps, though some efforts to include some non-Gaussianity have recently been made proposed [83]. The EnKF is mainly used for high dimensional problems where maintaining many particles can be prohibitively expensive; fewer particles are needed when Gaussian assumptions are made. To truly scale the EnKF to higher dimensions more structure, such as tapering, must be added to the covariance matrix [46]. Hybrids between the EnKF and PF have also been created [45], they specify a parameter governing the spectrum between a full EnKF and a full PF that is automatically tuned in the filtering procedure.
Finally, a third family of Gaussian filters are quadrature/integration filters that includes the unscented Kalman filter (UKF) [71] the Gauss-Hermite (GH) Kalman filter [69], the cubature Kalman filter [1], and others [125]. These filters attempt to exactly calculate the means and covariances of the forecast and analysis steps of the Kalman filter through quadrature. The major difficulties with these filters is stability for high-order quadrature rules and scaling with dimension. For example, Wu [125] showed that only the GH filter has good stability properties as the dimension grows; however, it is also one of the only integration-based filters that encounters the curse of dimensionality. Many of the other integration-based Gaussian filters have better scaling properties but lose their stability in higher dimensions [125].

The integration formulation of Gaussian filtering makes it particularly attractive for the application of high-dimensional integration schemes. For this reason, we will explore the application of the FT in this context for retaining the good stability properties of Gaussian filtering without incurring exponential growth in computational expense.

### 5.1.3 Integration based Gaussian filtering equations

We now describe the equations for integration-based Gaussian filtering. In Section 5.2, we demonstrate how to take advantage of existing low-rank structure to solve these equations in a computationally efficient manner. For simplicity, we consider the case where the diffusion is only a function of time and not state, i.e., \( D : \mathcal{I} \rightarrow \mathbb{R}^{d \times d} \).

Gaussian based filtering is an exact filter when the following assumptions hold.

**Assumption 5** (Gaussian filtering). Let filtering be performed for times \( 0 \leq t \leq T \). Let \( M : [0, T] \rightarrow \mathbb{R}^d \) represent the mean and \( C : [0, t] \rightarrow \mathbb{R}^{d \times d} \) represent the covariance of the filtered process \( x(t) \). Gaussian filtering assumes that the initial distribution

\[
x(0) \sim \mathcal{N}(M(0), C(0)),
\]
the forecast distributions for \( k = 0, 1, \ldots \)

\[ x(t) | y_{t+1} \sim N(M(t), C(t)), \quad t \in (t_k, t_{k+1}), \]

and the analyzed distributions

\[ x(t_{k+1}) | y_{t+k+2} \sim N(M(t_{k+1}), C(t_{k+1})), \]

are all Gaussian.

Under Assumption 5, one can derive the following equations for the propagation of the mean and covariance [106]. Assume that no observations are obtained during the time interval \((t_k, t_{k+1}]\), then the forecast equations for the evolution of the mean and covariance are ordinary differential equations (ODEs)

\[
\frac{dM}{dt} = \int_{\mathcal{X}} B(t, x)p_G(x; M(t), C(t))dx, \tag{5.7}
\]

\[
\frac{dC}{dt} = \mathcal{D}(t)\mathcal{D}(t)^T + \text{Cov} [x, B(t, x)] + \text{Cov} [B(t, x), x], \tag{5.8}
\]

where \( p_G(x; M(t), C(t)) \) denotes the probability density of a Gaussian random variable with mean \( M(t) \) and \( C(t) \), i.e.,

\[ p_G(x; M(t), C(t)) \propto \exp \left( -\frac{1}{2} \| x - M(t) \|^2_{C(t)} \right), \]

and

\[ \text{Cov} [x, B(t, x)] = \int_{\mathcal{X}} \left( B(t, x) - \frac{dM}{dt} \right) (x - M(t)) p_G(x; M(t), C(t))dx. \]

Denote \( \mathbf{m}_{k+1} \) and \( \mathbf{C}_{k+1} \) as the values of the mean and covariance following the

\footnote{Recall that for simplicity we are assuming, in this section, that the diffusion is not a function of the state, i.e., \( \mathcal{D} : \mathcal{F} \to \mathbb{R}^{d_x \times d_x} \).}
above integrating, i.e.,

\[
\begin{align*}
\mathbf{m}_{k+1} &= \int_{t_k}^{t_{k+1}} \frac{dM}{dt} \, dt, \\
\mathbf{C}_{k+1} &= \int_{t_k}^{t_{k+1}} \frac{d\mathbf{C}}{dt} \, dt.
\end{align*}
\]

The analysis stage then requires updating these means and covariance using a newly obtained observation \( y_{k+1} \) at time \( t_{k+1} \). This update results in the following equations for the mean and covariance of the filtered distribution

\[
\begin{align*}
M(t_{k+1}) &= \mathbf{m}_{k+1} + \text{Cov} [x, H (t_{k+1}, x)] (\text{Cov} [H (t_{k+1}, x), H (t_{k+1}, x)] + \mathbf{V})^{-1} (y_{k+1} - \mu_{k+1}) \\
C(t_{k+1}) &= C_{k+1} \\
&\quad - \text{Cov} [x, H (t_{k+1}, x)] (\text{Cov} [H (t_{k+1}, x), H (t_{k+1}, x)] + \mathbf{V})^{-1} \text{Cov} [H (t_{k+1}, x), x]
\end{align*}
\]

(5.9)

(5.10)

where

\[
\begin{align*}
\mu_{k+1} &= \int_{\mathcal{X}} H(t_k, x) p_G(x; \mathbf{m}_{k+1}, \mathbf{C}_{k+1}) \, dx \\
\text{Cov} [x, H (t_{k+1}, x)] &= \int_{\mathcal{X}} (x - \mathbf{m}_{k+1}) (H(t_{k+1}, x) - \mu_{k+1}) p_G(x; \mathbf{m}_{k+1}, \mathbf{C}_{k+1}) \, dx \\
\text{Cov} [H (t_{k+1}, x), H (t_{k+1}, x)] &= \int_{\mathcal{X}} (H(t_{k+1}, x) - \mu_{k+1}) (H(t_{k+1}, x) - \mu_{k+1}) p_G(x; \mathbf{m}_{k+1}, \mathbf{C}_{k+1}) \, dx
\end{align*}
\]

The key point about these equations is that the computations required are integrals with respect to a Gaussian density. Thus, we will use our FT framework to perform these integrals by approximating the drift and observation operators in FT format. Secondly, Assumption 5 is typically not valid in practice, and therefore these equations become approximations for the solution of the filtering problem. Intuitively, the approximations incur less error as the distributions “become more Gaussian.” This implies that in the cases where the data is frequent and informative or when the models are close to linear these equations may describe the filtered distribution accurately.
Furthermore, we note that while these assumptions may not yield an accurate approximation of the distribution, they often have good tracking performance. Indeed, much of the filtering literature only even measures the quality of data assimilation algorithms through tracking performance.

5.2 Low-rank filtering algorithms

In this section, we describe how to apply low-rank integration algorithms for the evaluation of the integrals in Section 5.1.3. In order to use low-rank tensor-based algorithms for integration, the integration must be performed with respect to a tensor-product measure. However, the relevant equations, as presented, were all integrals with respect to a correlated density \( p_G(x; m, C) \) for some mean \( m \) and non-diagonal covariance \( C \). To this end, a variable transformation \( x \rightarrow \nu \) must be performed before integration. The new random variable \( \nu = (\nu_1, \ldots, \nu_d) \in \mathbb{R}^d \) has a standard multivariate normal distribution, i.e., \( \nu \sim \mathcal{N}(0, I) \). In the case of correlated Gaussians, the mapping between these variables is linear and given by

\[
x = m + C^{1/2} \nu.
\]

Using this mapping, we define a new drift term \( \hat{B}(t, \nu) \) as

\[
\hat{B}(t, \nu) = B(t, M(t) + C(t)^{1/2} \nu),
\]

so that the right hand side of (5.7) becomes

\[
\frac{dM}{dt} = \int B(t, x)p_G(x; M(t), C(t))dx
= \int \hat{B}(t, \nu)p_G(\nu; 0, I)d\nu.
\]

Thus, the first step involved with evaluating the right-hand-side of this ODE, in the context of time time integration schemes, is transforming the equation to one with independent variables. Similar mappings can be used for the integrals required for
the propagation of the covariance in (5.8) and for those involved in the Bayes update steps (5.9) and (5.10).

Next, an integration scheme is devised for $\hat{B}(t, \nu)$. We consider two schemes, the first is low-rank tensor product quadrature and the second is FT integration.

5.2.1 Low-rank tensor product quadrature

Since, the integrals of interest are with respect to a Gaussian measure, low-rank tensor-product quadrature requires specifying a Gaussian-Hermite quadrature rule for each dimension. Suppose that dimension $i$ uses $n_i$ quadrature points and weights $\{(\nu_1^i, w_1^i), \ldots, (\nu_{n_i}^i, w_{n_i}^i)\}$. Next, suppose that every output of $\hat{B}(t, \nu)$ is discretized onto the tensor product grid defined by a tensorization of the Gaussian quadrature rules. Let $B^{(k)}(t, v) \in \mathbb{R}^{n_1 \times \cdots \times n_d}$ denote the $k$th output of the drift evaluated on the grid at a fixed $t$, i.e.,

$$B^{(k)}[i_1, \ldots, i_d] = \hat{B}[k](t, \{\nu_{i_1}^1, \ldots, \nu_{i_d}^d\}).$$

Then the approximation of the integral for the $k$-th output is

$$\int \hat{B}[k](t, \nu)p_G(\nu, 0, 1)d\nu \approx \sum_{i_1}^{n_1} \ldots \sum_{i_d}^{n_d} B^{(k)}[i_1, \ldots, i_d]w_{i_1}^1 \ldots w_{i_d}^d.$$

Clearly, such a computation scales exponentially with dimension. Thus, one first decomposes $B^{(k)}$ into its TT format, and then performs $d$ tensor-vector contractions with $O(dnr^2)$ operations [95]. Since $d$ such operations are required, one for each dimension, the total cost for one evaluation of the equations for the evolution of the mean is $O(d^2nr^2)$. The dominating cost is computing the TT decomposition of $\hat{B}[k]$ for each $k = 1, \ldots, d$, and it requires a total of $O(d^2nr^3)$ operations.

This strategy can be employed for computing integrals for $\text{Cov}(B, x)$, $\text{Cov}(H, x)$, and $\text{Cov}(H, H)$. However, determining a good number of quadrature nodes is still a challenging problem. The continuous tensor-train of Chapter 3 alleviates this problem through fiber level adaptation.
5.2.2 FT-based integration filter

Generally, the use of the function-train within this integration task is straightforward. One first generates an FT approximation of the integrand, then one integrates the approximation according to integration scheme described in Section 3.6.1. As with the low-rank tensor product integration just described, integrating vector-valued or matrix-valued functions requires approximating each of the outputs separately.

The major difference between the integration for Gaussian filtering and the numerous integration examples described in Chapter 3 is that the integration we are considering here is respect to a Gaussian measure. To this end, we need the FT cores to consist of scalar-valued functions that can be integrated with respect to the Gaussian measure so that we can use the standard integration algorithm from Section 3.6.1. Therefore, the specific implementation of the continuous framework we use represents each univariate function in an expansion of Hermite polynomials \{He_1, He_2, \ldots\} where

\[
\int_{\mathbb{R}} He_i(s) He_j(s) \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2}s^2} ds = \delta_{i,j}
\]

Thus, when we build an FT representation of some function \( f(\nu) \), the \( k \)-th core will consist of the scalar-valued functions

\[
f_k^{(i,j)}(\nu_k) = \sum_{\ell=1}^{P} a_{i,j,\ell}^{k} He_\ell(\nu_k), \quad \text{for } i = 1, \ldots, r_{k-1}, \ j = 1, \ldots, r_k, \ \text{and } a_{i,j,\ell}^{k} \in \mathbb{R},
\]

such that

\[
\int f_k^{(i,j)}(\nu_k) \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2}\nu_k^2} d\nu_k = a_{i,j,1}^{k}.
\]

In summary, every time we encounter an integral during the forecasting or analysis steps of the integration based Gaussian filter we perform three steps:

1. Map the dependent integration variables to a set of independent variables

2. Build an FT approximation of the integrand using Hermite polynomials expansions for univariate functions

181
3. Integrate the FT approximation using the scheme in Section 3.6.1

This scheme has an advantage over the tensor product quadrature scheme due to its automated adaptation of each fiber.

Note that the theorems and matrix-factorizations presented in Chapters 2 and 3 apply to functions defined on the unit interval with a uniform measure. Here, we are considering functions defined on the entire real line with a Gaussian measure. Two practical changes must be made within the rank-adaptive cross approximation algorithm of Section 3.3.2 to account for these differences. First, whenever an inner product is performed, for example within a QR decomposition, the inner product is weighted according to the Gaussian measure. Second, maximization of a univariate function, for example within an LU or maxvol computation, is replaced by maximization of the function multiplied by the density.

5.3 Numerical examples

We now present three examples of low-rank integration-based Gaussian filtering. In the first example, we will use a tensorized Gauss-Hermite quadrature rule as described in Section 5.2.1, and in the second two examples we will use the FT-based integration scheme described in Section 5.2.2.

The first example is a model for a re-entry vehicle [106]. The state space is five dimensional and the dynamics are nonlinear

\[
\begin{align*}
dx_1 &= x_3(t)dt \\
dx_2 &= x_4(t)dt \\
dx_3 &= d(t)x_3(t)dt + g(t)x_1(t)dt + \sigma_1 dw_3(t) \\
dx_4 &= d(t)x_4(t)dt + g(t)x_2(t)dt + \sigma_2 dw_4(t) \\
dx_5 &= \sigma_3 dw_5(t),
\end{align*}
\]
where

\[ r(t) = \sqrt{x_1^2(t) + x_2^2(t)} \]
\[ v(t) = \sqrt{x_3^2(t) + x_4^2(t)} \]
\[ b(t) = b_0 \exp(x_5(t)) \]
\[ d(t) = b(t) \exp \left( \frac{r_0 - r(t)}{H_0} \right) v(t) \]
\[ g(t) = -\frac{Gm_0}{r^3(t)}. \]

where \( G \) is the Gravitational constant and \( m_0 \) is the mass such that \( Gm_0 = 3.986 \times 10^5 \), \( r_0 = 6374 \) is the radius, and finally \( b_0 = -0.59783 \) and \( H_0 = 13.406 \) are constants required for the computation of the drag \( d(t) \). The diffusion magnitudes are \( \sigma_1 = 2.4064 \times 10^{-4} \) and \( \sigma_3 = 10^{-6} \). The observations are two dimensional and the observation operator is also nonlinear

\[ r_k = \sqrt{(x_1(t_k) - r_0)^2 + (x_2(t_k))^2} + \eta_1, \quad \eta_1 \sim \mathcal{N}(0, 1) \]
\[ \theta_k = \tan^{-1} \left( \frac{x_2(t_k)}{x_1(t_k) - r_0} \right) + \eta_2, \quad \eta_2 \sim \mathcal{N}(0, 1) \]

The dynamics are integrated for 100 seconds and observations are obtained every 3 seconds. Time integration was performed with the DOPRI5 integrator in the SciPy package [70] for Python. The purpose of this experiment is to show that the TT-based low-rank tensor-quadrature integration provides virtually equivalent results to full tensor quadrature integration. Furthermore, for the Gauss-Hermite filter (GHF) the scaling with the number of quadrature nodes should be polynomial whereas for the TT-based low-rank quadrature the scaling should be linear. Both effects are seen in Figure 5-1.

For the rest of the examples we perform integration with the FT based integration scheme. Our second example is the chaotic Lorenz 1963 three dimensional dynamics
with a radar-type nonlinear observation.

\[
\begin{align*}
    dx_1 &= r_1(-x_1 + x_1) + \sigma dw_1(t) \\
    dx_2 &= r_2 x_1 - x_1 x_3 + \sigma dw_2(t) \\
    dx_3 &= -r_3 x_3 + x_1 x_2 + \sigma dw_3(t) \\
    y_k &= \sqrt{(x_1 - \frac{1}{2})^2 + x_2^2 + x_3^2 + \xi_k, \quad \xi_k \sim \mathcal{N}(0, 1)}
\end{align*}
\]

with \( r_1 = 10, r_2 = 28, r_3 = \frac{8}{3}, \sigma = 10^1 \), RKF45 adaptive time-integration is used. Observations are obtained with a time step of \( \Delta t = 0.5s \), i.e., observation times are \( t_k = 10\Delta t \). The dynamics are at most rank 3 due to quadratic terms resulting from a transformation of \( x \) to \( \nu \) (the rank of a quadratic is at most \( d/2 \)). Figure 5-2 shows the results of the filtering. The lower right panel shows the observations obtained using the black dots and the trajectory of a hypothetical continuous observation operator using the dashed line. First, we see that there is an initial “burn-in” time for the state to reach its attractor. During this burn-in we see rapid increases in the uncertainty since the dynamics quickly push the state towards the attractor. Next, note that the mean tracks the true system state for the entire duration. Furthermore, the true system state is within the uncertainty bounds at all times.
Figure 5-2: Filtering of the Lorenz 63 system. Uncertainty is represented with the shaded region and the mean estimate is represented by the dashed line in all but the bottom right panel. The true system trajectory is given by the solid black line. The bottom right panel shows the realized data (black dots) and a hypothetical observation trajectory (dashed line).

The final example is a 20 dimensional chaotic Lorenz 1996 system given by

\[
dx_i = (x_{i+1} - x_{i-2})x_{i-1} - x_i + F + \sigma dw_i(t), \quad \text{for } i = 1, \ldots, 20
\]

\[x_0 = x_d\]

\[x_{-1} = x_{d-1}\]

\[x_{d+1} = x_1\]

\[y_k^j = x_{2j-1}(t_k) + \xi_k, \quad \xi_k \sim \mathcal{N}(0,1), \quad \text{for } j = 1, \ldots, 10\]
Figure 5-3: Traces of the mean (dashed line), two times standard deviation (shaded region), observations (black-dots) and system trajectory (solid line) for specific system states for the Lorenz96 chaotic system.

We use $F = 8$ to stay within the chaotic regime and fix the diffusion to $\sigma = 0.25$. Integration is performed with an adaptive RKF45 scheme. Observations of every other variable are taken every $\Delta t = 0.1$ seconds. The resulting traces for a subset of the state variables is provided in Figure 5-3. Figure 5-3 shows that the mean tracks the true system state for both the observed and unobserved variables, but the uncertainty is noticeably smaller for the observed variables. Furthermore, the tracking and uncertainty are noticeably worse when $t < 2$ for many of the variables. This characteristic is due to the fact that no burn-in was used before filtering is started. Furthermore, this fact is actually a testament to the stability of the FT approximation scheme for the Gaussian filtering since the state does not diverge, and
good tracking as well as a good description of uncertainty is eventually obtained.
Chapter 6

Conclusion

6.1 Summary

A framework for computation with multivariate functions was introduced and applied to stochastic optimal control and to data assimilation. The new set of tools can be used to encode adaptive, efficient, and accurate numerical algorithms for computation with functions. The research primarily builds upon two areas: tensor decompositions and function approximation. Tensor decompositions mitigate the curse of dimensionality by discovering low-rank structure, and function approximation is used to accurately compute with functions.

The application of this low-rank computational framework to stochastic optimal control has provided us with an opportunity to solve higher dimensional problems than previously possible. For example, we are able to extend the effectiveness of value and policy iteration to higher dimensional systems. We envision that since stochastic optimal control is such a general and widespread problem formulation, that these tools can positively affect many domains.

The application of the framework to integration-based Gaussian filtering has also pushed the limits of a methodology that is often discounted for high dimensional problems. Indeed, while the requirement of accurate integration-based methods for propagating the mean and covariance of a distribution through a nonlinear dynamical system was once viewed as a hinderance to high dimensional computation, we have
shown that integration algorithms that leverage low-rank structure can prove effective. Thus, this research has provided an avenue for further work that exploits the stability of integration based Gaussian filtering within higher dimensional applications.

Now, to restate our contributions, those at a high level include

1. Development of a framework for continuous computation with multivariate functions by leveraging low-rank tensor decompositions,

2. Application of a low-rank framework for the solution of dynamic programming equations arising in stochastic optimal control, and

3. Application of continuous computation to integration-based Gaussian filtering.

Contributions to continuous computation include

1. Development of maximum-volume based CUR/skeleton decompositions of vector-valued functions,

2. Extension of continuous matrix factorizations to the case of QR and LU factorization of matrix-valued functions, and

3. Continuous versions of cross approximation, rounding, and alternating least squares for the function-train.

Contributions to stochastic optimal control and data assimilation include

1. Utilization of the function-train decomposition within value and policy iteration for solving Bellman’s equation,

2. Utilization of the function-train decomposition for multi-level schemes by enabling evaluations of optimal value functions and policies in continuous domains, and

3. Utilization of the function-train for multivariate integration within integration-based Gaussian filtering.
6.2 Future work

While this research has formulated and shown the advantages of the continuous computational framework, there are many ways in which this work can be extended.

Linear solvers are one of the pillars of linear algebra, and we would like to develop corresponding continuous linear solvers that deal with continuous linear operators. The primary motivation of solving linear systems is to be able to solve partial differential equations encountered within uncertainty quantification and optimal control. Indeed, many low-rank solvers have complemented the recent development of tensor-decompositions [37,38,97,116]. Furthermore, continuous algorithms have also been developed for solving certain PDEs for univariate and bivariate systems [93]. Bridging these methods has the potential to allow adaptive and efficient solutions to high dimensional PDEs.

Another direction of interest, particularly for machine learning/data science applications, is the development of low-rank data fitting algorithms. Strides have been made to accomplish this task, for example see [40] for data fitting with the canonical decomposition, using alternating least squares techniques. It would be interesting and beneficial to tackle these problems with the continuous alternating least squares algorithm that incorporates rank adaptivity discussed in Chapter 3. “Big data” problems also pose an interesting data fitting application since tensor methods may also be used to first compress the data before creating data fitting models.

There are many directions to take low-rank computation within control as well. Linear temporal logic and differential games are both areas that borrow heavily from the stochastic optimal control formulation and can be can be reframed in terms of dynamic programming equations. It will be useful to exploit low-rank structure in these situations to enable the solution of higher dimensional problems.

Finally, it would be interesting to utilize low-rank continuous algorithms within the context of challenging Bayesian inverse problems. For example, one can interpret Bayes rule as a simple multiplication of two functions, the prior and the likelihood. Both of these functions can potentially contain low rank structure that can be
discovered with the framework and algorithms that we have developed. The resulting deterministic algorithms can potentially be highly advantageous over the current state-of-the-art sampling methods.
Appendix A

Additional lemmas and proofs

A.1 Proof of Theorem 2

Proof. Let us denote \( E = F - C[F^{*,k}]^{-1}R \), such that \( E : \mathcal{X} \rightarrow \mathbb{R}^n \). Let \( \alpha = [(i_1, z_1), \ldots (i_{\ell}, z_{\ell})] \) and \( y = [y_1, \ldots, y_\ell] \) denote the fibers used to construct \( F^{*,k} \). Now, we seek to bound the absolute value of \( E \) for each \( x \in \mathcal{X} \). Consider any \((\ell + 1) \times (\ell + 1)\) sub-matrix of \( F \) formed by augmenting \( F^{*,k} \) by one row and column of values defined by \( x_{>k} \in \mathcal{X}_{>k} \) and \((i, x_{\leq k}) \in \{1, \ldots, n\} \times \mathcal{X}_{\leq k} \) such that

\[
F = \begin{bmatrix}
F^{*,k} & b \\
c^T & a 
\end{bmatrix},
\]

where each choice of \( x_{>k} \) maps to a vector \( b \) according to \( b[j] = F[i_j](z_j, x_{>k}) \) for \( j = 1 \ldots \ell \). Relatedly, each choice of \((i, x_{\leq k}) \) maps to a vector \( c \) according to \( c[j] = F[i](x_{\leq k}, y_j) \). The values for \( a \) analogously correspond to a selection of \((i, x_{\leq k}, x_{>k}) \). Now define \( \gamma = a - c^T[F^{*,k}]^{-1}b \) and note that \( \gamma \) corresponds to the value of \( E \) obtained by the combination \((i, x_{\leq k}, x_{>k}) \) chosen to augment \( F^{*,k} \). Also, \( \gamma = 0 \) iff \( F \) is singular due to the following property of the determinant,

\[
det\left( \begin{bmatrix}
F^{*,k} & b \\
c^T & a 
\end{bmatrix} \right) = det(F^{*,k}) det(a - c^T[F^{*,k}]^{-1}b) \quad (A.1)
\]
for any vectors $b, c$ and scalar $a$ as long as $\mathbf{F}^{*, k}$ is invertible. If $\gamma = 0$, then the value of $E$ to which it refers is zero.

Now we consider the case where $\gamma \neq 0$ and that $F$ is non-singular. Using property (A.1), we see

$$|\det(F)| = |\det(\mathbf{F}^{*, k})||\gamma|$$

Furthermore, recall that we can write the inverse of a matrix using the matrix of cofactors $C$

$$F^{-1} = \frac{1}{\det(F)}C^T$$  \hspace{1cm} (A.2)

The maximal volume property of $\mathbf{F}^{*, k}$ now implies that $||C||_C = |\det(\mathbf{F}^{*, k})|$. Together with (A.2) this implies

$$||F^{-1}||_C = \frac{1}{|\det(F)|} |\det(\mathbf{F}^{*, k})| = |\gamma^{-1}|. \hspace{1cm} (A.3)$$

From here, we seek to obtain an upper bound for $|\gamma|$ because this corresponds to the maximum value of $E$ corresponding choices of $(i, x_\leq, x_\geq k)$. Therefore, we would like to obtain a lower bound for $||F^{-1}||_C$. We can obtain this bound by starting with the Frobenius norm on $F$ to obtain a bound using its singular values

$$||F^{-1}||^2_F = \sum_{i=1}^{\ell+1} \sigma_i^{-2}(F) \leq ||F^{-1}||^2_C (\ell + 1)^2,$$

and since $\sigma_i^{-2}(F) \leq \sum_{i=1}^{\ell+1} \sigma_i^{-2}(F)$ we have $\sigma_{\ell+1}^{-2}(F) \leq ||F^{-1}||^2_C (\ell + 1)^2$. Finally, we obtain

$$||F^{-1}||_C > \frac{1}{\sigma_{\ell+1}(F)(\ell + 1)}$$

Now using (A.3) we have $|\gamma| \leq \sigma_{\ell+1}(F)(\ell + 1)$. From Lemma 5 in Appendix A.2 we can relate the singular values of the matrix $F$ to the singular values of $F$ to obtain the inequality

$$\sigma_{\ell+1}(F) \leq M \rho^2(\ell + 1)^{2\epsilon} \sigma_{\ell+1}(F),$$
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for $\varepsilon > 1/2$. This inequality provides us with the final result.

\section*{A.2 Eigenvalues of a discretized kernel}

Recall that we seek to bound the smallest singular value $\sigma_m(F)$ of a sub-matrix $F \in \mathbb{R}^{m \times m}$ of a vector-valued function by the corresponding singular values of the continuous vector-valued function $\sigma_m(F)$. The sub-matrix $F$ can be viewed as a discretized version of $F$. We use this result in the proof of Theorem 2 where $m = \ell + 1$ and $\ell$ is the rank of the CUR decomposition of interest.

This bound arises from the result in [90] where one considers a compact linear integral operator $K$ with kernel $k(s, t)$ defined as

$$
(Kf)(s) = \int_{\Omega} k(s, t)f(t)dt, \quad s \in \Omega
$$

In particular one can define a discretization of $k$ using $\ell$ values $[s_1, \ldots, s_\ell]$ such that $K[i, j] = k(s_i, s_j)$. Then one can bound the eigenvalues of $K$ by the corresponding eigenvalues of $K$. The result is summarized in the lemma below.

\begin{lemma}[Interlacing eigenvalues of discretized operator [90]]
Let $K : L^2(\Omega) \to L^2(\Omega)$ be a symmetric, positive definite, compact linear integral operator with continuous kernel $k(s, t)$ that has eigendecomposition (from Mercer’s theorem)

$$
k(s, t) = \sum_{p=1}^{\infty} \lambda_p \Psi_p(s) \Psi_p(t),
$$

where $\{\lambda_p\}_{p=1}^{\infty}$ are eigenvalues and the eigenfunctions $\{\Psi_p(t)\}_{p=1}^{\infty}$ form an orthonormal basis for $L^2(\Omega)$. Furthermore, assume that the eigenfunctions are uniformly bounded: $|\Psi_p(s)| \leq \rho$ for all $p$ and $s$. Let $K \in \mathbb{R}^{\ell \times \ell}$ denote a discretized version of $k$. Then it holds that

$$
\lambda_p(K) \leq |\Omega|\rho^2 \zeta(2\varepsilon) p^{\ell+1} \lambda_p(k), \quad p < \ell, \quad \text{for any } \varepsilon > 1/2
$$

where $\zeta$ is the Riemann zeta function, $\zeta(2\varepsilon) = \sum_{p=1}^{\infty} \frac{1}{p^{2\varepsilon}}$.
\end{lemma}
If $F$ is the discretization of a continuous but non-symmetric kernel $F$, and the singular functions of the corresponding integral operator are uniformly bounded, then an analogous result for the singular values of $F$ can be shown to hold.

### A.3 Proof of Theorem 3

The proof of Theorem 3 is the continuous analogue of the corresponding theorem by Oseledets [95].

**Proof.** We start with unfolding function $f^1$. Since its rank is $r_1$, the function can be decomposed as

\[
    f^1(x_1, x_{>1}) = U_1(x_1)V_1(x_{>1}),
\]

where $U_1 = [u^{(1)}_1, \ldots, u^{(1)}_r]$ is a vector-valued function with orthogonal columns and $V_1 = [v^{(1)}_1, \ldots, v^{(1)}_r]$ is a vector-valued function with orthonormal columns. This type of decomposition can arise from the functional SVD (2.4) in which the singular values have been absorbed into $U_1$.

Using these orthogonality conditions we can define each $v^{(1)}_i$ as

\[
    v^{(1)}_i(x_{>1}) = \frac{\left\langle f^1(s, x_{>1}), u^{(1)}_i(s) \right\rangle}{\left\langle u^{(1)}_i(s), u^{(1)}_i(s) \right\rangle} = \left\langle f^1(s, x_{>1}), u^{(1)}_i(s) \right\rangle
\]

If we consider the unfoldings of each right singular function

\[
    (v^{(1)}_i)^k = v^{(1)}_i(\{x_2, \ldots x_k\}, \{x_{k+1}, \ldots, x_d\}),
\]

for $k = 2, \ldots, d - 1$, then we we can show that both rank $[v^{(1)}_i)^k] \leq r_k$ for $k = 2, \ldots, d - 1$ and that $(V_1)^k$ is also at most rank $k$ according to the extended SVD definition (2.5).

We start by noting that unfolding $k$ (or separated form $f^k$ of $f$) can be decomposed into

\[
    f^k(x_{\leq k}, x_{>k}) = F(x_{\leq k})G(x_{>k}),
\]
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where \( F \) and \( G \) are both vector-valued functions consisting of \( r_k \) functions. Now we plug these results into the definition of the \( k \)-th unfolding of \( v^{(1)}_i \)

\[
(v^{(1)}_i)^k = v^{(1)}_i(x_2, \ldots, x_{\ell}, \{x_{k+1}, \ldots, x_d\})
\]

\[
= \left\langle f^1(s, x_{>1}), w^{(1)}_i(s) \right\rangle
\]

\[
= \left\langle F(s, x_2, \ldots, x_k)G(x_{>k}), w^{(1)}_i(s) \right\rangle
\]

\[
= \left\langle F(s, x_2, \ldots, x_k), w^{(1)}_i(s) \right\rangle G(x_{>k})
\]

\[
= H_i(x_2, \ldots, x_k)G(x_{>k}), \tag{A.9}
\]

where \( H_i(x_2, \ldots, x_k) = \left\langle F(s, x_2, \ldots, x_k), w_i(s) \right\rangle \) is also a vector-valued function consisting of \( r_k \) functions such that

\[
H_i[j](x_2, \ldots, x_k) = \left\langle F[j](s, x_2, \ldots, x_k), w^{(1)}_i(s) \right\rangle \quad j = 1 \ldots r_k. \tag{A.10}
\]

We have shown that unfolding \( k \) of \( v^{(1)} \) is a rank \( r_k \) function, i.e.

\[
\operatorname{rank}\left[(v^{(1)}_i)^k\right] \leq r_k \tag{A.11}
\]

Furthermore, we can see that if we create a matrix-valued function whose rows are \( H_i \), \( \mathcal{H} = [H_1, H_2, \ldots H_{r_1}] \) then the quasimatrix \( V_1 \) has an extended SVD, also of rank \( r_k \),

\[
V_1(x_{>1})^k = \mathcal{H}(x_2, \ldots, x_k)G(x_{>k}) \tag{A.12}
\]

Now we can proceed recursively and use the extended SVD of a quasimatrix to separate \( x_2 \) from the other dimensions \( x_{>2} \) in \( V_1 \)

\[
[V_1(x_{>1})]^{k=2} = V_1(x_2, x_{>2}) = \mathcal{U}_2(x_2)V_2(x_{>2}), \tag{A.13}
\]

where \( \mathcal{U}_2 \) is a \( r_1 \times r_2 \) matrix-valued function with orthogonal columns and \( V_2 \) is a quasimatrix consisting \( r_2 \) orthonormal functions. From here we see that \( \mathcal{F}_1 = U_1 \), \( \mathcal{F}_2 = \mathcal{U}_2 \), and we can proceed with \( V_2 \) as we did on \( V_1 \) to obtain the rest of the cores.
A.4 Proof of Theorem 4

The proof is a continuous analogue of that provided by Oseledets [98].

Proof. The case $d = 2$ follows from the definition of the functional SVD. Now we consider the case $d > 2$, the first unfolding can be decomposed into

$$f^1(x_1, x_{>1}) = U_1(x_1)V_1(x_{>1}) + e^1(x_1, x_{>1})$$

where $U_1 : \mathcal{X}_1 \rightarrow \mathbb{R}^r$ consist of the first $r$ left singular functions of $f^1$, and $V_1 : \mathcal{X}_{>1} \rightarrow \mathbb{R}^r$ consists of the first $r$ right-singular functions of $f^1$. Further note that due to the properties of the SVD we have that $u_i^{(1)} = U_1[i]$ satisfy $\langle u_i^{(1)}(s), e^1(s, x_{>1}) \rangle = 0$ for $i = 1 \ldots r_1$.

$V_1$ is a multivariate vector-valued function, and as such, also potentially has a low-rank extended SVD. Suppose that we generate a rank $r_2$ approximation $\hat{V}_1$ of $V_1$. Then if we define an approximation to $f$ as $\hat{f}(x_1, x_{>1}) = U_1(x_1)\hat{V}_1(x_{>1})$, we can bound its error according to

$$\int (f - \hat{f})^2 \, dx = \int (f^1 - U_1\hat{V}_1)^2 \, dx$$

$$= \int (f^1 - U_1(V_1 - \hat{V}_1))^2 \, dx$$

$$\leq \int (f^1 - U_1)^2 \, dx + \int (U_1(V_1 - \hat{V}_1))^2 \, dx$$

$$\leq \varepsilon_1^2 + \langle V_1 - \hat{V}_1, V_1 - \hat{V}_1 \rangle.$$
\( \mathcal{U}_2(x_2)V_2(x_{>2}) \) such that

\[
\| V_1^2(x_2, x_{>2}) - \mathcal{U}_2(x_2)V_2(x_{>2}) \| \leq \varepsilon_2. \tag{A.14}
\]

where \( \mathcal{U}_2 : \mathcal{X}_2 \rightarrow \mathbb{R}^{r_1 \times r_2} \) and \( V_2 : \mathcal{X}_{>2} \rightarrow \mathbb{R}^{r_2} \). We will shortly show that this fact follows from the approximate low-rank nature of the unfolding functions \( f^k \). For now, assume that \( V_2 \) has the corresponding property that we can approximate it with a rank \( r_3 \) expansion \( \hat{V}_2 \) to obtain an explicit expansion for \( \hat{V}_1 \) as

\[
\hat{V}_1(x_{>1}) = \mathcal{U}_2(x_2)\hat{V}_2(x_{>2}). \tag{A.15}
\]

Using (A.15) for \( \hat{V}_1 \) we obtain

\[
\left\langle V_1 - \hat{V}_1, V_1 - \hat{V}_1 \right\rangle = \left\langle V_1 - \mathcal{U}_2 \hat{V}_2, V_1 - \mathcal{U}_2 \hat{V}_2 \right\rangle
\]

\[
= \left\langle V_1 - \mathcal{U}_2(\hat{V}_2 + V_2 - V_2), V_1 - \mathcal{U}_2(\hat{V}_2 + V_2 - V_2) \right\rangle
\]

\[
\leq \varepsilon_2^2 + \left\langle V_2 - \hat{V}_2, V_2 - \hat{V}_2 \right\rangle
\]

Now, if we assume that \( V_\ell \) can be approximated with a rank \( r_{\ell+1} \) function \( \mathcal{U}_{\ell+1}V_{\ell+1} \), and therefore \( V_{\ell+1} \) can be approximated by a rank \( r_{\ell+2} \) function \( \hat{V}_{\ell+1} \), the above argument can proceed recursively to obtain

\[
\left\langle V_1 - \hat{V}_1, V_1 - \hat{V}_1 \right\rangle \leq \sum_{\ell=2}^{d-1} \varepsilon_{\ell}^2,
\]

which yields the desired result.

It remains to show that the rank \( r_{\ell+1} \) extended SVDs of \( V_\ell \) have errors smaller than \( \varepsilon_{\ell+1} \), and therefore the errors resulting from using finite rank approximations \( \hat{V}_\ell \) are correspondingly bounded bounded. We show these facts using similar arguments to those in Theorem 3 (see (A.9)). We begin by showing that the \( k = 2, \ldots, d - 1 \) unfoldings of \( V_1 \) are also of extended SVD rank \( r_k \) within \( \varepsilon_k \). Recall that in (A.7) we
represented each scalar-valued function making up $V_1$ as

\[ v_i^{(1)}(x_{>1}) = \langle f^1(s, x_{>1}), u_i^{(1)}(s) \rangle, \quad (A.16) \]

and then we used the unfoldings of $f$ to prove that the unfoldings of $v_i^{(1)}$ are at most $r_k$. Similarly, if we now consider that the unfoldings of $f$ can be represented as

\[ f^k(x_{\leq k}, x_{>k}) = F(x_{\leq k})G(x_{>k}) + e^k, \quad (A.17) \]

such that the first term is a rank $r_k$ expansion and $\|e^k\| \leq \varepsilon_k$ then for each unfolding $k = 2, \ldots, d$ we have

\[
\begin{align*}
(v_i^{(1)})^k &= v_i^{(1)}(\{x_2, \ldots, x_k\}, \{x_{k+1}, \ldots, x_d\}) \\
&= \langle f(s, x_{>1}), u_i^{(1)}(s) \rangle \\
&= \langle F(s, x_2, \ldots, x_k)G(x_{>k}) + e^k(s, x_2, \ldots, x_k), u_i^{(1)}(s) \rangle \\
&= \langle F(s, x_2, \ldots, x_k), u_i^{(1)}(s) \rangle G(x_{>k}) + \langle e^k(s, x_2, \ldots, x_k), u_i^{(1)}(s) \rangle \\
&= H_i(x_2, \ldots, x_k)G(x_{>k}) + e^k,
\end{align*}
\]

where $H_i(x_2, \ldots, x_k) = \langle F(s, x_2, \ldots, x_k), u_i(s) \rangle$ is also a vector-valued function consisting of $r_k$ functions and $\|\hat{e}^k\| \leq \varepsilon_k$ since the contraction of $e^k$ with respect to an orthonormal function $u_i^{(1)}(s)$ cannot increase in norm.

Now we have shown that $V_1$ can be approximated by a rank $r$ expansion up to an accuracy of $\varepsilon_k$, and recall that we denoted this expansion for $k = 2$ as $U_2(x_2)V_2(x_{>2})$ in (A.14). We can recursively apply this argument to $V_2, V_3, \ldots$

\[
\|V_\ell(x_{\ell+1}, x_{>\ell+1}) - U_{\ell+1}(x_{\ell+1})V_{\ell+1}(x_{>\ell+1})\| \leq \varepsilon_k, \quad \ell = 1, \ldots, d - 1,
\]

to obtain the required error bounds. In the end, the functions $U_1, U_2, U_3, \ldots, U_{d-1}$, and $V_d$ will make up the cores of the FT with the specified error.
A.5 Proof of Theorem 5

The following proposition will be used in the proof.

Proposition 18. Let $A \in \mathbb{R}^{n \times 1}$, $B \in \mathbb{R}^{m \times 1}$, and $C \in \mathbb{R}^{n \times m}$. Then

$$A^T C B = \text{Tr} \left( AB^T C^T \right) \quad (A.18)$$

Proof. Let $D = AB^T C^T$, $D \in \mathbb{R}^{n \times n}$.

$$\text{Tr} \left( D \right) = \sum_{i=1}^{n} D[i, i] = \sum_{i=1}^{n} \sum_{j=1}^{m} A[i, 1] B[j, 1] C^T[j, i]$$

$$= \sum_{i=1}^{n} \sum_{j=1}^{m} A[i, 1] B[j, 1] C[i, j]$$

$$= A^T C B$$

The proof strategy is based on the calculus of variations.

Proof. Let $\mathcal{H} : \mathcal{Y}_2 \rightarrow \mathbb{R}^{n_1 \times m_1}$ and consider the first variation of $J$ defined as

$$\delta J(\mathcal{W}, \mathcal{H}) = \lim_{\epsilon \to 0} \frac{J(\mathcal{W} + \epsilon \mathcal{H}) - J(\mathcal{Z})}{\epsilon} = \frac{d}{d\epsilon} J(\mathcal{W} + \epsilon \mathcal{H})|_{\epsilon=0} \quad (A.19)$$
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Denote \( g(x_1, y_2, y_3) = G_1(y_1)G_2(y_2)G_3(y_3) \), then we have

\[
\delta J(W, \mathcal{H}) = \frac{d}{de} J(W + \epsilon\mathcal{H})|_{\epsilon=0} \\
= \frac{d}{de} \left[ \int_{\mathbb{R}^3} (\mathcal{L}(y_1) (W(y_2) + \epsilon\mathcal{H}(y_2)) \mathcal{R}(y_3) \\
- g(y_1, y_2, y_3))^2 dy_1 dy_2 dy_3 \right]_{\epsilon=0} \\
= \frac{d}{de} \left[ \int_{\mathbb{R}^3} (\mathcal{L}(y_1) W(y_2) \mathcal{R}(y_3))^2 dy_1 dy_2 dy_3 + \\
\epsilon^2 \int_{\mathbb{R}^3} (\mathcal{L}(y_1) \mathcal{H}(y_2) \mathcal{R}(y_3))^2 dy_1 dy_2 dy_3 + \\
\epsilon \int_{\mathbb{R}^3} g(y_1, y_2, y_3)^2 dy_1 dy_2 dy_3 + \\
2\epsilon \int_{\mathbb{R}^3} \mathcal{L}(y_1) W(y_2) \mathcal{R}(y_3) \mathcal{L}(y_1) \mathcal{H}(y_2) \mathcal{R}(y_3) dy_1 dy_2 dy_3 - \\
2 \int_{\mathbb{R}^3} \mathcal{L}(y_1) W(y_2) \mathcal{R}(y_3) g(y_1, y_2, y_3) dy_1 dy_2 dy_3 - \\
2 \epsilon \int_{\mathbb{R}^3} \mathcal{L}(y_1) \mathcal{H}(y_2) \mathcal{R}(y_3) g(y_1, y_2, y_3) dy_1 dy_2 dy_3 \right]_{\epsilon=0} \\
= \left[ 2\epsilon \int_{\mathbb{R}^3} (\mathcal{L}(y_1) \mathcal{H}(y_2) \mathcal{R}(y_3))^2 dy_1 dy_2 dy_3 + \\
2 \int_{\mathbb{R}^3} \mathcal{L}(y_1) W(y_2) \mathcal{R}(y_3) \mathcal{L}(y_1) \mathcal{H}(y_2) \mathcal{R}(y_3) dy_1 dy_2 dy_3 - \\
2 \int_{\mathbb{R}^3} \mathcal{L}(y_1) \mathcal{H}(y_2) \mathcal{R}(y_3) g(y_1, y_2, y_3) dy_1 dy_2 dy_3 \right]_{\epsilon=0} \\
= 2 \int_{\mathbb{R}^3} \mathcal{L}(y_1) W(y_2) \mathcal{R}(y_3) \mathcal{L}(y_1) \mathcal{H}(y_2) \mathcal{R}(y_3) - \\
\mathcal{L}(y_1) \mathcal{H}(y_2) \mathcal{R}(y_3) g(y_1, y_2, y_3) dy_1 dy_2 dy_3 \right], \tag{A.20}
\]

where the second equality uses the definition of \( J \), the third equality comes from expanding the square, the fourth equality comes from taking the derivative, and the last equality comes from setting \( \epsilon = 0 \).

Now, using the fact that \( \mathcal{L}(y_1) \mathcal{H}(y_2) \mathcal{R}(y_3) = \mathcal{R}^T(y_3) \mathcal{H}^T(y_2) \mathcal{L}_1^T(y_1) \) and the orthonormality condition of \( \mathcal{R} \) we can simplify the first term of integrand in the last
equation

\[
\int_{\mathcal{X}_1 \times \mathcal{X}_2 \times \mathcal{X}_3} \mathcal{L}(y_1) W(y_2) R(y_3) \mathcal{L}(y_1) H(y_2) R(y_3) dy_1 dy_2 dy_3 = \\
= \int_{\mathcal{X}_1 \times \mathcal{X}_2} \mathcal{L}(y_1) W(y_2) H^T(y_2) \mathcal{L}^T(y_1) dy_1 dy_2 \\
= \int_{\mathcal{X}_2} \text{Tr} \left( \mathcal{L}(y_1)^T \mathcal{L}(y_1) H(y_2) W(y_2) \right) dy_2 \\
= \int_{\mathcal{X}_2} \text{Tr} \left( H(y_2) W^T(y_2) \right) dy_2.
\]

(A.21)

where Proposition 18 applied to matrix-valued functions is to obtain the third equality. Combining (A.21) with (A.20), the first variation becomes

\[
\delta J(W, H) = 2 \left[ \int_{\mathcal{X}_2} \text{Tr} (H(y_2) W^T(y_2)) dy_2 \\
- \int_{\mathcal{X}_1 \times \mathcal{X}_2 \times \mathcal{X}_3} \mathcal{L}(y_1) H(y_2) R(y_3) g(y_1, y_2, y_3) dy_1 dy_2 dy_3 \right]
\]

(A.22)

A necessary condition for an extremum is \( \delta J(W^*, H) = 0 \). To verify this condition
we substitute (3.17) into (A.21)

\[
\int_{\mathcal{Y}_2} \text{Tr} \left( \mathcal{H}(y_2) [\mathcal{W}^*]^T (y_2) \right) dy_2 = \\
= \int_{\mathcal{Y}_2} \text{Tr} \left( \mathcal{H}(y_2) \left( \int_{\mathcal{Y}_1} \mathcal{L}^T(y_1) g_1(y_1) dy_1 \right) g_2(y_2) \left( \int_{\mathcal{Y}_3} \mathcal{G}_3(y_3) \mathcal{R}^T(y_3) dy_3 \right) \right)^T dy_2 \\
= \int_{\mathcal{Y}_2} \text{Tr} \left( \mathcal{H}(y_2) \left( \int_{\mathcal{Y}_1} \int_{\mathcal{Y}_3} \mathcal{L}^T(y_1) g_1(y_1, y_2, y_3) \mathcal{R}^T(y_3) dy_1 dy_3 \right) \right)^T dy_2 \\
= \int_{\mathcal{Y}_2} \text{Tr} \left( \mathcal{H}(y_2) \left( \int_{\mathcal{Y}_1} \int_{\mathcal{Y}_3} \mathcal{R}(y_3) \mathcal{L}(y_1) g(y_1, y_2, y_3) dy_1 dy_3 \right) \right)^T dy_2 \\
= \int_{\mathcal{Y}_2} \int_{\mathcal{Y}_1} \int_{\mathcal{Y}_3} \text{Tr} \left( \mathcal{H}(y_2) \mathcal{R}(y_3) \mathcal{L}(y_1) \right) g(y_1, y_2, y_3) dy_1 dy_2 dy_3 \\
= \int_{\mathcal{Y}_1 \times \mathcal{Y}_2 \times \mathcal{Y}_3} \mathcal{L}(y_1) \mathcal{H}(y_2) \mathcal{R}(y_3) g(y_1, y_2, y_3) dy_1 dy_2 dy_3
\]

where the last equality is obtained using another application of Proposition 18 to matrix-valued functions. Using this result in (A.22) shows that the condition

\[
\delta J(\mathcal{W}^*, \mathcal{H}) = 0
\]

is satisfied. \qed
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