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Abstract 

The objective of this thesis is to develop and analyze model order reduction approaches for 
the efficient integration of parametrized mathematical models and experimental measurements. Model Order Reduction (MOR) techniques for parameterized Partial Differential 
Equations (PDEs) offer new opportunities for the integration of models and experimental data. First, MOR techniques speed up computations allowing better explorations of the parameter space. Second, MOR provides actionable tools to compress our prior knowledge about the system coming from the parameterized best-knowledge model into low-dimensional and more manageable forms. In this thesis, we demonstrate how to take advantage of MOR to design computational methods for two classes of problems in data assimilation. 

In the first part of the thesis, we discuss and extend the Parametrized-Background Data-Weak (PBDW) approach for state estimation. PBDW combines a parameterized best-knowledge mathematical model and experimental data to rapidly estimate the system state over the domain of interest using a small number of local measurements. The approach relies on projection-by-data, and exploits model reduction techniques to encode the knowledge of the parametrized model into a linear space appropriate for real-time evaluation.

In this work, we extend the PBDW formulation in three ways. First, we develop an experimental a posteriori estimator for the error in the state. Second, we develop computational procedures to construct local approximation spaces in subregions of the computational domain in which the best-knowledge model is defined. Third, we present an adaptive strategy to handle experimental noise in the observations. We apply our approach to a companion heat transfer experiment to prove the effectiveness of our technique. 

In the second part of the thesis, we present a model-order reduction approach to simulation-based classification, with particular application to Structural Health Monitoring (SHM). The approach exploits (i) synthetic results obtained by repeated solution of a parametrized PDE for different values of the parameters, (ii) machine-learning algorithms to generate a classifier that monitors the state of damage of the system, and (iii) a reduced basis method to reduce the computational burden associated with the model evaluations. The approach is based on an offline/online computational decomposition. In the offline stage, the fields associated with many different system configurations, corresponding to different states of damage, are computed and then employed to teach a classifier. Model reduction techniques, ideal for this many-query context, are employed to reduce the computational burden associated with

3 The experiments are performed by Dr. James D. Penn (MIT).
the parameter exploration. In the online stage, the classifier is used to associate measured data to the relevant diagnostic class.

In developing our approach for SHM, we focus on two specific aspects. First, we develop a mathematical formulation which properly integrates the parameterized PDE model within the classification problem. Second, we present a sensitivity analysis to take into account the error in the model. We illustrate our method and we demonstrate its effectiveness through the vehicle of a particular companion experiment, a harmonically excited microtruss\textsuperscript{1}.
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Chapter 1

Introduction

1.1 Motivation

In many applications, integration of mathematical models and experimental observations is needed to perform accurate predictions. Mathematical models of physical systems are often deficient due to the uncertainty in the value of the parameters representing material properties and input forces, and might also neglect important aspects of the system’s behavior. On the other hand, experimental measurements are often scarce, corrupted by random and systematic noise, and they might also provide indirect measurements of the quantity we wish to predict.

Data Assimilation (DA) refers to the process of integrating information coming from a mathematical model with experimental observations for prediction. In Numerical Weather Prediction (NWP), DA refers to the process of combining mathematical models with data to estimate the state of atmospheric or oceanic flow. In other fields such as control or Structural Health Monitoring, the output of the procedure might be either a real-valued or a discrete-valued function of the state.

DA tasks present several challenges for applied mathematicians and engineers. Mathematical models often consist of (systems of) Partial Differential Equations (PDEs) that are typically extremely expensive to evaluate: since state-of-the-art DA procedures are cast as optimization problems, which hence involve many model evaluations, the computational burden might be unsustainable for real-time and in situ applications. This challenge becomes even more severe when the available mathematical model is affected by substantial parametric uncertainty: in this case, current research focuses on the development of nu-
merical techniques that (i) are designed to appropriately take into account the parametric uncertainty in the model, (ii) are directly informed by the specific DA task at hand, and (iii) meet the computational (time and memory) constraints.

Recent advances in Model Order Reduction (MOR) for parameterized systems offer new opportunities for the integration of models and experimental data. First, MOR techniques speed up computations allowing better explorations of the parameter space at an acceptable computational cost. Second, MOR provides actionable tools to compress our prior knowledge about the system coming from the parameterized mathematical model into low-dimensional and more manageable forms. *This thesis presents work toward the development of efficient model reduction strategies for DA problems for systems modeled by PDEs. In more detail, we shall focus on two distinct DA tasks: state estimation for stationary problems, and damage identification for Structural Health Monitoring applications.*

1.2 Model order reduction for parameterized PDEs

Parametric Model Order Reduction (pMOR) is a mathematical and computational field of study that aims to systematically reduce the marginal computational cost of the solution to a parametrized mathematical model. pMOR is part of the broader field of Model Order Reduction (MOR), and is mainly motivated by real-time applications (control, parameter estimation) and many-query applications (design and optimization, uncertainty quantification). In real-time applications, the goal is to provide rapid responses with little or no communication with extensive offline resources; in many-query applications, the goal is to speed up the computational cost associated with the evaluation of a given quantity of interest in the limit of many model evaluations. We observe that in both these contexts the *premium* is on marginal cost (or perhaps asymptotic average cost) per input-output evaluation; we can thus accept increased pre-processing or "Offline" costs, which are not tolerable for a single or few evaluations. In this section, we shall discuss the general problem of parametric model reduction, and we shall introduce the particular pMOR technique employed in this work, the Reduced Basis method. We refer to the recent surveys [23, 53] for a thorough introduction to pMOR. We further refer to [180, 106, 188] for a complete introduction to the Reduced Basis method.

We define the best-knowledge (bk) mathematical model corresponding to the (stationary)
phenomenon of interest as follows: given \( \mu \in \mathcal{P}^{bk} \subset \mathbb{R}^P \), find \( u^{bk}(\mu) \in \mathcal{V}^{bk} \) such that

\[
\mathcal{G}^{bk, \mu}(u^{bk}(\mu), v) = 0 \quad \forall v \in \mathcal{W}^{bk}.
\] (1.2.1)

The form \( \mathcal{G}^{bk, \mu} : \mathcal{V}^{bk} \times \mathcal{W}^{bk} \to \mathbb{R} \) denotes the mathematical model associated with the particular physical system of interest; the model depends on a set of \( P \) parameters, \( \mu \in \mathcal{P}^{bk} \subset \mathbb{R}^P \), where the region \( \mathcal{P}^{bk} \) corresponds to the expected parameter range. Here, \( \mathcal{V}^{bk}, \mathcal{W}^{bk} \) are two suitable Hilbert spaces defined over a \( d \)-dimensional domain \( \Omega^{bk} \subset \mathbb{R}^d \). Finally, \( u^{bk}(\mu) \) denotes the \( bk \) approximation of the system’s state over \( \Omega^{bk} \) for a given value of \( \mu \) in \( \mathcal{P}^{bk} \). We further define the \( bk \) solution manifold associated with the solution to (1.2.1) for each value of \( \mu \in \mathcal{P}^{bk} \):

\[
\mathcal{M}^{bk} := \{ u^{bk}(\mu) : \mu \in \mathcal{P}^{bk} \} \subset \mathcal{V}^{bk}.
\] (1.2.2)

Given the \( bk \) map \( \mu \in \mathcal{P}^{bk} \mapsto u^{bk}(\mu) \in \mathcal{V}^{bk} \), we introduce the rank-\( N \) approximation ([56]) to \( u^{bk} \), \( \mu \mapsto u_{N}^{bk}(\mu) \in \mathcal{V}^{bk} \) such that

\[
u_{N}(x; \mu) = \sum_{n=1}^{N} \phi_n(\mu) \zeta_n^{bk}(x), \quad x \in \Omega^{bk}, \mu \in \mathcal{P}^{bk},
\] (1.2.3)

where \( \phi_1, \ldots, \phi_N : \mathcal{P}^{bk} \to \mathbb{R} \), and \( Z^{bk}_N := \text{span}\{\zeta_n^{bk}\}_{n=1}^{N} \subset \mathcal{V}^{bk} \). Based on this decomposition, we can view the problem of parametric model reduction as the combination of two distinct tasks: (i) the determination of the reduced space \( Z_N^{bk} := \text{span}\{\zeta_n^{bk}\}_{n=1}^{N} \subset \mathcal{V}^{bk} \). If we denote by \( \| \cdot \|_{\mathcal{V}^{bk}} \) the norm over \( \mathcal{V}^{bk} \), the space \( Z_N^{bk} \) should be chosen such that \( \inf_{z \in Z_N^{bk}} \| u^{bk}(\mu) - z \|_{\mathcal{V}^{bk}} \leq \text{tol} \) for any \( \mu \in \mathcal{P}^{bk} \) and for a given tolerance \( \text{tol} > 0 \). On the other hand, the coefficients \( \{\phi_n(\mu)\}_{n=1}^{N} \) should be chosen such that \( \inf_{z \in Z_N^{bk}} \| u^{bk}(\mu) - z \|_{\mathcal{V}^{bk}} \approx \| u^{bk}(\mu) - u_{N}^{bk}(\mu) \|_{\mathcal{V}^{bk}} \), and such that the maps \( \mu \mapsto \phi_n(\mu) \) can be evaluated in a cost-efficient way in the limit of many queries.

Reduced Basis (RB) method represents a very efficient approach to the problem of parametric model reduction. The method was first proposed in the late 1970s ([3, 159, 162, 82]) to address linear and nonlinear structural analysis problems, and was then extended to fluid dynamics in the late 1980s ([170, 98]). Starting with the works of Maday, Patera and coauthors in the early 2000s ([176, 223]), RB method was set on a more general mathemat-
tical ground with special emphasis on (i) efficient sampling strategies for the construction of the hierarchical reduced spaces \( \{ Z_N^{bk} \}_{N} \), (ii) rigorous \textit{a posteriori} error estimation procedures, and (iii) offline-online computational procedures for the efficient construction of the coefficients \( \{ \phi_n(\mu) \}_{n=1}^{N} \) in the limit of many queries.

In the RB literature, several approaches have been considered for the construction of the reduced space. In the early works, non-adaptive Taylor and Lagrange ([175]) and Hermite ([118]) spaces have been considered. More recent approaches rely on Proper Orthogonal Decomposition (POD, [28, 130, 122]), and Greedy methods ([176, 177]). Both these techniques have been applied to several classes of PDEs and have also been studied theoretically. We refer to [173] for an overview of the several applications of POD in model reduction, and to [28] for the mathematical analysis. On the other hand, Greedy algorithms have been first applied to stationary problems, and then extended to time-dependent problems in a space-time setting ([219, 240]), or in combination with POD ([101]); we refer to [40, 32, 66, 56] for a rigorous analysis of the convergence properties of Greedy algorithms.

Efficient offline/online strategies for the rapid computation of the RB state estimate \( u_N^{bk}(\mu) \) for a given \( \mu \in P^{bk} \) rely on (Petrov-) Galerkin projection. In more detail, following the standard idea of Galerkin methods for PDEs, we seek \( u_N^{bk}(\mu) \in Z_N^{bk} \) that solves:

\[
G^{bk,\mu}(u_N^{bk}(\mu), v) = 0 \quad \forall v \in W_N^{bk},
\]

where \( W_N^{bk} \subset W^{bk} \) is a suitable \( N \)-dimensional space, which is equal to \( Z_N^{bk} \) in the Galerkin case. During the offline stage, we construct the spaces \( Z_N^{bk} \) and \( W_N^{bk} \) and we assemble and store suitable parameter-independent quantities; during the online stage, we assemble and solve the parameter-dependent reduced order model (1.2.4) to compute the coefficients \( \{ \phi_n(\mu) \}_{n=1}^{N} \). We note that the offline stage is computationally expensive and is performed once, while the online stage is in general extremely inexpensive and is performed for each model query. Since the cost of a single online evaluation is significantly less expensive than the corresponding high-fidelity evaluation (based on a Finite Element or a Finite Volume discretization), we can amortize the offline computational cost in the limit of many queries. For parametric-affine linear problems (see, e.g., [188, 168]), it is easy to estimate the coefficients \( \{ \phi_n(\mu) \}_{n=1}^{N} \) at an online cost of \( O(N^3) \); for nonlinear and/or non-parametrically-affine problems Empirical Interpolation Method (EIM, [12, 97], see also [48]) can be employed to
guarantee online efficiency.

Before concluding, we remark that RB method is still the subject of active research. In particular, several recent proposals combine RB with domain decomposition strategies to tackle large-scale problems ([145, 117, 171, 72, 203]) and multi-scale problems ([126, 2]). In this thesis, we rely on the more standard RB method for linear elliptic PDEs as presented in [188], and we refer to the above-mentioned literature for further details.

1.3 Thesis objective

The objective of this work is to develop model reduction approaches for the efficient integration of parameterized mathematical models and experimental measurements. In developing our techniques, we focus on three aspects.

- **Real-time and in situ predictions**: we wish to develop algorithms that provide rapid responses with little or no communication with extensive computational resources.

- **Reliability**: we wish to quantify the level of uncertainty in our estimate, and thus the degree of confidence the user should have in the prediction.

- **Generality**: we wish to develop techniques that can be applied to a broad range of applications in continuum mechanics.

We shall focus here on two problems in data assimilation: state estimation and damage identification (Structural Health Monitoring). The former deals with the reconstruction of the true state associated with the system in a given region of interest. The latter, in its most basic form, deals with the assessment of the state of damage (properly defined according to the system specifications) of a given structure. In the next two sections, we discuss in detail the mathematical formulation of these two classes of problems, and we provide definitions used throughout the thesis.

1.3.1 Mathematical description of the objective: state estimation

The objective of state estimation is to approximate the state $u^{\text{true}}$ associated with physical systems of interest over the domain of interest $\Omega \subset \mathbb{R}^d$. We shall here assume that $u^{\text{true}}$ is
deterministic and stationary (or time-harmonic). We shall further assume that $u^{\text{true}}$ belongs to a suitable functional space $\mathcal{U}$ defined over $\Omega$.

We shall afford two sources of information: a mathematical model of the form (1.2.1) (here, stated in compact form),

$$G^{\text{bk}, \mu}(u^{\text{bk}}(\mu)) = 0, \quad \mu \in \mathcal{P}^{\text{bk}},$$  \hfill (1.3.1)

defined over a domain $\Omega^{\text{bk}}$ which contains $\Omega$, and $M$ experimental observations $\ell^{\text{obs}}_1, \ldots, \ell^{\text{obs}}_M$ such that

$$\ell^{\text{obs}}_m = \ell^o_m(u^{\text{true}}) + \epsilon_m.$$  \hfill (1.3.2)

Here, the mathematical model (1.3.1) should be interpreted as the best-knowledge representation of the physical phenomenon, while $\mathcal{P}^{\text{bk}} \subset \mathbb{R}^p$ is a confidence region for the true values of the parameters of the model. The functionals $\ell^o_1, \ldots, \ell^o_M$ are associated to the particular transducers employed, and are assumed to be linear: we anticipate that in this thesis we consider observations associated to local averages of the state (e.g., local measurements of the acoustic pressure obtained using an acoustic microphone, local measurements of the thermal field based on local thermal probes). Finally, $\{\epsilon_m\}_{m=1}^M$ are unknown disturbances caused by either systematic error in the data acquisition system, or experimental noise.

We summarise the state estimation task considered in this thesis in the next box.

**State estimation:** given the parametrized mathematical model $G^{\text{bk}, \mu}$ (1.3.1) and the $M$ functionals $\ell^o_1, \ldots, \ell^o_M$, develop a computational algorithm $A$ that takes as input $M$ measurements $\ell^{\text{obs}}_1, \ldots, \ell^{\text{obs}}_M$ and returns

- an estimate $u^* = A(\ell^{\text{obs}}_1, \ldots, \ell^{\text{obs}}_M) \in \mathcal{U}$ of the state $u^{\text{true}}$ over the domain $\Omega$, and
- an estimate of the error $\|u^* - u^{\text{true}}\|_*$ in a suitable metric of interest.

The computational time should be independent of the high-fidelity solver used to discretize (1.3.1).

We observe that our definition of the task is consistent with the requirements discussed at the beginning of section 1.3. The metric $\|\cdot\|_*$ might be associated with a norm over $\Omega$ (e.g. the $L^2$ error over $\Omega$), or with the error in a given quantity of interest that depends on the
state (e.g. the error in the output $\mathcal{L}^{\text{true}} = \mathcal{L}(u^{\text{true}})$ where $\mathcal{L} : \mathcal{U} \rightarrow \mathbb{R}$ is a given functional). We anticipate that pMOR is here crucial to develop algorithms that are directly informed by the parametrized best-knowledge model (1.3.1). We further discuss this point in section 1.4.1.

1.3.2 Mathematical description of the objective: Structural Health Monitoring

Structural Health Monitoring (SHM) refers to any automated monitoring procedure designed to assess the state of damage of a given aerospace, civil, or mechanical structure of interest. In the context of SHM, damage is formally defined as intentional or unintentional changes to the system which adversely affect its current or future performance ([79]). The ultimate objective of SHM is to identify (in an automated fashion) damage before failure occurs. For civil engineering applications, SHM must provide real-time reliable assessment information regarding the integrity of a structure ([64]). In the aerospace industry, monitoring systems are required to assess the health of aircraft components during reconditioning or during the mission. In these contexts, SHM is very similar in objective to Operational Loads Monitoring (OLM, [236, 206]) and Integrated Vehicle Health Management (IVHM, [21, 166]).

Following [190, 238], we can formalize the objective of SHM into five levels of increasing difficulty: (i) detection (is the system damaged?); (ii) localization (where is the damage in the structure?); (iii) classification (which is the type of damage present in the structure?); (iv) assessment (how severe is the damage?); and (v) prediction (how much residual life remains?). In this thesis, we shall focus on the first two levels: as observed independently by Farrar et al. in [78], and by Hurtado in [114], both these levels can be formulated as classification problems. In the remainder of this section, we shall provide an abstract formulation of the classification problem, which will be used to develop our approach. We refer to Chapter 7 for the instantiation of the definitions below for a particular companion experiment.

We denote by $\mathcal{C} \in \mathbb{R}^{p+D}$ a set of parameters that uniquely identifies a system configuration. To provide a concrete point of reference, $\mathcal{C}$ might include information related to the geometry of the system, to the material properties, and to the boundary conditions. We then characterize our system by a finite number $K$ of exhaustive states of damage. In the simplest case (Level 1), we have $K = 2$ states: the label $y = 1$ corresponds to undamaged
systems, and the label $y = 2$ corresponds to damaged systems. We denote by $y = y(C)$ the state of damage associated with the configuration $C$. We further introduce the raw measurements $q^{\text{exp}} \in \mathbb{R}^Q$ obtained experimentally. For reasons that will become clear soon, we also introduce the set of $Q_{\text{feat}}$ functions (features) of $q^{\text{exp}}$, $z^{\text{exp}} = F(q^{\text{exp}}) \in \mathbb{R}^{Q_{\text{feat}}}$; we refer to the application $F : q^{\text{exp}} \mapsto z^{\text{exp}}(q^{\text{exp}})$ as feature map.

In view of the definition of the mathematical model, we introduce the incomplete (bk) configuration vector $\mu \in \mathbb{R}^P$, and the hidden vector $\xi \in \mathbb{R}^D$ such that $C = (\mu, \xi)$. We further introduce the anticipated configuration set $\mathcal{P}^{\text{bk}} \subset \mathbb{R}^P$, and the configuration set $\mathcal{P}^{\text{exp}} = \mathcal{P}^{\text{bk}} \times \mathcal{V} \subset \mathbb{R}^{P+D}$. We here postulate that there exists a function $f^{\text{dam}} : \mathcal{P}^{\text{bk}} \rightarrow \{1, \ldots, K\}$ such that

$$y(C = (\mu, \xi)) = f^{\text{dam}}(\mu), \quad \forall (\mu, \xi) \in \mathcal{P}^{\text{exp}}.$$  

(1.3.3)

We observe that this implies that the state of damage associated with any configuration $C$ is uniquely determined by the subset of parameters included in $\mu$.

Assuming that the raw measurements $q^{\text{exp}}$ are based on a set of $Q_{\text{exp}}$ experiments, we introduce $Q_{\text{exp}}$ bk models

$$G_{q}^{\text{bk}, \mu}(u_{q}^{\text{bk}}(\mu)) = 0, \quad q = 1, \ldots, Q_{\text{exp}},$$  

(1.3.4a)

and the (non-necessarily linear) functional $L$ such that

$$z^{\text{bk}}(\mu) = L(u_{1}^{\text{bk}}(\mu), \ldots, u_{Q_{\text{exp}}}^{\text{bk}}(\mu)), \quad L : \mathcal{U} \times \ldots \times \mathcal{U} \rightarrow \mathbb{R}^{Q_{\text{feat}}},$$  

(1.3.4b)

approximates the features $z^{\text{exp}}(C)$ for any $\mu \in \mathcal{P}^{\text{bk}}$ and $\xi \in \mathcal{V}$. We observe that the bk models are intended to approximate the features $z^{\text{exp}}$ rather than the raw data $q^{\text{exp}}$.

We summarise the damage identification task in the next box. Some comments are in order. We observe that the damage identification task depends on a fair amount of quantities: the raw data $q^{\text{exp}}$, the feature map $F : \mathbb{R}^Q \rightarrow \mathbb{R}^{Q_{\text{feat}}}$, the damage function $f^{\text{dam}} : \mathcal{P}^{\text{bk}} \rightarrow \{1, \ldots, K\}$, and the mathematical model $\left\{\left(G_{q}^{\text{bk}, \mu}_{1 \leq q \leq Q_{\text{exp}}}, L\right)\right\}$ (1.3.4). Since the objective of this thesis is the development of a general computational procedures that maps experimental measurements to the corresponding state of damage, in this section, we have implicitly assumed that all these quantities are given a priori. In section 1.4.2, we
provide a general overview of a general Structural Health Monitoring procedure, and we provide further details about each of these quantities. We further observe that although we tailored the discussion to Structural Health Monitoring the task can be generalized to a wide spectrum of inverse problems, which aim to estimate a discrete-valued QOI based on experimental data. As an example, we mention Acoustic Pulse Reflectometry (APR, [4, 200]): as SHM, APR can be recast as a classification problem.

### Damage identification

| Damage identification: | given the parametrized mathematical models \( \{ G_{q}^{\text{bk}, \mu} \}_{q=1}^{Q_{\text{exp}}} \) (1.3.4a), the functional \( \mathcal{L} \) (1.3.4b), and the feature map \( \mathcal{F} : q_{\text{exp}} \mapsto z_{\text{exp}}(q_{\text{exp}}) \), develop a computational algorithm \( A \) that, for any configuration \( C \), takes as input the raw measurements \( q_{\text{exp}} = q_{\text{exp}}(C) \in \mathbb{R}^{Q} \) and returns |
| --- |
| • an estimate \( \hat{y} = A(q_{\text{exp}}) \) of the state of damage \( y(C) \in \{1, \ldots, K\} \), and |
| • a measure of the confidence in the estimate. |

The computational time should be independent of the high-fidelity solver used to discretize (1.3.4).

### 1.4 Background

#### 1.4.1 Variational approaches to state estimation

We present an overview of state-of-the-art techniques that have been proposed to tackle the problem of state estimation; we here place special emphasis on the treatment of parametrized mathematical models, and on the application of model reduction techniques. Since in this work we only consider stationary problems, we do not explore in this section methods for sequential data assimilation. We refer to [24, 63, 217, 216] for a thorough introduction to data assimilation from the perspective of ocean and atmospheric sciences. We further refer to [233] for a survey about Bayesian methods for data assimilation. Finally, we refer to [222, 44] and to the works by Navon and coauthors ([207, 208, 239]) for an application of model reduction techniques to unsteady data assimilation (state estimation) tasks in the framework of 4D-VAR ([59]).

We shall first consider the case of non-parametric background \( \mathcal{P}^{\text{bk}} = \{ \bar{\mu} \}, u^{\text{bk}} = u^{\text{bk}}(\bar{\mu}) \). In this case, if we assume that disturbances are uncorrelated, with zero mean and variance...
the most popular approach is the so-called 3D-VAR:

\[
    u_\xi^* := \arg \min_{u \in \mathcal{U}} \xi \| u - u^{bk} \|^2 + \frac{1}{M} \sum_{m=1}^{M} \left( \ell_m^o(u) - \ell_m^{obs} \right)^2.
\]  

(1.4.1)

Here, \((\mathcal{U}, \| \cdot \|)\) is a suitable Hilbert space defined over \(\Omega\) endowed with the inner product \((\cdot, \cdot)\) and the induced norm \(\| \cdot \| = \sqrt{(\cdot, \cdot)}\); \(u^{bk}\) is either referred to as background, or first guess, or forecast, while the state estimate \(u_\xi^*\) is referred to as analysis. The parameter \(\xi > 0\) regulates the relative importance of the background compared to the experimental data. From a statistical perspective, the approach corresponds to a variational form of least-squares statistical linear estimation ([216]), and can be interpreted as the application of the Bayes' rule for linear Gaussian systems ([182]). We recall that 3D-VAR was first proposed by Lorenc in [138]: Lorenc further developed a Bayesian framework to link 3D-VAR to a number of other proposals including optimal interpolation ([73, 22, 90, 139]), kriging ([149, 209]) successive corrections ([60, 37]), constrained initialization ([22]), Kalman-Bucy filter ([123, 134]) and adjoint model data assimilation ([70]). Similarly, in [26], Bennett and McIntosh proposed the so-called generalized inverse method, which has been later proved to be equivalent to optimal interpolation ([25]) and thus to 3D-VAR.

The analysis \(u_\xi^*\) can be written as the sum of the background \(u^{bk}\) and a correction term associated with experiments. More precisely, if we introduce the Riesz representations of the observation functionals in \(\mathcal{U}\) — \((R_u \ell_m^o, v) = \ell_m^o(v)\) for all \(v \in \mathcal{U}\) and \(m = 1, \ldots, M\) — and we define the \(M\)-dimensional space \(\mathcal{U}_M = \text{span}\{R_u \ell_m^o\}_{m=1}^{M}\), there exists a basis of \(\mathcal{U}_M\) \(\psi_1, \ldots, \psi_M\) (referred to as array modes in [25]) such that

\[
    u_\xi^* = u^{bk} + \eta_\xi^*, \quad \eta_\xi^* = \sum_{m=1}^{M} \left( \ell_m^{obs} - \ell_m^o(u^{bk}) \right) \psi_m.
\]  

(1.4.2)

We can consider two different strategies to extend (1.4.1) to parametrized backgrounds. First, we can substitute \(u^{bk}\) with \(u^{bk}(\mu)\) in (1.4.1), and then minimize with respect to \(\mu\) and \(u\) at the same time:

\[
    (\mu_\xi^*, u_\xi^*) := \arg \min_{(\mu, u) \in \mathcal{P}^{bk} \times \mathcal{U}} \xi \| u - u^{bk}(\mu) \|^2 + \frac{1}{M} \sum_{m=1}^{M} \left( \ell_m^o(u) - \ell_m^{obs} \right)^2.
\]  

(1.4.3)

Statement (1.4.3) corresponds to the partial-spline model (see, e.g., [226, Chapter 9]). As for
3D-VAR, we can show that the solution is of the form (1.4.2), that is
\[ u^*_\xi = u_{bk}(\mu^*_\xi) + \eta^*_\xi \]
with
\[ \eta^*_\xi = \sum_{m=1}^{M} \left( \ell_{m}^{obs} - \ell_{m}^{o}(u_{bk}(\mu^*_\xi)) \right) \psi_{m}. \]
However, statement (1.4.3) requires the solution to a nonlinear, non-convex minimization statement, which is likely to be ill-posed, and requires multiple evaluations of the bk map \( \mu \mapsto u_{bk}(\mu) \). Second, we might neglect the correction term \( \eta^* \), and thus simply optimize with respect to \( \mu \):
\[ \mu^* := \arg \min_{\mu \in \mathcal{P}_{bk}} \frac{1}{M} \sum_{m=1}^{M} \left( \ell_{m}^{o}(u_{bk}(\mu)) - \ell_{m}^{obs} \right)^2. \] (1.4.4)

We can then estimate the system’s state using \( u^* = u_{bk}(\mu^*) \). We observe that (1.4.4) corresponds to a deterministic inverse problem for the values of the parameters \( \mu \in \mathcal{P}_{bk} \), and can be interpreted as a (nonlinear) projection onto the manifold \( \mathcal{M}_{bk} = \{u_{bk}(\mu)\}_{\Omega : \mu \in \mathcal{P}_{bk}} \). As observed by multiple authors, problem (1.4.4) might also be ill-posed, and thus requires some form of regularization. In this respect, we observe that the Bayesian framework provides a rigorous mathematical ground for addressing this problem. We refer to [211] for a discussion about Bayesian approaches for inverse problems of the form (1.4.4).

We further observe that, due to the absence of a correction mechanism, our estimate might be inaccurate if the bk model is not sufficiently accurate. In the remainder of this section, we discuss how to exploit model reduction techniques to tackle problem (1.4.4).

A first application of model reduction to problem (1.4.4) is based on substituting in (1.4.4) the high-fidelity map \( \mu \mapsto u_{bk}(\mu) \) with the Reduced Order Model, \( \mu \mapsto u_{N,k}(\mu) \) (1.2.3). By doing so, we can reduce the computational cost of the evaluation of the model, and thus reduce the overall cost associated with the application of an iterative scheme for (1.4.4). In this respect, we recall [88, 135, 84], in which model reduction strategies are exploited in a Bayesian setting to speed up computations associated with a MCMC procedure, and [131], in which the authors apply reduced basis techniques to reduce the computational burden associated with the application of deterministic and statistical approaches for solving an inverse problem of the form (1.4.4).

A second strategy is based on the relaxation of problem (1.4.4). In more detail, if we substitute \( u_{N,k}(\mu) \) in (1.4.4), we obtain
\[ \mu^* := \arg \min_{\mu \in \mathcal{P}_{bk}} \frac{1}{M} \sum_{m=1}^{M} \left( \sum_{n=1}^{N} \phi_{n}(\mu) \ell_{m}(\zeta_{n}) - \ell_{m}^{obs} \right)^2, \] (1.4.5)
where \( \zeta_n := \zeta_n^{bk} \mid \Omega \in \mathcal{U} \) is the restriction of the \( n \)-th basis of \( Z_b^{bk} \) to \( \Omega \). If we now assume that \( N \leq M \), we can relax (1.4.5) as \( \phi^* = \arg \min_{\phi \in \mathbb{R}^N} \frac{1}{M} \sum_{m=1}^{M} \left( \sum_{n=1}^{N} \phi_n \ell_m^o (\zeta_n) - \ell_m^{obs} \right)^2 \), which can also be written as

\[
   u^* := \arg \min_{z \in Z_N} \sum_{m=1}^{M} \left( \ell_m^o (z) - \ell_m^{obs} \right)^2,
\]

where \( Z_N \) is the restriction of \( Z_b^{bk} \) to \( \Omega \), \( Z_N = \{ z \mid \Omega : z \in Z_b^{bk} \} \). We observe that for \( N = M \), (1.4.6) corresponds to the Generalized Empirical Interpolation method (GEIM, [140, 141]); while for \( N < M \) and \( Z_N \) built using POD, (1.4.6) corresponds to Gappy-POD ([75, 234]). Both these approaches rely on pMOR techniques to generate background spaces \( Z_N \) informed by an underlying parametrized mathematical model. We observe that by appealing to this approach we are no longer in position to estimate the parameters \( \mu \) of the model; on the other hand, we greatly reduce the computational complexity of the state-estimation procedure.

### 1.4.2 A general paradigm for damage identification

We shall here discuss a general paradigm for the development of a Structural Health Monitoring procedure. This will clarify the definition of the damage identification task presented in section 1.3.2. The paradigm was originally proposed by Farrar and collaborators in [78], and is defined through the integration of four sequential procedures: operational evaluation, data acquisition, feature extraction, and statistical inference. We anticipate that in this thesis we focus on the last stage of the paradigm, the statistical inference. As in the previous section, we place special emphasis on the application of model reduction techniques.

**Operational evaluation** sets the limitations on what will be monitored and how the monitoring will be accomplished. During this stage, a formal definition of the potential states of damage is given. From a mathematical perspective, during this stage we define the damage function \( f_{\text{dam}} \) (1.3.3).

**Data acquisition** deals with the implementation of the sensing system. The sensing system can be based on static responses (in terms of strain ([193]) or displacement ([194, 195])) or on dynamic (such as frequency) responses ([46, 191]). Furthermore, sensing systems are referred to as *passive* if they rely on the ambient loading environment as an excitation source, and *active* if they can provide a local excitation tailored to the damage detection
Feature extraction identifies the vector-valued functions $z^{\text{exp}}$ of the acquired raw data $q^{\text{exp}}$. Modal analysis ([231]) is the most widely-used feature-extraction technique; monitoring systems that rely on modal features are referred to as vibration-based SHM ([78, 77, 79]). Features based on modal properties are used for both passive and active sensing systems: Operational Modal Analysis (OMA, [6]) deals with the identification of modal properties of structures based on vibration data collected when the structure is in operation. Other popular techniques rely on Principal Component Analysis (PCA, [243]), or equivalently on Proper Orthogonal Decomposition (POD, [15, 147]).

Finally, statistical inference deals with the development of a decision rule which serves to monitor the system. There are two competing approaches to accomplish the inference step: the "inverse-problem" or "model-based" approach, and the "data-based" approach. Both approaches are based on an offline-online decomposition of the monitoring process: the offline stage is performed before the structure of interest starts to operate, while the online stage corresponds to the normal operations of the structure. We emphasize that mathematical models do play a role in both approaches: the "model-based" vs "data-based" taxonomy refers to the online stage of the process.

In the model-based approach ([85]), a physics-based model (typically consisting of a set of differential equations) of the structure of interest is built and properly calibrated during the offline stage. During the online stage, this model is updated on the basis of the new measured data from the real structure. The solution to the updated model is then used to assess the state of damage of the system. From a mathematical perspective, during the online stage, given the measurements $q^{\text{exp}} = q^{\text{exp}}(C)$, and the features $z^{\text{exp}} = F(q^{\text{exp}})$, we first solve an inverse problem of the form

$$\mu^* := \arg \min_{\mu \in P^{\text{bk}}} \|z^{\text{bk}}(\mu) - z^{\text{exp}}\|_2,$$

where the map $\mu \mapsto z^{\text{bk}}(\mu)$ is defined implicitly in (1.3.4). Then, we return the estimate of the state of damage as follows:

$$\hat{y} = f^{\text{dam}}(\mu^*).$$

The choice of the Euclidean norm is completely arbitrary and other options can be considered.
We note that (1.4.7a) is of the same form as (1.4.4) although here we potentially consider the case of multiple mathematical models, which correspond to the different physical experiments performed on the structure. Since (1.4.7a) is likely to be ill-posed, a form of (either statistical or deterministic) regularization is needed. We refer to the works of Friswell, Mottershead and coauthors ([87, 86, 154]) for further details. We observe that these approaches were not originally developed for the estimation of discrete-valued quantities of interest (the state of damage), and so they do not directly address the engineering task at hand.

Instead of proceeding from a law-based model, the data-based approach ([78, 79]) is based on the collection of a dataset of offline training data from all the possible healthy and damaged states of interest. The dataset can be collected (i) by performing experiments on the structure itself or on similar structures (see, e.g., [79]), or (ii) by performing synthetic experiments based on a (possibly parametrized) mathematical model of the structure of interest (see, e.g., [115, 114, 132]). Given the dataset, machine learning algorithms are used to train a classifier that assigns measured data from the monitoring phase to the relevant diagnostic class label. This classifier is then employed to monitor the structure during the online stage. We denote by Simulation-Based Classification (SBC) the particular procedural choices "data-based" and "synthetic experiments". Exploiting the definitions in section 1.3.2, in SBC, we first consider $M$ different parameters $\mu^1, \ldots, \mu^M \in \mathcal{P}^{bk}$, and we assemble the dataset

$$\mathcal{D}_M^{bk} := \{(z^{bk}(\mu^m), f^{\text{dam}}(\mu^m))\}_{m=1}^M.$$  

(1.4.8a)

Then, we appeal to a supervised learning (SL) algorithm for classification (see, e.g., [104, 157, 120]) that takes as input the dataset $\mathcal{D}_M^{bk}$ and returns the classifier $g^*_M: \mathbb{R}^{Q_{\text{test}}} \to \{1, \ldots, K\}$

$$[g^*_M] = \text{SL-algorithm}(\mathcal{D}_M^{bk}).$$  

(1.4.8b)

During the online stage, we simply acquire the new measurements, we compute the features $z^{\text{exp}}$ and we evaluate the classifier:

$$\hat{y} = g^*_M(z^{\text{exp}}).$$  

(1.4.8c)

The main challenge associated with the application of the data-based (or simulation-based)
approach is the construction of the offline dataset used to train the classifier \( g \). Since classification performance strongly depends on the amount of offline training data, the offline dataset should be representative of all possible system configurations (characterized by different geometries, and operational and environmental conditions) that can potentially occur online.

While several authors applied model reduction techniques to speed up computations within the model-based framework, the use of parametric model reduction in a simulation-based setting has yet to be fully explored. As regards the model-based framework, there is a large body of literature that exploits parametric model reduction techniques to reduce the overall cost associated with the solution to (1.4.7) (see [158, 137, 110] and [62, Chapter 9]). These techniques are similar in objective to the techniques presented in section 1.4.1 for solving problem (1.4.4). As regards the simulation-based framework, most of the early literature ([105, 155]) resort to surrogate models to speed up computations of the dataset, while more recent works focus on adaptive sampling schemes ([14, 17, 16]) to reduce the number \( M \) of datapoints in (1.4.8a) without affecting classification performances. A notable exception is provided by the work of Lecerf, Allaire and Willcox [132], which already incorporate important aspects of model order reduction to accelerate the dataset construction. However, the reduction approach employed in [132] is based on a reduction of the dimension of the underlying PDE, and it does not exploit the parametric nature of the mathematical model.

1.5 Thesis overview

This thesis consists of two separate parts.

**Part 1** deals with the development of a model reduction procedure for state estimation, the Parametrized-Background Data-Weak (PBDW) approach. PBDW was first presented in [142, 143] for stationary problems and perfect measurements (i.e., \( \ell_m^\text{obs} = \ell_m^\text{obs}(u^\text{true}), m = 1, \ldots, M \)). The key idea of the PBDW formulation is to seek an approximation \( u^* = z^* + \eta^* \) to the true field \( u^\text{true} \) employing projection-by-data. The first contribution to \( u^* \), \( z^* \in \mathcal{Z}_N \), is the "deduced background estimate". The linear \( N \)-dimensional space \( \mathcal{Z}_N \subset \mathcal{U} \) is informed by the bk manifold \( \mathcal{M}^\text{bk} = \{ u^\text{bk}(\mu) | \Omega : \mu \in \mathcal{P}^\text{bk} \} \), which we hope is close to the true field. The second contribution to \( u^* \), \( \eta^* \in \mathcal{U}_M \), is the "update estimate". The linear
$M$-dimensional space $\mathcal{U}_M$ is the span of the Riesz representations $\{R_u\ell^o_m\}_{m=1}^M$ of the $M$ observation functionals $\{\ell^o_m\}_{m=1}^M$. While the background estimate incorporates our a priori knowledge of the state, the update addresses the deficiencies of the $\text{bk}$ model by improving the approximation properties of the search space.

In this thesis, we extend the PBDW formulation in three directions. Some of the results have been first presented in the papers [213, 212].

- We propose an experimental a posteriori estimation procedure for the $L^2(\Omega)$ state-estimation error $\|u^{\text{true}} - u^*\|_{L^2(\Omega)}$, and for the error in output $\mathcal{L}(u^{\text{true}}) - \mathcal{L}(u^*)$, where $\mathcal{L} : L^2(\Omega) \to \mathbb{R}$. The procedure allows us to quantify the uncertainty in the state estimate.

- We propose a computational procedure for the construction of the background space $\mathcal{Z}_N$ when $\Omega \subset \Omega^{\text{bk}}$. We remark that traditional model reduction strategies aim to generate linear approximation spaces for the manifold $\mathcal{M}^{\text{bk}} = \{u^{\text{bk}}(\mu) : \mu \in \mathcal{P}^{\text{bk}}\}$ over $\Omega^{\text{bk}}$. If $\Omega$ is strictly contained in $\Omega^{\text{bk}}$, these strategies might either be unfeasible or might lead to inaccurate approximation spaces for the restricted manifold $\mathcal{M}^{\text{bk}}$.

- We consider the case of pointwise noisy measurements ($\ell^{\text{obs}}_m = u^{\text{true}}(x^{\text{obs}}_m) + \epsilon_m$). In more detail, we rely on the theory of Reproducing Kernel Hilbert Spaces (RKHS) that allows us to consider spaces $\mathcal{U}$ for which the Riesz representers $\{K_{x_m} = R_u\ell^o_m\}_{m}$ associated with the observation functionals $\{\ell^o_m = \delta_{x_m}\}_{m}$ are explicitly known. We demonstrate that explicit expressions for the representers greatly improve the flexibility of the approach; in addition, we find much faster convergence with respect to the number of measurements $M$ than in the approach presented in [142, 143].

Part 2 deals with the development of a model reduction procedure for Simulation-Based Classification with application to Structural Health Monitoring. As explained in section 1.4.2, we generate a dataset $\mathcal{D}^{\text{bk}} = \{(z^{\text{bk}}(\mu^m), f^{\text{dam}}(\mu^m))\}_{m=1}^M$ by repeated solution of a parametrized mathematical model for $M$ different parameters $\mu^1, \ldots, \mu^M \in \mathcal{P}^{\text{bk}}$. Then, we appeal to a supervised learning algorithm to compute a classifier $g^*_M$ to map features (and thus experimental observations) to the corresponding configuration label.

We demonstrate that the use of pMOR techniques, which is enabled by the parametrized description of damage, is crucial to reduce the computational burden associated with the
construction of the dataset without sacrificing the accuracy of the approximation. We present a rigorous mathematical formulation which integrates the PDE model within the classification framework, and we provide a framework for error analysis, which takes into account non-parametric model error. We illustrate the procedure and motivate the use of model reduction techniques through a cradle-to-grave example: a physical harmonically-excited microtruss system. Some of the results have been first presented in the paper [214].

We resort to a 2D-3D high-order continuous-Galerkin Finite Element solver. Our implementation is based on a suite of Matlab codes ([150]) that has been developed by Professor Masayuki Yano (University of Toronto) during his stay at MIT. We refer to [107, Appendix A] for details related to the implementation. Experimental apparatus have been designed and implemented by Doctor James D Penn (MIT).
Part I

Parametrized-Background Data-Weak approach to state estimation
Chapter 2

The PBDW approach: formulation and analysis

In this chapter, we introduce the PBDW formulation. First, in section 2.1, we derive the problem statement, and we highlight the role of model order reduction. Then, in section 2.2, we study the well-posedness of the PBDW statement, we derive an important representation formula for the PBDW state estimate, and we discuss the connection with the problem of optimal recovery. In section 2.3, we exploit the representation formula proved in section 2.2.1 to derive an algebraic formulation that permits rapid computations. In section 2.4 we summarize the computational procedure, and in section 2.5 we relate our approach to other data assimilation formulations presented in the literature. Finally, in section 2.6, we summarise the main contribution of the PBDW formulation, and we present and motivate the research goals addressed in the next chapters. We state upfront that in this chapter we only consider real-valued problems. The formulation and the mathematical analysis can be trivially extended to complex-valued problems.

2.1 Formulation

2.1.1 Problem statement

We aim to estimate the deterministic state $u^{\text{true}} \in \mathcal{U}$ over the domain of interest $\Omega \subset \mathbb{R}^d$. As explained in the introduction, we shall afford ourselves two sources of information: a
mathematical model

\[ G^{b_k, \mu}(u^{b_k}(\mu)) = 0, \quad \mu \in P^{b_k} \]

defined over a domain \( \Omega^{b_k} \) that contains \( \Omega \); and \( M \) experimental observations \( \ell_1^{\text{obs}}, \ldots, \ell_M^{\text{obs}} \) such that

\[ \ell_m^{\text{obs}} = \ell_m^o(u^{\text{true}}) + \epsilon_m, \quad m = 1, \ldots, M, \]

where \( \ell_1^o, \ldots, \ell_M^o \in \mathcal{U}' \) are suitable observation functionals, \( P^{b_k} \subseteq \mathbb{R}^P \) is a confidence region for the true values of the parameters of the model, and \( \{\epsilon_m\}_{m=1}^M \) are unknown disturbances caused by either systematic error in the data acquisition system or experimental random noise. We further introduce the \( b_k \) manifold \( \mathcal{M}^{b_k} = \{u^{b_k}(\mu) : \mu \in P^{b_k}\} \) associated with the solution to the parametrized model.

If \( P^{b_k} = \{\bar{\mu}\} \), we propose to estimate the state \( u^{\text{true}} \) as follows:

\[
 u^*_\xi := \arg \min_{u \in \mathcal{U}} \xi \|u - u^{b_k}\|^2 + \frac{1}{M} \sum_{m=1}^M \left( \ell_m^o(u) - \ell_m^{\text{obs}} \right)^2,
\]

where \( \xi > 0 \) regulates the relative importance of the background \( u^{b_k}(\bar{\mu}) \) compared to the data. We observe that if \( \epsilon_1, \ldots, \epsilon_M \) are independent identically distributed random disturbances such that \( \mathbb{E}[^\epsilon_m^e] = 0 \), \( \mathbb{E}[\epsilon_m \epsilon_{m'}] = \sigma^2 \delta_{m,m'} \) then (2.1.1) corresponds to the 3D-VAR statement ([24, Chapter 2],[138]).

If \( P^{b_k} \neq \{\bar{\mu}\} \), we can generalize (2.1.1) as follows:

\[
 (\mu^*_\xi, u^*_\xi) := \arg \min_{(\mu, u) \in P^{b_k} \times \mathcal{U}} \xi \|u - u^{b_k}(\mu)\|^2 + \frac{1}{M} \sum_{m=1}^M \left( \ell_m^o(u) - \ell_m^{\text{obs}} \right)^2. \tag{2.1.2}
\]

Formulation (2.1.2) is known as partial spline model ([226, Chapter 9]), and can also be restated in terms of the update \( \eta^*_\xi = u^*_\xi - u^{b_k}(\mu^*_\xi) \):

\[
 (\mu^*_\xi, \eta^*_\xi) := \arg \min_{(\mu, \eta) \in P^{b_k} \times \mathcal{U}} \xi \|\eta\|^2 + \frac{1}{M} \sum_{m=1}^M \left( \ell_m^o(u^{b_k}(\mu) + \eta) - \ell_m^{\text{obs}} \right)^2. \tag{2.1.3}
\]

We observe that (2.1.2) (and equivalently (2.1.3)) is non-convex in \( \mu \); furthermore, evaluations of the map \( \mu \mapsto u^{b_k}(\mu) \) involve the solution to the \( b_k \) model. Therefore, it is not suitable for real-time computations.
If we introduce the rank-$N$ approximation ([56]) of the bk field $u^{bk}(\mu)$,

$$
u^N(x, \mu) = \sum_{n=1}^{N} \phi_n(\mu) \zeta_n(x), \quad x \in \Omega, \quad \mu \in \mathcal{P}^{bk},$$

we can approximate statement (2.1.3) as

$$(\mu^*_\xi, \eta^*_\xi) := \arg \min_{(\mu, \eta) \in \mathcal{P}^{bk} \times \mathcal{U}} \xi \|\eta\|^2 + \frac{1}{M} \sum_{m=1}^{M} \left( \ell_m^0 \left( \sum_{n=1}^{N} \phi_n(\mu) \zeta_n \right) + \ell_m^0(\eta) - \rho_{obs}^m \right)^2. \quad (2.1.4)$$

Then, we can relax (2.1.4) as follows:

$$(\phi^*_\xi, \eta^*_\xi) = \arg \min_{(\phi, \eta) \in \mathbb{R}^N \times \mathcal{U}} \xi \|\eta\|^2 + \frac{1}{M} \sum_{m=1}^{M} \left( \ell_m^0 \left( \sum_{n=1}^{N} \phi_n \zeta_n \right) + \ell_m^0(\eta) - \rho_{obs}^m \right)^2,$$

which can also be rewritten as

$$(z^*_\xi, \eta^*_\xi) := \arg \inf_{(z, \eta) \in \mathcal{Z}_N \times \mathcal{U}} J_\xi(z, \eta) := \xi \|\eta\|^2 + \frac{1}{M} \sum_{m=1}^{M} \left( \ell_m^0(z + \eta) - \rho_{obs}^m \right)^2, \quad (2.1.5)$$

where $\mathcal{Z}_N = \text{span}\{\zeta_n\}_{n=1}^{N} \subset \mathcal{U}$ is the $N$-dimensional linear space induced by $\{\zeta_n\}_{n=1}^{N}$. We further denote by $u^*_\xi = z^*_\xi + \eta^*_\xi$ the corresponding state estimate.

Statement (2.1.5) is the Parametrized-Background Data-Weak (PBDW) formulation, and $u^*_\xi = z^*_\xi + \eta^*_\xi$ is the PBDW state estimate. We observe that PBDW is a (convex) relaxation of the partial spline model for a parametric affine background: instead of penalizing the distance between the state estimate and the manifold $\mathcal{M}^{bk} = \{u^{bk}(\mu) : \mu \in \mathcal{P}^{bk}\}$, we penalize the distance from the linear space $\mathcal{Z}_N$. The parameter $\xi$ should be chosen based on the accuracy of the background space — hence on the accuracy of the bk mathematical model — and on the magnitude of the disturbances $\epsilon_1, \ldots, \epsilon_M$, and might be typically set adaptively. Our derivation allows us to interpret $z^*_\xi$ as the deduced background: $z^*_\xi$ is the component of the state informed by the prior knowledge of the system, and represents anticipated uncertainty in the mathematical model. Similarly, we can interpret $\eta^*_\xi$ as the update, the component of the state that accommodates unanticipated or non-parametric uncertainty. Consistently, we refer to $\mathcal{Z}_N$ as the background space.

Before concluding, we investigate the noise-free case (i.e., $\rho_{obs}^m = \rho_{obs}^m(\text{true})$, $m = 1, \ldots, M$) corresponding to the limit $\xi \to 0^+$. Proceeding formally, we obtain the noise-free PBDW
formulation:

$$(z^*, \eta^*) := \arg \inf_{z, \eta \in Z_N \times U} \| \eta \| \quad \text{subject to} \quad \ell^m_m(z + \eta) = \ell^\text{obs}_m, \quad m = 1, \ldots, M. \quad (2.1.6)$$

We denote by $u^* = z^* + \eta^*$ the corresponding state estimate. Formulation (2.1.6) corresponds to the PBDW formulation first proposed in [142]. In section 2.5, we rigorously show that $\| u^*_\xi - u^* \| \to 0$ as $\xi \to 0^+.$

**The assumption of smoothness**

We observe that our formulation relies on the assumption that the true field $u^{\text{true}}$ belongs to the Hilbert space $U$, which corresponds to the Sobolev space $H^s(\Omega)$ for some $s \geq 1$. Although in some cases this assumption might be justified by the existence of physical laws with continuity and differentiability properties, it seems difficult to guarantee a priori that the true field belongs to $U$.

As observed in [76, section 9.6], the assumption of smoothness corresponds to the assumption that "similar" inputs — in this case spatial locations — correspond to "similar" outputs in a proper metric. We argue that the latter, rather than being a technical assumption required by our particular formulation, is a necessary condition for the existence of accurate state estimation algorithms based on scattered data.

**2.1.2 Role of model order reduction**

If we denote by $\varepsilon^\text{mod} = \inf_{\mu \in P^k} \| u^{\text{true}} - u^k(\mu) \|$ the modeling error, and by $\varepsilon^N = \inf_{z \in Z_N} \| u^{\text{true}} - z \|$ the best-fit error associated with $Z_N$, we aim to choose $Z_N$ such that $\varepsilon^\text{mod} \approx \varepsilon^k$. Since the stability of the PBDW formulation strongly depends on the value of $N$, we further wish to keep $N$ small compared to the number of observations $M$. We observe that we may bound the best-fit error as follows:

$$\varepsilon^N_{\text{best}} = \inf_{z \in Z_N} \| u^{\text{true}} - z \| \leq \sup_{\mu \in P^k} \inf_{z \in Z_N} \| u^k(\mu) - z \| + \inf_{\mu \in P^k} \| u^k(\mu) - u^{\text{true}} \| = \varepsilon^N_{\text{disc}, k} + \varepsilon^N_{\text{mod}}, \quad (2.1.7)$$

where $\varepsilon^N_{\text{disc}, k} = \sup_{\mu \in P^k} \inf_{z \in Z_N} \| u^k(\mu) - z \|$ is the discretization error. Therefore, if $\varepsilon^\text{mod}$ is small, we can practically construct $Z_N$ to minimise $\varepsilon^N_{\text{disc}, k}$. 
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Assuming that \( \Omega = \Omega^{bk} \) (i.e., the bk model is defined over the domain of interest), we observe that the task of constructing the space \( Z_N \) is equivalent in objective to the task of constructing the reduced trial space in parametric Model Order Reduction (pMOR) briefly outlined in the introduction. Therefore, we can resort to state-of-the-art techniques proposed in the pMOR literature to generate \( Z_N \), such as Proper Orthogonal Decomposition (POD, [28, 130, 122]), Proper Generalized Decomposition (PGD, [54, 52]), Taylor expansions ([80]), and Greedy algorithms.

In this work, we rely on the Weak-Greedy algorithm for the construction of the space \( Z_N \). The algorithm was first proposed in [223] in the context of Reduced Basis method, and has been applied to elliptic and parabolic, linear and nonlinear, differential equations. The convergence with respect to \( N \) of the reduced space obtained using this Greedy procedure has been extensively studied in [40, 32, 66] and linked to the so-called Kolmogorov N-width [172]. We refer to [180, Chapter 7] for a thorough overview of the computational procedure; we further refer to [56, Section 8] for a review of the theoretical results.

We briefly summarise the procedure. Given the parametrized PDE \( G^{bk, \mu}(u^{bk}(\mu)) = 0, \mu \in P^{bk} \), we introduce the error indicator\(^1\): \( \Delta_N^{bk}(\mu) \approx \inf_{z \in Z_N} \| u^{bk}(\mu) - z \|, \mu \in P^{bk} \). Then, the weak-Greedy algorithm constructs a Lagrange ([175]) hierarchical approximation space \( Z_{N_{\text{max}}} = \text{span}\{u^{bk}(\mu^n)\}_{n=1}^{N_{\text{train}}} \) such that \( \mu^N = \arg \max_{\mu \in \Xi_{\text{train}}} \Delta_N^{bk}(\mu), N = 1, \ldots, N_{\text{max}} \), where \( \Xi_{\text{train}} \subset P^{bk} \) is a finite-dimensional discretization of the parameter domain \( P^{bk} \). Algorithm 2.1.1 summarises the computational procedure.

We briefly address the more general case \( \Omega \subset \Omega^{bk} \). In this case, we might first appeal to one of the techniques presented above to build a space \( \hat{Z}_N \) for the manifold \( \hat{M}^{bk} \) over \( \Omega^{bk} \). Then, we might define \( Z_N := \{ z_{|\Omega} : z \in \hat{Z}_N \} \). If the manifold \( \hat{M}^{bk} \) is low-dimensional and reducible\(^2\), this approach should guarantee accurate reduced spaces for the bk manifold \( M^{bk} \). However, if \( \hat{M}^{bk} \) is not reducible, and \( \Omega \) is strictly contained in \( \Omega^{bk} \), we envision that this approach might either be unfeasible or lead to poor approximation spaces. We address this issue in Chapter 5.

\(^1\)The practical definition of \( \Delta_N^{bk}(\mu) \) depends on the particular form of the PDE. We refer to the above-mentioned literature for further details.

\(^2\)We refer to [180, Chapter 5] for a formal discussion about the reducibility of parametric manifolds. In Chapter 5 of the present thesis, we discuss the problem of reducibility in a special setting.
Algorithm 2.1.1 Weak-Greedy algorithm

<table>
<thead>
<tr>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G^{bk,\mu}$</td>
<td>${Z_N}<em>{N=1}^{N</em>{max}}$</td>
</tr>
<tr>
<td>$P^{bk}$</td>
<td>$N$-dimensional hierarchical background space</td>
</tr>
<tr>
<td>$\Delta_N^{bk}$</td>
<td></td>
</tr>
</tbody>
</table>

1: for $N = 1, \ldots, N_{max}$ do
2: Identify the parameter associated with the largest error estimate, $\mu_N^* = \arg \max_{\mu \in \Xi_{train}} \Delta_{N-1}^{bk}(\mu)$.
3: Evaluate the associated solution $\zeta_N := u^{bk}(\mu_N^*)$.
4: Augment the background space $Z_N := \text{span}\{Z_{N-1}, \zeta_N\}$.
5: end for

2.2 Mathematical analysis

2.2.1 Well-posedness analysis

In this section, we present well-posedness results for the PBDW statement together with a finite-dimensional representation formula for the state estimate, which permits efficient computations. Towards this end, we introduce the Riesz operator $R_U : \mathcal{U}' \to \mathcal{U}$ such that $(R_U \ell, v) = \ell(v)$ for all $v \in \mathcal{U}$ and $\ell \in \mathcal{U}'$, we further introduce the $M$-dimensional update space $\mathcal{U}_M$ as

$$\mathcal{U}_M = \text{span}\{q_m := R_U \rho_m^0\}_{m=1}^M.$$ (2.2.1)

Finally, we introduce the stability constant $\beta_{N,M}$ as

$$\beta_{N,M} := \inf_{z \in Z_N} \sup_{q \in \mathcal{U}_M} \frac{(z, q)}{\|z\| \|q\|}.$$ (2.2.2)

Some comments are in order. For perfect measurements (i.e., $\rho_m^{obs} = \rho_m(u^{true})$), the inner product $(u^{true}, q)$ is a weighted sum of experimental observations

$$\left(u^{true}, q = \sum_{m=1}^M \alpha_m q_m\right) = \sum_{m=1}^M \alpha_m (u^{true}, q_m) = \sum_{m=1}^M \alpha_m \rho_m^{obs}.$$ (2.2.3)
For this reason, we say that $U_M$ is experimentally observable. We further observe that the stability constant $\beta_{N,M}$ is a non-increasing function of background span $(N)$ and a non-decreasing function of observable span $(M)$. Furthermore, $\beta_{N,M} = 0$ for $M < N$.

Next two Propositions provide the well-posedness results; for purposes of exposition, we consider the cases $\xi = 0$ and $\xi > 0$ separately.

**Proposition 2.2.1.** Suppose that $Z_N \subset U$, and let $\beta_{N,M}$ be defined in (2.2.2). Let us further suppose that $\ell_m^{ob} = \ell_m^0(u^{true})$ for $m = 1, \ldots, M$, and that $U_M$ is $M$-dimensional. Then, the following hold.

(i) Any solution $(z^*, \eta^*)$ to (2.1.6) belongs to $Z_N \times Z_N^\perp \cap U_M$.

(ii) The pair $(z^*, \eta^*)$ is a solution to (2.1.6) if and only if $u^* = z^* + \eta^*$ is a solution to the problem:

$$u^* := \arg \inf_{u \in \mathcal{U}} \| \Pi_{Z_N} u \| \quad \text{subject to} \quad \ell_m^0(u) = \ell_m^{ob}, \quad m = 1, \ldots, M.$$  

(iii) If $\beta_{N,M} > 0$, there exists a unique solution $(z^*, \eta^*)$ to (2.1.6). Furthermore, $(z^*, \eta^*)$ solves the following saddle-point problem:

$$
\begin{cases}
(\eta^*, q) + (z^*, q) = (u^{true}, q) & \forall \, q \in U_M;

(\eta^*, p) = 0 & \forall \, p \in Z_N.
\end{cases}
$$

*Proof.* We first prove (i). Let $(z^*, \eta^*)$ be a solution to (2.1.6). We observe that $(z^*, \Pi_{U_M} \eta^*)$ satisfies the constraints,

$$\ell_m^0(z^* + \Pi_{U_M} \eta^*, g_m) = (z^* + \eta^*, \Pi_{U_M} \eta^*, g_m) = \ell_m^0(z^*, \eta^*) = \ell_m^{ob}, \quad m = 1, \ldots, M.$$ 

Furthermore, recalling the projection theorem, we find $\|\eta^*\|^2 = \| \Pi_{U_M} \eta^* \|^2 + \| \Pi_{U_M^\perp} \eta^* \|^2$. Since $(z^*, \eta^*)$ is optimal, we must have $\Pi_{U_M^\perp} \eta^* \equiv 0$. This proves that $\eta^* \in U_M$. We now consider the pair $(z^* + \Pi_{Z_N} \eta^*, \Pi_{Z_N^\perp} \eta^*)$. It is straightforward to verify that $(z^* + \Pi_{Z_N} \eta^*, \Pi_{Z_N^\perp} \eta^*)$ satisfies the constraints. Therefore, appealing once again to the projection theorem, and exploiting the optimality of $(z^*, \eta^*)$, we must have $\Pi_{Z_N} \eta^* \equiv 0$. Thesis follows.

We now prove (ii). Recalling statement (i), we have $\eta^* \in Z_N^\perp$. This implies that we can
restate (2.1.6) as follows:

\[(z^*, \eta^*) := \arg \inf_{(z, \eta) \in Z_N \times Z^1_N} ||\eta|| \text{ subject to } \ell^o_m(z + \eta) = \ell^\text{obs}_m, \ m = 1, \ldots, M.\]

Thesis (ii) follows by observing that \(Z_N \oplus Z^1_N = U\).

We finally prove (iii). Exploiting (2.2.3), we restate (2.1.6) as follows:

\[(z^*, \eta^*) := \min_{(z, \eta) \in Z_N \times U} ||\eta||, \text{ subject to } (z + \eta - u^\text{true}, q) = 0 \forall q \in U_M. \quad (2.2.6)\]

We can now introduce the Lagrangian \(L : Z_N \times U_M \times U_M \to \mathbb{R}\) associated with (2.2.6):

\[L(z, \eta, \phi) = \frac{1}{2} ||\eta||^2 + (z + \eta - u^\text{true}, \phi). \]

By differentiating, we obtain

\[
\begin{align*}
\partial_\eta L &= 0 \Rightarrow (\eta^* + \phi^*, \delta \eta) = 0 \forall \delta \eta \in U_M; \\
\partial_z L &= 0 \Rightarrow (\phi^*, \delta z) = 0 \forall \delta z \in Z_N; \\
\partial_\phi L &= 0 \Rightarrow (\eta^* + \phi^* - u^\text{true}, \delta \phi) = 0 \forall \delta \phi \in U_M.
\end{align*}
\]

From the first equation, we obtain \(\eta^* = -\phi^*\). Then, if we substitute this identity in the second equation, we obtain that any solution to (2.1.6) must solve (2.2.5). Recalling\(^3\) [181, Theorem 7.4.1], since \(\beta_{N,M} > 0\), there exists a unique solution \((z^*, \eta^*) \in Z_N \times U_M\) to (2.2.5). Thesis (iii) follows.

\[\square\]

**Proposition 2.2.2.** Suppose that \(Z_N \subset U\), and let \(\beta_{N,M}\) be defined in (2.2.2). Let us further suppose that \(U_M\) is \(M\)-dimensional. Let \(\xi > 0\). Then, the following hold.

(i) Any solution \((z^*_\xi, \eta^*_\xi)\) to (2.1.5) belongs to \(Z_N \times Z^1_N \cap U_M\).

(ii) The pair \((z^*_\xi, \eta^*_\xi)\) is a solution to (2.1.5) if and only if \(u^*_\xi := z^*_\xi + \eta^*_\xi\) is a solution to the problem

\[u^*_\xi := \arg \inf_{u \in U} J^{(1)}_\xi(u) := \xi ||\Pi_{Z^1_N} u||^2 + \frac{1}{M} \sum_{m=1}^{M} \left( \ell^o_m(u) - \ell^\text{obs}_m \right)^2. \quad (2.2.7)\]

(iii) If \(\beta_{N,M} > 0\), there exists a unique solution \((z^*_\xi, \eta^*_\xi)\) to (2.1.5). Furthermore, \((z^*_\xi, \eta^*_\xi)\)

---

\(^3\)We briefly present the correspondence between our notation and the notation used in [181, Theorem 7.4.1]: \(M = Z_N, X = U_M, a(\cdot, \cdot) = (\cdot, \cdot), b(\cdot, \cdot) = (\cdot, \cdot), (\ell, v) = (u^\text{true}, v)\) and \(\sigma \equiv 0\).
solves the following saddle-point problem:

\[
\begin{align*}
2\zeta(\eta^*_\xi, q) + \frac{2}{M} \sum_{m=1}^{M} \left( \rho^0_r(z^*_\xi + \eta^*_\xi) - \ell^\text{obs}_m \right) \ell^0_m(q) &= 0 \quad \forall q \in \mathcal{U}_M; \\
(\eta^*_\xi, p) &= 0 \quad \forall p \in \mathcal{Z}_N.
\end{align*}
\]

(2.2.8)

In view of the proof of Proposition 2.2.2, we first present two lemmas. The first lemma is proven in [141, Proposition Appendix A.1]; we report the proof for completeness.

**Lemma 2.2.1.** Let \( \mathcal{U}_M := \text{span}\{q_m\}_{m=1}^{M} \) and let \( \beta_{N,M} \) be defined as in (2.2.2). Then, we have that

\[
\beta_{N,M} = \inf_{\eta \in \mathcal{U}_M} \frac{\|\Pi_{\mathcal{Z}_N} \eta\|}{\|\eta\|}.
\]

(2.2.9)

**Proof.** To simplify notation, given the linear space \( \mathcal{Q} \), we define \( \mathcal{Q}^{(1)} = \{q \in \mathcal{Q} : \|q\| = 1\} \).

We now prove (2.2.9).

\[
\begin{align*}
\beta_{N,M}^2 &= \left( \inf_{z \in \mathcal{Z}^{(1)}_N} \sup_{v \in \mathcal{U}_M^{(1)}} (z, v) \right)^2 = \inf_{z \in \mathcal{Z}^{(1)}_N} \|\Pi_{\mathcal{U}_M} z\|^2 = 1 - \sup_{z \in \mathcal{Z}^{(1)}_N} \|\Pi_{\mathcal{U}_M} z\|^2 \\
&= 1 - \left( \sup_{z \in \mathcal{Z}^{(1)}_N} \sup_{q \in \mathcal{U}_M^{(1)}} (z, q) \right)^2 = 1 - \left( \sup_{q \in \mathcal{U}_M^{(1)}} \sup_{z \in \mathcal{Z}^{(1)}_N} (z, q) \right)^2 \\
&= 1 - \sup_{q \in \mathcal{U}_M^{(1)}} \|\Pi_{\mathcal{Z}_N} q\|^2 = \inf_{q \in \mathcal{U}_M^{(1)}} \|\Pi_{\mathcal{Z}_N} q\|^2
\end{align*}
\]

Thesis follows. \(\square\)

**Lemma 2.2.2.** Let \( \mathcal{U}_{M'} := \text{span}\{q_m\}_{m=1}^{M'} \), \( M' \leq M \). Let us introduce \( \beta_{N,M'} = \inf_{z \in \mathcal{Z}_N} \sup_{v \in \mathcal{U}_{M'}} (z, v) \), and the matrix \( \mathbb{K}(M') \in \mathbb{R}^{M', M'} \), \( \mathbb{K}(M') = (q_m, q_m') \). Let us further define

\[
c_{N,M} := \max_{M' = 1, \ldots, M} \hat{c}_{N,M'}, \quad \hat{c}_{N,M'} = \min \left( \frac{1}{2} \lambda_{\min}(\mathbb{K}(M')), \frac{\lambda_{\min}(\mathbb{K}(M'))}{2 + \lambda_{\min}(\mathbb{K}(M'))} \beta_{N,M'}^2 \right),
\]

(2.2.10a)

where \( \lambda_{\min}(\mathbb{K}(M')) \) denotes the minimum eigenvalue of the matrix \( \mathbb{K}(M') \).

Then, the following bound holds:

\[
\tilde{J}(u) = \|\Pi_{\mathcal{Z}_N} u\|^2 + \sum_{m=1}^{M} (\ell^0_m(u))^2 \geq c_{N,M} \|u\|^2, \quad \forall u \in \mathcal{U}.
\]

(2.2.10b)
Proof. We first claim that for any $M'$ such that $\beta_{N,M'} > 0$ we have

$$
\tilde{J}_{M'}(u) = \|\Pi_{Z_N^M} u\|^2 + \sum_{m=1}^{M'} (\ell_m^o(u))^2 \geq \beta_{N,M'} \|u\|^2, \quad \forall u \in \mathcal{U}.
$$

(2.2.11)

Given (2.2.11), we find that

$$
\tilde{J}(u) \geq \tilde{J}_{M'}(u) \geq \beta_{N,M'} \|u\|^2 \quad \forall M' \leq M \Rightarrow \tilde{J}(u) \geq \left( \max_{M'} \beta_{N,M'} \right) \|u\|^2,
$$

which is the thesis.

We now show (2.2.11). Given $u \in \mathcal{U}$, we introduce $u_1 = \Pi_{Z_N^{M'} \mathcal{M}} u$, $u_2 = \Pi_{U_{M'}} u = \sum_{m=1}^{M'} (u_m q_m)$. Then, we observe that

$$
u_1(x_m) = (q_m, u_1) = 0, \quad m = 1, \ldots, M'.
$$

(2.2.12)

We further observe that

$$
\sum_{m=1}^{M'} (\ell_m^o(u_2))^2 = \|K^{(M')} u_2\|^2, \quad \|u_2\|^2 = u_2^T K^{(M')} u_2,
$$

which implies that

$$
\min_{u_2 \in \mathcal{U}_{M'}} \sum_{m=1}^{M'} (\ell_m^o(u_2))^2 = \min_{u_2 \in \mathbb{R}^{M'}} \frac{\|K^{(M')} u_2\|^2}{\|u_2\|^2} = \lambda_{\min}(K^{(M')}).
$$

(2.2.13)

Combining (2.2.12) and (2.2.13), we obtain

$$
\sum_{m=1}^{M'} (\ell_m^o(u))^2 = \sum_{m=1}^{M'} (\ell_m^o(u_2))^2 \geq \lambda_{\min}(K^{(M')}) \|u_2\|^2.
$$

Now, recalling the identity $2ab \geq \frac{1}{\epsilon}a^2 - \epsilon b^2$ valid for any $\epsilon > 0$, and Lemma 2.2.1, we obtain:

$$
\tilde{J}_{M'}(u) = \tilde{J}_{M'}(u_1 + u_2) \geq \|\Pi_{Z_N^{M}} u_1\|^2 + \|\Pi_{Z_N^{M}} u_2\|^2 + 2(\Pi_{Z_N^{M}} u_1, \Pi_{Z_N^{M}} u_2) + \lambda_{\min}(K^{(M')}) \|u_2\|^2
$$

\[= (1 - \epsilon) \beta_{N,M'}^2 \|u_1\|^2 + (1 - \epsilon) \|\Pi_{Z_N^{M}} u_2\|^2 + \lambda_{\min}(K^{(M')}) \|u_2\|^2 \]
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Let us consider $\epsilon \in \left(\frac{1}{1+\lambda_{\min}(K(M'))}, 1\right)$. Recalling that $\|\Pi_{Z_N^\perp}u_2\| \leq \|u_2\|$, we obtain

\[
\tilde{J}_{M'}(u) \geq (1 - \epsilon)\beta_{N,M'}^2 \|u_1\|^2 + \left(\lambda_{\min}(K(M')) + 1 - \frac{1}{\epsilon}\right) \|u_2\|^2 \\
\geq \min \left(\lambda_{\min}(K(M')) + 1 - \frac{1}{\epsilon}, (1 - \epsilon)\beta_{N,M'}^2\right) \frac{\|u_1\|^2 + \|u_2\|^2}{\|u\|^2}.
\]

Estimate (2.2.11) follows by considering $\epsilon = \frac{2}{2+\lambda_{\min}(K(M'))}$.

We observe that $c_{N,M}$ is monotonic increasing with $M$; therefore, it is asymptotically bounded from below in the limit $M \to \infty$. We further observe that $\lambda_{\min}(K(M')) > 0$ if and only if $U_{M'}$ is a $M'$-dimensional space.

**Proof.** (Proposition 2.2.2). We first prove that $\eta^*_\xi \in U_M \cap Z_N^\perp$ (Statement (i)). Thesis follows by observing that $J_\xi(z, \eta) = J_\xi(z, \Pi_U \eta) + \xi \|\Pi_U \eta\|^2$, and $J_\xi(z, \eta) = J_\xi(z + \Pi_{Z_N} \eta, \Pi_{Z_N^\perp} \eta) + \xi \|\Pi_{Z_N^\perp} \eta\|^2$. We omit the details.

We now show that $(z^*_\xi, \eta^*_\xi)$ solves (2.1.5) if and only if $u^*_\xi = z^*_\xi + \eta^*_\xi$ solves (2.2.7) (Statement (ii)). Exploiting Statement (i), we have

\[
\min_{(z, \eta) \in Z_N \times U} J_\xi(z, \eta) = \min_{(z, \eta) \in Z_N \times Z_N^\perp} J_\xi(z, \eta).
\]

Thesis follows by observing that $J^{(1)}_\xi(u) = J_\xi(\Pi_{Z_N} u, \Pi_{Z_N^\perp} u)$, and recalling that $U = Z_N \oplus Z_N^\perp$.

We now prove (iii). Applying Lemma 2.2.2, we find that the objective function $J^{(1)}_\xi: U \to \mathbb{R}$ is strictly convex if $\beta_{N,M} > 0$. Existence and uniqueness of the solution to (2.2.7) then follow from [74, Theorem 3, Chapter 8.2]. Exploiting Statement (ii), we find that the solution $(z^*_\xi, \eta^*_\xi)$ to (2.1.5) exists and is unique. Furthermore, recalling that the solution $u^*_\xi$ must be a zero of the first variation of $J^{(1)}_\xi$, we obtain

\[
\delta J(u^*_\xi, v) = 2\xi(\Pi_{Z_N^\perp} u^*_\xi, v) + \frac{2}{M} \sum_{m=1}^{M} \left(\ell^0_m(u^*_\xi) - \ell^\text{obs}_m\right) \ell^\text{obs}_m(v) = 0, \quad \forall v \in U,
\]

which implies (2.2.8). Thesis follows.

Before concluding, we present a number of observations. First, in Propositions 2.2.1 and 2.2.2, we rely on the assumption that $Z_N \subset U$. This is required to define $\beta_{N,M}$ in (2.2.2),
and also the single-field formulations (2.2.4) and (2.2.7). In section 2.3, we derive sufficient conditions for the well-posedness of (2.1.5) and (2.1.6) that do not rely on the hypothesis $Z_N \subset U$. Second, statements (i) of Propositions 2.2.1 and 2.2.2 are extremely important from a practical standpoint since they provide an a priori finite-dimensional representation formula for the solutions to (2.1.5) and (2.1.6). We rely on these finite-dimensional representations to derive efficient algebraic counterparts of the variational statements.

2.2.2 Connection with the problem of optimal recovery

We illustrate the connection between the PBDW formulation presented in this chapter and the problem of optimal recovery ([152]). This connection has first been observed by Binev et al. in [33] for perfect observations; in this section, we briefly review part of the analysis presented in [33], and we present the analogous result for noisy measurements.

Given the background space $Z_N \subset U$ and the linear functionals $\ell_1^0, \ldots, \ell_M^0 \in U'$, we introduce the compact sets

$$K_N(\epsilon, e_{\text{obs}}) = \left\{ u \in U : \| \Pi_{Z_N} u \| \leq \epsilon, \ \ell_m^0(u) = e_{\text{obs}}^m, \ m = 1, \ldots, M \right\}, \quad (2.2.14)$$

and

$$K_{N, \xi}(\epsilon, e_{\text{obs}}) = \left\{ u \in U : \xi \| \Pi_{Z_N} u \|^2 + \frac{1}{M} \sum_{m=1}^{M} \left( \ell_m^0(u) - e_{\text{obs}}^m \right)^2 \leq \epsilon \right\}, \quad (2.2.15)$$

where $\epsilon > 0$, and $e_{\text{obs}} = (e_{\text{obs}}^1, \ldots, e_{\text{obs}}^M)$ is the vector of experimental observations. We observe that the spaces $K_N$ and $K_{N, \xi}$ incorporate the two available pieces of information: the proximity of $u^{\text{true}}$ to the linear space $Z_N$, and the experimental observations. In the former case, we impose that all elements of $K_N$ interpolate data; in the latter case, we rely on the parameter $\xi$ to properly balance between proximity to $Z_N$ and agreement with the experimental observations.

Given the closed set $\mathcal{K} \subset U$, the problem of optimal recovery corresponds to identify the field $u^* \in U$ that minimizes the error $\| u^* - u^{\text{true}} \|$ in the worst-case scenario, provided that $u^{\text{true}} \in \mathcal{K}$. More formally, we can introduce the optimal recovery algorithms associated with (2.2.14) and (2.2.15).

**Definition 2.2.1.** A recovery algorithm is any measurable mapping $A : \mathbb{R}^M \to U$. The
optimal recovery algorithm $A_{N}^\text{opt}$ associated with $\mathcal{K}_N(\epsilon, \cdot)$ satisfies

$$A_{N}^\text{opt}(\ell^{\text{obs}}) = \arg \inf_{\xi \in \mathcal{H}} \sup_{u \in \mathcal{K}_N(\epsilon, \ell^{\text{obs}})} \|u - \xi\|, \quad (2.2.16)$$

for any $\ell^{\text{obs}} \in \mathbb{R}^M$ for which $\mathcal{K}_{N,\delta}$ is not empty. Similarly, we can define the optimal recovery $A_{N,\xi}^\text{opt}$ associated with $\mathcal{K}_{N,\xi}$.

Next Proposition shows that the PBDW formulation is the optimal recovery algorithm.

**Proposition 2.2.3.** Suppose that $\beta_{N,M} > 0$. Then, the PBDW algorithm $A_{N}^{\text{PBDW}} : \mathbb{R}^M \to \mathcal{U}$ (2.2.4) is the optimal recovery algorithm associated to $\mathcal{K}_N(\epsilon, \cdot)$ for any $\epsilon > 0$. Similarly, the regularized PBDW algorithm $A_{N,\xi}^{\text{PBDW}} : \mathbb{R}^M \to \mathcal{U}$ (2.2.7) is optimal for $\mathcal{K}_{N,\xi}(\epsilon, \cdot)$ for any $\epsilon > 0$.

**Proof.** The optimality of (2.2.4) is proved in [33, Theorem 2.8]. On the other hand, we observe that:

$$2\xi(\Pi_{Z_N^\perp} u^*_\xi, v) + \frac{2}{M} \sum_{m=1}^{M} \left( e_m^0(u^*_\xi) - e_m^{\text{obs}} \right) e_m^0(v) = 0 \ \forall v \in \mathcal{U}. \quad (2.2.8)$$

Thus, we find

$$J^{(1)}_{\xi}(u^*_\xi + v) = J^{(1)}_{\xi}(u^*_\xi) + \xi \|\Pi_{Z_N^\perp} v\|^2 + \frac{1}{M} \sum_{m=1}^{M} (e_m^0(v))^2. \quad (2.2.9)$$

This implies that $u^*_\xi + v \in \mathcal{K}_{N,\xi}(\epsilon, \ell^{\text{obs}})$ if and only if $u^*_\xi - v \in \mathcal{K}_{N,\xi}(\epsilon, \ell^{\text{obs}})$. Then, optimality of (2.2.7) is a direct consequence of Remarks 2.2 and 2.3 in [33]. We omit the details. \( \square \)

**2.3 Algebraic formulation**

In this section, we present the PBDW algebraic formulation, and we study the stability properties of the linear system. Then, as anticipated in section 2.2.1, we present a well-posedness result that does not rely on the assumption that $Z_N \subset \mathcal{U}$.

---

\(^4\)If $v \in \mathcal{U}_M$, this follows from (2.2.8); if $v \in \mathcal{U}_M^\perp$, this follows by observing that $e_m^0(v) = (q_m, v) = 0$ for $m = 1, \ldots, M$, and $(\Pi_{Z_N^\perp} u^*_\xi, v) = (\eta^*_\xi, v) = 0.$
2.3.1 PBDW algebraic statement

In view of the algebraic formulation, we first introduce the matrices \( K \in \mathbb{R}^{M \times M} \), \( Z \in \mathbb{R}^{N \times N} \), \( L \in \mathbb{R}^{M \times N} \) such that

\[
K_{m,m'} = (q_m, q_{m'}), \quad Z_{n,n'} = (\zeta_n, \zeta_{n'}), \quad L_{m,n} = \ell_m^0 (\zeta_n),
\]  

(2.3.1)

for \( m, m' = 1, \ldots, M \), and \( n, n' = 1, \ldots, N \). Next Propositions show the algebraic counterparts of the PBDW statements (2.1.5) and (2.1.6). We note that the state estimation procedure does not require the calculation of the matrix \( Z \).

**Proposition 2.3.1.** Let \( \beta_{N,M} > 0 \), and let \( \xi > 0 \). Then, the solution to (2.1.5) \( u^*_\xi = z^*_\xi + \eta^*_\xi \) is given by

\[
u^*_\xi (\cdot) = \sum_{n=1}^{N} z^*_\xi(z_n(\cdot)) + \sum_{m=1}^{M} \eta^*_m q_m(\cdot),
\]

(2.3.2a)

where the pair \( (z^*_\xi, \eta^*_\xi) \in \mathbb{R}^N \times \mathbb{R}^M \) solves

\[
\begin{bmatrix}
\xi M + K & L \\
L^T & 0
\end{bmatrix}
\begin{bmatrix}
\eta^*_\xi \\
z^*_\xi
\end{bmatrix}
= \begin{bmatrix}
\ell^\text{obs}_m \\
0
\end{bmatrix}, \quad \ell^\text{obs}_M = \begin{bmatrix}
\ell^\text{obs}_1 \\
\vdots \\
\ell^\text{obs}_M
\end{bmatrix}
\]

(2.3.2b)

Equation (2.3.2) can be extended to \( \xi = 0 \) with the convention \( u^* = u^*_{\xi=0} \).

**Proof.** We first consider the case \( \xi > 0 \). Recalling Proposition 2.2.2 (Statement (i)), we have that \( u^*_\xi \) is of the form (2.3.2a). Then, substituting (2.3.2a) in (2.2.8) and choosing \( q = q_m \), \( p = \zeta_n \), we find

\[
\begin{bmatrix}
2\xi K + \frac{2}{M} K^2 & \frac{2}{M} K L \\
L^T & 0
\end{bmatrix}
\begin{bmatrix}
\eta^*_\xi \\
z^*_\xi
\end{bmatrix}
= \begin{bmatrix}
\frac{2}{M} K \ell^\text{obs}_M \\
0
\end{bmatrix}.
\]

Since \( K \) is invertible, thesis follows by multiplying the first equation by \( \frac{1}{2M} K^{-1} \).

We now consider the case \( \xi = 0 \). Thesis follows by combining Proposition 2.2.1 (Statement (i)), and (2.2.5). We omit the details. \( \square \)

We now wish to investigate the spectral properties of the linear system (2.3.2b). With this in mind, we first present a standard result (see, e.g., [141, Lemma 3.3]).
Lemma 2.3.1. The inf-sup constant $\beta_{N,M}$ is the square root of the minimum eigenvalue of the following eigenproblem:

$$L^T K^{-1} L z_n = \nu_n Z z_n, \quad n = 1, \ldots, N.$$  \hfill (2.3.3)

Proof. Since $\sup_{\eta \in U_M} \frac{(\eta, z)}{||\eta||} = ||\Pi U_M z||$, we obtain:

$$\beta_{N,M}^2 = \inf_{z \in Z_N} \sup_{\eta \in U_M} \left( \frac{_{\eta, z}}{||\eta||} \right)^2 = \inf_{z \in Z_N} \frac{||\Pi U_M z||^2}{||z||^2}. $$

We observe that for any $z \in Z_N$ the projection onto $U_M$ can be written as $\Pi U_M z = \sum_{m=1}^{M} \eta_m^* q_m$, where the vector $\eta^* \in K^{-1} L z$. Therefore, we find

$$\beta_{N,M}^2 = \inf_{z \in Z_N} \frac{z^T L^T K^{-1} L z}{z^T z}.$$

Introducing the Lagrangian multiplier $\nu \in \mathbb{R}$, we can write the optimality conditions as

$$\begin{cases}
L^T K^{-1} L z - \nu z = 0; \\
z^T z = 1.
\end{cases}$$

Thesis follows. \hfill $\square$

Next Proposition provides a bound for the minimum eigenvalue of the saddle point system (2.3.2b).

Proposition 2.3.2. Suppose that $\beta_{N,M} > 0$, and let $\zeta_1, \ldots, \zeta_N$ be an orthonormal basis of $Z_N$. Let $\lambda_{\xi}^{\min}$ be the minimum (in absolute value) eigenvalue of the saddle point system (2.3.2b). Then, the following bound holds:

$$|\lambda_{\xi}^{\min}| \geq \min \left( \lambda_{\min}(K) + \xi M, \beta_{N,M}^2 - \xi M \frac{\lambda_{\max}(L^T L)}{\lambda_{\min}(K)(\xi M + \lambda_{\min}(K))} \right), \hfill (2.3.4)$$

and the bound holds with equality for $\xi = 0$.

Proof. Following the argument in [27, Section 3.4], we observe that the saddle-point system (2.3.2b) is congruent to the block-diagonal matrix

$$\begin{pmatrix}
K + \xi M I & 0 \\
0 & -L^T(K + \xi M I)^{-1} L
\end{pmatrix}.$$
Therefore, we find:

\[ |\lambda_{\xi}^{\min}| = \min \left( \lambda_{\min}(K) + \xi M, \lambda_{\min} \left( L^T (K + \xi M I)^{-1} L \right) \right). \]

We now estimate \( \lambda_{\min} \left( L^T (K + \xi M I)^{-1} L \right) \). Towards this end, we first observe that

\[ (K + \xi M I)^{-1} = K^{-1} - \xi M X_{\xi}, \quad X_{\xi} = (K + \xi M I)^{-1} K^{-1}. \]

Therefore, recalling standard linear algebra results and Lemma 2.3.1, we find

\[
\lambda_{\min} \left( L^T (K + \xi M I)^{-1} L \right) = \min_v \frac{v^T L^T (K + \xi M I)^{-1} L v}{\|v\|^2} \\
\geq \min_v \frac{v^T L^T K^{-1} L v}{\|v\|^2} - \xi M \max_v \frac{v^T L^T X_{\xi} L v}{\|v\|^2} \\
\geq \beta_{N,M}^2 - \xi M \lambda_{\max}(X_{\xi}) \lambda_{\max}(L^T L).
\]

Thesis follows by observing that

\[
\lambda_{\max}(X_{\xi}) = \max_v \frac{v^T (K + \xi M I)^{-1} K^{-1} v}{\|v\|^2} \leq (\lambda_{\min}(K) + \xi M I)^{-1} \frac{1}{\lambda_{\min}(K)}.
\]

\[ \square \]

2.3.2 An improved well-posedness result

Proposition 2.3.3 shows a well-posedness result that does not rely on the assumption \( Z_N \subset U \).

**Proposition 2.3.3.** Let \( X = X(\Omega) \) be a Hilbert space \( \Omega \) such that \( Z_N \subset X \), and \( \ell_1, \ldots, \ell_M \in X' \). Then, the solution \((z_{\xi}, \eta_{\xi}) \in Z_N \times U \) to (2.1.5) exists and is unique if and only if the matrix \( L \) has rank \( N \). Furthermore, the state estimate \( u_{\xi}^* = z_{\xi}^* + \eta_{\xi}^* \) satisfies the representation formula (2.3.2). The same result holds for \( \xi = 0 \).

**Proof.** We only prove the case \( \xi > 0 \) since the case \( \xi = 0 \) can be studied using the same argument. We observe that \( J_{\xi}(z, \eta) = J_{\xi}(z, \Pi_{U_M} \eta) + \xi \|\Pi_{U_M} \eta\|^2 \). Therefore, any solution \( \eta_{\xi}^* \) to (2.1.5) belongs to \( U_M \). This implies that any solution to (2.1.5) is of the form (2.3.2a).
Substituting (2.3.2a) in the minimization statement, we find

\[
\min_{(z^*, \eta^*) \in \mathbb{R}^N \times \mathbb{R}^M} \xi \eta^T K \eta + \frac{1}{M} \|K \eta + Lz - \ell_{i}^{\text{obs}}\|_2^2.
\]

By deriving the stationary conditions, we find

\[
\begin{aligned}
\begin{cases}
(\xi K + \frac{1}{M} K^2) \eta^* + \frac{1}{M} K L z^* = \frac{1}{M} K y \\
L^T K \eta^* + L^T L z^* = L^T y
\end{cases}
\end{aligned}
\]

(2.3.5)

By premultiplying (2.3.5) by \(MK^{-1}\), we find

\[
(\xi M I + K) \eta^* + Lz^* = y.
\]

(2.3.6a)

If we now premultiply the latter equation by \(L^T\) and we subtract (2.3.5)2, we obtain

\[
L^T \eta = 0.
\]

(2.3.6b)

Saddle system (2.3.6a) - (2.3.6b) is well-posed since \(K\) is invertible and \(L\) is full-rank by hypothesis. Thesis follows.

We observe that if \(Z_N \subset U\), the condition \(\text{rank}(L) = N\) is equivalent to \(\beta_{N,M} > 0\) (cf. Lemma 2.3.1). Therefore, Proposition 2.3.3 is equivalent to Propositions 2.2.2 and 2.2.1 if \(Z_N \subset U\). We further observe that the proof of Proposition 2.3.3 is closely related to the proof of [127, Theorem 5.1].

2.4 Computational procedure: offline-online computational decomposition

The algebraic formulation derived in section 2.3 allows us to decouple the computational procedure into two distinct stages. During the offline stage, which is performed before acquiring the experimental observations, we generate the approximation spaces \(Z_N\) and \(U_M\), and we assemble the linear saddle point system (2.3.2b). During the online stage, which is performed during the operations and possibly in situ, we acquire the experimental data \(\ell_1^{\text{obs}}, \ldots, \ell_M^{\text{obs}}\), we select the regularizer weight \(\xi\), and we compute the state estimate...
by solving (2.3.2b). We observe that the offline stage is computationally extensive since we need to solve the bk model possibly several times. On the other hand, the online stage requires $O(N + M)^3$ operations.

Algorithm 2.4.1 presents the computational procedure. In Chapter 3, for noise-free measurements, we present a Greedy procedure to select sensor locations (Step 3-Offline stage). We further remark that in our setting the update space $U_M$ is induced by the norm $\| \cdot \|$ and the observation functionals: in Chapter 6, for the special case of pointwise measurements, we partially reverse this scheme. Finally, we have not yet discussed how to practically choose the hyper-parameter $\xi$: we address this question in Chapter 6.

Algorithm 2.4.1 PBDW approach. Offline-online computational procedure

**Offline stage**

1: Choose the space $(U, \| \cdot \|)$
2: Generate the background $Z_N \subset U$
3: (If possible) Select the observation functionals $\ell_1^o, \ldots, \ell_M^o \in \mathcal{U}'$
4: Compute $U_M = \text{span}\{R_U \ell_m^o\}_{m=1}^M$
5: Assemble the matrix in (2.3.2b)

**Online stage**

1: Acquire the measurements $\ell_1^{\text{obs}}, \ldots, \ell_M^{\text{obs}}$
2: Choose the regularizer weight $\xi$
3: Solve the linear system (2.3.2b)
4: (If needed) Evaluate the state using (2.3.2a).

**2.5 Connection with other formulations**

**2.5.1 Connection with other data assimilation procedures**

In the statistical learning literature, PBDW is closely related to the approach presented in [127] by Kimeldorf and Wahba. In more detail, the two approaches are equivalent if we choose $Z_N$ as the set of all polynomials of degree less or equal to $\kappa$, $\kappa > d/2 - 1$, and $U = H^{\kappa+1}(\Omega)$ endowed with a proper inner product. We further observe that, by exploiting the connection with [127], we can re-interpret our formulation in a Bayesian setting as a
Gaussian linear system with improper prior (see [225]). In this work, we do not pursue this feature of the approach.

Furthermore, for $N = M$ PBDW formulation is equivalent to the solution to the Generalized Empirical Interpolation Method (GEIM, [140]), while for $\xi \to \infty$ and $Z_N$ built using a Proper Orthogonal Decomposition (POD, [130]), PBDW is asymptotically equivalent to Gappy-POD ([75, 234]). We shall also observe that the use of the background space — as opposed to a background singleton element in the original 3D-VAR — is also found in nearfield acoustical holography (NAH, [47, 235]). We finally mention that the general PBDW formulation (2.1.5) is asymptotically equivalent to the "noise-free" formulation in the limit $\xi \to 0^+$: as stated in section 2.1.1, the latter corresponds to the original formulation presented in [142]. Next Proposition shows the two asymptotic results.

**Proposition 2.5.1.** Let $\beta_{N,M} > 0$. Let $u_\xi^* = \eta_\xi^* + z_\xi^*$ be the solution to (2.1.5). Then, we have

$$\lim_{\xi \to 0^+} \|u^* - u_\xi^*\| = 0, \quad \lim_{\xi \to \infty} \|u^*_\xi - z_{LS}\| = 0,$$

(2.5.1)

where $u^* = z^* + \eta^*$ is the solution to (2.1.6), and $z_{LS} = \text{arg} \min_{z \in Z_N} \sum_{m=1}^{M} (\ell_m(z) - \ell_{m}^{\text{obs}})^2$.

**Proof.** Let us first consider the limit $\xi \to 0^+$. We just have to show that

$$\lim_{\xi \to 0^+} \left( u^*_\xi = \begin{bmatrix} \eta_\xi^* \\ z_\xi^* \end{bmatrix} \right) = u^*_{\xi=0} = \begin{bmatrix} \eta^*_{\xi=0} \\ z^*_{\xi=0} \end{bmatrix}$$

Exploiting Proposition 2.3.2, we can show that each eigenvalue of the saddle-point system (2.3.2b) satisfies $|\lambda_{\xi,j}| \geq \frac{1}{2} \min(\lambda_{\min}(K), \beta_{N,M}^2) > 0$ for all $\xi \leq \bar{\xi}$, for some $\bar{\xi} > 0$. Therefore, we find $\|u^*_{\xi}\|_2 \leq C$ for all $\xi \leq \bar{\xi}$.

Let $\{\xi_j\}_j$ be a positive sequence such that $\xi_j \to 0^+$, and let $u^*_{\xi_j}$ be the solution to (2.3.2b) for $\xi = \xi_j$. Since $\{u^*_{\xi_j}\}_j$ is uniformly bounded, applying Bolzano-Weierstrass theorem, we obtain that, up to a subsequence, $u^*_{\xi_j} \to \tilde{u}$. We further observe that

$$\begin{bmatrix} \ell_m^{\text{obs}} \\ 0 \end{bmatrix} = \begin{bmatrix} K & L \\ L & 0 \end{bmatrix} u^*_{\xi_j} + \xi_j M \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} u^*_{\xi_j} \to \ell \to \infty \begin{bmatrix} K & L \\ L & 0 \end{bmatrix} \tilde{u}.$$
Using the same reasoning, we find that $u_{\xi=0}^*$ is the only limit point of the uniformly bounded sequence $\{u_{\xi}^*\}_j$. Therefore, the entire sequence is convergent (see, e.g., [148, page 67]).

We now consider the case $\xi \to \infty$. As for the previous case, we must prove that for $\xi \to \infty$

$$z_\xi^* \to z_{LS} = (L^T L)^{-1} L^T \ell_M^{obs}, \quad \eta_\xi^* \to 0.$$ 

The proof exploits the same argument of the previous case, $\xi \to 0^+$. We omit the details. □

### 2.5.2 A two-stage regression procedure: connection with Kalman filter

We can rewrite the linear system (2.3.2b) as follows:

$$
\begin{cases}
L^T(\xi M I + K)^{-1} L z_\xi^* = L^T(\xi M I + K)^{-1} \ell_M^{obs} \\
(\xi M I + K) \eta_\xi^* = \ell_M^{obs} - L z_\xi^*. 
\end{cases}
$$

(2.5.2)

Formulation (2.5.2) is the algebraic counterpart of the following two-stage procedure:

$$
\begin{cases}
z_\xi^* := \arg \min_{z \in Z_N} \left\| L_M(z) - \ell_M^{obs} \right\|_{W_\xi} \\
\eta_\xi^* := \arg \min_{\eta \in U_M} \xi \|\eta\|^2 + \frac{1}{M} \sum_{m=1}^{M} (\ell_m^0(\eta) - \ell_m^0)^2, \quad \ell_m^0 := \ell_m^{obs} - \ell_m^0(z_\xi^*),
\end{cases}
$$

(2.5.3)

where $W_\xi = (K + \xi M I)^{-1}$, $L_M(z) = [\ell_1^0(z), \ldots, \ell_M^0(z)]$, and $\|d\|_W = d^T W_d$. Problem (2.5.3)_1 corresponds to a weighted least-square (generalized) regression problem, while (2.5.3)_2 corresponds to a generalized smoothing problem applied to the error field $u^{true} - z_\xi^*$.

Equation (2.5.3) clarifies the connection of our approach with Kalman filtering techniques ([123, 134]). The deduced-background estimate $z_\xi^* \in Z_N$ represents our predicted state estimate based on prior knowledge (here encoded in the background space); on the other hand, the update $\eta_\xi^* \in U_M$ represents the innovation induced by the measurements and only depends on the residuals $\ell_m^{err} = \ell_m^{obs} - \ell_m^0(z_\xi^*)$.

We further observe that — from the perspective of approximation theory — PBDW formulation introduces a hierarchy between the approximation provided by the background space $Z_N$, and the approximation provided by $U_M$. In more detail, the background space $Z_N$ should provide primary approximation, while the update space $U_M$ is designed to complete any deficiency in $Z_N$. This asymmetry between $Z_N$ and $U_M$ is motivated by the underlying
assumption that elements of $Z_N$ have better generalization properties (see, e.g., [221]) than elements in $U_M$ since they are directly informed by the mathematical model. In this respect, by adapting the parameter $\xi$, we can properly tune the relative importance of primary and secondary approximation.

2.6 Conclusions and objective of the next chapters

In this chapter, we presented the PBDW formulation of the variational data assimilation (state estimation) problem for systems modeled by PDEs. Below, we list the main features of the methodology.

**Projection-by-data:** PBDW is an approximation method that seeks solutions based on projection-by-data. In more detail, the bk model does not enter explicitly in the PBDW variational formulation since it is only employed to generate the background space $Z_N$. This feature of the approach greatly simplifies the implementation of the computational procedure, and ultimately speeds up computations. Projection-by-data — a problem in approximation theory — rather than projection-by-model — a problem in PDE discretization — has also many advantages with respect to the mathematical theory. First, projection-by-data eliminates many of the standard requirements of projection-by-model related to initial and boundary conditions; for example, the domain $\Omega$ over which we reconstruct the state can be a subset of the bk domain $\Omega^{bk}$ over which the mathematical model is well-posed. Second, in projection-by-data, we can accommodate norms which may be considerably stronger than the norms required for well-posedness in projection-by-model. We extensively exploit these features of the formulation in Chapters 5 and 6.

**Variational formulation:** we remark that PBDW relies on a variational formulation. The variational formulation facilitates the construction of a priori error estimates informed by the analysis developed for PDEs and scattered data approximation. In Chapter 3, we present theoretical a priori bounds for the state estimation error in absence of noise. Then, in Chapter 6, we provide an error analysis for pointwise noisy measurements.

**Background space:** PBDW formulation incorporates background spaces that accommodate anticipated parametric uncertainty. The background space is constructed in two steps: (i) the identification of a parametrized PDE that models the phenomenon under con-
sideration and a suitable confidence region $\mathcal{P}^{bk}$ for the parameters of the model, and (ii) the application of a pMOR technique — such as the Weak-Greedy algorithm briefly summarised in Algorithm 2.1.1 — to generate a linear space appropriate for real-time evaluations.

**Correction of unmodeled physics:** as explained in section 2.5, PBDW provides a mechanism — the update $\eta_{\xi}^t$ — to address the inevitable deficiencies of the bk model.

The PBDW formulation (2.1.6) was first presented and analysed in [142, 143] for perfect measurements ($\ell_m^{obs} = \ell_m^{\rho}(u^{true})$). In [142], for localised measurements, the authors proposed a Greedy strategy for the selection of sensor locations. In [143], the authors extended the analysis to imperfect measurements.

The original PBDW approach shows a number of deficiencies. First, in [142, 143], the authors did not propose an actionable strategy to quantify the uncertainty in the state estimate — apart from the heuristic error indicator in [143, section 5.7]. Second, the authors employed a traditional pMOR technique — the weak-Greedy algorithm reviewed in section 2.1.2 — to the manifold $\mathcal{M}^{bk}$ defined over $\Omega^{bk}$: as explained in section 2.1.2, if $\Omega$ is strictly contained in $\Omega^{bk}$, this strategy might either be unfeasible or might lead to inaccurate approximation spaces for the restricted manifold $\mathcal{M}^{bk}$. Third, due to the absence of tunable parameters, the original formulation did not provide tools to rationally balance inadequacies in the bk model and noise in the measurements. In particular, there was no attempt to incorporate the presence of noise in the actual state estimate. In addition, due to the choice $\mathcal{U} = H^1(\Omega)$, for localised measurements, the approximation properties of the update are poor, and it is not possible to efficiently adapt the shape of the Riesz representers during the online stage: this might lead to poor convergence in $M$.

Motivated by the previous discussion, in this thesis, we first review the PBDW formulation for perfect measurements presented in [142], and then we propose three contributions to the original formulation.

In Chapter 3, we present the PBDW formulation for perfect measurements. We review and slightly improve the error analysis presented in [142], and we present the Greedy strategy for the selection of sensor locations. We also contribute an analysis of a thermal experiment not previously considered.

In Chapter 4, we propose an experimental *a posteriori* estimation procedure for the
$L^2(\Omega)$ state-estimation error $||u^{true} - u^*||_{L^2(\Omega)}$, and for the error in output $L(u^{true}) - L(u^*)$, where $L : L^2(\Omega) \rightarrow \mathbb{R}$. The procedure allows us to quantify the uncertainty in the state estimate. In addition, it can also be employed (i) to guide the data-driven enrichment of the PBDW background space $Z_N$ (based on the algorithm first proposed in [143, section 5.8]), (ii) to improve the estimate of the $L^2$ output of interest, and (iii) to adaptively select the PBDW tunable parameters. The error estimation procedure has been presented in [213].

In Chapter 5, we present a computational procedure for the construction of the background space $Z_N$ when $\Omega \subset \Omega^b$. Our approach represents an extension of a computational strategy first studied theoretically in the context of approximation theory ([172]), and then applied in the context of generalized finite element method ([8]) and more recently in Port-Reduced static condensation Reduced Basis Element method ([204]).

In Chapter 6, we study the case of pointwise noisy measurements ($e_{obs}^{true} = u^{true}(x_{m}^{obs}) + \epsilon_m$). We rely on the theory of RKHS, which allows us to consider spaces $\mathcal{U}$ for which the Riesz representers $\{K_{x_m}\}_m$ associated with the observation functionals $\{\delta_{x_m}\}_m$ are explicitly known. We demonstrate that explicit expressions for the representers greatly improve the flexibility of the approach; in addition, we find much faster convergence with respect to the number of measurements $M$ than in the approach presented in [142, 143]. We present a rigorous a priori error analysis for the $L^2(\Omega)$ state-estimation error, $||u^{true} - u^*||_{L^2(\Omega)}$, for (i) iid homoscedastic random noise (i.e., $\epsilon_m \sim N(0, \sigma^2)$), and (ii) systematic noise (i.e., $|\epsilon_m| \leq \delta$). We further discuss an adaptive procedure for the selection of the hyper-parameters of the PBDW formulation. The adaptive procedure and the error analysis have been presented in [212].
Chapter 3

The PBDW approach for perfect observations

We discuss the PBDW formulation for perfect measurements (2.1.6): given the $N$-dimensional background space $Z_N \subset U$, find $(z^*, \eta^*) \in Z_N \times U$ such that

$$(z^*, \eta^*) = \arg \min_{(z, \eta) \in Z_N \times U} \|\eta\| \text{ subject to } \ell_m^0(z + \eta) = \ell_m^{obs}, \ m = 1, \ldots, M;$$

where $(U, \| \cdot \|)$ is a Hilbert space over the domain of interest $\Omega$ and $\ell_1^0, \ldots, \ell_M^0 \in U'$. We state upfront that in this chapter we rely on localized observations; in more detail, we consider $\ell_m^0(v) = \int_{\Omega} \omega_{d,v}(|x_m^{obs} - y|)v(y) \, dy$, where $\{x_m^{obs}\}_{m=1}^M \subset \Omega$ denote the transducers' locations, and $\omega_{d,v} : \mathbb{R} \rightarrow \mathbb{R}_+$ denotes a properly-chosen convolutional kernel associated with the transducer. In Chapter 2, we discussed the well-posedness of problem (2.1.6), and we presented a finite-dimensional formulation for the PBDW state estimate $u^* = z^* + \eta^*$, which permits rapid computations. In this chapter, we provide an a priori bound for the state estimation error $\|u^{true} - u^*\|$ (section 3.1), and we discuss a Greedy procedure for the selection of sensor locations $\{x_m^{obs}\}_{m=1}^M$ (section 3.2). In section 3.3, we present results for a synthetic acoustic problem. Finally, in section 3.4, we present the results for a physical thermal patch configuration.

3.1 Error analysis

Next Proposition contains the key result.
Proposition 3.1.1. ([241]) Suppose that $\beta_{N,M} > 0$. Then, the PBDW state estimate $u^*$ satisfies

$$\|u^* - u^\text{true}\| \leq \frac{1}{\beta_{N,M}} \inf_{\eta \in \mathcal{U}_M \cap Z_N^\perp} \inf_{z \in Z_N} \|u^\text{true} - z - \eta\|, \quad (3.1.1)$$

or, equivalently,

$$\|u^\text{true} - u^*\| \leq \frac{1}{\beta_{N,M}} \|u^\text{true} - \Pi_{Z_N \oplus (\mathcal{U}_M \cap Z_N^\perp)} u^\text{true}\|. \quad (3.1.2)$$

Furthermore, the following estimates hold for background and update:

$$\|\Pi_{Z_N} u^\text{true} - z^*\| \leq \frac{1}{\beta_{N,M}} \inf_{\eta \in \mathcal{U}_M \cap Z_N^\perp} \inf_{z \in Z_N} \|u^\text{true} - z - \eta\|, \quad (3.1.3a)$$

and

$$\|\Pi_{Z_N^1} u^\text{true} - \eta^*\| = \inf_{\eta \in \mathcal{U}_M \cap Z_N^\perp} \inf_{z \in Z_N} \|u^\text{true} - z - \eta\|. \quad (3.1.3b)$$

Proof. We observe that the error $u^\text{true} - u^* \in \mathcal{U}_M^\perp$. Therefore, recalling Lemma 2.2.1, we find

$$\beta_{N,M} \|u^\text{true} - u^*\| \leq \left( \inf_{\xi \in \mathcal{U}_M^\perp} \frac{\|\Pi_{Z_N^1} \xi\|}{\|\xi\|} \right) \|u^\text{true} - u^*\| \leq \|\Pi_{Z_N^1} (u^\text{true} - u^*)\|. \quad (3.1.4a)$$

By restricting $(2.2.5)_1$ to $q \in \mathcal{U}_M \cap Z_N^\perp$, we find

$$\langle \eta^* - u^\text{true}, q \rangle = 0 \quad \forall q \in \mathcal{U}_M \cap Z_N^\perp \Rightarrow \eta^* = \Pi_{\mathcal{U}_M \cap Z_N^\perp} u^\text{true}. \quad (3.1.4b)$$

As a result, we obtain

$$\|\Pi_{Z_N^1} (u^\text{true} - u^*)\| = \|\Pi_{Z_N} (u^\text{true} - \eta^* - z^*)\| = \|\Pi_{Z_N} (u^\text{true} - \eta^*)\| = \|\Pi_{Z_N} (\Pi_{\mathcal{U}_M \cap Z_N^\perp} u^\text{true})\|. \quad (3.1.4b)$$

Here, the first equality follows from $u^* = \eta^* + z^*$, the second equality follows from $z^* \in Z_N$, the third equality follows from $\eta^* = \Pi_{\mathcal{U}_M \cap Z_N^\perp} u^\text{true}$ and from the projection theorem. We can
then rewrite the latter expression as

\[ \| \Pi_{Z_N}^\perp (\Pi_{(U_M \cap Z_N^\perp)\perp}^{\perp} u^{\text{true}}) \| = \inf_{z \in Z_N} \| \Pi_{(U_M \cap Z_N^\perp)\perp}^{\perp} u^{\text{true}} - z \| = \inf_{z \in Z_N} \| \Pi_{(U_M \cap Z_N^\perp)\perp}^{\perp} (u^{\text{true}} - z) \| = \inf_{z \in Z_N} \inf_{\eta \in Z_N \cap U_M} \| u^{\text{true}} - z - \eta \|. \]

(3.1.4c)

Here, the second equality follows from the fact that, since \( U_M \cap Z_N^\perp \subset Z_N \), we have \( Z_N \subset (U_M \cap Z_N^\perp)^\perp \). As a result, \( \Pi_{(U_M \cap Z_N^\perp)\perp} z = z \).

Combining (3.1.4a), (3.1.4b) and (3.1.4c), we obtain (3.1.1). Finally, (3.1.2) follows by observing that, since \( Z_N \) and \( Z_N^\perp \cap U_M \) are orthogonal subspaces, we have that

\[ \inf_{z \in Z_N} \inf_{\eta \in Z_N^\perp \cap U_M} \| u^{\text{true}} - z - \eta \| = \| u^{\text{true}} - \Pi_{Z_N \oplus (U_M \cap Z_N^\perp)} u^{\text{true}} \|. \]

We now show (3.1.3a) and (3.1.3b). The former follows directly from (3.1.2), recalling that \( \eta^* \in Z_N^\perp \) and that the projection operator is linear with continuity constant equal to one:

\[ \| \Pi_{Z_N} u^{\text{true}} - z^* \| = \| \Pi_{Z_N} (u^{\text{true}} - u^*) \| \leq \| u^{\text{true}} - u^* \| \leq \frac{1}{\beta_{N,M}} \inf_{\eta \in U_M \cap Z_N^\perp} \inf_{z \in Z_N} \| u^{\text{true}} - z - \eta \|. \]

To show (3.1.3b), we observe that \( \| \Pi_{Z_N} u^{\text{true}} - \eta^* \| = \| \Pi_{Z_N^\perp} (u^{\text{true}} - u^*) \| \), and then we combine (3.1.4b) and (3.1.4c).

Estimate (3.1.1) identifies three distinct contributions to the error in the field estimate. The first contribution, \( \frac{1}{\beta_{N,M}} \), takes into account the stability of the formulation. The second contribution is the background best-fit error \( \inf_{z \in Z_N} \| u^{\text{true}} - z \| \): as discussed in section 2.1.2, this depends on (i) the modeling error \( \epsilon_{N,k}^b = \min_{\mu \in P^k} \| u^{\text{true}} - u^b(\mu) \| \), and (ii) on the discretization error \( \epsilon_{\text{disc},N}^b = \max_{\mu \in P^k} \| \Pi_{Z_N} u^b(\mu) - u^b(\mu) \| \); while the former is associated to the accuracy of the best-knowledge model, the latter is associated to the compression process. The third contribution is the update best-fit error \( \inf_{\eta \in U_M \cap Z_N^\perp} \| \Pi_{Z_N^\perp} u^{\text{true}} - \eta \| \), which depends on the approximation properties of the update space.

Estimates (3.1.3) strengthen the interpretation of the background and update given in section 2.5.2. In particular, we observe that if \( u^{\text{true}} \in Z_N \), we obtain that \( u^{\text{true}} = u^* = z^* \) and \( \eta^* = 0 \). This observation shows that the update contribution is noticeable only if the
true field is not well-represented by its projection onto the background space.

3.2 Construction of the update space

3.2.1 Theoretical considerations

Error estimate (3.1.1) shows that the update space \( \mathcal{U}_M \) should be designed based on two criteria: (i) the maximization of the stability constant \( \beta_{N,M} \) to improve stability, and (ii) the minimization of the approximation error \( \inf_{\eta \in \mathcal{U}_M \cap Z^I_N} \| \Pi_{Z^I_N} u^{true} - \eta \| \) to improve approximation. We thus seek a strategy that addresses both these issues.

With this in mind, we observe that the update space \( \mathcal{U}_M := \text{span}\{R \ell_\alpha^M\}_{m=1} \) depends (i) on the choice of the ambient space \( \mathcal{U} \) and on its inner product \((\cdot, \cdot)\), and (ii) on sensor locations \( \{x_{\text{obs}}^m\}_m \). Since the use of high-order Sobolev spaces requires the use of proper Finite Element discretizations, in this chapter we consider \( H^1_0(\Omega) \subset \mathcal{U} \subset H^1(\Omega) \) endowed with the inner product

\[
(w, v) = \int_\Omega \nabla w \cdot \nabla v + \gamma^2 w v \, dx, \tag{3.2.1}
\]

for some \( \gamma > 0 \). Hence the choice of \( (\mathcal{U}, \| \cdot \|) \) reduces to the choice of the parameter \( \gamma \). We observe that \( \gamma \) influences the spatial length-scale of the Riesz elements \( \{R \ell_\alpha^M\}_{m=1} \) and should be properly tuned based on the number of measurements available and on the expected length-scale of the true field. Example 3.2.1 illustrates the influence of the choice of \( \gamma \) on \( R \ell_\alpha^M \) for pointwise measurements in one dimension.

**Example 3.2.1.** (*Riesz element associated with different norms*) Let us consider \( \Omega = (-1,1) \) and the functional \( \ell^o = \delta_{x_{\text{obs}}} \) where \( x_{\text{obs}} = 0 \) and \( \delta \) is the Dirac delta. We consider \( \mathcal{U} = H^1_0(-1,1) \) endowed with the inner product

\[
(w, v) = \int_{-1}^1 w'v' + \gamma^2 w v \, dx.
\]

By tedious but straightforward calculations, we find that the Riesz element associated with \( \ell^o \) is as follows

\[
R \ell_\alpha^0(x) = \begin{cases} \frac{1}{2}(1 - |x|), & \gamma = 0; \\ \frac{1}{2\gamma(e^{2\gamma r} + 1)} \left( e^{2\gamma r} - e^{\gamma |x|} \right), & \gamma > 0 \end{cases}
\]
Figure 3-1 shows the plot of the Riesz elements for three different values of $\gamma$. To simplify the comparison, we normalize the $L^\infty(\Omega)$ norm of each Riesz representer to one.

![Figure 3-1](image)

**Figure 3-1:** Example 3.2.1: plot of the Riesz elements $R_{\Omega \delta_0}$ for three different choices of $\gamma$. For visualization purposes, we normalize the $L^\infty(\Omega)$-norm of the Riesz elements to one.

### 3.2.2 Computational procedure

We set the value of the constant $\gamma$ in (3.2.1) *a priori*, and we choose the observation points $\{x_m^{obs}\}_{m=1}^M$ according to a Greedy strategy based on two stages. During the first (stability) stage, we maximize the constant $\beta_{N,M}$ in a Greedy manner. During the second (approximation) stage, we minimize the fill distance $h_{\chi_M} := \sup_{x \in \Omega} \min_{m=1,...,M} \|x - x_m^{obs}\|_2$ in a Greedy manner. Since the stability constant is a non-decreasing function of $M$ for a fixed $N$, the stability constant remains above the threshold in the second stage. We envision that the constant $\gamma$ should be selected based on the characteristic length-scale of the error field $u^{true} - z^*$: however, it might be extremely difficult to estimate *a priori* this quantity. In the numerical section, we study the effect of the choice of $\gamma$ for a two-dimensional model problem.

Algorithm 3.2.1 summarises the computational procedure. Computational cost is dominated by the computation of the Riesz representations of the functionals $\ell_1^0, \ldots, \ell_M^0$. In the limit $M \gg N$ and assuming that $\Omega$ is discretized using a Finite Element mesh of size $N$, the selection of the observation points during the approximation step has complexity $O(NM^2)$, while the cost of the actual construction of the update space — which involves the solution to $M$ linear systems — is roughly $O(N^sM)$, where $1 < s < 3$ is a suitable exponent, which depends on the sparsity pattern of the matrix associated with the inner product.

If $tol = 0$, all the observation centers are selected through the approximation loop. On the other hand, if $tol = 1$, all the centers are selected through the stability loop. A
representative value for $tol$ used in our simulations is $tol = 0.2$. Computation of the least-stable mode $z_{\text{min},m}$ involves the solution to the dense eigenproblem (2.3.3).

### Algorithm 3.2.1 Greedy stability-approximation balancing (SGreedy-plus) algorithm

<table>
<thead>
<tr>
<th>Input</th>
<th>$Z_N$</th>
<th>background space</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M$</td>
<td>number of sensors</td>
<td></td>
</tr>
<tr>
<td>$tol &gt; 0$</td>
<td>threshold for the stability constant</td>
<td></td>
</tr>
<tr>
<td>Output</td>
<td>$U_M$</td>
<td>update space</td>
</tr>
</tbody>
</table>

**Stability**

1: Compute $x_{1}^{\text{obs}} := \arg\max_{x \in \Omega} |\zeta_1(x)|$, $m = 1$

2: while $m \leq M$ do

3: Compute $\beta_{N,m} = \min_{w \in Z_N} \max_{v \in U_m} \frac{(w,v)}{\|w\|\|v\|}$.

4: if $\beta_{N,m} \leq tol$ then

5: Compute $z_{\text{min},m} := \arg\min_{z \in Z_N} \max_{v \in U_m} \frac{(w,v)}{\|w\|\|v\|}$.

6: Compute $x_{m+1}^{\text{obs}} := \arg\max_{x \in \Omega} |z_{\text{min},m}(x) - \Pi U_m z_{\text{min},m}(x)|$.

7: Set $U_{m+1} = U_m \cup \text{span}\{R_U(\cdot, x_{m+1}^{\text{obs}})\}$, $m = m + 1$.

8: else

9: Break

10: end if

11: end while

**Approximation**

1: while $m \leq M$ do

2: Compute $x_{m+1}^{\text{obs}} := \arg\max_{x \in \Omega} \min_{m' = 1, \ldots, m} \|x - x_{m'}^{\text{obs}}\|_2$.

3: Set $U_{m+1} = U_m \cup \text{span}\{R_U(\cdot, x_{m+1}^{\text{obs}})\}$.

4: $m = m + 1$.

5: end while

Since $\beta_{N,m} = 0$ for $m < M$, if $tol > 0$, at least the first $M$ points are selected within the first loop. As $\beta_{N,m} > tol$, the algorithm selects well-separated points in the attempt to reduce the approximation error. We further remark that in our implementation we control whether or not each point selected by the stability loop (Line 6) is well-separated from the
other observation centers: for \( m \lesssim N \) the stability loop might select points that are too close to each other, especially for sufficiently large transducers' widths; this would ultimately lead to an ill-conditioned linear saddle-point system.

We observe that, for \( N = M \), the point selection routine coincides with the routine proposed in [140] for the Generalized Empirical Interpolation Method (GEIM). We also observe that the stability stage is related to the E-optimality criteria considered in the design of experiments ([83]). On the other hand, the strategy for the approximation step is strongly related to the so-called farthest-first traversal approach to the minimax facility location problem (see, e.g., [167]), first proposed by Rosenkrantz et al. in [186].

We can interpret our procedure as a stabilization for the saddle-point system (2.3.2b). Assuming that \( \zeta_1, \ldots, \zeta_N \) is an orthonormal basis of \( Z_N \), and recalling (cf. Proposition 2.3.2) that \( |\lambda_{\text{min}}| = \min (\lambda_{\text{min}}(\mathbb{K}), \beta_{N,M}^2) \), we observe that the stability loop aims to maximize the minimum eigenvalue by maximizing the inf-sup constant, while the approximation loop aims to maximize \( |\lambda_{\text{min}}| \) by maximizing \( \lambda_{\text{min}}(\mathbb{K}) \). We have indeed that for localised observations \( \lambda_{\text{min}}(\mathbb{K}) \) depends on the minimum separation distance \( \hat{h}_M = \min_{m,m' = 1,\ldots,M, \neq m'} \| x_{m}^\text{obs} - x_{m'}^\text{obs} \|_2 \) between observation points. We refer to [197, 160] and [230, Chapter 12] for a rigorous analysis for pointwise measurements; for localized measurements, we are not aware of any theoretical result that relate \( \lambda_{\text{min}}(\mathbb{K}) \) to \( \hat{h}_M \). However, we empirically observe a strong correlation between these two quantities.

3.3 A synthetic problem: Helmholtz in \( \mathbb{R}^2 \)

3.3.1 Problem definition

We illustrate the behavior of the PBDW formulation through a two-dimensional Helmholtz problem\(^1\). Towards this end, we first introduce the domains \( \Omega^{bk} \) and \( \Omega = \Omega^{bk} = (0,1)^2 \) and the mathematical problem:

\[
\begin{aligned}
- (1 + i \epsilon \mu) \Delta u_g(\mu) - \mu^2 u_g(\mu) &= \mu \left( 2x_1^2 + e^{x_2} \right) + \mu g & \text{in } \Omega, \\
\partial_n u_g(\mu) &= 0 & \text{on } \partial \Omega,
\end{aligned}
\]

\(^1\)The model problem is the same considered in [142, Section 3].
where $\mu > 0$ is the wave number, $\epsilon = 10^{-2}$ is a fixed dissipation, and $g \in L^2(\Omega)$ is a bias term that will be specified later. Here, the parameter $\mu > 0$ constitutes the anticipated, parametric uncertainty in the system, which might model our uncertainty in the speed of sound, while the function $g$ constitutes the unanticipated and non-parametric uncertainty in the system. Since $\Omega = \Omega^{bk}$, in what follows, we simply use the former to indicate both the domain of interest and the domain in which the mathematical model is properly defined.

We can restate problem (3.3.1) in weak form as

$$G^\mu_g(u_g(\mu), v) = a^{\mu}(u_g^{bk}(\mu), v) - F^\mu_g(v) = 0 \quad \forall v \in U; \quad (3.3.2a)$$

where $U = V^{bk} = H^1(\Omega)$,

$$a^{\mu}(w, v) = (1 + i\epsilon \mu) \int_{\Omega} \nabla w \cdot \nabla \bar{v} \, dx - \mu^2 \int_{\Omega} w \, \bar{v} \, dx; \quad (3.3.2b)$$

and

$$F^\mu_g(v) = \mu \int_{\Omega} (2x_1^2 + e^{x_2} + g) \, \bar{v} \, dx. \quad (3.3.2c)$$

To assess the performance of the PBDW formulation for various configurations, we define the true field $u^\text{true}$ as the solution to (3.3.1) for some $\mu^\text{true} \in \mathcal{P}^{bk}$ and for the following two choices of the "bias" $g$

$$g := \begin{cases} 
0 & \text{perfect model;} \\
\tilde{g} \equiv 0.5(e^{-x_1} + 1.3\cos(1.3\pi x_2)) & \text{imperfect model.} 
\end{cases} \quad (3.3.3a)$$

On the other hand, we define the bk manifold as

$$\mathcal{M}^{bk} := \{u_{g=0}(\mu) : \mu \in \mathcal{P}^{bk}\}. \quad (3.3.3b)$$

Figure 3-2 shows the true field for three choices of the wave number $\mu$ and for the two choices of the bias $g$. We approximate the solution using a triangular $P^5$ finite element discretization ($N = 3312$). The use of a high-order method is here motivated by the smoothness of the true field.
3.3.2 Construction of the PBDW spaces

Recalling the definition of the inner product for $\mathcal{U}$ in (3.2.1), we build the background spaces $\{Z_N\}_N$ using the weak-Greedy algorithm based on the residual estimator

$$\Delta_N^b(\mu) = \inf_{z \in Z_N} \|G(z, u^{b_k}(\mu))\|_{\mathcal{U}};$$

where $\| \cdot \|_{\mathcal{U}}$ denotes the dual norm. Figure 3-3 shows the behavior of the best-fit error over $\mathcal{P}_t\mathcal{R}_{\text{train}} \subset \mathcal{P}_t\mathcal{R}$

$$E_N^{\text{rel}} := \max_{\mu \in \mathcal{P}_t\mathcal{R}_{\text{train}}} \frac{\|\Pi_{Z_N^\perp} u^\text{true}(\mu)\|}{\|u^\text{true}(\mu)\|},$$

(3.3.4)

where $\mathcal{P}_t\mathcal{R}_{\text{train}}$ is a uniform discretization of $\mathcal{P}_t\mathcal{R}$, $|\mathcal{P}_t\mathcal{R}_{\text{train}}| = 20$. We observe that for the perfect model $E_N^{\text{rel}}$ rapidly converges to zero as $N$ increases. On the other hand, in the case of imperfect model, $E_N^{\text{rel}}$ exhibits a plateau for $N \geq 4$. This can be explained recalling the discussion in section 2.1.2: as $N$ increases, the modeling error dominates over the discretization error.

In this synthetic example, we model the observation by a Gaussian convolution with
standard deviation $r = 0.02$:

$$E_N^{\text{dif}} = \sum_{N=1}^{N-1} \left( E_N^\text{dif} \right)^2$$

where $C(x) > 0$ is such that $\ell(1, x) \equiv 1$ for all $x \in \Omega$. Figure 3-4 shows the behavior of the stability constant $\beta_{N,M}$ with $M$ for three different choices of the threshold in Algorithm 3.2.1 and for three different values of $N$ for $\gamma = 1$. On the other hand, Figure 3-5 shows the behavior of the condition number of the matrix (2.3.2b) with $M$. We remark that the stabilization stage of Algorithm 3.2.1 is performed only for $tol > 0$, while the approximation stage is performed only for $tol < 1$. We observe that the stabilization stage of Algorithm 3.2.1 significantly improves the stability of the variational formulation and consequently of the saddle point linear system. We further observe that for large values of $M$ the condition number of the saddle system is slightly smaller if we consider $tol < 1$. 
3.3.3 Results of the data assimilation procedure

We first visualize the PBDW state estimates for two distinct choices of $u^{\text{true}}$. We consider $\mu = 7.5$, and we consider $u^{\text{true}} = u_{g=0}(\mu)$ and $u^{\text{true}} = u_{g=\theta}(\mu)$; PBDW state estimates are based on the background $Z_{N=5}$ and on $M = 32$ measurements chosen using Algorithm 3.2.1 with $tol = 0.2$. Figure 3-6 shows (the real part of) the true state, the PBDW state estimate $u^*$, the deduced background $z^*$ and the update $\eta^*$. We observe that for $u^{\text{true}} = u_{g=0}(\mu)$ the update $\eta^*$ is negligible; the reason is that the true state is well-approximated by its projection over $Z_N$. On the other hand, for $u^{\text{true}} = u_{g=\theta}(\mu)$ we observe that the update is appreciable, and plays a significant role in improving the accuracy of the state estimate $u^*$. These results strengthen the interpretation of the components of the PBDW state estimate provided in Chapter 2.

We now assess the performance of the data assimilation procedure. Towards this end, we compute the maximum $L^2$ error over $P_{\text{train}}^{\text{bk}} \subset P^{\text{bk}}$

$$E_{\text{max}}^{\text{rel}} := \max_{\mu \in P_{\text{train}}^{\text{bk}}} \frac{||u^{\text{true}}(\mu) - u^*(\mu)||_{L^2(\Omega)}}{||u^{\text{true}}(\mu)||_{L^2(\Omega)}}$$

(3.3.5)

where $u^*(\mu)$ denotes the PBDW state estimate associated with $u^{\text{true}}(\mu)$, and $|P_{\text{train}}^{\text{bk}}| = 20$. Figure 3-7 shows the behavior of $E_{\text{max}}^{\text{rel}}$ with $M$ for three different choices of the threshold in Algorithm 3.2.1 and for three different values of $N$. We observe that the stabilization procedure for the selection of the sensors' locations leads to a significant improvement of the performances for small values of $M$. On the other hand, as $M$ increases, our results show that selecting well-separated observation points improves performances. We further observe
that increasing $N$ improves performances in the case of perfect model; on the other hand, in the case of imperfect model, increasing $N$ from 4 to 6 does not have any effect. This is in good agreement with the plot in Figure 3-3.

**Figure 3-6:** Application to a synthetic acoustic problem: visualization of the PBDW state estimates for $N = 5, M = 32$. The states in Figures (a) and (e) correspond to $\mu = 7.5$. The black points in Figures (a) and (e) indicate the transducers' locations.

**Figure 3-7:** Application to a synthetic acoustic problem: behavior of $E_{\text{rel}}$ (3.3.5) with $M$ for three different choices of $\text{tol}$ in Algorithm 3.2.1 and for three different values of $N$. 
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Figure 3-8 shows the anticipated and unanticipated mean fractions of the state

\[
\text{mean}_{\mu \in \mathcal{P}^{\text{blk}}_{\text{train}}} \frac{\| z^{\ast}(\mu) \|}{\| u^\ast(\mu) \|}, \quad \text{anticipated},
\]

and

\[
\text{mean}_{\mu \in \mathcal{P}^{\text{blk}}_{\text{train}}} \frac{\| \eta^\ast(\mu) \|}{\| u^\ast(\mu) \|}, \quad \text{unanticipated}.
\]

We observe that in the case of perfect model the update component of the state is essentially negligible, while it is significant in the case of imperfect model to address the deficiencies of the primary approximation. This confirms the results in Figure 3-6.

Figure 3-8: Application to a synthetic acoustic problem: behavior of the anticipated and unanticipated fractions of the state for perfect and imperfect models \((N = 4, tol = 0.2, \gamma = 1)\).

Figure 3-9 investigates the behavior of \(E_{\text{max}}^{\text{rel}} (3.3.5)\) with \(M\) for three different choices of \(\gamma\) in (3.2.1). We observe that while in the case of perfect model, performances are essentially independent of the choice of \(\gamma\), in the case of imperfect model — in which the secondary approximation provided by the update is crucial to guarantee an accurate reconstruction — the choice of the parameter \(\gamma\) is extremely important for large values of \(M\). As \(\gamma\) increases, the smoothing effect of the \(H^1\) term in the inner product (3.2.1) decreases, and \(R_{\ell_m}^\ast\) approaches \(C(x)\exp \left( -\frac{1}{2\gamma^2} \| \cdot \|_{\ell_2}^2 \right)\), which clearly is not suited to capture the low-order components of the error \(u^{\text{true}} - z^\ast\). On the other hand, for sufficiently large \(M\), we envision that too small values of \(\gamma\) might not be able to capture high-order components of the error \(u^{\text{true}} - z^\ast\). We further address this point in Chapter 6.
Figure 3-9: Application to a synthetic acoustic problem: behavior of $E_{\text{rel}}$ (3.3.5) with $M$ for three different choices of $\gamma$ ($N = 4$, $\text{tol} = 0.2$).

3.4 A physical system: the thermal patch experiment

3.4.1 Experimental apparatus

The thermal patch system consists of a 1.5[mm] thick acrylic sheet heated from behind by a resistive patch. Heat is generated through an electrical resistance with input power equal to $0.667W$. The goal of the data assimilation procedure is to estimate the temperature field over a portion $\Omega_{\text{obs},\text{dim}}$ of the external surface of the plate at the steady-state limit.

We use an IR camera (Fluke Ti 9) to take measurements in the rectangular region $\Omega_{\text{obs},\text{dim}} = [-23.85, 23.85] \times [-17.85, 17.85]$[mm] centered on the patch. Figure 3-10 shows the IR camera. After the patch power is turned on, we take measurements using a sampling time of 4 seconds until steady state is reached; the total duration of the experiment is roughly 5 minutes. The external temperature is about 20°C, roughly constant throughout the experiment. Each surface measurement taken from the IR camera corresponds to $160 \times 120$ pixel-wise measurements; the pixel size is roughly $\Delta x_{\text{device}} = 0.3$[mm], which is much smaller than the spatial length scale of the phenomenon of interest.

In view of the mathematical description of the problem, we present formal definitions for the geometric quantities involved. First, we introduce the domain $\Omega_{\text{bk},\text{dim}} \subset \mathbb{R}^3$ corresponding to the three-dimensional acrylic sheet. We denote by $\Gamma_{\text{patch},\text{dim}} \subset \mathbb{R}^2$ the surface of the sheet attached to the patch, and we denote by $\Gamma_{\text{in},\text{dim}}$ the face of the sheet that contains $\Gamma_{\text{patch},\text{dim}}$. We recall that $\Omega_{\text{obs},\text{dim}} \subset \partial \Omega_{\text{bk},\text{dim}}$ is the region in which the IR camera takes measurements. Then, we introduce the Cartesian coordinate system $x_{1,\text{dim}}$, $x_{2,\text{dim}}$, $x_{3,\text{dim}}$, according to our definitions, the IR camera takes measurements in the $x_{1,\text{dim}}$, $x_{3,\text{dim}}$ plane. Figure 3-11 clarifies the definitions of $\Omega_{\text{obs},\text{dim}}$, $\Omega_{\text{bk},\text{dim}}$, $\Gamma_{\text{patch},\text{dim}}$ and $\Gamma_{\text{in},\text{dim}}$ and shows the...
characteristic dimensions of the patch.

Figure 3-10: Thermal patch experiment: IR camera.

Figure 3-11: Thermal patch experiment: mathematical description of the acrylic sheet. \( \hat{L} = 22.606 \text{mm}, \hat{H} = 9.271 \text{mm}. \)

In order to estimate the noise level in the dataset, we compute the difference \( u_{\text{obs}, \text{dim}} - u_{\text{filt}, \text{dim}} \) where the field \( u_{\text{obs}, \text{dim}} \) is obtained directly from the IR camera, and \( u_{\text{filt}, \text{dim}} \) is obtained applying a Wiener filter (see, e.g., [136]) based on a 3 by 3 pixel averaging to the field \( u_{\text{obs}, \text{dim}} \). Figure 3-12 shows two spatial slices of the difference \( u_{\text{obs}, \text{dim}} - u_{\text{filt}, \text{dim}} \). By comparing \( u_{\text{filt}, \text{dim}} \) and \( u_{\text{obs}, \text{dim}} \), we deduce that the magnitude of noise in the measurements is approximately \( \pm 0.5^\circ \text{C} \), roughly independent of the spatial position.
3.4.2 Engineering motivation

We shall now motivate this model problem from the engineering standpoint. Full-field information is typically not available; in practical applications, we envision a system with a local sensor or a small sensor array. For this reason, we want to design a data assimilation state estimation procedure that is able to reconstruct the full field based on a small amount of local measurements.

Since the IR camera provides full-field information, in this work, we synthetize local measurements – the experimental input to our methods – from the IR camera to obtain \( \ell_m^{\text{obs}} = \ell(u^{\text{obs}}, x_m^{\text{obs}}) \) where the observation functional \( \ell(\cdot, x_m^{\text{obs}}) \) is designed to represent a local measurement in the sensor location \( x_m^{\text{obs}} \in \Omega^{\text{obs}} \). We observe that the IR camera permits us to conduct convergence studies that would typically not be feasible in actual field deployment.

3.4.3 Mathematical model and background space

We resort to a steady-state heat-transfer model in which we rely on a Robin boundary condition to describe the heat-exchange between the patch and the sheet. In more detail, we consider the bk model for the thermal field \( u^{\text{bk}, \text{dim}} : \Omega^{\text{bk}, \text{dim}} \to \mathbb{R} \):

\[
\begin{aligned}
-\Delta u^{\text{bk}, \text{dim}} &= 0, \quad \text{in } \Omega^{\text{bk}, \text{dim}}, \\
\kappa \partial_n u^{\text{bk}, \text{dim}} + \gamma(u^{\text{bk}, \text{dim}} - \Theta^{\text{room}, \text{dim}}) &= g^{\text{dim}} \chi_{\text{patch}, \text{dim}} \quad \text{on } \Gamma^{\text{in}, \text{dim}}, \\
\kappa \partial_n u^{\text{bk}, \text{dim}} &= 0 \quad \text{on } \partial \Omega^{\text{bk}, \text{dim}} \setminus \Gamma^{\text{in}, \text{dim}},
\end{aligned}
\]
where $\gamma$ is the convective heat transfer coefficient, $\kappa$ is the thermal conductivity of acrylic, $\Theta_{\text{room, dim}} = 20^\circ C (= 293K)$ is the room temperature, and $g_{\text{dim}}$ is the incoming flux, which models the heat exchange between the patch and the plate. Textbook values for the model parameters are $\kappa = 0.2[W/(m \cdot K)]$, $\gamma = 10[W/(m^2 \cdot K)]$. We remark that the value of $\gamma$ is computed as $\gamma = \frac{N_u \kappa_{\text{air}}}{L}$. Here, $\kappa_{\text{air}} = 0.0257[W/(m \cdot K)]$ is the thermal conductivity of air, $L = 22.606\text{mm}$ is the length of the edge of the patch (see Figure 3-11), $N_u = 0.59(Ra)^{1/4}$ is the Nusselt number, and $Ra = 5.9 \cdot 10^4$ is the Rayleigh number defined as $Ra = \frac{\beta g \Delta \Theta L^4}{\nu \alpha}$, where $g = 9.81[m/s^2]$, $\nu = 1.81 \cdot 10^{-5}[m^2/s]$ is the kinematic viscosity of air, $\beta = 1/300[1/K]$ is the thermal expansion coefficient, $\alpha = 1.9 \cdot 10^{-5}[m^2/s]$ is the thermal diffusivity of air, and $\Delta \Theta = 50^\circ C (= 50K)$ is a rough approximation of the temperature difference between the far-field and the center of the patch.

Given the thermal field $u^{b, \text{dim}}$, we introduce the non-dimensional counterpart

$$u^{b}(x) = u^{b, \text{dim}}(Lx) - \Theta_{\text{room, dim}} \Delta \Theta.$$  \hspace{1cm} (3.4.2)

We observe that $u^{b} = u^{b}(\mu)$ satisfies

$$\begin{cases} -\Delta u^{b}(\mu) = 0, & \text{in } \Omega^{b}, \\
\partial_{n} u^{b}(\mu) + \mu u^{b}(\mu) = g & \text{on } \Gamma^{\text{in}}, \\
\partial_{n} u^{b}(\mu) = 0 & \text{on } \partial \Omega^{b} \setminus \Gamma^{\text{in}}, \end{cases}$$  \hspace{1cm} (3.4.3a)

where $\mu = \tilde{L} \gamma / \kappa \approx 1.13$ and $g$ is defined as follows:

$$g(x) = C \chi_{\text{patch}}(x).$$  \hspace{1cm} (3.4.3b)

We observe that $u^{b}$ depends on the parameters $\mu$ and $C$. Since the model is linear with respect to $C$ and our ultimate goal is to define a linear space associated with the $b$ manifold, we can simply set $C = 1$. On the other hand, assuming that the estimate of $\kappa$ is accurate and that $\gamma \approx 10 \pm 5W/m^2$, we obtain that $\mu \in \mathcal{P}^{b} = [0.5650, 1.650]$. We can thus define the $b$ manifold as follows:

$$\mathcal{M}^{b} = \left\{ u^{b}(\mu) | \Omega^{\text{obs}} : \mu \in \mathcal{P}^{b} \right\}.$$  \hspace{1cm} (3.4.4)
We further introduce the weak form of the bk model (3.4.3): given $\mu \in P^{bk}$, find $u^{bk}(\mu) \in V^{bk}$ such that

$$G^{bk,\mu}(u^{bk}(\mu), v) = a^{\mu}(u^{bk}(\mu), v) - F^{\mu}(v) = 0 \quad \forall v \in V^{bk};$$

(3.4.5a)

where $V^{bk} = H^1(\Omega^{bk})$,

$$a^{\mu}(w, v) = \int_{\Omega^{bk}} \nabla w \cdot \nabla v \, dx + \mu \int_{\Gamma_{\text{in}}} w v \, ds;$$

(3.4.5b)

and

$$F(v) = \int_{\Gamma_{\text{patch}}} v \, dx.$$  

(3.4.5c)

We observe that our parametrized model encodes the uncertainty in the material properties $\gamma$ and $\kappa$. On the other hand, it does not take into account the nonlinear effects associated to natural convection, and to the heat-exchange between the patch and the sheet. The latter represent the non-parametric uncertainty in the model.

The background space $Z_N$ associated with (3.4.3)-(3.4.4) is built using the weak-Greedy algorithm. More in detail, we apply the weak-Greedy algorithm based on the residual estimator

$$\Delta_N^{bk}(\mu) = \inf_{z \in Z_N^{bk}} \|G^{bk,\mu}(u^{bk}(\mu))\|_{(V^{bk})'}$$

to build $Z_N^{bk} \subset V^{bk}$, where $\|\cdot\|_{(V^{bk})'}$ denotes the dual norm. Then, we restrict the space $Z_N^{bk}$ to the domain of interest $\Omega = \Omega^{\text{obs}}$ to form $Z_N$. To compute the solution to the bk model, we appeal to a $P^3$ continuous Finite Element discretization based on $N = 40000$ degrees of freedom.

### 3.4.4 Best-knowledge and observed thermal fields

We now show plots of the observed and bk fields. For convenience, we consider non-dimensional fields – which are based on the non-dimensionalization (3.4.2). Furthermore, to simplify the comparison, we scale the bk fields such that $\max_{x \in \Omega^{\text{obs}}} u^{bk}(x) = \max_{x \in \Omega^{\text{obs}}} u^{\text{obs}}(x)$. This corresponds to adjust the value of $C$ in the bk model (3.4.3). Figures 3-13(a), (b) and (c) show the non-dimensional observed field $u^{\text{obs}}$ as measured by the IR camera, the bk field
$u^{bk}$ for $\mu = 1.13$ and the error field $u^{obs} - u^{bk}$. Figures 3-13(d), (e) and (f) show the $bk$ field $u^{bk}$ for three different values of $\mu$. We observe that $u^{bk}$ is symmetric with respect to $x_3 = 0$ for each value of $\mu$, while $u^{obs}$ is markedly asymmetric. This is clearly related to the nonlinear effects of natural convection.

![Figure 3-13: Thermal patch experiment: comparison between observed field and bk solutions.](image)

Figure 3-14 shows the basis $\zeta_1, \zeta_2, \zeta_3$ of the three-dimensional space $Z_N$, while Figure 3-15 shows the behavior of the $L^2$ relative discretization error computed as

$$E_N^{rel,bk} := \max_{\mu \in \mathcal{P}_{train}^{bk}} \frac{\|u^{bk}(\mu) - \Pi_{Z_N,L^2} u^{bk}(\mu)\|_{L^2(\Omega^{obs})}}{\|u^{bk}(\mu)\|_{L^2(\Omega^{obs})}},$$

(3.4.6)

where $\Pi_{Z_N,L^2}$ denotes the projection over $Z_N$ with respect to the $L^2$ norm, $\mathcal{P}_{train}^{bk}$ is a uniform discretization of $\mathcal{P}^{bk}$, $N_{train} = 20$, and of the $L^2$ relative best-fit error computed as

$$E_N^{rel,best-fit} := \frac{\|u^{obs} - \Pi_{Z_N,L^2} u^{obs}\|_{L^2(\Omega^{obs})}}{\|u^{obs}\|_{L^2(\Omega^{obs})}}.$$  

(3.4.7)

We observe that for $N > 3$ the best-fit error remains essentially constant, while the discretization error decreases exponentially with $N$. 
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3.4.5 Numerical results

We now present the results of the application of the PBDW data assimilation procedure to the thermal patch problem. We here apply our procedure to the non-dimensional field, and we synthesize local measurements to obtain \( f_m^{\text{obs}} = \ell(u_m^{\text{obs}}, x_m^{\text{obs}}) \) where

\[
\ell(v, x) = C(x) \int_{Q^{\text{obs}}} \exp \left( -\frac{1}{2\gamma^2} \|x - y\|^2 \right) v(y) \, dy,
\]

\( r > 0 \) and \( C(x) > 0 \) is such that \( \ell(1, x) \equiv 1 \) for all \( x \in \Omega \). Recalling the definitions of Chapter 3.4, our goal is to estimate the thermal field in \( \Omega = \Omega^{\text{obs}} \).

Figure 3-16 shows the behavior of \( E_{N,M}^{\text{rel}} \),

\[
E_{N,M}^{\text{rel}} := \frac{\|u^{\text{obs}}(\mu) - u_{N,M}^*(\mu)\|_{L^2(\Omega)}}{\|u_m^{\text{obs}}(\mu)\|_{L^2(\Omega)}},
\]

with respect to \( M \) for four values of \( N \) and for two values of \( r \), \( r = 0.02 \) \( (r^{\text{dim}} = 0.452[\text{mm}]) \), and \( r = 0.1 \) \( (r^{\text{dim}} = 2.26[\text{mm}]) \). To build the update space, we set \( \gamma = 1 \) in the inner product.
(3.2.1), and we run the SGreedy-plus algorithm using the threshold $tol = 0.2$. We observe that reducing the value of $r$ deteriorates the performance of our approach. This issue does not seem to be solvable by simply tuning the value of $\gamma$. We argue that this is related to the fact that as $r \to 0^+$, the PBDW becomes inconsistent: we have indeed that as $r$ goes to zero the dual norm of the functional $l(\cdot, x^{obs}_m)$ diverges.

![Figure 3-16: Application to the thermal patch experiment: behavior of $E^{rel}_{N,M}$ (3.4.8) with $M$ for three values of $N$ and for two values of $r_{Gauss}$ ($\gamma = 1$, $tol = 0.2$).](image)

Figure 3-16 shows the behavior of the anticipated and unanticipated fractions of the state. We observe that due to the model error the unanticipated fraction is significant.

![Figure 3-17: Application to the thermal patch experiment: behavior of the anticipated and unanticipated fractions of the state ($\gamma = 1$, $tol = 0.2$, $r_{Gauss} = 0.1$, $N = 2$).](image)

Figure 3-17 shows the behavior of the anticipated and unanticipated fractions of the state. We observe that due to the model error the unanticipated fraction is significant.

### 3.5 Conclusions

In this chapter, we discussed the PBDW approach for perfect measurements. We presented an $a$ priori error analysis, which shows the quasi-optimality of the PBDW state estimate, and an adaptive procedure for the selection of the observation centers. Numerical results illustrated the role of the different elements of the formulation — namely, the background space, the inner product, and the choice of the observation centers.
The use of rapid-convergent background spaces \( \{ \mathcal{Z}_N \}_N \) allows us to properly take into account parametric uncertainty in the system, and thus leads to accurate state reconstructions in the case of moderate model error. In addition, the stabilization strategy for the selection of the observation centers allows us to consider \( N \simeq M \). On the other hand, numerical results showed that the main issue of the formulation is the slow convergence with \( M \). This is explained by the poor approximation properties provided by the update space, especially for nearly pointwise measurements. We address this issue in the case of pointwise measurements in Chapter 6.
Chapter 4

**A posteriori** error estimation and output prediction

We present and analyze an experimental $L^2$-**a posteriori** error estimation procedure based on Monte Carlo sampling of observation functionals. Given $J$ possibly noisy local measurements over the domain $\Omega$, $\{f^\text{obs}_j\}_{j=1}^J$, and a state estimate $u^*$ for the true field $u^\text{true}$, we provide confidence intervals for the $L^2$ error in state $E = \|u^\text{true} - u^*\|_{L^2(\Omega)}$, and the error in $L^2$ outputs $E_L = |\mathcal{L}(u^\text{true}) - \mathcal{L}(u^*)|$. We further present an adaptive strategy, which relies on the proposed error estimation procedure, to automatically enrich the PBDW background space $Z_N$ based on unmodeled physics identified through data assimilation of a select few configurations.

We provide an outline of the chapter. In section 4.1, we introduce the problem of validation and we introduce our method; we further illustrate the application of our techniques to three data assimilation tasks. In section 4.2, we derive a confidence interval $\bar{C}_L$ for the error in $L^2$ functional outputs; we also unfold the confidence interval to develop estimates for the output $\mathcal{L}(u^\text{true})$. In section 4.3, we discuss how to extend our technique to the estimation of the $L^2$ error in state. Then, in section 4.4, we illustrate the application to subsequent state estimation. Finally, in sections 4.5 and 4.6 we present a number of numerical results.
4.1 Validation: definition and application to output prediction and state estimation

4.1.1 A posteriori error estimation

According to the definition of AIAA ([57]), validation ([163]) is the process of determining the degree to which a model is an accurate representation of the real world from the perspective of the intended uses of the model. From a mathematical standpoint, validation is the process of estimating the error in our model in a suitable metric of interest, e.g. a suitable norm or seminorm.

Given the estimate \( u^* \) of the system's state \( u^{\text{true}} \) over a specified spatial domain \( \Omega \subset \mathbb{R}^d \), our goal is to estimate the \( L^2(\Omega) \) state-estimation error, and the error in \( L^2(\Omega) \) output functionals based on \( J \) experimental measurements \( \{\ell_{j}^{\text{obs}}\}_{j=1}^{J} \). We shall denote by \( E = \|u^{\text{true}} - u^*\|_{L^2(\Omega)} \) the \( L^2(\Omega) \) state-estimation error, and by \( E_L = |\mathcal{L}(u^{\text{true}}) - \mathcal{L}(u^*)| \) the error in the \( L^2 \) output \( \mathcal{L} : L^2(\Omega) \to \mathbb{R} \). We shall further describe the measurements as \( \ell_{j}^{\text{obs}} = \ell(u^{\text{true}}, x_{j}^{\text{obs}}, \nu) + \epsilon_j \), where \( x_{j}^{\text{obs}} \in \Omega \) is the transducer location, the constant \( \nu > 0 \) denotes the spatial width of the transducer, and \( \epsilon_j \) is a random disturbance. The functional \( \ell(\cdot, x_{j}^{\text{obs}}, \nu) \) takes into account the averaging process performed by the experimental device.

In this work we follow a frequentist approach to derive confidence intervals for the error in state and output. For either \( E_L \) or \( E \), we first build a Monte Carlo estimate for the error (denoted by either \( \hat{E}_L \) or \( \hat{E} \)). Then, we build lower and upper error bounds for the difference between the estimated error and the true error (either \( E_L - \hat{E}_L \) or \( E - \hat{E} \)) based on standard large-sample methods (see, e.g., [183, Chapter 8]). In more detail, we identify three different error sources, here called finite-\( \nu \) error, finite-\( J \) error, and finite-noise error. Finite-\( \nu \) error is related to the finite spatial width \( \nu \) of the transducer (which prevents us from computing pointwise values of the error field). Finite-\( J \) error is related to the finite number of measurements available. Finally, finite-noise error is related to the random error in the measurements. We propose actionable lower and upper error bounds that take into account finite-\( J \) and finite-noise error in the estimate. Furthermore, we develop a mathematical theory to assess the conditions under which finite-\( \nu \) error is small. We observe that, while we prescribe a probabilistic model for the observational disturbances, we do not make any assumption on the error field \( u^{\text{true}} - u^* \) apart from a very weak regularity hypothesis.

Large-sample methods — on which we rely to address finite-\( J \) and finite-noise errors —
have already been extensively used to assess the accuracy of computational models in the field of Validation and Verification (see, e.g., [196]). However, the idea of applying a Monte Carlo approach to estimate the $L^2$ error in state and the error in output evaluations is new: rather than comparing experimental measurements of the output with simulation prediction for the output, we exploit (quasi-)pointwise experimental measurements to deduce the error in output functionals of interest.

From the perspective of uncertainty quantification, our method complements Bayesian techniques [49, 50, 55, 164, 165] in that we make few assumptions on the error field $u^\text{true} - u^*$. If substantial prior information about the error field is available, we envision that our approach might be outperformed by suitable Bayesian techniques. In absence of such information our frequentist approach can still be applied and will yield good results in particular if the model error is not too large.

From the perspective of uncertainty reduction, our approach may be viewed as the experimental extension of recent efforts in variance reduction techniques for Monte Carlo simulations. In more detail, the idea of using a surrogate model – in this case the state estimate $u^*$ – to reduce the variance of a Monte Carlo process is related to the classical control variates method (see, e.g., [189, Chapter 4]) and to a number of more recent works for the estimation of statistical outputs of stochastic ODEs ([94, 95]), and stochastic PDEs ([13, 224, 161]).

Our method relies on the assumption that sensor locations are drawn randomly from a given distribution and that the disturbance is homoscedastic. Measurements in arbitrary spatial points can be acquired by appealing to robotic observation platforms. We refer to [142] for an application of the former data acquisition system to acoustics. On the other hand, we observe that in distributed sensor networks ([68, 187]) locations should be selected among a set of candidate grid points; in section 4.2, we discuss how to extend our procedure to this scenario. Finally, the assumption of homoscedastic random noise is convenient for the analysis and is reasonably accurate in many engineering applications. In Appendix B, we discuss the extension of our theory to heteroscedastic noise.

### 4.1.2 Applications

Although the validation procedure is primarily designed to assess the accuracy of the (PBDW) state estimate $u^*$, we further apply our error estimator to three different tasks:
output prediction, data-driven empirical enrichment of the PBDW background space $\mathcal{Z}_N$, and adaptive selection of the PBDW tunable parameters. The first two tasks are illustrated in this chapter, while the third task is discussed in Chapter 6.

**Output prediction:** exploiting the linearity of $\mathcal{L}$, we employ our technique to provide lower and upper bounds for the quantity of interest $\mathcal{L}(u^{true})$. We demonstrate that, by applying the Monte Carlo procedure to the output error instead of to the true field, and exploiting the proximity of $u^*$ to $u^{true}$, we can significantly reduce the variance of the process and thus improve the output estimate $\mathcal{L}(u^*)$ for the output $\mathcal{L}(u^{true})$.

**Data-driven empirical enrichment of the PBDW background space $\mathcal{Z}_N$:** we provide a strategy to systematically incorporate the unmodelled physics identified by the update $\eta^* \in \mathcal{U}_M$ to augment the background space $\mathcal{Z}_N$ for subsequent data assimilation. The goal is to reduce the number of observations for future configurations. The strategy, which is designed for a many-query scenario and was first presented in [143], relies on the *a posteriori* error estimator to guide the data-driven enrichment.

**Adaptive selection of the PBDW tunable parameters:** as explained in Chapter 2, PBDW depends on the tunable parameter $\xi > 0$, and potentially also on other parameters related to the norm $\|\cdot\|$ of the space $\mathcal{U}$. In Chapter 6, we discuss a strategy to systematically select the value(s) of the hyper-parameter(s) based on estimates of the error in state.

### 4.2 *A posteriori* error estimation in $L^2$ functionals

#### 4.2.1 General framework

We first introduce the problem we wish to address together with a number of definitions and assumptions. Given the true deterministic field $u^{true} : \Omega^{obs} \rightarrow \mathbb{R}$, an estimate for $u^{true}$, $u^* : \Omega^{obs} \rightarrow \mathbb{R}$, and the associated state estimation error $\varepsilon := u^{true} - u^*$, we wish to exploit $J$ local assessment observations to compute a confidence interval $\tilde{C}_L$ for the error

$$E_L = \mathcal{L}(\varepsilon),$$

where $\mathcal{L} : L^2(\Omega) \rightarrow \mathbb{R}$ is of the form

$$\mathcal{L}(w) := \int_{\Omega} \zeta(x)w(x) \, dx,$$
and the kernel $\zeta : \Omega \mapsto \mathbb{R}$ is a $L^2(\Omega)$ function such that $L$ is bounded in $L^2(\Omega)$.

In order to develop the mathematical analysis, we assume that the $\nu$-neighborhood $\Omega_\nu$ of $\Omega$, $\Omega_\nu := \{ x \in \Omega^{\text{obs}} : \text{dist}(x, \Omega) < \nu \}$, is compactly embedded in $\Omega^{\text{obs}}$, $\Omega_\nu \subset \subset \Omega^{\text{obs}}$, for some $\nu > 0$.

We model the experimental observations at "point" $x_j^{\text{obs}}$ as

$$e_j^{\text{obs}} = \ell(u^{\text{true}}, \nu, x_j^{\text{obs}}) + \varepsilon_j, \quad j = 1, \ldots, J. \quad (4.2.3)$$

The random variables $\varepsilon_1, \ldots, \varepsilon_J$ are $J$ independent identically distributed (i.i.d.) random variables such that $\varepsilon_j \sim (0, \sigma^2)$ for $j = 1, \ldots, J$. The functional $\ell(\cdot, \nu, x_j^{\text{obs}}) : L^2(\Omega^{\text{obs}}) \to \mathbb{R}$ is defined as the convolution

$$\ell(w, \nu, x_j^{\text{obs}}) = \int_{\Omega^{\text{obs}}} \omega_{d, \nu}(|x - x_j^{\text{obs}}|)w(x) \, dx. \quad (4.2.4a)$$

The convolutional kernel $\omega_{d, \nu}$ is given by

$$\omega_{d, \nu}(r) = \frac{C(d)}{\nu^d} \omega \left( \frac{r}{\nu} \right), \quad (4.2.4b)$$

where $\nu, C(d) > 0$ are given constants, and $\omega(\cdot)$ is a positive function such that $\omega(\rho) = 0$ for $\rho \geq 1$. We emphasize that the constant $\nu > 0$ reflects the filter width of the transducer, assumed small compared to the characteristic length-scale of the true field, while $x_j^{\text{obs}} \in \Omega$ reflects the transducer position. Finally, the function $\omega$ describes the local averaging process and is analogous to the spread function employed in blurring/deblurring of images. In anticipation of the analysis, we also introduce the low-pass filter operator $F_{\nu} : L^2(\Omega^{\text{obs}}) \to L^2(\Omega)$ such that

$$F_{\nu}(w)(x) = \ell(w, \nu, x), \quad \forall x \in \Omega. \quad (4.2.5)$$

We can now introduce the limited observations error estimator $\hat{E}_L$ as

$$\hat{E}_L(J, \nu) := \frac{\| \Omega \|}{J} \sum_{j=1}^{J} \zeta(x_j^{\text{obs}}) e_j^{\text{err}}. \quad (4.2.6)$$
Here, $\ell_{j}^{err}$, \ldots, $\ell_{j}^{err}$ are defined as
\[\ell_{j}^{err} = \ell_{j}^{obs} - \ell(u^{*}, \nu, x_{j}^{obs}).\] (4.2.7a)

We observe that $\{\ell_{j}^{obs}\}$ are taken experimentally, while $\{\ell(u^{*}, \nu, x_{j}^{obs})\}$ are computed numerically. Recalling (4.2.5) and (4.2.3), we also observe that
\[\ell_{j}^{err} = \ell(u^{true}, \nu, x_{j}^{obs}) + \varepsilon_{j} - \ell(u^{*}, \nu, x_{j}^{obs}) = F(\nu)(x_{j}^{obs}) + \varepsilon_{j}.\] (4.2.7b)

In order to address the problem of estimating $E_{L}$ using the pointwise estimator $\hat{E}_{L}$, we identify three different sources of error.

Finite-$\nu$ error: since the transducers have finite spatial width, we can only measure an approximation of the pointwise values of $u^{true}$.

Finite-$J$ error: since the number of measurements is limited, only a finite number of error evaluations are available.

Finite-noise error: since measurements are affected by homoscedastic error, we can only observe a noisy value of $\ell(u^{true}, \nu, x_{j}^{obs})$.

To formalize these definitions, we introduce the perfect unlimited observations error estimator
\[\hat{E}_{L}^{\infty}(\nu) = L(F(\nu)(e)),\] (4.2.8)
and then the finite-$\nu$ error
\[\Delta_{L}(\nu) := |E_{L} - \hat{E}_{L}^{\infty}(\nu)|,\] (4.2.9)
and the combined finite-$J$ and finite-noise error
\[\Delta_{L}^{J,\sigma}(J, \nu) := |\hat{E}_{L}^{\infty}(\nu) - \hat{E}_{L}(J, \nu)|.\] (4.2.10)

We emphasize that $\Delta_{L}$ is deterministic, while $\Delta_{L}^{J,\sigma}$ is random.

We now present the outline of the remainder of this section. In section 4.2.2, we propose an actionable procedure to estimate a confidence interval for $\hat{E}_{L}^{\infty}(\nu)$. Then, in section 4.2.3,
we illustrate how to exploit the confidence interval for $\hat{E}_L^\infty(\nu)$ to update the estimate of the output $\mathcal{L}(u^{\text{true}})$. In these two sections, we assume that the finite-$\nu$ error is negligible. Finally, in section 4.2.4, we provide conditions under which the finite-$\nu$ error is small.

4.2.2 Construction of the confidence interval

Finite-noise and finite-$J$ error

In order to derive an asymptotic bound for the finite-noise and finite-$J$ error, it is first convenient to introduce a probabilistic interpretation of the quantities introduced in section 4.2.1. Towards this end, we assume that the observation points $\{x_j^{\text{obs}}\}_{j=1}^J$ are realizations of the $J$ i.i.d. random variables $X_1, \ldots, X_J \sim \text{Uniform}(\Omega)$ such that $X_i$ and $\varepsilon_j$ are independent for each $i, j = 1, \ldots, J$. As a consequence, recalling (4.2.7), we have that $\{e_j^{\text{err}}\}_{j=1}^J$ are realizations of the i.i.d. random variables $L_j^{\text{err}} = \mathcal{F}_\nu(e)(X_j) + \varepsilon_j$ and

$$\hat{E}_L^\infty(\nu) = \mathbb{E} \left[ |\Omega| \zeta(X_j) L_j^{\text{err}} \right] = \mathbb{E} \left[ Z_j^{\text{obs}} \right],$$

where $Z_j^{\text{obs}} = |\Omega| \zeta(X_j)L_j^{\text{err}}$ is introduced to simplify the notation.

We observe that $\hat{E}_L$ is the sample mean associated with the realizations $\{z_j^{\text{obs}} = |\Omega| \zeta(x_j^{\text{obs}})^{\text{err}}\}_{j=1}^J$; therefore, $\hat{E}_L$ is an unbiased estimator for $\hat{E}_L^\infty(\nu)$, and we can apply the Central Limit Theorem (see, e.g., [119, Theorem 21.1]) to derive an approximate confidence interval for $\hat{E}_L^\infty$.

We thus obtain:

$$\hat{E}_L^{J,\sigma}(J, \nu, \alpha) = \left[ \hat{E}_L^{J,\sigma}_{\text{LB}}(J, \nu, \alpha), \hat{E}_L^{J,\sigma}_{\text{UB}}(J, \nu, \alpha) \right]$$

$$= \left[ \hat{E}_L(J, \nu) - \frac{1}{\sqrt{J}} \hat{s}_{L, J}^{\text{obs}} t_{1-\alpha/2}(J - 1), \hat{E}_L(J, \nu) + \frac{1}{\sqrt{J}} \hat{s}_{L, J}^{\text{obs}} t_{1-\alpha/2}(J - 1) \right]$$

where $t_{1-\alpha/2}(J - 1)$ is the $(1 - \alpha/2)$ quantile of the $t$-distribution with $J - 1$ degrees of freedom, and $\hat{s}_{L, J}^{\text{obs}} = \sqrt{\frac{1}{J-1} \sum_{j=1}^{J} (z_j^{\text{obs}} - \bar{z}^{\text{obs}})^2}$, $\bar{z}^{\text{obs}} = \frac{1}{J} \sum_{j=1}^{J} z_j^{\text{obs}}$.

The confidence interval $\hat{E}_L^{J,\sigma}$ is asymptotically correct for $\hat{E}_L^\infty$, its size vanishes as $J$ goes to infinity, and it can be computed in real time ($\mathcal{O}(J)$-computational complexity). In addition, the quantity $\frac{1}{\sqrt{J}} \hat{s}_{L, J}^{\text{obs}} t_{1-\alpha/2}(J - 1)$ asymptotically bounds the finite-$J$ and finite-noise error $\Delta_L^{J,\sigma}$ in (4.2.10) with confidence $1 - \alpha$. We remark that this procedure can be extended to the case of multiple outputs. We refer to [51] for a thorough analysis of multivariate normal confidence regions. We further observe that other non-parametric
strategies for the construction of confidence regions can be applied in lieu of the normal confidence intervals employed in this work. In this respect, we mention bootstrap confidence intervals (see [71, 69] and [228, Chapter 8]).

Our construction relies on the assumption that we can take measurements in arbitrary spatial points. Next remark shows how to extend our approach to the case in which sensor locations should be selected among a set of candidate grid points.

Remark 4.2.1. We shall now discuss the case in which sensor locations should be selected among a set of candidate grid points \( \{x_i^{\text{grid}}\}_{i=1}^N \). With this in mind, we shall define the functional \( L^{\text{grid}} : C(\Omega) \rightarrow \mathbb{R} \) as

\[
L^{\text{grid}}(u) = |\Omega| \sum_{i=1}^N u(x_i^{\text{grid}}) \zeta(x_i^{\text{grid}}) w_i,
\]

where \( \{w_i\}_{i=1}^N \) is a set of suitable weights such that \( \sum_{i=1}^N w_i = 1 \). We shall further define the probability distribution \( P^{\text{grid}} \) such that \( P^{\text{grid}}(x_i^{\text{grid}}) = w_i, i = 1, \ldots, N \).

Exploiting the definitions above, it is straightforward to verify that if \( X_1, \ldots, X_J \) are i.i.d. random variables such that \( X_j \sim P^{\text{grid}} \) then

\[
\mathbb{E}[|\Omega|\zeta(X_j)L^{\text{err}}_j] = L^{\text{grid}}(F\nu(c)), \quad j = 1, \ldots, J.
\]

Therefore, provided that \( |L^{\text{grid}}(F\nu(c)) - L(F\nu(c))| \) is small, we can rely on \( \tilde{C}_L^{\text{grid}} \) to estimate \( \tilde{E}_L^{\infty}(\nu) \). This observation suggests (for smooth problems) a grid informed by high-order quadrature schemes.

Computational procedure

Algorithm 4.2.1 outlines the computational procedure to generate the confidence interval \( \tilde{C}_L^{\text{grid}} \) for \( \tilde{E}_L^{\infty}(\nu) \). Provided that \( \Delta^J_L(\nu) \) is negligible, we can rely on the same procedure to estimate \( E_L \).

The computational cost associated with the procedure is very limited. If the approximated field \( u^* \) is discretized through the Finite Element method ([18]), calculation of \( \ell(u^*, \nu, x_j^{\text{obs}}) \) requires a search to find the element of the FE triangulation to which \( x_j^{\text{obs}} \) belongs. For structured grids, this operation is independent of the mesh size, while for unstructured grids it scales in general with the size of the mesh. In both cases, the cost is
negligible if compared to the cost of acquiring experimental data.

If sensor locations should be selected among a set of grid points \( \{x_i^\text{grid}\}_{i=1}^{N} \) (cf. Remark 4.2.1), we first introduce the functional \( L^\text{grid} \) (4.2.13) by selecting the weights \( \{w_i\}_{i=1}^{N} \); then we draw \( \{x_j^\text{obs}\}_j \) from \( X_1, \ldots, X_J \sim P^\text{grid} \), and we collect the corresponding experimental results \( \{\ell_j^\text{obs}\}_j \). The remainder of the Algorithm (steps 2-4) remains unchanged.

**Algorithm 4.2.1** Confidence region for \( \tilde{E}_L^\infty(\nu) \)

<table>
<thead>
<tr>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>( J )</td>
<td>( \tilde{C}_L^{J,\sigma} )</td>
</tr>
<tr>
<td>( u^* : \Omega^\text{obs} \rightarrow \mathbb{R} )</td>
<td>confidence interval for ( \tilde{E}_L^\infty(\nu) )</td>
</tr>
</tbody>
</table>

1: Draw \( \{x_j^\text{obs}\}_j \) from \( X_1, \ldots, X_J \sim \text{Uniform}(\Omega) \), and collect the experimental results \( \{\ell_j^\text{obs}\}_j \).

2: Compute \( \ell_j^\text{err} = \ell_j^\text{obs} - \ell(u^*, \nu, x_j^\text{obs}) \) for \( j = 1, \ldots, J \).

3: \( \tilde{E}_L(J, \nu) := \frac{|\Omega|}{J} \sum_{j=1}^{J} \ell_j^\text{err} \zeta(x_j^\text{obs}). \)

4: Compute the confidence region \( \tilde{C}_L^{J,\sigma} \) of (4.2.12).

### 4.2.3 Variance analysis and output updates

Proposition 4.2.1 provides a formula for the asymptotic behavior of the square of \( \tilde{s}_L^{\text{obs},J} \) defined in (4.2.12).

**Proposition 4.2.1.** Let \( \{X_j\}_j \) and \( \{\varepsilon_j\}_j \) be two i.i.d. random sequences such that \( X_j \sim \text{Uniform}(\Omega) \) and \( \varepsilon_j \sim (0, \sigma^2) \). Then, if \( X_j \) and \( \varepsilon_j \) are independent for all \( j \), we have

\[
\lim_{J \to \infty} \left( \tilde{s}_L^{\text{obs},J} \right)^2 = |\Omega|^2 \left( \mathbb{V}[\zeta(X) \mathcal{F}_\nu(e)(X)] + \mathbb{E}[\zeta(X)^2] \sigma^2 \right),
\]

where the limit is in the almost sure sense.

**Proof.** Recalling the law of large numbers, it is sufficient to show that

\[
\mathbb{V}[Z^{\text{obs}}] = |\Omega|^2 \left( \mathbb{V}[\zeta(X) \mathcal{F}_\nu(e)(X)] + \mathbb{E}[\zeta(X)^2] \sigma^2 \right),
\]

where \( Z^{\text{obs}} = |\Omega|\zeta(X)(\mathcal{F}_\nu(e)(X) + \varepsilon) \), and \( X \sim \text{Uniform}(\Omega) \) and \( \varepsilon \sim (0, \sigma^2) \) are two inde-
pendent random variables. Since \( X, \varepsilon \) are independent, \( \mathbb{E}[f(X)g(\varepsilon)] = \mathbb{E}[f(X)]\mathbb{E}[g(\varepsilon)] \) for any pair \((f, g)\) of measurable functions (see, e.g., [119, Theorem 10.1]). Therefore, we obtain

\[
\mathbb{E}[Z_{\text{obs}}] = \mathbb{E}[|\Omega|\zeta(X)\mathcal{F}_\nu(\varepsilon)(X) + \varepsilon] \\
= |\Omega|\left(\mathbb{E}[\zeta(X)\mathcal{F}_\nu(\varepsilon)(X)] + \mathbb{E}[\varepsilon]\right) = |\Omega|\mathbb{E}[\zeta(X)\mathcal{F}_\nu(\varepsilon)(X)],
\]

and

\[
\mathbb{E}[(Z_{\text{obs}})^2] = |\Omega|^2\left(\mathbb{E}[\zeta(X)^2\mathcal{F}_\nu(\varepsilon)(X)^2] + \mathbb{E}[\zeta(X)^2]\mathbb{E}[\varepsilon]^2 + 2\mathbb{E}[\zeta(X)^2]\mathbb{E}[\mathcal{F}_\nu(\varepsilon)(X)]\mathbb{E}[\varepsilon]\right).
\]

Thesis follows recalling that \( \mathbb{V}[W] = \mathbb{E}[W^2] - (\mathbb{E}[W])^2 \) for any random variable \( W \).

The limit (4.2.14) and the confidence interval (4.2.12) show that the variance of the Monte Carlo process is the sum of two contributions: the first one is related to the accuracy of the state estimate \( u^* \), the second one is related to the magnitude of the noise. The first term vanishes when \( u^{\text{true}} = u^* \) (perfect approximation), while the second term vanishes when the measurements are noise-free. Provided that the noise is small, if the error \( e = u^{\text{true}} - u^* \) is also small, we can accurately estimate the error for modest values of \( J \).

Due to the linearity of \( \mathcal{L} \), and provided that the finite-\( \nu \) error is negligible, we can also use our error estimator \( \hat{E}_\mathcal{L} \) to improve the estimate for the output. We have indeed that

\[
\lim_{J \to \infty} \mathcal{L}(u^*) + \hat{E}_\mathcal{L}(J, \nu) = \mathcal{L}(u^* - \mathcal{F}_\nu(u^*)) + \mathcal{L}(\mathcal{F}_\nu(u^{\text{true}})) \simeq \mathcal{L}(u^{\text{true}}). \tag{4.2.15}
\]

Clearly, the variance associated with the process \( \mathcal{L}(u^*) + \hat{E}_\mathcal{L}(J, \nu) \) satisfies (4.2.14). On the other hand, if we apply the Monte Carlo procedure to the true field, we obtain

\[
\lim_{J \to \infty} \left(\frac{\hat{e}_{\text{obs}}^2}{\hat{E}_\mathcal{L}(J, \nu)}\right)^2 = |\Omega|^2 \left(\mathbb{V}[\zeta(X)\mathcal{F}_\nu(u^{\text{true}})(X)] + \mathbb{E}[\zeta(X)^2]\sigma^2\right).
\]

Thus, by applying the Monte Carlo procedure to the output error instead of to the true field, we can significantly reduce the variance associated to the process and thus improve the output estimate even for modest values of \( J \). This idea is related to control variates method for variance reduction ([189]), and also to multi-level Monte Carlo approaches ([94, 96]).
In section 4.5, we assess numerically the practical relevance of (4.2.15).

### 4.2.4 Analysis of the finite-\(\nu\) error

In section 4.2.2, we have proposed an actionable procedure to compute a confidence region \(\tilde{C}_L^{\pm}\) for \(\tilde{E}_L^\infty(\nu)\). In this section, we investigate under what assumptions we can neglect the finite-\(\nu\) error \(\Delta_L^\nu(\nu) = |E_L - \tilde{E}_L^\infty(\nu)|\) and then interpret \(\tilde{C}_L^{N,\nu}\) as an appropriate confidence interval for \(E_L\). We refer to Appendix A for a rigorous discussion of the finite-\(\nu\) error.

We present the error bound for \(\Delta_L^\nu(\nu)\). We assume that the filter width \(\nu\) is such that \(\Omega_\nu \subset \subset \Omega\); we further assume that \(\omega(r) \leq M\) for all \(r \geq 0\) and for some \(M > 0\). Then, if \(\nabla e \in L^q(\Omega_\nu)\) for some \(q > d\), we have

\[
|E_L - \tilde{E}_L^\infty| \leq C_\omega \nu^{1-d/q} |\Omega|^{1/2} \|\nabla e\|_{L^2(\Omega)}
\]

(4.2.16)

where \(C_\omega\) depends on the exponent \(q\), on the dimension \(d\), and on the filter shape \(\omega\). We observe that bound (4.2.16) is not actionable since \(\|\nabla e\|_{L^q(\Omega_\nu)}\) is unknown; in section 4.5, we investigate numerically the actual magnitude of \(\Delta_L^\nu(\nu)\) for the problems considered.

Unlike finite-\(J\) and finite-noise error, finite-\(\nu\) error admits a physical interpretation: it is a balance between the filter width \(\nu\) and the characteristic spatial length scale of the error field. Furthermore, finite-\(\nu\) error is related to the so-called minimum detectable signal in radar systems [185] since it represents a way of assessing the maximum accuracy of our estimate. However, in radar systems this concept has a different physical interpretation: it is the ratio between signal and noise.

### 4.3 A posteriori \(L^2\) error estimation

#### 4.3.1 General framework

We now tailor the analysis of section 4.2 to the a posteriori error estimation of the \(L^2(\Omega)\)-error \(E = \|u^{\text{true}} - u^*\|_{L^2(\Omega)}\). Due to the nonlinearity of \(E\), the procedure is more involved; however, the same ideas apply also to this case.
Given \( \{\ell_{err}^j\}_{j=1}^J \) introduced in (4.2.7), we define the limited observations error estimator

\[
\widehat{E}(J, \nu) := \sqrt{\frac{1}{J} \sum_{j=1}^{J} (\ell_{err}^j)^2}. \tag{4.3.1}
\]

Then, we define the perfect unlimited observations error estimator

\[
\widehat{E}^\infty(\nu) := \| \mathcal{F}_\nu(e) \|_{L^2(\Omega)}. \tag{4.3.2}
\]

Finally, we define the finite-\( \nu \) error

\[
\Delta^\nu(\nu) := |E - \widehat{E}^\infty(\nu)|, \tag{4.3.3}
\]

and the combined finite-\( N \) and finite-noise error

\[
\Delta^{J,\sigma}(J, \nu) := |\widehat{E}^\infty(\nu) - \widehat{E}(J, \nu)|. \tag{4.3.4}
\]

In the remainder of this section, we first propose a confidence interval for \( \widehat{E}^\infty(\nu) \), and we present an error bound for \( \Delta^\nu(\nu) \).

### 4.3.2 Construction of the confidence interval

#### Finite-noise and finite-\( J \) error

We first consider the case in which the variance \( \sigma^2 \) associated with the random noise is known \textit{a priori}. Given \( J \) i.i.d. random variables \( X_1, \ldots, X_J \sim \text{Uniform}(\Omega) \), we define the random variables \( Y^\text{obs}_j = |\Omega|((\ell_{err}^j)^2 - \sigma^2) \), where \( \ell_{err}^j = \mathcal{F}_\nu(e)(X_j) + \epsilon_j \). We observe that \( \mathbb{E}[Y^\text{obs}_j] = \left( \widehat{E}^\infty(\nu) \right)^2 \). Therefore, assuming that \( \sigma^2 \) is known and exploiting the positivity of \( \widehat{E}^\infty(\nu) \), we can apply the Central Limit Theorem to derive an approximate confidence interval for \( \widehat{E}^\infty(\nu) \):

\[
\hat{C}^{J,\sigma}(J, \nu, \alpha, \sigma) = \sqrt{\left( \left( \frac{1}{\sqrt{J}} \right)^2 - \frac{1}{\sqrt{J}} t_{1-\alpha/2}(J-1) \hat{\delta}_{Y^\text{obs},J} \right)} + \sqrt{\left( \left( \frac{1}{\sqrt{J}} \right)^2 + \frac{1}{\sqrt{J}} t_{1-\alpha/2}(J-1) \hat{\delta}_{Y^\text{obs},J} \right)} \tag{4.3.5a}
\]
Here, \((a)_+ = \max\{a, 0\}\), the modified estimator \(\hat{E}_{\text{mod}}\) is defined as

\[
\hat{E}_{\text{mod}}(J, \nu, \sigma) = \sqrt{\left(\hat{E}(J, \nu) - |\Omega|\sigma^2\right)^2},
\]

(4.3.5b)

while \(t_{1-\alpha/2}(J - 1)\) is the \((1 - \alpha/2)\) quantile of the t-distribution with \(J - 1\) degrees of freedom, and \(\hat{\sigma}_{Y_{\text{obs}}, J}\) is the sample standard deviation associated with \(Y_{\text{obs}}\):

\[
\hat{\sigma}_{Y_{\text{obs}}, J} := \left[\frac{1}{J - 1} \sum_{j=1}^{J} \left(|\Omega| (\hat{\epsilon}_j)^2 - \left(\hat{E}(J, \nu)\right)^2\right)^2\right]^{1/2}.
\]

(4.3.5c)

We now consider the case in which \(\sigma \in [\sigma_{\text{LB}}, \sigma_{\text{UB}}]\) for some known constants \(\sigma_{\text{LB}}, \sigma_{\text{UB}} > 0\). Since \(\hat{\sigma}_{Y_{\text{obs}}, J}\) is independent of \(\sigma^2\), the noise variance \(\sigma^2\) only shifts the confidence region \(\hat{C}^{J, \sigma}\) along the real axis. Therefore, finite-\(J\) and finite-noise errors can be asymptotically decoupled in the limit of \(J \to \infty\). The latter observation helps us manage uncertainty through the value of \(\sigma^2\): if we are confident that \(\sigma \in [\sigma_{\text{LB}}, \sigma_{\text{UB}}]\), we can modify (4.3.5) as follows:

\[
\hat{C}^{J, \sigma}(J, \nu, \alpha, \sigma) = \sqrt{\left(\left(\hat{E}_{\text{mod, LB}}(J, \nu, \sigma)\right)^2 - \frac{1}{\sqrt{J}} t_{1-\alpha/2}(J - 1)\hat{\sigma}_{Y_{\text{obs}}, J}\right)^2 + \left(\left(\hat{E}_{\text{mod, UB}}(J, \nu, \sigma)\right)^2 - \frac{1}{\sqrt{J}} t_{1-\alpha/2}(J - 1)\hat{\sigma}_{Y_{\text{obs}}, J}\right)^2},
\]

(4.3.6a)

where \(\hat{E}_{\text{mod, LB}}(J, \nu, \sigma)\), and \(\hat{E}_{\text{mod, UB}}(J, \nu, \sigma)\) are defined as

\[
\hat{E}_{\text{mod, LB}}(J, \nu, \sigma) = \sqrt{\left(\hat{E}(J, \nu) - |\Omega|\sigma_{\text{UB}}^2\right)^2}, \quad \hat{E}_{\text{mod, UB}}(J, \nu, \sigma) = \sqrt{\left(\hat{E}(J, \nu) - |\Omega|\sigma_{\text{LB}}^2\right)^2}.
\]

(4.3.6b)

### Computational procedure

Algorithm 4.3.1 summarizes the computational procedure. Unlike the case of \(L^2\) outputs, we must provide an estimate for \(\sigma^2\). As for \(L^2\) functionals, if the finite-\(\nu\) error is modest, we can employ the same procedure to estimate \(E\).
Algorithm 4.3.1 Confidence region for $E^\infty(\nu)$

<table>
<thead>
<tr>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>$J$ number of measurements</td>
<td>$C_{J,\sigma}$ confidence interval for $E^\infty(\nu)$</td>
</tr>
<tr>
<td>$\sigma_{\text{LB}}, \sigma_{\text{UB}}$ lower and upper bound for the noise standard deviation $\sigma$</td>
<td></td>
</tr>
<tr>
<td>$u^*: \Omega^{\text{obs}} \to \mathbb{R}$ approximated field</td>
<td></td>
</tr>
</tbody>
</table>

1. Draw $\{x_j^{\text{obs}}\}$ from $X_1, \ldots, X_J \sim \text{Uniform}(\Omega)$, and collect the experimental results $\{\ell_j^{\text{obs}}\}$.
2. Compute $\ell_j^{\text{err}} = \ell(x_j^{\text{obs}}) - \ell(u^*, \nu, x_j^{\text{obs}})$ for $j = 1, \ldots, J$.
3. $E(J, \nu) := \sqrt{\frac{|\Omega|}{J} \sum_{j=1}^{J} (\ell_j^{\text{err}})^2}$.
4. Compute the confidence region $\hat{C}_{J,\sigma}$ of (4.3.6).

4.3.3 Analysis of the finite-$\nu$ error

Following the discussion in section 4.2.4, we assume that (i) $\Omega_\nu \subset \subset \Omega$, (ii) $\omega(r) \leq M$ for all $r \geq 0$ and for some $M > 0$, and (iii) $\nabla e \in L^q(\Omega_\nu)$ for some $q > d$. Then, it is possible to prove the following estimate

$$\Delta^\nu(\nu) \leq C_\omega \sqrt{|\Omega|} \nu^{1-d/q} \| \nabla e \|_{L^q(\Omega_\nu)},$$
  \hspace{1cm} (4.3.7)

where $C_\omega > 0$. As for $L^2$ functionals, finite-$\nu$ error $\Delta^\nu(\nu)$ depends on the balance between filter width $\nu$ and characteristic spatial length scale of the error field. We refer to Appendix A for the proof of (4.3.7), and to the numerical results for a rigorous assessment of the practical effect of this contribution for a controlled synthetic example.

4.4 Application to subsequent state estimation

We consider the scenario in which during the offline stage (cf. Algorithm 2.4.1, Chapter 2.4) we have the opportunity to acquire data from a number of system configurations (associated with different values of the parameter). Our goal is to exploit these offline experimental data to reduce the number of observations for future configurations. Towards this end, we wish to augment the background space $\mathcal{Z}_{N_{bk}}$ based on the results of the PBDW data assimilation procedure. To differentiate between offline and online measurements, we denote by $M_{\text{off}}$ the amount of experimental measurements available offline, and by $M_{\text{on}}$ the amount
of experimental measurements available during the online stage. We here assume that 
\( M_{\text{on}} < M_{\text{off}} \).

Algorithm 4.4.1 summarises the computational procedure used to augment the background space during the offline stage. This procedure was first proposed in [143, section 5.8]. The function \([u^\ast] = \text{PBDW} \left( Z_N, \left\{ x_m^{\text{obs}} \right\}_{m=1}^M, \left\{ e_m^{\text{obs}} \right\}_{m=1}^M \right)\) indicates the application of the PBDW state estimation procedure based on the background \( Z_N \), and on the measurements \( \left\{ e_m^{\text{obs}} = \ell(x_{\text{true}}, \nu, x_m^{\text{obs}}) \right\}_{m=1}^M \); the function \( \hat{E}(J, \nu) = \text{a-posteriori}(u^\ast, \left\{ x_j^{\text{obs}} \right\}_{j=1}^J, \left\{ e_j^{\text{obs}} \right\}_{j=1}^J) \) refers to the application of Algorithm 4.3.1 for \( \sigma_L = \sigma_U = 0 \), and \( \left\{ e_j^{\text{obs}} = \ell(x_{\text{true}}, \nu, x_j^{\text{obs}}) \right\}_{j=1}^J \).

Finally, we denote by \( \left\{ C_k \right\}_{k=1}^K \) the system configurations associated with the available offline experiments, and we denote by \( u^{\text{true}}(C_k) \) and \( u^*(C_k) \) the true state and the state estimate associated with the configuration \( C_k \). The procedure can be easily extended to noisy measurements. In section 4.6, we present numerical results for a synthetic acoustic problem; we refer to [143, section 5.8] for an application to a physical system.

Algorithm 4.4.1 Data-Driven Empirical Enrichment of the background space

<table>
<thead>
<tr>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Z_{N_{\text{bk}}} ) background space</td>
<td>( Z_{N_{\text{max}}} ) enriched background space</td>
</tr>
<tr>
<td>( M_{\text{off}} ) number of offline measurements used for training (validation)</td>
<td>( M_{\text{on}} ) number of online measurements used for training</td>
</tr>
<tr>
<td>( N_{\text{max}} ) maximum dimension of the background space</td>
<td>( \left{ C_k \right}_{k=1}^K ) system configurations available for comprehensive testing</td>
</tr>
</tbody>
</table>

1: for \( N = N_{\text{bk}}, \ldots, N_{\text{max}} - 1 \) do  
2: Choose transducers' locations \( \left\{ x_m^{\text{obs}} \right\}_{m=1}^{M_{\text{off}}}, \left\{ x_j^{\text{obs}} \right\}_{j=1}^{J_{\text{off}}} \)  
3: for \( k = 1, \ldots, K \) do  
4: Compute the state estimate \( [u^*(C_k)] = \text{PBDW} \left( Z_N, \left\{ x_m^{\text{obs}} \right\}_{m=1}^{M_{\text{on}}}, \left\{ e_m^{\text{obs}}(C_k) \right\}_{m=1}^{M_{\text{on}}} \right) \)  
5: Estimate the \( L^2 \) error \( \hat{E}_k(J_{\text{off}}, \nu) = \text{a-posteriori}(u^*, \left\{ x_j^{\text{obs}} \right\}_{j=1}^{J_{\text{off}}}, \left\{ e_j^{\text{obs}}(C_k) \right\}_{j=1}^{J_{\text{off}}}). \)  
6: end for  
7: Compute \( k^* := \arg \max_{k=1, \ldots, K} \frac{\hat{E}_k(J_{\text{off}}, \nu)}{\|u^*(C_k)\|_{L^2(\Omega)}} \)  
8: Compute the state estimate \( [u^*(C_{k^*})] = \text{PBDW} \left( Z_N, \left\{ x_m^{\text{obs}} \right\}_{m=1}^{M_{\text{off}}}, \left\{ e_m^{\text{obs}}(C_{k^*}) \right\}_{m=1}^{M_{\text{off}}} \right) \)  
9: Compute \( Z_{N+1} \equiv Z_N \oplus \text{span}\{u^*(C_{k^*}) - \Pi_{Z_N} u^*(C_{k^*})\} \).  
10: end for
At each iteration of the external for loop, we first estimate the state for each configuration $C_k$ based on $M_{on}$ measurements, and we estimate the $L^2$ error $\|u^{true}(C_k) - u^*(C_k)\|_{L^2(\Omega)}$. Then, we compute the index $k^*$ that maximizes the error estimate over all configurations. Finally, we estimate the state for the $k^*$-th configuration based on $M_{off}$ measurements and we augment the space $Z_N$ with the update $\eta^*(C_{k^*}) = u^*(C_{k^*}) - \Pi_{Z_N} u^*(C_{k^*})$. We note that the error estimator $\tilde{E}$ plays the same role as the error bound $\Delta_{N}^{bk}(\mu)$ in the weak-Greedy algorithm (cf. Algorithm 2.1.1, Chapter 2.1.2). This is possible because Greedy techniques do not exploit the structure of the parameter (or configuration) space, which is not in general observable in the current framework. We further observe that we perform state estimation based on $M_{off}$ measurements only once per iterations.

The value $N_{max}$ should be chosen based on (i) the offline computational and experimental budget (i.e., the amount of offline experiments that can be performed), and (ii) the amount of online experimental measurements $M_{on}$. To explain the latter, we shall remember that we should at least guarantee that the PBDW state estimation procedure is stable: this implies that the inf-sup constant $\beta_{N,M_{on}}$ should exceed a given threshold for $N = N_{bk}, \ldots, N_{max}$. The condition $\beta_{N,M_{on}} \geq tol$ for $N = N_{bk}, \ldots, N_{max}$ can then be easily imposed as additional termination condition in the external for loop in Algorithm 4.4.1.

4.5 Numerical results (I): error estimation

4.5.1 Application to a synthetic thermal problem

We first assess our computational procedures through a synthetic problem. Towards this end, we consider the parametric problem:

\[
\begin{align*}
\begin{cases}
- \nabla \cdot (\kappa(\mu)\nabla u(\mu)) = 0 & \text{in } \Omega^{obs} \\
\kappa(\mu)\frac{\partial u(\mu)}{\partial n} = g & \text{on } \Gamma_1 \cup \Gamma_2 \cup \Gamma_3 \\
u(\mu) = 0 & \text{on } \Gamma_4
\end{cases}
\end{align*}
\]  

(4.5.1a)
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where $\Omega^{\text{obs}} = \bigcup_{i=1}^{9} \Omega_i$, and

$$\kappa(x, \mu) = \begin{cases} 1 & \text{in } \Omega_1, \\ \mu_i & \text{in } \Omega_{i+1}, \ i = 1, \ldots, 8; \end{cases}$$

and

$$g(x) = \begin{cases} 1 & \text{on } \Gamma_1, \\ 0 & \text{on } \Gamma_2, \\ 1 - 2x_1 & \text{on } \Gamma_3. \end{cases}$$

Figure 4-1 shows the computational domain. We consider the domain of interest $\Omega = \Omega_5$. In order to assess our method, we generate the true field $u^{\text{true}}$ and the approximate field $u^*$ by considering the solution to (4.5.1) obtained using a Finite Element (FE) solver for different choices of the parameter $\mu$:

$$u^{\text{true}} = u(\mu^{\text{true}} = [1, 1, 1, 1, 1, 1, 1, 1]), \quad u^* = u(\mu^* = [1, 1.2, 1.5, 0.6, 1.6, 1.3, 1.1, 1]).$$

We resort to a $P^3$ Finite Element discretization with $N = 37249$ degrees of freedom. Figure 4-2 shows the true field and the error field over $\Omega^{\text{obs}}$ and highlights the domain of interest $\Omega$.

Local experimental observations are assumed to be truncated Gaussians with $\nu = 2r_{\text{Gauss}}$, and standard deviation equal to $r_{\text{Gauss}}$:

$$\omega_{d, \nu}(r) = C(r_{\text{Gauss}}, d) \exp \left( -\frac{r^2}{2r_{\text{Gauss}}^2} \right) \chi_{\{r < 2r_{\text{Gauss}}\}}(r).$$

In all the simulations, we consider observations of the form

$$\ell_j^{\text{obs}} = \ell\left(u^{\text{true}}, \nu, x_j^{\text{obs}}\right) + \epsilon_j,$$

where $\epsilon_1, \ldots, \epsilon_J$ are realizations of the i.i.d. Gaussian random variables $\epsilon_1, \ldots, \epsilon_J \sim \mathcal{N}(0, \sigma^2)$.

**Figure 4-1:** Thermal block synthetic problem: computational domain.
Error in $L^2$ outputs

We first consider the case of $L^2$ outputs. We wish to estimate the error associated with the output

$$L(u^{\text{true}}) = \frac{1}{|\Omega|} \int_{\Omega} u^{\text{true}} \, dx,$$

corresponding to $\zeta = 1/|\Omega|$. For this choice of $L$, we have

$$L(u^{\text{true}}) = -1.9588, \quad L(u^*) = -1.8464.$$

Figure 4-3 shows the behavior of the error estimator $\hat{E}_L$ and of the lower and upper bounds $\hat{E}_{C,\text{LB}}$ and $\hat{E}_{C,\text{UB}}$ with respect to $J$ for two values of $\sigma$. In this test, we consider $\alpha = 0.1$, $r_{\text{Gauss}} = 0.1$. We observe that in the noise-free case ($\sigma = 0$), $\hat{E}_L$ is an accurate approximation of $E_L$ for $J \gtrsim 5$, and that $\hat{E}_L^{J,\sigma}$ is a meaningful confidence interval for $E_L$ for $J \gtrsim 10$. By comparing Figure 4-3(a), and Figure 4-3(b), we observe that the convergence with $J$ depends on the magnitude of noise as expected from the theory (see equation (4.2.14)).

Figure 4-4 shows that we can use our procedure to build a confidence interval for $L(u^{\text{true}})$. This observation confirms the result in (4.2.15). We observe that we can use our strategy to update the estimate for $L(u^{\text{true}})$ for $J \gtrsim 10$ in the noise-free case, and for $J \gtrsim 20$ in the noisy case.

Figure 4-5 shows the behavior of the size of the confidence interval, $|\hat{C}_L^{J,\sigma}|$, for two different choices of $\sigma$, and for $u^* = 0$ and $u^* = u(\mu^*)$. We denote by $\hat{C}_{L,1}^{J,\sigma}$ the region
associated with $u^* = u(\mu^*)$, and by $\hat{C}^{L_2\sigma}_{\hat{L}}$ the region associated with $u^* = 0$. As in the previous test, we set $\alpha = 0.1$, $r_{Gauss} = 0.1$. We observe that $|\hat{C}^{L_2\sigma}_{\hat{L}}(J = 10)| \approx |\hat{C}^{L_2\sigma}_{\hat{L}}(J = 150)|$ in the noise-free case, and $|\hat{C}^{L_2\sigma}_{\hat{L}}(J = 10)| \approx |\hat{C}^{L_2\sigma}_{\hat{L}}(J = 40)|$ in the noisy case. The results show that our procedure takes advantage of the proximity of $u^*$ to $u^{true}$ to reduce the variance of the process. We observe that the variance reduction strategy is less effective in the presence of experimental noise: this is in good agreement with estimate (4.2.14).

$L^2$ error

We now consider the problem of estimating the $L^2$ error. Figure 4-6 shows the behavior of $\hat{E}$, $\hat{E}_{mod}$, and the lower and upper bounds $\hat{E}_{LB}^{J\sigma}$ and $\hat{E}_{UB}^{J\sigma}$ with respect to $J$ and for two values of $\sigma$. In this test, we consider $\alpha = 0.1$, $r_{Gauss} = 0.05$, and we assume that we know the value of $\sigma$. We observe that our procedure provides a meaningful upper bound for the error for $J \geq 5$ in the noise-free case, and for $J \geq 20$ in the noisy case.
Finite-$\nu$ error

In Figure 4-7, we investigate the effect of the finite width $\nu$ in output error and $L^2$ error estimation. Figure 4-7(a) shows the behavior of $\hat{E}_L$, $\hat{E}_L^{J,\sigma}$, and $\hat{E}_U^{J,\sigma}$ with respect to $r_{\text{Gauss}}$ for $J = 2000$. Similarly, Figure 4-7(b) shows the behavior of $\hat{E}$, $\hat{E}_L^{J,\sigma}$, and $\hat{E}_U^{J,\sigma}$ with $r_{\text{Gauss}}$ for the same value of $J$. We observe that as $r_{\text{Gauss}}$ increases, $\hat{E}$ and the size of the confidence regions $C_L^{J,\sigma}$ and $C_U^{J,\sigma}$ decrease. We further observe that, for our particular choice of the linear functional and of the error field, the effect of the filter spread is extremely limited.

---

1For $r_{\text{Gauss}} \geq 0.5$, condition $\Omega_\nu \subseteq \Omega_{\text{obs}}$ does not hold; in this case, we simply adjust the constant $C = C(r_{\text{Gauss}}, d, x)$ in (4.5.2) by imposing that $\ell(1, \nu, x) = 1$ for any $x \in \Omega$. 
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Analysis of the finite-grid case

We now consider the case in which sensor locations should be selected among a set of grid points \( \{x_j^{\text{grid}}\}_{j=1}^J \). Towards this end, we consider two different cases: (i) a 10 by 10 grid of equispaced sensors in \( \Omega \), and (ii) a 10 by 10 grid associated with the Gaussian quadrature points in \( \Omega \). Figure 4-8 shows the grids. For the first grid we define \( \mathcal{L}^{\text{grid}} \) (4.2.13) using uniform weights \( w_j = \frac{1}{100} \), while for the second grid we consider the weights associated with Gaussian quadrature.

Figure 4-8: Thermal block synthetic problem: sensor grids.

Figure 4-9 shows the behavior of the confidence intervals for \( E_L \) and for \( \mathcal{L}(u^{\text{true}}) \). We here set \( r_{\text{Gauss}} = 0.1 \). We observe that for the Gaussian case results are comparable with the results shown in Figures 4-3 and 4-4; on the other hand, for the uniform case we observe that \( \mathcal{L}^{\text{grid}}(\mathcal{F}_\nu(e)) - \mathcal{L}(\mathcal{F}_\nu(e)) \) is not negligible.
Validity of the large-sample approximation

We now assess the validity of the normal approximation, which has been exploited to derive the asymptotic confidence intervals \( \tilde{C}_L^{J,\sigma} \) (4.2.12), and \( \tilde{C}_L^{J,\sigma} \) (4.3.6). With this in mind, for given values of \( J \) and \( \alpha \), we select \( n_{\text{train}} = 10^3 \) different samples \( \{x_n^{obs}(i)\}_{i=1}^{n_{\text{train}}} \) and, for each sample, we compute the error estimator \( \hat{E}_L(J, \nu, i) \) and the confidence interval \( \hat{C}_L^{J,\sigma}(J, \nu, \alpha, i), \ i = 1, \ldots, n_{\text{train}} \). Then, we estimate the confidence level of the confidence interval as

\[
\overline{C}_L(J) := \frac{\text{card} \left\{ i \in \{1, \ldots, n_{\text{train}}\} : \ E_L \in \hat{C}_L^{J,\sigma}(J, \nu, \alpha, i) \right\}}{n_{\text{train}}},
\]

(4.5.3)

where \( \text{card}\{\cdot\} \) denotes the cardinality of the set. If the normal assumption holds, we expect that \( \overline{C}_L(J) \approx 1 - \alpha \). Therefore, the difference \( |\overline{C}_L(J) - 1 + \alpha| \) can be exploited to assess the validity of the normal approximation. We can then repeat the same analysis for the \( L^2 \) error.
Figure 4-10 shows the results for the output error. In this simulation, we consider $\sigma = 0$ (perfect measurements), $\alpha = 0.1$ and $r_{\text{Gauss}} = 0.03$. Figures 4-10(a) and 4-10(b) show the histograms of the distribution of $\hat{E}_L(J, \nu, i)$ for two different values of $J$. The red continuous line indicates the true value of the error, while the black dashed line denotes the mean of $\hat{E}_L(J, \nu, i)$ over the $n_{\text{train}}$ samples. We observe that for both $J = 3$ and $J = 8$ the distribution of $\hat{E}_L(J, \nu, i)$ is approximately normal. Figure 4-10(c) shows the behavior of $CL(J)$ with $J$. As expected, $\hat{CL}(J)$ converges to $1 - \alpha$ as $J$ increases.

![Figure 4-10: Thermal block synthetic problem: assessment of the Gaussianity assumption for output error confidence intervals ($r_{\text{Gauss}} = 0.03, \alpha = 0.1, \sigma = 0$).](image)

Figure 4-11 shows results for the $L^2$ error. While for $J = 3$ the distribution of $\hat{E}(J, \nu, i)$ is slightly asymmetric (Figure 4-11(a)), for $J = 8$ the distribution is approximately normal (Figure 4-11(b)). This is a consequence of the Central Limit Theorem. We further observe that the confidence level $\hat{CL}(J)$ associated with $\{\hat{C}^{J,\sigma}(J, \nu, \alpha, i)\}_{i=1}^{n_{\text{train}}}$ does not converge to $1 - \alpha$. This is a consequence of the shift determined by the presence of finite-$\nu$ error.

![Figure 4-11: Thermal block synthetic problem: assessment of the Gaussianity assumption for $L^2(\Omega)$ error confidence intervals ($r_{\text{Gauss}} = 0.03, \alpha = 0.1, \sigma = 0$).](image)
4.5.2 Application to the thermal patch experiment

We present results for the thermal patch problem introduced in Chapter 3.4. Given the domain \( \Omega = (-0.5\bar{L}, 0.5\bar{L}) \times (-0.5\bar{L}, 0) \) (\( \bar{L} = 22.606 \text{mm} \)), we wish to estimate the error associated with the output

\[
\mathcal{L}(u^{\text{obs}}) = \frac{1}{|\Omega|} \int_{\Omega} u^{\text{true}} \, dx,
\]

and the \( L^2 \) error over \( \Omega \), \( ||u^{\text{obs}} - u^{*}||_{L^2(\Omega)} \). We recall that \( u^{\text{obs}} \) corresponds to the dimensional thermal field estimated by the IR camera, and that \( |x| = \text{m} \). With some abuse of notation, in this section we omit the superscript \( \text{dim} \) to indicate dimensional quantities.

We now introduce the state estimate \( u^{*} \) generated by solving the bk model (3.4.3) for \( \mu = 1 \). We observe that

\[
\mathcal{L}(u^{\text{obs}}) = 50.0640^\circ C, \quad \mathcal{L}(u^{*}) = 52.5965^\circ C,
\]

and\(^2\)

\[
||u^{\text{obs}} - u^{*}||_{L^2(\Omega)} = 0.0529[C^\circ \times \text{m}].
\]

Figure 4-12 shows the observed field \( u^{\text{obs}} \), the error field \( e^{\text{obs}} = u^{\text{obs}} - u^{*} \), and the domain \( \Omega \).

![Thermal patch problem: visualization of the observed field and of the error field. The domain \( \Omega \) is the rectangular region inside the black curve.](image)

Figure 4-12: Thermal patch problem: visualization of the observed field and of the error field. The domain \( \Omega \) is the rectangular region inside the black curve.

Figure 4-13 shows the results. We observe that for \( J \approx 10 \) the 90% confidence interval for the output error contains the true value, and has a half-amplitude equal to \( 1^\circ C \) (Figure 4-13(a)); therefore, we can use \( \tilde{E}_\mathcal{L} \) to update the estimate of the output (Figure 4-13(b)).

\(^2\)To provide a benchmark value, we observe that \( ||u^{\text{obs}} - \mathcal{L}(u^{\text{obs}})||_{L^2(\Omega)} = 0.1275[C^\circ \times \text{m}] \).
Similarly, we are able to construct meaningful confidence intervals for the $L^2$ error for $J \geq 10$ (Figure 4-13(c)). This shows that, also in this case, our procedure is able to provide accurate confidence intervals for modest values of $J$.

Figure 4-13: Thermal patch: confidence intervals for the output error, the output, and the $L^2(\Omega)$ error ($\alpha = 0.1$, $r_{\text{Gauss}} = 0.09\text{mm}$, $L(u^{\text{obs}} - u^*) = -2.5325^{\circ}C$, $\|u^{\text{obs}} - u^*\|_{L^2(\Omega)} = 0.0529(C^9 \times m)$).

### 4.6 Numerical results (II): data assimilation

We discuss the application of the data-driven enrichment procedure presented in section 4.4 to the acoustic model problem introduced in Chapter 3.3. For this test, we set $\Omega = \Omega^{\text{obs}} = (0, 1)^2$, and we consider truncated Gaussians with $\nu/2 = r_{\text{Gauss}} = 0.05$; since $\Omega_\nu$ is not embedded in $\Omega^{\text{obs}}$, we adjust the constant $C = C(r_{\text{Gauss}}, \nu, x)$ by imposing that $\ell(1, \nu, x) = 1$ for all $x \in \Omega$. We generate $Z_{\text{N}_{\text{bk}}=2}$ based on the bk model corresponding to $g = 0$. Then, we consider $n_{\text{train}} = 15$ offline experiments associated with the true model corresponding to $g = \bar{g}$, and $n_{\text{train}}$ different frequencies in $\mathcal{P}_{\text{bk}} = [2, 10]$. During the offline stage, we consider either $M_{\text{off}} = 32$ or $M_{\text{off}} = 64$ for training, and $J_{\text{off}} = 10$ for validation.

We further assume that the number of measurements available during the online stage is equal to $M_{\text{on}} = 10$. During the online stage, we compute the PBDW solution for different backgrounds and $M_{\text{on}} = 10$ experimental measurements, and we assess online performance by computing the relative $L^2$ error

$$E_{\text{rel, on}}(\mu) := \|u^{\text{true}}(\mu) - u^*(\mu)\|_{L^2(\Omega)}/\|u^{\text{true}}(\mu) - u^*(\mu)\|_{L^2(\Omega)},$$

(4.6.1)

for $n_{\text{test}} = 100$ different values of the parameter $\mu \in \mathcal{P}_{\text{bk}}$.

Figure 4-14 shows the behavior of the relative $L^2$ error $E_{\text{rel, on}}$ for different background spaces — we remark that the background $N = 2$ corresponds to the case in which no offline
enrichment is performed — and for $M_{on} = 10$ online measurements. The black dots denote the values of the parameters associated with the configurations $C_k$ selected during the offline Greedy procedure. We observe that the offline enrichment dramatically reduces the state estimation error over all frequencies. This shows that acoustic applications are particularly suited to the enrichment due to the modal structure of the solution to the PDE. Interestingly, the Greedy procedure selects updates associated with resonance frequencies.

![Figure 4-14: Data-driven enrichment for a synthetic acoustic problem. Behavior of $E_{rel, on}(\mu)$ (4.6.1) with respect to $\mu$ for several $N$ ($N_{bk} = 2$, $M_{off} = 32, 64$, $J_{off} = 10$, $n_{train} = 15$, $n_{test} = 100$, $M_{on} = 10$). The black dots denote the values of the parameters indirectly selected during the offline Greedy procedure.](image)

### 4.7 Conclusions

We proposed a Monte Carlo experimental procedure that provides confidence intervals for the $L^2$ error in state and the error in $L^2$ outputs. The procedure relies on a state estimate $u^*$ for the true field $u^{true}$ and on $J$ possibly noisy local experimental functionals, and is based on the identification of three different sources of error: the finite-$\nu$, the finite-$J$ error, and the finite-noise error. Our approach implicitly takes advantage of variance reduction, through the proximity of $u^*$ to $u^{true}$, to provide tight confidence intervals even for modest values of $J$.

Numerical results for a synthetic model problem and for the experimental thermal patch configuration illustrate the elements of the methodology, and clarify the role played by the finite-$\nu$, the finite-$J$ error, and the finite-noise error. While finite-$J$ and finite-noise errors can be bound through an asymptotically rigorous statistical procedure, the effect of $\nu$ depends on the spatial scale of the field and on the transducer resolution, and can only be assessed on a case-by-case basis.

We also illustrated the application of our error estimation procedure to two data assim-
lation tasks: output prediction and data-driven enrichment of the background space $Z_N$ in the PBDW framework. For output prediction, we exploit the linearity of the functional to provide lower and upper bounds for the quantity of interest $\mathcal{L}(u^{\text{true}})$. Due to the modest variance of the process $e = u^{\text{true}} - u^*$, we can obtain meaningful confidence intervals for $\mathcal{L}(u^{\text{true}})$ for moderate values of $J$. For the enrichment of the background space $Z_N$, we rely on the \textit{a posteriori} error estimator $\tilde{E}$ to properly enrich the background in a Greedy fashion. Numerical results for a synthetic problem demonstrated the effectivity of the approach.
Chapter 5

The PBDW approach for localised state estimation

We study the application of PBDW to the problem of localised state estimation. In more detail, we study the case in which the \( b_k \) model is (i) defined over a domain \( \Omega^{b_k} \) that strictly contains the domain of interest \( \Omega \), and (ii) depends on a high- (possibly infinite-) dimensional set of parameters. Since in PBDW the \( b_k \) model is only employed to generate the background space, the focus of this chapter is on the development of efficient strategies for the construction of local approximation spaces \( \{Z_N\}_N \), which can then be employed in the PBDW formulation.

We first motivate the problem from an engineering standpoint, we introduce the general idea of the localisation procedure, and we discuss a simple model problem that explains under which condition localisation is feasible (section 5.1). Then, we propose the computational strategy (section 5.2), and we present a number of theoretical results concerning the optimality of our construction (section 5.3). Finally, in section 5.4, we present numerical results for two synthetic acoustic problems.

5.1 Preliminary discussion

5.1.1 Localisation strategy

For practical applications, \( b_k \) mathematical models might be characterized by extremely high-dimensional parametric uncertainty. In the process of defining the model, we have
indeed to specify potential topology variations in the structure, material properties, initial and boundary conditions, just to mention a few; since all these quantities are typically subject to uncertainty, the effective number of parameters associated with the mathematical model of a full engineering system might number in the hundreds.

In many cases, we are interested in performing state estimation in a subregion of the whole system: for acoustic applications, active systems for noise cancellation rely on the estimation of the sound pressure level in a particular region of interest; in damage identification, engineers are often able to anticipate the region of the structure of interest that is more likely prone to failure, and consequently monitor only specific components of the structure. Once we restrict the model to the domain of interest, we have to face two different sources of uncertainty: (i) uncertainty in the physical parameters, and (ii) uncertainty in the boundary conditions at the interface. While we might reasonably assume that the former source of uncertainty leads to a low-dimensional parametrization, the latter clearly leads to a high-dimensional and possibly infinite-dimensional parameter space.

To address the uncertainty related to boundary conditions, in this work we propose a two-stage localisation procedure. If we denote by $\Omega^{pb}$ the domain associated with the full system, and by $\Omega \subset \Omega^{pb}$ the domain of interest in which we want to estimate the state, we introduce the $bk$ domain $\Omega^{bk}$ such that $\Omega \subset \Omega^{bk} \subset \Omega^{pb}$. The domain $\Omega^{bk}$ is chosen to exclude many parameters associated with $\Omega^{pb} \setminus \Omega^{bk}$. We further denote by $\Gamma^{in}$ the portion of $\partial \Omega^{bk}$ in which boundary conditions are uncertain. Then, we define our $bk$ mathematical model as follows:

$$G^{bk,\mu}(u^{bk}_g(\mu), v) = f(v), \quad \forall v \in V^{bk}_0, \quad u^{bk}_g|_{\Gamma^{in}} = g, \quad \mu \in \mathcal{P}^{bk}, \quad g \in \tilde{T}. \quad (5.1.1)$$

Here, $V^{bk} = V^{bk}(\Omega^{bk})$ is a Hilbert space defined over $\Omega^{bk}$, $V^{bk}_0 := \{ v \in V^{bk} : v|_{\Gamma^{in}} \equiv 0 \}$, $\tilde{T} \subset T$ is a, possibly infinite-dimensional, subset of the Sobolev space $T = T(\Gamma^{in})$, $\mu$ denotes the parametric uncertainty in the model, $G^{bk,\mu} : V^{bk} \times V^{bk}_0 \to \mathbb{R}$ is a parametrized variational form defined over $\Omega^{bk}$, and $f \in (V^{bk}_0)'$ is associated with the external forces acting on the system. Based on the previous definitions, we can define the $bk$ manifolds:

$$\mathcal{M}^{bk} := \{ u^{bk}_g(\mu) : \mu \in \mathcal{P}^{bk}, \; g \in \tilde{T} \} \subset V^{bk}, \quad \tilde{T} \subset T, \quad (5.1.2a)$$
and

\[ \mathcal{M}^{bk} := \left\{ u_g^{bk}(\mu) \mid \mu \in \mathcal{P}^{bk}, \ g \in \widetilde{T} \right\} \subset \mathcal{V}, \ \widetilde{T} \subset T, \]

where \( \mathcal{V} = \mathcal{V}(\Omega) \) is a suitable Hilbert space defined over \( \Omega \).

The objective of this chapter is to propose a model-order-reduction strategy that generates local hierarchical approximation spaces \( Z_1 \subset \ldots \subset Z_{N_{\text{max}}} \) for the \( bk \) manifold \( \mathcal{M}^{bk} \) in (5.1.2b). We observe that if \( \widetilde{T} \) is infinite-dimensional, we cannot expect that the manifold \( \widetilde{\mathcal{M}}^{bk} \) can be well-approximated by a low-dimensional linear space. In the next subsection, we explain — through the vehicle of a particular model problem — why \( \mathcal{M}^{bk} \) might nevertheless be well-approximated by a linear space.

### 5.1.2 A model problem

In order to get insights about the reduction task described in the previous section, we shall consider the following differential problem associated with a semi-infinite wave-guide ([96]):

\[
\begin{cases}
-\Delta u_g^{bk}(\mu) - \mu^2 u_g^{bk}(\mu) = 0, \quad \text{in } \Omega^{bk} = (0, \infty) \times (0, 1), \\
\partial_{x_2} u_g^{bk}(x; \mu) = 0 \quad x \in (0, \infty) \times \{0, 1\}, \\
u_g^{bk}(x; \mu) = g(x) \quad x \in \Gamma^{\text{in}} := \{0\} \times (0, 1),
\end{cases}
\]

where \( g \in \widetilde{T} \subset T := H^{1/2}(\Gamma^{\text{in}}) \). We then define the domain of interest \( \Omega = (L, \infty) \times (0, 1) \). For simplicity, we set \( \mathcal{P}^{bk} = \{\tilde{\mu}\} \) and we omit the dependence on \( \mu \). By exploiting separation of variables, we obtain that

\[
u_g^{bk}(x_1, x_2) = \sum_{n=1}^{N_{\text{prop}}} c_n(g) e^{-i\alpha_n x_1} \cos(n \pi x_2) + \sum_{n=N_{\text{prop}}+1}^{\infty} c_n(g) e^{-\alpha_n x_1} \cos(n \pi x_2),
\]

where \( N_{\text{prop}} = \left\lfloor \frac{L}{\pi} \right\rfloor, \ \alpha_n^2 = n^2 \pi^2 - \tilde{\mu}^2 \) and the coefficients \( \{c_n\}_n \) depend on the boundary condition \( g \). We observe that the first \( N_{\text{prop}} \) modes do not decay as \( x_1 \to \infty \), while the remaining modes decay exponentially as \( x_1 \to \infty \). For this reason, we refer to the former as propagating modes and to the latter as evanescent modes.

Let us now suppose that our goal is to approximate the \( bk \) manifold \( \mathcal{M}^{bk} \) through a \( N- \)
dimensional linear space \( Z_N \) under the assumption that \( \tilde{T} = \{ g \in \mathcal{T} : |c_n(g)| \leq C, \ \forall \ n \geq 1 \} \).

For the sake of argument, we aim to guarantee that the \( L^2 \) best-fit error associated with the \( M^{bk} \) manifold, 
\[
\epsilon^b_N = \sup_{w \in M^{bk}} \inf_{z \in Z_N} \| w - z \|_{L^2(\Omega)}
\]
is below a fixed tolerance \( tol \). We can distinguish between two scenarios:

\( N_{\text{prop}} > N \): since the dimension of the approximation space is less than the number of propagating modes, we cannot accurately approximate the manifold \( M^{bk} \) through a \( N \)-dimensional linear space for any \( L > 0 \);

\( N_{\text{prop}} < N \): in this case we can approximate all propagating modes; therefore, if the effect of the evanescent modes is negligible, we can approximate the manifold \( M^{bk} \) through a \( N \)-dimensional linear space.

In the latter case, we can indeed choose \( Z_N = \text{span}\{\zeta_n\}_{n=1}^N \) with 
\[
\zeta_n(x_1, x_2) = e^{-i\alpha_n x_1} \cos(n\pi x_2)
\]
if \( n \leq N_{\text{prop}} \), and 
\[
\zeta_n(x_1, x_2) = e^{-i\alpha_n x_1} \cos(n\pi x_2)
\]
in \( N > N_{\text{prop}} \). Then, assuming that we are interested in bounding the \( L^2 \)-error, it is easy to verify that
\[
\inf_{z \in Z_N} \| w^b - z \|_{L^2(\Omega)}^2 = \sum_{n=N+1}^{\infty} (c_n(g))^2 \frac{e^{-\alpha_n L}}{4\alpha_n} \leq C^2 \sum_{n=N+1}^{\infty} \frac{e^{-\alpha_n L}}{4\alpha_n} =: \epsilon_N^{bk, \text{UB}}.
\]

If \( L \) is sufficiently large, \( \epsilon_N^{bk, \text{UB}} \) is below the specified tolerance \( tol \). We have thus shown that there exists a space \( Z_N \) that meets our requirements; we then say that \( M^{bk} \) is \( N \)-reducible. We highlight that our definition of reducibility depends on the dimension \( N \) of the approximation space — which is ultimately related in our setting to the number \( M \) of available experimental observations — on the tolerance \( (tol > 0) \), and also on the norm of interest (the \( L^2 \) norm).

The discussion of this section exemplifies two separate issues related to the problem at hand. The first is related to the possibility of "reducing" a given \( M^{bk} \) manifold to a \( N \)-dimensional linear space. This is strongly related to the PDE considered and is independent of the particular reduction algorithm used to build \( Z_N \). The second issue is related to the development of actionable computational procedures to identify the reduced space \( Z_N \): in this respect, we observe that standard pMOR strategies — such as the Weak-Greedy algorithm employed in the previous chapters — are not well-suited for this problem due to the high-dimensionality of the parameter space. The remainder of this chapter is devoted to the development of an actionable computational procedure to build rapid convergent localised approximation spaces \( \{ Z_N \}_N \).
5.2 Methodology

We shall first introduce some notation and preliminary assumptions. We define the solution maps \( \tilde{A} : T \times P_{bk}^{\mu} \rightarrow V_{bk} \) and \( A : T \times P_{bk} \rightarrow Y \) such that

\[
\tilde{A}(g; \mu) = u_{g, bk}^{\mu}(\mu), \quad A(g; \mu) = u_{g}^{\mu}(\mu), \quad \forall g \in T, \quad \mu \in P_{bk}.
\] (5.2.1)

We assume that \( A \) and \( \tilde{A} \) are linear operators such that \( A(0; \mu) \equiv 0 \), and \( \tilde{A}(0; \mu) \equiv 0 \). Recalling (5.1.1), this corresponds to assume that \( G_{bk, \mu} \) is a bilinear continuous inf-sup stable form and \( f \equiv 0 \). We note that the extension to \( f \neq 0 \) is straightforward, while the extension to nonlinear operators appears difficult and is beyond the scope of this work. We further endow the Hilbert space \( T \) with the inner product \((\cdot, \cdot)_T\) and the norm \( \| \cdot \|_T \). We denote by \((\cdot, \cdot)_Y\) the inner product of \( Y \), and by \( \| \cdot \|_Y \) the induced norm. We also denote by \( \Pi^Y_{Q}(\cdot) \) the projection operator onto \( Q \subset Y \) in \( Y \), and by \( \Pi^T_{Q'}(\cdot) \) the projection operator onto \( Q' \subset T \) in \( T \). We remark that in our setting the space \( Y \) does not have to coincide with the space \( U \) employed in the PBDW formulation.

We first consider the case \( P_{bk} = \{ \tilde{\mu} \} \) (section 5.2.1), and then we consider the extension to the more general case \( P_{bk} \neq \{ \tilde{\mu} \} \) (section 5.2.2). To simplify notation, if \( P_{bk} = \{ \tilde{\mu} \} \), we omit the dependence on the parameter. We state upfront that our procedure intends — but does not assume — that the \( bk \) manifold can be well-approximated by a \( N \)-dimensional linear space. We come back to this point in the analysis.

5.2.1 The case \( P_{bk} = \{ \tilde{\mu} \} \)

We introduce the transfer eigenproblem as follows: find \((\phi_n, \lambda_n) \in (T, R_+)\) such that

\[
(A(\phi_n), A(g))_Y = \lambda_n(\phi_n, g)_T, \quad \forall g \in T,
\] (5.2.2)

where \( \lambda_1 \geq \lambda_2 \geq \ldots \geq 0 \). Then, for any \( N > 0 \), we define the transfer eigenspace

\[
Z^{te}_N := \text{span}\{A(\phi_n)\}_{n=1}^N.
\] (5.2.3)

If we introduce the finite-dimensional discretization of \( T \), \( T_{N_{in}} = \text{span}\{g_1, \ldots, g_{N_{in}}\} \subset T \), we can define the semi-discrete transfer eigenproblem: find \((\phi^{N_{in}}_n, \lambda^{N_{in}}_n) \in (T_{N_{in}}, R_+)\) such
that

\[(A(\phi_n^{N_{in}}), A(g))_Y = \lambda_n^{N_{in}}(\phi_n^{N_{in}}, g)_\tau \quad \forall g \in T_{N_{in}},\]  

(5.2.4)

where \(\lambda_1^{N_{in}} \geq \lambda_2^{N_{in}} \ldots \geq \lambda_{N_{in}}^{N_{in}} \geq 0\). Then, for any \(N > 0\), we define the semi-discrete transfer eigenspace:

\[Z^{{te}_{N_{in}}} := \text{span}\{A(\phi_n^{N_{in}})\}_{n=1}^N.\]  

(5.2.5)

Eigenproblem (5.2.4) can also be restated in a fully algebraic form as

\[U_j^{N_{in}} = \lambda_n^{N_{in}}T\phi_n^{N_{in}}, \quad \text{for } n = 1, \ldots, N_{in},\]  

(5.2.6a)

where \(U, T \in \mathbb{R}^{N_{in} \times N_{in}}\) are given by

\[U_{i,i'} = (A(g_i), A(g_{i'}))_\gamma, \quad T_{i,i'} = (g_i, g_{i'})_\tau, \quad i, i' = 1, \ldots, N_{in},\]  

(5.2.6b)

and the vectors \(\{\phi_n^{N_{in}}\}_n\) are related to the transfer-eigenmodes \(\{\phi_j^{N_{in}}\}_n\) by the relation

\[\phi_n^{N_{in}} = \sum_{i=1}^{N_{in}}(\phi_n^{N_{in}})_i g_i.\]  

(5.2.6c)

We observe that eigenproblem (5.2.6) is not fully actionable since evaluations of the map \(A(\cdot)\) involve the solution to a PDE: we should thus replace \(A\) with the corresponding FE counterpart \(A^{FE}\). To simplify notation, we here omit the superscript \(FE\).

We recall that the transfer eigenproblem (5.2.2) has been first introduced and studied in the approximation theory literature (see, e.g., [172]). More recently, Babuška and Lipton in [8] employed the transfer eigenmodes to define local approximation spaces in the framework of Generalized Finite Element method ([151, 7]). Similarly, Smetana and Patera in [204] exploited the eigenmodes associated with the transfer eigenproblem in the context of Port-Reduced static condensation Reduced Basis Element (PR-scRBE, [171, 72]) method.

The transfer eigenproblem is tightly connected to the eigenproblem obtained using POD. In more detail, if we choose an orthonormal basis \(\{g_n\}_{n=1}^{N_{in}}\) for \(T_{N_{in}}\), (5.2.6c) reduces to the
eigenproblem
\[ \forall \phi_n^{N_{in}} = \lambda_n^{N_{in}} \phi_n^{N_{in}}, \quad \text{for } n = 1, \ldots, N_{in}; \]
this corresponds to the eigenproblem obtained by applying POD based on the method of
snapshots ([202]) to the set \( \{A(g_n)\}_{n=1}^{N_{in}} \). We observe that, unlike the reduced space generated
by POD, the reduced space \( Z_{N_{in}}^{te,N_{in}} \) is independent of the particular basis of \( T_{N_{in}} \) employed.

5.2.2 The case \( \mathcal{P}^{bk} \neq \{\bar{\mu}\} \)

If \( \mathcal{P}^{bk} \neq \{\bar{\mu}\} \), we adopt a two-stage procedure based on the combination of the method
presented above and POD. We first consider a finite-dimensional discretization of \( \mathcal{P}^{bk} \),
\( \mathcal{P}^{bk}_{train} = \{\mu^i\}_{i=1}^{n_{train}} \). Then, we solve \( n_{train} \) transfer eigenproblems, one for each value of
the parameter, to obtain \( n_{train} \) dimensional transfer eigenspaces \( \{Z_{N_{in}}^{te,N_{in}}(\mu^i)\}_{i=1}^{n_{train}} \). Fi-
nally, we generate the background space \( Z_N \) by applying POD to the set of snapshots
\( \{A(\phi_n^{N_{in},i};\mu^i)\}_{i,n} \), where \( \|\phi_n^{N_{in},i}\|_T = 1 \) for all \( i = 1, \ldots, n_{train} \) and \( n = 1, \ldots, N \). Algorithm
5.2.1 summarises the computational procedure. We refer to [204] for a different strategy to
construct \( Z_N \) when \( \mathcal{P}^{bk} \neq \{\bar{\mu}\} \).

**Algorithm 5.2.1 Construction of the localized reduced space**

<table>
<thead>
<tr>
<th>Input</th>
<th>( \mathcal{P}^{bk}<em>{train} = {\mu^i}</em>{i=1}^{n_{train}} \subset \mathcal{P}^{bk} ) discretized parameter space</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N )</td>
<td>dimension of the background space</td>
</tr>
<tr>
<td>Output</td>
<td>( Z_N ) background space</td>
</tr>
</tbody>
</table>

1. Define the basis \( \{g_1, \ldots, g_{N_{in}}\} \) for \( T_{N_{in}} \).
2. for \( i = 1 \ldots n_{train} \) do
3. Compute the first \( N \) normalised eigenmodes \( \{\phi_n^{N_{in},i}\}_{n=1}^{N} \) associated with \( A^i := A(\cdot;\mu^i) \) using (5.2.4), \( \|\phi_n^{N_{in},i}\|_T = 1 \), \( i = 1, \ldots, n_{train}, n = 1, \ldots, N \).
4. end for
5. Apply POD to the set of snapshots \( \{A(\phi_n^{N_{in},i};\mu^i)\}_{n=1,\ldots,N,i=1,\ldots,n_{train}} \) to generate \( Z_N \subset \mathcal{Y} \).
We observe that

$$
\|A(\phi_{n, i}^{N_{\text{in}}}; \mu_i)\|_Y^2 = (A(\phi_{n, i}^{N_{\text{in}}}; \mu_i), A(\phi_{n, i}^{N_{\text{in}}}; \mu_i)) = \lambda_{n, i}^{N_{\text{in}}}(\phi_{n, i}^{N_{\text{in}}}, \phi_{n, i}^{N_{\text{in}}})_T = \lambda_{n, i}^{N_{\text{in}}}. 
$$

Therefore, the POD reduction implicitly takes into account the relative importance — quantified by the value of the corresponding transfer eigenvalue — of the different snapshots. Recalling the connection between transfer eigenspace and POD, we can reinterpret the procedure described in Algorithm (5.2.1) as a Hierarchical Approximate Proper Orthogonal Decomposition (HAPOD, [108, 169]). Using terminology introduced in [108], our approach corresponds to a distributed approximated POD. We exploit this connection in the analysis.

We finally observe that the construction of $Z_N$ requires the solution to $n_{\text{train}} \cdot N_{\text{in}}$ PDEs in the $bk$ domain $\Omega_{bk}$, the solution to $n_{\text{train}}$ eigenproblems of size $N_{\text{in}}$, and the solution to an eigenproblem of size $n_{\text{train}} \cdot N$. Although computations can be trivially parallelized, we envision that Algorithm 5.2.1 is affordable only for moderate values of $n_{\text{train}}$. Therefore, our technique can be applied only to low-dimensional parameter spaces $\mathcal{P}_{bk}$.

5.3 Analysis

5.3.1 Optimal approximation spaces

In view of the analysis, we present a first definition of optimality in the sense of Kolmogorov ([172]).

Definition 5.3.1. Given $N > 0$, we say that $Z_N^{\text{kolm}} \subset \mathcal{Y}$ is the optimal $N$-dimensional approximation space for $A(T) := \{A(g) : g \in T\}$ if and only if

$$
Z_N^{\text{kolm}} = \arg \inf_{Z_N \subset \mathcal{Y}, \dim Z_N = N} d(A(T), Z_N),
$$

where $d(A(T), Z_N)$ is defined as

$$
d(A(T), Z_N) = \sup_{g \in T} \frac{\|A(g) - \Pi_{Z_N} A(g)\|_Y}{\|g\|_T}. 
$$

We say that $d_N(A(T)) = d(A(T), Z_N^{\text{kolm}})$ is the Kolmogorov $N$-width associated with the manifold $A(T)$. 
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Several variants of Kolmogorov N-width have been proposed in the literature. In the MOR literature, provided that the manifold \( M^{bk} \) is compact, Kolmogorov N-width is defined as (see, e.g., [56])

\[
\hat{d}_N(M^{bk}) = \inf_{Z_N \subseteq \mathcal{Y}, \dim Z_N = N} \sup_{u \in M^{bk}} \| u - \Pi_{Z_N}^\mathcal{Y} u \|_{\mathcal{Y}}.
\]  

(5.3.2)

Kolmogorov N-widths measure the performance of the best linear approximation space of size \( N \): they thus provide a lower bound for the best-fit error associated with any \( N \)-dimensional linear space obtained using a model-reduction technique. For this reason, we can interpret them as measures of the reducibility of the manifold \( M^{bk} \). A priori results for the convergence of the N-width with \( N \) are limited to a few model problems: see [100, Example 3.4], [188, Section 8.1.1], [215, Example 2.5], and [8, Theorem 3.3]. Several empirical studies suggest that N-widths converge rapidly for diffusion-dominated problems, and significantly less rapidly for advection-dominated problems. Recalling the example in section 5.1.2, this is strongly related to the concept of evanescence.

Next Proposition shows an interesting relation between (5.3.1b) and (5.3.2).

**Proposition 5.3.1.** Let us assume that \( \mathcal{T} \) is the ball of radius \( C \) in \( \mathcal{T} \), and let us consider the \( bk \) manifold \( M^{bk} = A(\mathcal{T}) \). Let us further define the optimal space

\[
Z_N^{kolm,2} := \arg \inf_{Z_N \subseteq \mathcal{Y}, \dim Z_N = N} \sup_{u \in M^{bk}} \| u - \Pi_{Z_N}^\mathcal{Y} u \|_{\mathcal{Y}}.
\]

Then, \( Z_N^{kolm,2} = Z_N^{kolm} \), and \( \hat{d}_N(M^{bk}) = C d(A(\mathcal{T})) \).

**Proof.** Using the definition of \( M^{bk} \), we first obtain:

\[
Z_N^{kolm,2} = \arg \inf_{Z_N \subseteq \mathcal{Y}, \dim Z_N = N} \sup_{u \in M^{bk}} \| u - \Pi_{Z_N}^\mathcal{Y} u \|_{\mathcal{Y}}
\]

\[
= \arg \inf_{Z_N \subseteq \mathcal{Y}, \dim Z_N = N} \sup_{g \in \mathcal{T}, \| g \|_{\mathcal{T}} \leq C} \| A(g) - \Pi_{Z_N}^\mathcal{Y} A(g) \|_{\mathcal{Y}}
\]

Since \( A - \Pi_{Z_N}^\mathcal{Y} A : \mathcal{T} \to \mathcal{Y} \) is a linear operator, we find

\[
Z_N^{kolm,2} = \arg \inf_{Z_N \subseteq \mathcal{Y}, \dim Z_N = N} \sup_{g \in \mathcal{T}, \| g \|_{\mathcal{T}} = C} \| A(g) - \Pi_{Z_N}^\mathcal{Y} A(g) \|_{\mathcal{Y}}
\]
Finally, multiplying by $C$ and recalling (5.3.1), we find
\[ Z_N^{\text{kolm}},2 = \arg\inf_{Z_N \in \mathcal{Y}, \dim Z_N = N} \sup_{g \in \mathcal{T}} \frac{\| A(g) - \Pi_{Z_N}^Y A(g) \|_Y}{\| g \|_T} = Z_N^{\text{kolm}}. \]

This proves the first statement of the proof. The second statement can be shown using the same argument. \hfill \Box

We now provide another definition of optimality. For simplicity, we state the definition for a finite set of snapshots rather than a continuous manifold. We refer to [28, section 2.3] for the generalization of this definition to manifolds.

**Definition 5.3.2.** Given $N > 0$, and the set of snapshots $\mathcal{S} = \{u_i\}_{i=1}^{[S]}$, we say that $Z_N^{\ell^2} \subset \mathcal{Y}$ is the optimal $N$-dimensional approximation space for $\mathcal{S}$ in the $\ell^2$-sense if and only if
\[ Z_N^{\ell^2} = \arg\inf_{Z_N \in \mathcal{Y}, \dim Z_N = N} d^2(\mathcal{S}, Z_N) := \frac{1}{[S]} \sum_{i=1}^{[S]} \| u_i - \Pi_{Z_N}^\mathcal{Y} u_i \|_\mathcal{Y}^2. \]  

We further define $d^2_N(\mathcal{S}) := d^2(\mathcal{S}, Z_N^{\ell^2})$

**5.3.2 The case $\mathcal{P}^{\text{bk}} = \{\bar{\mu}\}$**

We first state the key result of this section. We refer to [172, Chapter 4, Theorem 2.2] for the proof.

**Proposition 5.3.2.** Let $A : \mathcal{T} \rightarrow \mathcal{Y}$ defined in (5.2.1) be a linear compact operator. Then, for any $N > 0$ the space $Z_N^{\text{te}}$ defined in (5.2.3) is the optimal $N$-dimensional approximation space for $A(\mathcal{T})$, i.e., $Z_N^{\text{te}} = Z_N^{\text{kolm}}$. Furthermore,
\[ d(A(\mathcal{T})) = \sqrt{\lambda_{N+1}}. \]  

Exploiting Proposition 5.3.1, provided that $\tilde{T}$ is the ball of radius $C$ in $\mathcal{T}$, it follows that $Z_N^{\text{te}} = Z_N^{\text{kolm},2}$ and $d_N(\mathcal{M}^{\text{bk}}) = C \sqrt{\lambda_{N+1}}$. Next Proposition provides a bound on the performance of the semi-discrete transfer eigenspace $Z_N^{\text{te},\mathcal{N}_n}$ (5.2.5).

**Proposition 5.3.3.** Let $\mathcal{T}_{\mathcal{N}_n} = \text{span}\{g_1, \ldots, g_{\mathcal{N}_n}\} \subset \mathcal{T}$, and let $Z_N^{\text{te},\mathcal{N}_n}$ be the corresponding
semi-discrete transfer eigenspace (5.2.5) computed based on (5.2.6). For any $g \in \mathcal{T}$, we have

$$\|A(g) - \Pi^Y_{Z_{N+1}^{\text{te}, N_{\text{in}}}} A(g)\|_{\mathcal{L}} \leq \|A\|_{\mathcal{L}(T_{N_{\text{in}}}, y)} \|\Pi^T_{T_{N_{\text{in}}}} g\|_{\mathcal{T}} + \sqrt{\lambda_{N_{\text{in}}}} \|g\|_{\mathcal{T}},$$

(5.3.5)

where $\lambda_{N_{\text{in}}}$ is the $N + 1$ eigenvalue of the semi-discrete eigenproblem (5.2.4).

Proof. Exploiting the linearity of the operator $A$ and applying (5.3.4) in the finite dimensional case, we find

$$\inf_{\phi \in Z_{N+1}^{\text{te}, N_{\text{in}}}} \|A(g) - \phi\|_{\mathcal{L}} \leq \inf_{\phi \in Z_{N+1}^{\text{te}, N_{\text{in}}}} \|A(g) - A \left( \Pi^T_{T_{N_{\text{in}}}} g \right)\|_{\mathcal{L}} + \|A \left( \Pi^T_{T_{N_{\text{in}}}} g \right) - \phi\|_{\mathcal{L}}$$

$$\leq \|A\|_{\mathcal{L}(T_{N_{\text{in}}}, y)} \|\Pi^T_{T_{N_{\text{in}}}} g\|_{\mathcal{T}} + \inf_{\phi \in Z_{N+1}^{\text{te}, N_{\text{in}}}} \|A \left( \Pi^T_{T_{N_{\text{in}}}} g \right) - \phi\|_{\mathcal{L}}$$

$$\leq \|A\|_{\mathcal{L}(T_{N_{\text{in}}}, y)} \|\Pi^T_{T_{N_{\text{in}}}} g\|_{\mathcal{T}} + \inf_{\phi \in Z_{N+1}^{\text{te}, N_{\text{in}}}} \|A \left( \Pi^T_{T_{N_{\text{in}}}} g \right) - \phi\|_{\mathcal{L}}$$

We observe that by reducing $N_{\text{in}}$, we can substantially reduce the offline computational cost, which is dominated by the solution to $N_{\text{in}}$ PDEs in the large domain $\Omega^{\text{bk}}$.

Sufficient conditions for compactness

Proposition 5.3.2 shows that the reduced space built by solving the transfer eigenproblem is optimal in the sense of Kolmogorov if the solution map $A (5.2.1)$ is compact. We now provide sufficient conditions under which the solution map associated with a given mathematical model is compact.

Hypothesis 1. (geometry and functional spaces) Let $\Omega^{\text{bk}} \subset \mathbb{R}^d$ be a $d$-dimensional Lipschitz domain, let $\Gamma^{\text{in}} \subset \partial \Omega^{\text{bk}}$ be an open set and let $\Omega \subset \Omega^{\text{bk}}$ be either a $d$-dimensional
open set or a \((d-1)\)-dimensional open set. Then, let us introduce the space \(V^{bk} = H^s(\Omega^{bk})\), the space \(T = H^{s-1/2}(\Gamma^{in})\), and the space \(Y\) to be either \(H^s(\Omega)\) if \(\Omega\) is \(d\)-dimensional or \(H^{s-1/2}(\Omega)\) if \(\Omega\) is \((d-1)\)-dimensional.

We assume that \(\Omega\) and \(\Gamma^{in}\) satisfy the condition

\[
\text{dist}(\overline{\Omega}, \overline{\Gamma^{in}}) = \min_{x \in \overline{\Omega}} \min_{y \in \overline{\Gamma^{in}}} \|x - y\|_2 > 0. 
\]  
\text{(5.3.6)}

Furthermore, we assume that \(s\) is a strictly positive integer, \(s \geq 1\).

**Hypothesis 2. (solution operators)** We assume that \(\tilde{A} : T \to V^{bk}\) is a linear continuous operator, \(\tilde{A} \in \mathcal{L}(T, V^{bk})\), and that \(G^{bk} : V^{bk} \times V^{bk}_0 \to \mathbb{R}\) is a continuous bilinear form. We further assume that for any \(d\)-dimensional domain \(\Omega^* \subset \Omega^{bk}\), \(\text{dist}(\overline{\Omega^*}, \overline{\Gamma^{in}}) > 0\), there exists \(C = C(\Omega^{bk}, \Omega^*) > 0\) such that for any \(g \in T\)

\[
\|\tilde{A}(g)\|_{H^s(\Omega^*)} \leq C(\Omega^{bk}, \Omega^*) \|\tilde{A}(g)\|_{H^{s-1}(\Omega^{bk})}. 
\]  
\text{(5.3.7)}

We briefly comment on the two hypotheses. Recalling the continuity of the trace operator, Hypothesis 1 implies that there exist \(C(V^{bk}, T)\), \(C(V^{bk}, Y) > 0\) such that

\[
\|u\|_{\Gamma^{in}} \leq C(V^{bk}, T)\|u\|_{V^{bk}}, \quad \|u\|_Y \leq C(V^{bk}, Y)\|u\|_{V^{bk}}, \quad \forall u \in V^{bk}.
\]

Combining the latter with Hypothesis 2, since \(g = \tilde{A}(g)|_{\Gamma^{in}}\), we find that

\[
\frac{1}{C(V^{bk}, T)^2} \|g\|_T^2 \leq \|\tilde{A}(g)\|^2_{V^{bk}} \leq \|\tilde{A}\|^2_{\mathcal{L}(T, V^{bk})} \|g\|_T^2.
\]

This implies that we can endow \(T\) with the inner product \((g, g')_T = (\tilde{A}(g), \tilde{A}(g'))_{V^{bk}}\).

**Next result motivates the previous hypotheses.**

**Proposition 5.3.4.** Let Hypotheses 1 and 2 hold. Then, the operator \(A\) is compact from \(T\) to \(Y\).

\textbf{Proof.} We must show that given the sequence \(\{g_n\}_n \subset T\), \(\|g_n\|_T \leq C\), then the sequence \(\{A(g_n)\}_n\) admits a strongly convergent subsequence in \(Y\). Recalling that \(\tilde{A} \in \mathcal{L}(T, V^{bk})\), the sequence \(\{\tilde{A}(g_n)\}_n\) is bounded in \(V^{bk}\). Then, due to Banach Alaoglu theorem (see, e.g., [192, Theorem 6.12]), there exists a subsequence \(\{\tilde{A}(g_{nm})\}_m\) that converges weakly to
Recalling the definition of weak convergence, and recalling that for any $\phi \in \mathcal{V}^0$, $g_{bk}(\cdot, \phi) \in (\mathcal{V}^{bk})'$, we have that

$$0 = g_{bk}(\tilde{A}(g_{nm}), \phi) \to g_{bk}(\tilde{u}, \phi) = 0 \quad \forall \phi \in \mathcal{V}^0_{bk}.$$ 

This implies that $\tilde{u} = \tilde{A}(u_{|\Gamma^{in}})$. Then, exploiting (5.3.7), we find that for any $\Omega^* \subset \Omega^{bk}$, \dist(\overline{\Omega^*}, \Gamma^{in}) > 0,

$$\|\tilde{u} - \tilde{A}(g_{nm})\|_{H^s(\Omega^*)} \leq C(\Omega^{bk}, \Omega^*)\|\tilde{u} - \tilde{A}(g_{nm})\|_{H^{s-1}(\Omega^{bk})}.$$ 

Since $\mathcal{V}^{bk} = H^s(\Omega^{bk})$ is compactly embedded in $H^{s-1}(\Omega^{bk})$ (see, e.g., [181, Theorem 1.3.5]), we have that $\|\tilde{u} - \tilde{A}(g_{nm})\|_{H^{s-1}(\Omega^{bk})} \to 0$ as $m \to \infty$.

In order to complete the proof, we must distinguish two cases. If $\Omega \subset \mathbb{R}^d$, then thesis follows by substituting $\Omega^* = \Omega$ and observing that $\|\tilde{u} - \tilde{A}(g_{nm})\|_{H^{s}(\Omega)} = \|\tilde{u} - A(g_{nm})\|_{\mathcal{V}}$. On the other hand, if $\Omega \subset \mathbb{R}^{d-1}$, thesis follows by considering $\Omega^*$ such that $\Omega \subset \partial\Omega^*$ and then invoking the continuity of the trace operator from $H^s(\Omega^*)$ to $H^{s-1/2}(\Omega)$. \hfill \square

Exploiting Proposition 5.3.4, given a particular bk model, we can assess whether or not the reduced space based on the transfer eigenmodes is optimal by verifying Hypotheses 1 and 2. We observe that Hypothesis 1 depends only on the geometry and can be trivially checked. On the other hand, Hypothesis 2 depends on the particular differential operator and should be checked separately. Typically, the hardest condition to verify is inequality (5.3.7), known as Caccioppoli's inequality. In Appendix C, we show that the differential operators associated with (i) linear damped elastodynamics, (ii) Stokes flow, (iii) advection-diffusion-reaction equation, and (iv) Helmholtz equation satisfy this inequality.

5.3.3 The case $\mathcal{P}^{bk} \neq \{\bar{\mu}\}$

Exploiting the connection with Hierarchical Approximate Proper Orthogonal Decomposition, we can show the following Proposition. We refer to [108, Corollary 3.5] for the proof. We observe that the result does not address whether or not our construction is optimal and in which sense; this is the subject of ongoing research.

**Proposition 5.3.5.** Let $\{g_1, \ldots, g_{N_{in}}\} \subset \mathcal{T}$ be an orthonormal basis of $T_{N_{in}}$. Let us define $e_{N_{in},i}^* = \sum_{n=N_{in}+1}^{N_{in}} \lambda_{n_{in},i}^* \left( \lambda_{n_{in},i}^* \right)^2$ for $i = 1, \ldots, m_{train}$, where $\{\lambda_{n_{in},i}^*\}_{n_{in}=1}^{N_{in}}$ are the transfer eigenvalues.
associated with (5.2.4). Let us further define $\varepsilon_P^{\text{POD}} = \sum_{n=N_{\text{train}}}^{N_{\text{train}}} \lambda_n^{\text{POD}}$, where $\{\lambda_n^{\text{POD}}\}_{n=1}^{N_{\text{train}}}$ are the POD eigenvalues. Then, if $\varepsilon^* > 0$ and $\omega \in (0, 1)$ satisfy

$$\varepsilon_N^{\text{te}, i} \leq \frac{\sqrt{1 - \omega^2}}{\sqrt{N_{\text{train}} - 1}} \varepsilon^* \quad i = 1, \ldots, n_{\text{train}}; \quad \varepsilon_P^{\text{POD}} \leq \frac{\sqrt{N_{\text{in}}}}{\sqrt{n_{\text{train}}} \omega} \varepsilon^*, \quad (5.3.8a)$$

the following holds

$$\frac{1}{N_{\text{in}} n_{\text{train}}} \sum_{n_{\text{train}}} \sum_{i=1}^{N_{\text{in}}} \| A(g_n; \mu^i) - \Pi^Y_{n_{\text{train}}} A(g_n; \mu^i) \|_Y^2 \leq (\varepsilon^*)^2. \quad (5.3.8b)$$

Furthermore, the number of POD modes associated with $\{A(g, \mu^i)\}_{i,n}$ required to obtain the accuracy $\tilde{\varepsilon} = \sqrt{\frac{1 - \omega^2}{n_{\text{train}} - 1}} \varepsilon^*$ is greater or equal than $N$:

$$N \leq \min \left\{ N' \in \{1, \ldots, n_{\text{train}} \cdot N_{\text{in}} \} : d_N^2(\{A(g_n; \mu^i)\}_{n,i}) \leq \tilde{\varepsilon}^2 \right\}, \quad (5.3.8c)$$

where $d_N^2$ is introduced in Definition 5.3.2.

## 5.4 Numerical results

### 5.4.1 Application to a two-dimensional acoustic problem

#### Problem definition

We consider the following model problem:

$$
\begin{cases}
-(1 + \epsilon i) \Delta u^{\text{true}}(\mu) - \mu^2 u^{\text{true}}(\mu) = f & \text{in } \Omega^{\text{pb}}, \\
\partial_n u^{\text{true}}(\mu) = 0 & \text{on } \partial\Omega^{\text{pb}} \setminus \Gamma, \\
u^{\text{true}}(\mu) = g^{\text{true}} & \text{on } \Gamma;
\end{cases}
\quad (5.4.1)
$$

where $\epsilon = 10^{-4}$, $f(x) = \frac{10}{2\pi \sigma^2} \exp(-\frac{1}{2\sigma^2}(x_1 + 0.75)^2 + (x_2 - 1.5)^2))$, $\sigma = 0.2$, $\Omega^{\text{pb}} = (-1, 3) \times (0, 3) \setminus \Omega^{\text{cut}}$, $\Omega^{\text{cut}} = (-0.75, -0.5) \times (0, 1)$, $\Gamma = \{-1\} \times (0, 3)$. In all numerical simulations, we consider $g^{\text{true}} = g_k(x_2) = \sin(\pi k x_2)$ for $k = 1, 2, 3$ and we consider different choices of $\mu$. We then consider the domain of interest $\Omega = (2, 3)^2$. 
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We consider the \(\Omega^{bk} = (0, 3)^2\) and the \(\Omega^{bk}\) model

\[
\begin{aligned}
- (1 + ei) \Delta u_y^{bk}(\mu) - \mu^2 u_y^{bk}(\mu) &= 0 \quad \text{in} \ \Omega^{bk}; \\
\partial_n u_y^{bk}(\mu) &= 0 \quad \text{on} \ \partial \Omega^{bk} \setminus \Gamma^{in}; \\
u_y^{bk}(\mu) &= g \quad \text{on} \ \Gamma^{in};
\end{aligned}
\]  

(5.4.2)

where \(\Gamma^{in} = \{0\} \times (0, 3)\). We observe that for \(f|_{\Omega^{bk}} \equiv 0\) and for any \(g^{true} \in H^{1/2}(\Gamma)\) in (5.4.1) we have that the true field belongs to the \(\Omega^{bk}\) manifold associated with (5.4.2), that is \(u^{true} \in \mathcal{M}^{bk} := \{u_y^{bk}(\mu) = u_y(\mu)|_{\Omega} : \mu \in \mathcal{P}^{bk}, g \in \mathcal{T} = H^{1/2}(\Gamma^{in})\}\). Provided that the effect of the source term in \(\Omega^{bk}\) is limited, we expect that the true field is close to the \(\Omega^{bk}\) manifold \(\mathcal{M}^{bk}\). Figure 5-1(a) shows the geometry.

Computations are based on a P4 FE discretization with \(\mathcal{N}^{pb} = 12289\) degrees of freedom in \(\Omega^{pb}\), \(\mathcal{N}^{bk} = 9409\) degrees of freedom in \(\Omega^{bk}\), and \(\mathcal{N} = 1089\) degrees of freedom in \(\Omega\). Figure 5-2 shows the field \(u^{true}(\mu)\) for different \(g^{true}\) and \(\mu\). Figure 5-3 shows the variations in \(\|u^{true}(\mu)\|_{H^1(\Omega^{pb})}\) as a function of \(\mu\) for \(g^{true} = g_1\); note that there are ten resonances in the parameter range \(\mathcal{P}^{bk} = [2, 4]\).

![Figure 5-1: Application to a two-dimensional acoustic problem: computational domain.](image)

The case \(\mathcal{P}^{bk} = \{\bar{\mu}\}\)

We first introduce the transfer eigenproblem and the transfer eigenspace. We consider \(\mathcal{V} = H^1(\Omega)\) endowed with the inner product \((u, v)_\mathcal{V} = \int_\Omega \nabla u \cdot \nabla \bar{v} + u \bar{v} \, dx\); we consider \(\mathcal{V}^{bk} = H^1(\Omega^{bk})\) endowed with the inner product \((u, v)_{\mathcal{V}^{bk}} = \int_{\Omega^{bk}} \nabla u \cdot \nabla \bar{v} + u \bar{v} \, dx\); and we consider \(\mathcal{T} = H^{1/2}(\Gamma^{in})\) endowed with the inner product \((u, v)_\mathcal{T} = (E(u), E(v))_{\mathcal{V}^{bk}},\) where
Figure 5-2: Application to a two-dimensional acoustic problem: visualization of the true field $u^{\text{true}}(\mu)$.

Figure 5-3: Application to a two-dimensional acoustic problem: behavior of $\|u_{g}^{\text{bk}}(\mu)\|_{H^1(\Omega^{\text{bk}})}$ with $\mu$ (g = $g_1$).

$E : \mathcal{T} \rightarrow \mathcal{V}^{\text{bk}}$ is defined as the solution to the following PDE:

$$-\Delta E(g) + E(g) = 0 \text{ in } \Omega^{\text{bk}}, \quad \partial_n E(g) = 0 \text{ on } \partial\Omega^{\text{bk}} \setminus \Gamma^{\text{in}}; \quad E(g) = g \text{ on } \Gamma^{\text{in}}.$$ 

Finally, we consider a $\mathcal{N}_{\text{in}} = 20$-dimensional discretization of the input space $\mathcal{T}$ based on Legendre polynomials.

Figure 5-4(a) shows the behavior of $\sqrt{\frac{\mathcal{N}_{\text{in}}}{N+1}}$ with $N$ for three different values of $\mu$, while
Figure 5-4(b) shows the behavior of the relative $H^1$ best-fit error

$$E_N^{\text{rel}} = \max_{k=1,2,3} \frac{\|u_k^{\text{true}}(\mu) - \Pi_{Z_N^{r_0}} u_k^{\text{true}}(\mu)\|_Y}{\|u_k^{\text{true}}(\mu)\|_Y}$$

(5.4.3)

where $u_k^{\text{true}}(\mu)$ is the solution to (5.4.1) for $g^{\text{true}} = g_k$. We observe that $\sqrt{\lambda_{N+1}^{r_0}} \lesssim E_N^{\text{rel}}$. This can be explained by recalling Proposition 5.3.2, and observing that the source term $f$ in (5.4.1) is negligible far from $x^* = (-0.75, 1.5)$. We also observe that the transfer eigenvalues increase as $\mu$ increases: this is in good agreement with the discussion in section 5.1.2 for the semi-infinite wave-guide.

![Figure 5-4](image.png)

(a) (b)

Figure 5-4: Application to a two-dimensional acoustic problem: transfer eigenproblem. Behavior of $\sqrt{\lambda_{N+1}^{r_0}}$ (Figure (a)), and of the $H^1$ best-fit error (5.4.3) (Figure (b)), for three values of $\mu$ ($\lambda_{r_0} = 20$).

Figure 5-5 shows the performance of the data assimilation procedure. We here apply PBDW based on Gaussian functionals ($r_{\text{Gauss}} = 0.1$), with observation centers selected based on SGreedy-plus algorithm ($tol = 0.2$) and $\mathcal{U} = \mathcal{Y}$. To assess performance, we both consider $L^2$ and $H^1$ maximum relative error over the three choices of the Dirichlet datum $g_k(x_2) = \sin(\pi k x_2), k = 1, 2, 3$. By comparing Figures 5-5(a) and (b) with Figure 5-4(b), we observe that, for sufficiently large $M$, the state estimation error is of the same order as $\|u^{\text{true}} - \Pi_{Z_N^{r_0}} u^{\text{true}}\|_Y$: this is in agreement with the a priori result shown in Chapter 3. We further observe that convergence with $M$ due to the secondary approximation provided by the update space is slow: the estimated convergence rate in $L^2$ norm is roughly $M^{-1}$ for all values of $N$ considered\(^1\) we address this issue in Chapter 6.

\(^1\)In more detail, $E_{\text{max}}^{l^2,1.2} \approx M^{-1.0}$ for $N = 1, 3$, $E_{\text{max}}^{l^2,1.2} \approx M^{-1.1}$ for $N = 5, 6, 7$. 
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Figure 5-5: Application to a two-dimensional acoustic problem: behavior of the relative $L^2$ and $H^1$ errors ($\mu = 2$).

The case $\mathcal{P}^{bk} \neq \{\bar{\mu}\}$

We first study the behavior of the eigenvalues associated with the application of Algorithm 5.2.1. We here set $n_{\text{train}} = 11$ and $N_{\text{in}} = 20$, and we consider different values of $N$. Figure 5-6(a) shows the behavior of the transfer eigenvalues $\lambda_{n}^{N_{\text{in}}}$ for different values of $\mu \in [2, 4]$, while Figure 5-6(b) shows the behavior of the POD eigenvalues $\lambda_{n}^{\text{POD}}$ for different choices of $N$. We observe exponential convergence of the POD eigenvalues. We further observe that POD eigenvalues are weakly affected by the value $N$: this means that only the first few transfer eigenmodes contribute to the final background $Z_N$.

Figure 5-6: Application to a two-dimensional acoustic problem: application of Algorithm 5.2.1. Figure (a): behavior of the transfer eigenvalues $\lambda_{n}^{N_{\text{in}}}$ for different values of $\mu \in [2, 4]$. Figure (b): behavior of the POD eigenvalues $\lambda_{n}^{\text{POD}}$ for different choices of $N$ ($n_{\text{train}} = 11$, $N_{\text{in}} = 20$).

Figure 5-7 shows the performance of the data assimilation procedure. As in the previous example, we here apply PBDW based on Gaussian functionals ($r_{\text{Gauss}} = 0.1$), with observation centers selected based on SGreedy-plus algorithm ($tol = 0.2$) and $\mathcal{U} = \mathcal{Y}$. To
assess performance, we consider $H^1$ maximum relative error over the three choices of the Dirichlet datum $g_k(x_2) = \sin(\pi k x_2)$, $k = 1, 2, 3$, and $n_{\text{test}} = 5$ different values of $\mu$ in $P^{\text{bk}}$.

To interpret results, we also report the behavior of the relative $H^1$ best-fit error. We observe that our procedure is able to generate an extremely accurate background space for the $\text{bk}$ manifold $\mathcal{M}^{\text{bk}}$.

![Graph](image)

**Figure 5-7:** Application to a two-dimensional acoustic problem: data assimilation results. Figure (a): behavior of the $H^1$ best-fit error with $N$. Figure (b): behavior of the PBDW relative $H^1$ error with $M$. ($n_{\text{train}} = 11$, $N_{\text{in}} = 20$, $n_{\text{test}} = 5$).

### 5.4.2 Application to a three-dimensional acoustic problem

We now consider the three-dimensional model problem:

\[
\begin{cases}
-(1 + \epsilon i) \Delta u_g(\mu) - \mu^2 u_g(\mu) = 0 & \text{in } \Omega^{\text{pb}} = \Omega^{\text{bk}}; \\
\partial_n u_g(\mu) = 0 & \text{on } \partial \Omega^{\text{pb}} \setminus \Gamma^{\text{in}}; \\
u_g(\mu) = g & \text{on } \Gamma^{\text{in}};
\end{cases}
\]  

(5.4.4)

where $\epsilon = 10^{-4}$, $\Omega^{\text{pb}} = (-1.5, 1.5) \times (0, 3) \times (0, 3) \setminus \Omega^{\text{cut}}$,

$\Omega^{\text{cut}} = (-0.5, 0.5) \times (0.25, 0.5) \times (0, 1)$,

$\Gamma^{\text{in}} = (-1.5, 1.5) \times \{0\} \times (0, 3)$, and we choose $\Omega = (-1.5, 1.5) \times (2, 3) \times (2, 3)$. Figure 5-8 shows the geometry. In this example, we consider the $\text{bk}$ manifold $\mathcal{M}^{\text{bk}} = \{ u_g^{\text{bk}}(\mu)|_{\Omega} = u_g(\mu)|_{\Omega} : \mu \in P^{\text{bk}} = [2, 4], g \in T = H^{1/2}(\Gamma^{\text{in}}) \}$; for simplicity, we consider $\Omega^{\text{pb}} = \Omega^{\text{bk}}$, and
we consider \( u_{\text{true}} = u_g(\mu) \) with

\[
g = g_k(x_1, x_3) = \begin{cases} 
    x_1 \cos(x_3^2) & k = 1; \\
    (x_1 - x_3) \log(1 + (x_1 + x_3)^2) & k = 2; \\
    \sin(3\pi x_1 x_3) & k = 3.
\end{cases}
\]

Computations are based on a P3 FE discretization with \( \Lambda^{\text{bk}} = 50389 \) degrees of freedom in \( \Omega^{\text{bk}} \), and \( \mathcal{N} = 6253 \) degrees of freedom in \( \Omega \). Figure 5-9 shows the solution to (5.4.4) for \( g = g_k, k = 1, 2, 3, \) and \( \mu = 4 \). Figure 5-10 shows the variations in \( \|u^{\text{true}}(\mu)\|_{H^1(\Omega^{\text{bk}})} \) as a function of \( \mu \) for \( g = g_1 \); note that there are several resonances in the parameter range considered.

Figure 5-8: Application to a three-dimensional acoustic problem: bk and extracted domains.

**The case \( \mathcal{P}^{\text{bk}} = \{ \bar{\mu} \} \)**

We first introduce the transfer eigenproblem and the transfer eigenspace. We consider \( \mathcal{Y} = H^1(\Omega), \mathcal{Y}^{\text{bk}} = H^1(\Omega^{\text{bk}}), \) and \( \mathcal{T} = H^{1/2}(\Gamma^{\text{in}}) \), each of them endowed with the same inner products considered in section 5.4.1. We further discretize \( \mathcal{T} \) through a 6 by 6 tensorized Legendre polynomial expansion (\( \mathcal{N}_{\text{in}} = 36 \)).

Figure 5-11(a) shows the behavior of \( \sqrt{\lambda^N_{\mathcal{N}_{\text{in}}}} \) with \( N \) for three different values of \( \mu \), while Figure 5-11(b) shows the behavior of the relative \( H^1 \) best-fit error \( E_N^\text{rel} \) defined in (5.4.3). We observe that eigenvalues decay exponentially with a rate that strongly depends on the wave number \( \mu \). We further observe that, for the choices of \( g \) considered, only a subset of modes actively contribute to reduce the best-fit error. Interestingly, the same pattern is also empirically observed in [204, Figure 6.4]. We recall that (cf. Figure 5-10) there are several resonances close to \( \mu = 4 \) and \( \mu = 6 \), and, due to (approximate) symmetry,
many quasi-multiple eigenvalues: the former explains the slow convergence of the transfer eigenvalues; the latter explains the staircase convergence of the best-fit error (essentially, we must go through various symmetries which provide roughly the same eigenvalue before finally arriving at the modal structure relevant to our particular solution).

**The case $\mathcal{P}_{\text{bk}} \neq \{\bar{\mu}\}$**

We first study the behavior of the eigenvalues associated with the application of Algorithm 5.2.1. We here set $n_{\text{train}} = 8$ and $N_{\infty} = 36$, and we consider several values of $N$. Figure
Figure 5-11: Application to a three-dimensional acoustic problem: transfer eigenproblem. Behavior of $\sqrt{\lambda_{N+1}^{N_{in}}}$ (Figure (a)), and of the $H^1$ relative best-fit error for three values of $\mu$ ($N_{in} = 36$).

Figure 5-12(a) shows the behavior of the transfer eigenvalues $\lambda_{n}^{N_{in}}$ for different values of $\mu \in [2, 4]$, while Figure 5-12(b) shows the behavior of the POD eigenvalues $\lambda_{n}^{POD}$ for different choices of $N$. As in the previous case, we observe exponential convergence of the POD eigenvalues.

Figure 5-13 shows the performance of the data assimilation procedure. As in the previous example, we here apply PBDW based on Gaussian functionals ($r_{Gauss} = 0.1$), with observation centers selected based on SGreedy-plus algorithm ($tol = 0.2$) and $U = \mathcal{Y}$. To assess performance, we consider $H^1$ maximum relative error over the three choices of the Dirichlet datum $g_k(x_2) = \sin(\pi k x_2)$, $k = 1, 2, 3$, and $n_{test} = 5$ different values of $\mu$ in $\mathcal{P}^{bk}$. To interpret results, we also report the behavior of the $H^1$ best-fit error. We observe that, as $N$ increases, the background accurately represents the elements of the $bk$ manifolds.
Figure 5-13: Application to a three-dimensional acoustic problem: data assimilation results. Figure (a): behavior of the $H^1$ best-fit error with $N$. Figure (b): behavior of the PBDW relative $H^1$ error with $M$. ($n_{\text{train}} = 8, N_{\text{in}} = 36, n_{\text{test}} = 5$).

5.5 Conclusions

In this chapter, we presented a model reduction procedure for the construction of local approximation spaces associated with parametric manifolds. This procedure is then employed to generate background spaces $\{Z_N\}_N$ for localised state estimation in the PBDW framework. The key elements of the technique are the transfer eigenproblem to manage uncertainty in the boundary conditions, and a POD to manage uncertainty in the model parameters. As explained in section 5.1, in developing our technique, we intended, but we did not assume, that the localised solution manifold $\mathcal{M}_{bk}$ is reducible.

Theoretical and numerical results were presented to demonstrate the effectivity of our approach. If the uncertainty is confined to the boundary conditions of the PDE model, we proved that our approach is optimal in the sense of Kolmogorov for a wide class of linear inf-sup stable elliptic operators. In addition, numerical results for two acoustic problems demonstrated that, for moderate wave numbers, it is possible to generate accurate local approximation spaces even in presence of high-dimensional uncertainty at the boundaries of the domain.

We finally highlight that our procedure relies on the assumption that the underlined PDE model is linear and elliptic. Extensions of the procedure to nonlinear problems do not appear to be straightforward.
Chapter 6

The PBDW approach for noisy measurements

We here discuss the PBDW formulation for pointwise noisy measurements. We introduce the $M$ experimental observations $Y_M = \{y_1, \ldots, y_M\}$ such that

$$y_m = u^\text{true}(x_m^{\text{obs}}) + \epsilon_m, \quad m = 1, \ldots, M. \quad (6.0.1)$$

Here, $\epsilon_1, \ldots, \epsilon_M$ are unknown disturbances caused by either systematic error in the data acquisition system or experimental random noise, while $X_M = \{x_1^{\text{obs}}, \ldots, x_M^{\text{obs}}\}$ denote the $M$ distinct observation centers contained in the domain of interest $\Omega \subset \mathbb{R}^d$ associated with the measurements $Y_M$. Then, given the background space $Z_N \subset C(\Omega)$ and the Hilbert space $(\mathcal{U}, \| \cdot \|)$, the PBDW state estimate $u^\xi$ associated with the dataset $D_M = \{(x_m^{\text{obs}}, y_m)\}_{m=1}^M$ is the solution to the minimization statement:

$$(z^\xi, \eta^\xi) = \arg \min_{(z, \eta) \in Z_N \times \mathcal{U}} \|\eta\|^2 + \frac{1}{M} \sum_{m=1}^M (z(x_m^{\text{obs}}) + \eta(x_m^{\text{obs}}) - y_m)^2;$$

which corresponds to (2.1.5) for $\ell_m^0 = \delta_{x_m^{\text{obs}}}$, and $\ell_m^{\text{obs}} = y_m, m = 1, \ldots, M$.

We provide an outline of the chapter. In section 6.1, we introduce the key elements of the theory of Reproducing Kernel Hilbert Spaces (RKHS), and we comment on their application to our framework. We then present a priori (section 6.2) and a posteriori (section 6.3) error analyses for the $L^2$ state estimation error, and we discuss an adaptive strategy to improve performance (section 6.4). Finally, we present numerical results for a
synthetic model problem, and for the experimental thermal patch configuration.

6.1 Reproducing Kernel Hilbert Spaces for PBDW

6.1.1 Theoretical background

Reproducing Kernel Hilbert Spaces (RKHS) are ubiquitous in several fields of applied mathematics and engineering. The notion of Reproducing Kernel was first introduced by Stanislaw Zaremba in 1907, and then systematically studied by Aronszajn in 1950 ([5]). Since then, RKHS have become central in the modern theory of learning for regression and pattern recognition ([201, 199]), scattered data approximation ([41, 230]), and meshless methods for solving PDEs ([19]). General introductions of the theory of RKHS are provided in Berlinet, Thomas-Agnan ([29]), and Wendland ([230]). We shall here present a brief overview of the main definitions and central results from the perspective of scattered data approximation.

An Hilbert space \((\mathcal{U}, \| \cdot \|)\) is a RKHS if the point evaluation functionals are continuous, i.e. \(\delta_x \in \mathcal{U}'\) for all \(x \in \Omega\). This is equivalent (cf. [230, Theorem 10.2]) to assume that there exists a function \(K : \Omega \times \Omega \to \mathbb{R}\) such that (i) \(K(\cdot, x) \in \mathcal{U}\) for all \(x \in \Omega\), and (ii) \((K(\cdot, x), f) = f(x)\) for all \(x \in \Omega\) and \(f \in \mathcal{U}\). The function \(K\) is called Reproducing Kernel. With some abuse, in what follows, we use notation \(K_x = K(\cdot, x)\). We observe that \(K_x\) is simply the Riesz element associated with the point evaluation functional \(\delta_x\), \(K_x = Ru_\delta_x\).

A function \(K : \Omega \times \Omega \to \mathbb{R}\) is a symmetric positive definite (SPD) kernel if (i) \(K(x, y) = K(y, x)\) for all \(x, y \in \Omega\), and (ii) for any set of \(N\) distinct points in \(\Omega\), \(\{x_n^{\text{obs}}\}_n \subset \Omega\), the matrix \(K \in \mathbb{R}^{N \times N}\) defined as \(K_{n,n'} = K(x_n^{\text{obs}}, x_n^{\text{obs}})\) is positive definite. It is easy to verify that if \(\mathcal{U}\) is a RKHS such that point evaluation functionals are linearly independent then the corresponding reproducing kernel is SPD (cf. [230, Theorem 10.4]). The converse is also true: given the SPD kernel \(K\) there exists a RKHS for which \(K\) is the reproducing kernel, which is referred to as native space of \(K\). The latter result is known as Moore-Aronszajn theorem and was first proved in [5].

Given the SPD kernel \(K\), it is important to characterize the regularity of the corresponding native space \(\mathcal{U} = \mathcal{U}(K)\). Next Theorem and the subsequent corollary address this point.

Theorem 6.1.1. ([230, Theorem 10.12]) Suppose that \(\Phi \in C(\mathbb{R}^d) \cap L^1(\mathbb{R}^d)\) is a real-valued function such that \(K : \Omega \times \Omega \to \mathbb{R}\) defined as \(K(x, y) = \Phi(x - y)\) is a SPD kernel. Then,
the real space

\[ \mathcal{G} = \left\{ f \in L^2(\mathbb{R}^d) \cap C(\mathbb{R}^d) : \frac{\hat{f}}{\sqrt{\Phi}} \in L^2(\mathbb{R}^d) \right\} \]  

(6.1.1a)

equipped with the inner product

\[ (f, g) = \frac{1}{(2\pi)^{d/2}} \int_{\mathbb{R}^d} \frac{\hat{f}(\omega) \overline{\hat{g}(\omega)}}{\Phi(\omega)} d\omega \]  

(6.1.1b)

is the native space of \( K \).

**Corollary 6.1.2.** ([230, Corollary 10.13]) Suppose that \( \Phi \in C(\mathbb{R}^d) \cap L^1(\mathbb{R}^d) \) satisfies

\[ c_1(1 + \|\omega\|_2^2)^{-s} \leq \hat{\Phi}(\omega) \leq c_2(1 + \|\omega\|_2^2)^{-s}, \quad \omega \in \mathbb{R}^d, \]  

(6.1.2)

for some \( c_1, c_2 > 0 \) and \( s > d/2 \). Let us further suppose that \( K(x, y) = \Phi(x - y) \) is a SPD kernel. Then, the native space associated with \( K \) coincides with the Sobolev space \( H^s(\mathbb{R}^d) \).

An important class of kernels, which is employed in the numerical simulations, is given by the compactly supported radial basis functions of minimal degree (csRBFs), also known as Wendland functions. This class of kernels was first proposed by Wendland in [229], and is defined as \( K(x, y) = \phi_{d,k}(\|x - y\|_2) \) where \( \chi = [k, \gamma] \) and

\[ \phi_{d,k}(r) = \begin{cases} 
  p_{d,k}(r) & 0 \leq r \leq 1; \\
  0 & r > 1.
\end{cases} \]  

(6.1.3a)

The polynomial \( p_{d,k} \) has the following form for \( k = 0, 1 \) and for all \( d \):

\[ p_{d,k}(r) = \begin{cases} 
  (1 - r)^{\ell_{d,k}} & k = 0 \\
  (1 - r)^{\ell_{d,k}+1}(\ell_{d,k} + 1)r + 1) & k = 1
\end{cases} \]  

(6.1.3b)

and \( \ell_{d,k} = \left\lfloor \frac{d}{2} \right\rfloor + k + 1 \). We observe that it is possible to generalize (6.1.3b) to the more general case \( k \in \mathbb{N} \); we refer to [230, Table 9.1] for the explicit formulas.

Next result clarifies the connection between csRBF and Sobolev spaces. We refer to [230, Theorem 10.35] for the proof.

**Theorem 6.1.3.** Let us consider the compactly supported RBF \( K_{\chi}, K_{\chi}(x, y) = \phi_{d,k}(\gamma\|x - y\|_2) \), introduced in (6.1.3). Let \( \Omega = \mathbb{R}^d \), and let either one of these conditions hold: (i)
\[ d \geq 3, \ k \geq 0, \text{ or } (\text{ii}) \ d \geq 1, \ k > 0. \] Then, the native space for \( K_x \) is the Sobolev space \( H^{(d+1)/2+k}(\mathbb{R}^d) \).

We observe that by restricting ourselves to csRBF kernels, the choice of the inner product reduces to the choice of the parameters \( \chi = [k, \gamma] \): the parameter \( k \) determines the Sobolev regularity of the native space, while the constant \( \gamma \) influences the characteristic length-scale of the elements of the update space. Recalling the scaling property of Fourier transform and (6.1.1), for fixed \( k \) we find that the Kernel \( K_\gamma(x, y) = \phi_{d,k}(\gamma\|x - y\|_2) \) induces the inner product

\[
(f, g)_\gamma = \frac{\gamma}{(2\pi)^{d/2}} \int_{\mathbb{R}^d} \hat{f}(\omega)\hat{g}(\omega) \, d\omega,
\]

where \( \Phi \) is the Fourier transform of \( \Phi(x) = \phi_{d,k}(\|x\|_2) \). We observe that as \( \gamma \) decreases, we penalize more and more high-frequency modes.

### 6.1.2 PBDW for pointwise measurements with explicit kernels

**Algorithm 6.1.1** PBDW approach for pointwise measurements. Offline-online computational procedure

**Offline stage**

1: Choose a family of kernels (e.g. (6.1.3))

2: Generate the background \( Z_N \subset \mathcal{U} \)

3: (If possible) Select the observation centers \( x_1^{\text{obs}}, \ldots, x_M^{\text{obs}} \in \Omega \)

4: Compute the matrix \( L (2.3.1) \)

**Online stage**

1: Acquire the measurements \( y_1, \ldots, y_M \)

2: Choose the parameters of the kernel and the regularizer weight \( \xi \) (cf. section 6.4)

3: Assemble the matrix (2.3.2b) and solve the linear system (2.3.2b)

4: (If needed) Evaluate the state using (2.3.2a).

The duality between RKHS and SPD kernels has important implications for our discussion. In Chapters 3, 4 and 5 we first proposed an inner product \( (\cdot, \cdot) \) and then we appealed to a FE discretization to compute the Riesz representations of the observation functionals.
(cf. Algorithm 2.4.1, Chapter 2). For pointwise measurements, we might first propose an explicit SPD kernel, and then appeal to Moore-Aronszajn theorem to recover the variational formulation. This prevents us from having to solve $M$ FE problems to build the update space $U_M$. In addition, since $K$ is known explicitly, we can efficiently adapt the characteristic length-scale of the elements of the update space during the online stage. As discussed in Chapter 3, this might be extremely important for sufficiently large values of $M$.

Algorithm 6.1.1 summarises the computational procedure. We observe that during the online stage we should first select the parameters of the kernel. We discuss how to practically select these parameters in section 6.4. We further observe that, although we can compute the solution to (2.3.2b), the matrix $Z$ (2.3.1) is not in general computable. As a consequence, we cannot estimate the inf-sup constant $\beta_{N,M}$ (2.2.2). Therefore, we cannot directly apply the SGreedy-plus algorithm described in Chapter 3 to select the observation centers.

### 6.2 A priori error analysis for pointwise noisy measurements

We present a priori estimates for the $L^2(\Omega)$ state-estimation error $\|u^{\text{true}} - u^*_\xi\|_{L^2(\Omega)}$. We state upfront that in this section we assume that $Z_N \subset \mathcal{U}$. The importance of the error analysis is twofold. First, it motivates our formulation from a theoretical viewpoint. Second, it provides insights about the role of the different pieces of our formulation: the regularization parameter $\xi$, the background space $Z_N$, the kernel $K$ and the centers $X_M$.

In order to derive error bounds for the $L^2(\Omega)$ state-estimation error $\|u^{\text{true}} - u^*_\xi\|_{L^2(\Omega)}$, we must first introduce assumptions on our dataset $D_M$. To our knowledge, three different scenarios have been considered so far.

1. **Random-design regression**: the pairs $\{(x_m^{\text{obs}}, y_m)\}_{m=1}^M$ are drawn independently from a joint unknown distribution $\rho_{(X,Y)}$. In this case, the objective of learning is to estimate the conditional expectation $E[Y|X = x]$.

2. **Fixed-design regression**: the centers $X_M = \{x_1^{\text{obs}}, \ldots, x_M^{\text{obs}}\}$ are fixed (non-random) points in $\Omega$, while the responses $Y_M = \{y_m\}_{m=1}^M$ satisfy $y_m = u^{\text{true}}(x_m^{\text{obs}}) + \epsilon_m$, where $u^{\text{true}} : \Omega \to \mathbb{R}$ is the deterministic field of interest and $\epsilon_1, \ldots, \epsilon_M$ are independent identically distributed (i.i.d.) random variables with zero mean and variance $\sigma^2$, $\epsilon_m \sim (0, \sigma^2)$. 
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3. *Scattered data approximation:* both centers $\mathcal{X}_M$ and responses $\mathcal{Y}_M$ are non-random, and we assume that there exists some unknown $\delta > 0$ such that $|y_m - u^{\text{true}}(x_{m}^{\text{obs}})| \leq \delta$ for all $m = 1, \ldots, M$.

The first scenario has been extensively studied in the statistical learning literature (see, e.g., [174, 221]). We refer to [99] for a complete review of the error bounds available. The second scenario has also been studied in statistics; we refer to the survey [91] for further details about a specific class of kernels. Finally, the third scenario has been studied in approximation theory and radial basis functions (see, e.g., [230]). From the modeling perspective, the first scenario refers to the case in which we do not have control on the observation centers, the second scenario addresses the problem of random error in the measurements, and the third scenario addresses the problem of systematic deterministic error. In this thesis, we provide error bounds for the second and the third scenarios.

### 6.2.1 Preliminaries

In view of the proofs of the error bounds, we introduce a regularized formulation of the APBDW statement proposed in this work: given $\lambda \geq 0$, $\xi > 0$, find $u^*_{\lambda, \xi} \in \mathcal{U}$ such that

$$
\nu^*_{\lambda, \xi} = \arg \min_{u \in \mathcal{U}} J^{(1)}_{\lambda, \xi}(u) := \xi \|u\|_{\lambda, N}^2 + \frac{1}{M} \sum_{m=1}^{M} \left( u(x_{m}^{\text{obs}}) - y_m \right)^2,
$$

where the seminorm $\| \cdot \|_{\lambda, N}$ is defined as

$$
\|w\|_{\lambda, N}^2 = \lambda \|\Pi_{Z_N} w\|^2 + \|\Pi_{Z_N^c} w\|^2.
$$

We observe that for any $\lambda > 0$, the function $\| \cdot \|_{\lambda, N}$ is a norm equivalent to $\| \cdot \|$. We also observe that for $\lambda = 0$, problem (6.2.1) corresponds to (2.2.7).

Next Proposition summarizes a number of properties of problem (6.2.1).

**Proposition 6.2.1.** Let $\beta_{N,M} > 0$. Then, the following hold.

1. For any $\lambda > 0$, the solution to (6.2.1) exists and is unique. Furthermore, if we introduce

$$
\eta^*_{\lambda, \xi} = \Pi_{Z_N^c} u^*_{\lambda, \xi}, \ z^*_{\lambda, \xi} = \Pi_{Z_N} u^*_{\lambda, \xi}, \text{ we have that } \eta^*_{\lambda, \xi} \in \text{span}\{\Pi_{Z_N^c} K_{x_{m}^{\text{obs}}} \}_{m=1}^{M} \text{ and } z^*_{\lambda, \xi} \in \text{span}\{\Pi_{Z_N} K_{x_{m}^{\text{obs}}} \}_{m=1}^{M}.
$$

2. For any $\xi > 0$, the solution $u^*_{\lambda, \xi}$ converges to the solution $u^*_{\xi}$ to (2.2.7) when $\lambda \to 0^+$. 
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3. For any $\lambda \geq 0$, the following bounds hold:

$$
\|u^{\text{true}} - u_{\lambda, \xi}^*\|_{\lambda, N} \leq 2\|u^{\text{true}}\|_{\lambda, N} + \frac{\delta}{2\sqrt{\xi}},
$$

(6.2.3a)

and

$$
\|u^{\text{true}} - u_{\lambda, \xi}^*\|_{l^2(\chi_M)} \leq \sqrt{M}\left(\delta + \frac{\sqrt{\xi}}{2}\|u^{\text{true}}\|_{\lambda, N}\right),
$$

(6.2.3b)

where $\|u\|_{l^2(\chi_M)} := \sqrt{\sum_{m=1}^{M}(u(x_{m}^{\text{obs}}))^2}$.

We prove each statement separately.

Proof. (statement 1) For any $\lambda > 0$, $u \mapsto \|u\|_{\lambda, N}^2$ is strictly convex, while $u \mapsto V_M(u)$ is convex. This implies that for any $\xi > 0$ the objective function $J_{\lambda, \xi}(u) = \xi\|u\|_{\lambda, N}^2 + V_M(u)$ is strictly convex. Therefore, existence and uniqueness of the solution to (6.2.1) follow from [74, Theorem 3, Chapter 8.2]. We observe that $x \in \Omega \mapsto \Phi_{x, \lambda, \xi}^* = \frac{1}{\lambda}\Pi_{\lambda N}K_{x} + \Pi_{\lambda N}K_{x}$, is the Riesz representer associated with $\delta_x$ in $(U, \|\cdot\|_{\lambda, N})$. We have indeed that for all $v \in U$ and $x \in \Omega$

$$(\Phi_{x, \lambda, \xi}^*, v)_{\lambda, N} = \frac{\lambda}{\lambda}(\Pi_{\lambda N}K_{x}, v) + (\Pi_{\lambda N}K_{x}, v) = (K_{x}, \Pi_{\lambda N}v + \Pi_{\lambda N}v) = (K_{x}, v) = v(x).$$

Exploiting the representer theorem (see, e.g., [230, Theorem 16.1]), we have that $u_{\lambda, \xi}^* \in \text{span}\{\Phi_{x, \lambda, \xi}^* x_{m}^{\text{obs}}\}_{m=1}^M$. As a result, we have that $\eta_{\lambda, \xi}^* \in \text{span}\{\Pi_{\lambda N} x_{m}^{\text{obs}}\}_{m=1}^M$, and $\eta_{\lambda, \xi}^* \in \text{span}\{\Pi_{\lambda N} x_{m}^{\text{obs}}\}_{m=1}^M$ for any $\lambda > 0$.

Proof. (statement 2) Let $\{\lambda_j\}_j$ be a real sequence such that $\lambda_j \to 0^+$. Exploiting the first statement of Proposition 6.2.1, we have that sequences $\{\eta_{\lambda_j, \xi}^*\}_j, \{z_{\lambda_j, \xi}^*\}_j$ belong to finite dimensional spaces that do not depend on $\lambda$. Furthermore, applying Lemma 2.2.2, it is possible to verify that they are uniformly bounded for all $j$. Therefore, applying Bolzano-Weierstrass theorem, the sequence $\{u_{\lambda_j, \xi}^* = \eta_{\lambda_j, \xi}^* + z_{\lambda_j, \xi}^*\}_j$ admits a strongly convergent subsequence $\{u_{\lambda_k, \xi}^*\}_k$ to $\tilde{u}_\xi^* \in U$.

We now show that $\tilde{u}_\xi^* = u_\xi^*$. We first observe that

$$
J_{\lambda_k, \xi}^{(1)}(u_{\lambda_k, \xi}^*) = \lambda_k \|z_{\lambda_k, \xi}^*\|^2 + \|\eta_{\lambda_k, \xi}^*\|^2 + \frac{1}{M} \sum_{m=1}^{M} (u_{\lambda_k, \xi}^*(x_{m}^{\text{obs}}) - y_m)^2 \to J_{\xi}^{(1)}(\tilde{u}_\xi^*), \quad k \to \infty.
$$
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We further observe that for any $\lambda_k > 0$

$$J_{-\lambda_k,\xi}^{(1)}(u_{\lambda_k,\xi}^*) \leq J_{\lambda_k,\xi}^{(1)}(u_0^*), \quad k = 1, 2, \ldots,$$

and by taking the limit on both sides, we obtain

$$J_{\xi}^{(1)}(u_0^*) \leq J_{\xi}^{(1)}(u_0^*).$$

Since $u_0^*$ is the unique minimizer of (2.2.7), we must have $u_0^* = \tilde{u}_\xi^*$. Furthermore, by the same argument, $u_0^*$ is the only limit point of the sequence; therefore, the entire sequence converges to $\tilde{u}_\xi^*$. Thesis follows. \qed

Proof. (statement 3) For $\lambda > 0$, $\|\cdot\|_{\lambda, N}$ is a norm for $U$; therefore, estimates (6.2.3a) and (6.2.3b) follow directly from [129, Corollary 4.3] and [129, Lemma 4.5]. The extension to $\lambda = 0$ follows by observing that $u_{\lambda,\xi}^*$ converges to $u_0^*$ when $\lambda \to 0^+$ (cf. statement 2). \qed

Given the observation centers $X$, and the background space $Z_N$, we define the constant $C_{X,N}$ as

$$C_{X,N} := \sup_{u \in U} \frac{\|u\|_{L^2(\Omega)}^2}{h_{X}^{2\tau} \|\Pi_Z u\|^2 + h_{X}^d \|u\|^2_{H^r(X)}},$$

where $h_X$ is the fill distance defined as

$$h_X = \sup_{x \in \Omega} \min_{m = 1, \ldots, M} \|x - x_m^{\text{obs}}\|_2.$$ (6.2.5)

We anticipate that the constant $C_{X,N}$ enters in the upper bounds for the state-estimation error. Next Lemma shows a bound for $C_{X,N}$ that depends on the constant $c_{N,M}$ introduced in (2.2.10).

**Lemma 6.2.1.** Let $\Omega$ be a Lipschitz domain and let $U$ be the Sobolev space $H^r(\Omega)$ with $r > d/2$. Let us assume that the inf-sup constant $\beta_{N,M}$ defined in (2.2.2) is strictly positive and $h_{X} < 1$. Then, the constant $C_{X,N}$ defined in (6.2.4) is bounded by

$$C_{X,N} \leq \frac{1}{\min\{c_{N,M}, 1 - \frac{h_{X}^d - d}{h_{X}^d}\}} C,$$

(6.2.6)
where \( c_{N,M} \) is defined in (2.2.10) and \( C \) depends on the domain \( \Omega \) and on \((\cdot, \cdot)\).

**Proof.** Let us define the constant

\[
\hat{C}_{X_M} := \sup_{u \in \mathcal{U}} \frac{\|u\|^2_{L^2(\Omega)}}{h_{X_M}^{d_1} \|u\|^2 + h_{X_M}^{d_2} \|u\|^2_{\ell^2(X_M)}}.
\]

Recalling [129, Theorem 4.8], \( \hat{C}_{X_M} \) is bounded from above by a constant \( C \) that does not depend on \( M \).

Since \( \beta_{N,M} > 0 \), recalling Lemma 2.2.2, we have that

\[
\|\Pi_{Z_N} u\|^2 + \|u\|^2_{\ell^2(X_M)} \geq c_{N,M} \|u\|^2,
\]

where \( c_{N,M} > 0 \) is given by the expression in (2.2.10). Then, we observe that

\[
h_{X_M}^{2\tau} \|\Pi_{Z_N} u\|^2 + h_{X_M}^{d_1} \|u\|^2_{\ell^2(X_M)} = h_{X_M}^{2\tau} \left(\|\Pi_{Z_N} u\|^2 + \|u\|^2_{\ell^2(X_M)}\right) + \left(h_{X_M}^{d_1} - h_{X_M}^{2\tau}\right) \|u\|^2_{\ell^2(X_M)}
\]

\[
\geq c_{N,M} h_{X_M}^{2\tau} \|u\|^2 + \left(1 - h_{X_M}^{2\tau}\right) h_{X_M}^{d_1} \|u\|^2_{\ell^2(X_M)}
\]

\[
\geq \min\{c_{N,M}, 1 - h_{X_M}^{-d_1}\} \left(h_{X_M}^{2\tau} \|u\|^2 + h_{X_M}^{d_1} \|u\|^2_{\ell^2(X_M)}\).
\]

As a result,

\[
C_{N,X_M} = \sup_{u \in \mathcal{U}} \frac{\|u\|^2_{L^2(\Omega)}}{h_{X_M}^{2\tau} \|\Pi_{Z_N} u\|^2 + h_{X_M}^{d_1} \|u\|^2_{\ell^2(X_M)}} \leq \frac{\sup_{u \in \mathcal{U}} \frac{\|u\|^2_{L^2(\Omega)}}{h_{X_M}^{2\tau} \|u\|^2 + h_{X_M}^{d_1} \|u\|^2_{\ell^2(X_M)}}}{\min\{c_{N,M}, 1 - h_{X_M}^{-d_1}\}}
\]

Thesis follows. \( \square \)

Exploiting the definition of \( c_{N,M} \) (2.2.10), we find that \( C_{N,X_M} \) is asymptotically bounded as \( M \to \infty \) for fixed \( N \); on the other hand, the dependence on \( N \) heavily depends on the background \( Z_N \). Practical estimates of \( C_{N,X_M} \) require the solution to a a generalized eigenproblem\(^1\), which involves the matrix \( Z \) in (2.3.1); this requires that the basis \( \zeta_1, \ldots, \zeta_N \) satisfies \( \zeta_n(\cdot) = \sum_{k=1}^{K_n} a_{n,k} K_{\tilde{\xi}_{n,k}}(\cdot) \) for some \{a_{n,k}\}_k \) and \{\tilde{\xi}_{n,k}\} \( \subset \Omega \), \( n = 1, \ldots, N \).

\(^1\)We refer to [103] for a discussion on the use of meshless methods based on csRBF for the solution to eigenproblems.
6.2.2 An a priori error bound for scattered data approximation

We state the main result of this section.

Proposition 6.2.2. Let $\Omega$ be a Lipschitz domain and let $U$ be the Sobolev space $H^\tau(\Omega)$ with $\tau > d/2$. Let $\beta_{N,M}$ in (2.2.2) be strictly positive. Let us further assume that measurements are of the form $y_m = u^{\text{true}}(x^{\text{obs}}_m) + \epsilon_m$ with $|\epsilon_m| \leq \delta$ for $m = 1, \ldots, M$.

Then, if $u^{\text{true}} \in U$, the following holds:

$$
\|u^{\text{true}} - u^*_\xi\|^2_{L^2(\Omega)} \leq C_{N,X_M} \left( h^{2\tau}_{X_M} \left( 2\|\Pi_{Z_N} u^{\text{true}}\| + \frac{\delta}{2\sqrt{\eta}} \right)^2 + h^d_{X_M} M \left( \delta + \sqrt{\eta} \|\Pi_{Z_N} u^{\text{true}}\| \right)^2 \right),
$$

(6.2.7)

where $C_{N,X_M}$ is defined in (6.2.4), and $h_{X_M}$ is defined in (6.2.5).

Proof. The proof replicates the argument of [129, Theorem 4.11]. Recalling the definition of $C_{N,X_M}$, we have

$$
\|u^{\text{true}} - u^*_\xi\|^2_{L^2(\Omega)} \leq C_{N,X_M} \left( h^{2\tau}_{X_M} \|\Pi_{Z_N} (u^{\text{true}} - u^*_\xi)\|^2 + h^d_{X_M} \|u^{\text{true}} - u^*_\xi\|^2_{L^2(\Omega)} \right).
$$

Then, using (6.2.3a) and (6.2.3b), we obtain

$$
\|u^{\text{true}} - u^*_\xi\|^2_{L^2(\Omega)} \leq C_{N,X_M} \left( h^{2\tau}_{X_M} \left( 2\|\Pi_{Z_N} u^{\text{true}}\|^2 + \frac{\delta}{2\sqrt{\eta}} \right)^2 + h^d_{X_M} M \left( \delta + \sqrt{\eta} \|\Pi_{Z_N} u^{\text{true}}\| \right)^2 \right),
$$

which is the thesis.

Remark 6.2.1. For quasi-uniform grids, $h_{X_M} \sim M^{-1/d}$, for $M \to \infty$, the right-hand side reduces to

$$
\|u^{\text{true}} - u^*_\xi\|^2_{L^2(\Omega)} \lessapprox O \left( \|\Pi_{Z_N} u^{\text{true}}\|^2 h^{2\tau}_{X_M} \left( 1 + \frac{1}{\Lambda} \right)^2 + \delta^2 (1 + \Lambda)^2 \right),
$$

(6.2.8a)

where

$$
\Lambda = \frac{\sqrt{\eta}\|\Pi_{Z_N} u^{\text{true}}\|}{\delta},
$$

(6.2.8b)

By minimizing with respect to $\Lambda$, we obtain that the asymptotically optimal choice of $\xi$
\[ \xi = \left( \frac{\delta}{\| \Pi_{Z_N} u_{\text{true}} \|} \right)^{2/3} h^{4/3\tau}_{\chi_M}. \]  

(6.2.9a)

For this choice of the hyper-parameter, we obtain:

\[ \| u^{\text{true}} - u_{\xi}^* \|_{L^2(\Omega)}^2 \lesssim \mathcal{O} \left( \| \Pi_{Z_N} u_{\text{true}} \|^{2/3} h^{2/3\tau}_{\chi_M} \delta^{4/3} + \delta^2 \right) \quad M \to \infty. \]  

(6.2.9b)

We observe that for any finite \( \delta > 0 \), we do not expect convergence in a \( L^2 \) sense. We also observe that the optimal value of \( \xi \) is directly proportional to \( \delta \), inversely proportional to the background best-fit error \( \| \Pi_{Z_N} u_{\text{true}} \| \) and decreases as \( M \) increases.

Remark 6.2.2. In the case of perfect measurements, estimate (6.2.7) reduces to

\[ \| u^{\text{true}} - u_{\xi}^* \|_{L^2(\Omega)}^2 \leq \frac{1}{4} C_{N,\chi_M} \| \Pi_{Z_N} u_{\text{true}} \|^2 \left( 16 h^{2\tau}_{\chi_M} + h^d_{\chi_M} M \xi \right). \]  

(6.2.10)

We can decouple the right-hand side of (6.2.10), as the product of two terms: (i) \( C_{N,\chi_M} \| \Pi_{Z_N} u_{\text{true}} \|^2 \), and (ii) \( 16 h^{2\tau}_{\chi_M} + h^d_{\chi_M} M \xi \). Recalling that \( C_{N,\chi_M} \) is asymptotically independent of \( M \) (cf. Lemma 6.2.1 and (2.2.10)), we find that the first contribution is independent of the number of measurements \( M \); on the other hand, the second contribution is independent of the background \( Z_N \). We thus observe a multiplicative effect between \( M \) convergence (associated with the update) and \( N \) convergence (associated with the deduced background). We note, however, that while the \( M \) term is guaranteed to decrease as \( M \) increases, in general it is not possible to guarantee that \( C_{N,\chi_M} \| \Pi_{Z_N} u_{\text{true}} \|^2 \) is monotonic decreasing with \( N \). We investigate such multiplicative effect of the approach in the numerical results.

6.2.3 A priori error bounds for fixed-design regression

In view of the presentation of the main result, we define the matrix \( A_{\xi} \in \mathbb{R}^{N+M, N+M} \),

\[ A_{\xi} := \begin{bmatrix} \xi M \mathbb{I} + \mathbb{K} & \mathbb{L} \\ \mathbb{L}^T & 0 \end{bmatrix}, \]  

(6.2.11a)
associated with the linear system (2.3.2b). Then, we introduce \( \Sigma \in \mathbb{R}^{N+M,N+M} \),

\[
\Sigma := \begin{bmatrix} I & 0 \\ 0 & 0 \end{bmatrix}.
\]  

(6.2.11b)

Finally, we introduce \( M \in \mathbb{R}^{N+M,N+M} \) such that

\[
M_{i,i'} := \int_\Omega \psi_i(x) \psi_{i'}(x) \, dx, \quad \psi_i(x) = \begin{cases} K_{x_i}^{\text{obs}} & i = 1, \ldots, M \\ \zeta_{i-M} & i = M + 1, \ldots, M + N \end{cases}
\]  

(6.2.11c)

We further decompose the datum \( y_M \) as

\[
y_M = y_M^{\text{true}} + \epsilon, \quad y_M^{\text{true}} = [u_1^{\text{true}}(x_1^{\text{obs}}), \ldots, u_M^{\text{true}}(x_M^{\text{obs}})]', \quad \epsilon = [\epsilon_1, \ldots, \epsilon_M],
\]

and we define \( \epsilon_{\text{aug}} = [\epsilon, 0] \in \mathbb{R}^{M+N} \). We observe that \( \nabla(\epsilon_{\text{aug}}) = \sigma^2 \Sigma \), where \( \Sigma \) is defined in (6.2.11). Then, we introduce the solution \( u^*_{\sigma=0} \) to (2.2.7) for \( y_M = y_M^{\text{true}} \) and the vectors of coefficients \( u^*, u^*_{\sigma=0} \in \mathbb{R}^{M+N} \),

\[
u^* = \begin{bmatrix} \eta^* \\ z^* \end{bmatrix}, \quad u^*_{\sigma=0} = \begin{bmatrix} \eta^*_{\sigma=0} \\ z^*_{\sigma=0} \end{bmatrix},
\]

associated with \( u^*_{\sigma=0} \).

We can now state the error bound.

**Proposition 6.2.3.** Let \( \Omega \) be a Lipschitz domain and let \( \mathcal{U} \) be the Sobolev space \( H^r(\Omega) \) with \( r > d/2 \). Let \( \beta_{N,M} \) in (2.2.2) be strictly positive. Then, if \( u^{\text{true}} \in \mathcal{U} \), the following holds:

\[
\mathbb{E} \left[ \| u^{\text{true}} - u^*_{\sigma=0} \|^2_{L^2(\Omega)} \right] \leq \frac{1}{2} C_{N,\lambda M} \left( 16 h_{X_M}^{2r} + h_{X_M}^{\delta} M^\delta \right) \| \Pi_{Z_N} u^{\text{true}} \|^2 + 2\sigma^2 \mathcal{T}^\sigma, \quad \text{(6.2.12)}
\]

where \( \mathcal{T}^\sigma = \text{trace} \left( A_{\xi}^{-1} M A_{\xi}^{-1} \Sigma \right) \). Furthermore, if \( u^{\text{true}} \in Z_N \), we have

\[
\mathbb{E} \left[ \| u^{\text{true}} - u^*_{\sigma=0} \|^2_{L^2(\Omega)} \right] = \sigma^2 \mathcal{T}^\sigma. \quad \text{(6.2.13)}
\]

**Proof.** We observe that

\[
\| u^*_{\sigma=0} - u^*_{\sigma=0} \|^2_{L^2(\Omega)} = (u^* - u^*_{\sigma=0})^T M (u^* - u^*_{\sigma=0}) = \epsilon_{\text{aug}}^T \left( A_{\xi}^{-1} M A_{\xi}^{-1} \right) \epsilon_{\text{aug}}.
\]
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Then, applying [183, Theorem C, Chapter 14.4], we find

\[ \mathbb{E} \left[ \| u_{\xi}^{*} - u_{\xi}^{*,\sigma=0} \|_{L^2(\Omega)}^2 \right] = \sigma^2 \text{trace} \left( A_{\xi}^{-1} M A_{\xi}^{-1} \Sigma \right). \]  

(6.2.14)

We now distinguish two cases. If \( u^{\text{true}} \in Z_N \), then \( u_{\xi}^{*,\sigma=0} = u^{\text{true}} \) and (6.2.14) implies (6.2.13). On the other hand, if \( u^{\text{true}} \notin Z_N \) thesis follows by observing that

\[ \mathbb{E} \left[ \| u_{\xi}^{*} - u^{\text{true}} \|_{L^2(\Omega)}^2 \right] \leq 2 \| u^{\text{true}} - u_{\xi}^{*,\sigma=0} \|_{L^2(\Omega)}^2 + 2 \mathbb{E} \left[ \| u_{\xi}^{*} - u_{\xi}^{*,\sigma=0} \|_{L^2(\Omega)}^2 \right] \]

and then combining estimates (6.2.10) and (6.2.14).

We observe that (6.2.12) can be easily extended to correlated noise by appropriately modifying the matrix \( \Sigma \). We further observe that, unlike in the previous case, it is not evident how to provide explicit estimates for the optimal value of \( \xi \). However, since \( \mathcal{T}^{\sigma} \) is computable, in the case of perfect model, we can estimate numerically the optimal value of \( \xi \) a priori. We investigate this aspect in the numerical section.

### 6.3 A posteriori error analysis for pointwise noisy measurements

Next result provides the identity of interest.

**Proposition 6.3.1.** Let \( \{x_{j,\text{obs}}\}_{j=1}^{J} \) be drawn independently from an uniform distribution over \( \Omega \). Let \( y_j = u^{\text{true}}(x_{j,\text{obs}}) + \delta_j + \epsilon_j \), where \( \epsilon_1, \ldots, \epsilon_J \) are i.i.d. random variables such that \( \epsilon_j \sim (0, \sigma^2) \) and \( \delta_1, \ldots, \delta_J \) are deterministic unknown disturbances. Let us further assume that \( \{x_{j,\text{obs}}\}_{j=1}^{J} \) and \( \{\epsilon_j\}_{j=1}^{J} \) are independent random sequences.

Then, we have that the mean squared error

\[ \text{MSE}_J := \frac{1}{J} \sum_{j=1}^{J} \left( y_j - u_{\xi}(x_{j,\text{obs}}) \right)^2 \]  

(6.3.1)

satisfies

\[ \mathbb{E}[\text{MSE}_J] = \text{MSE}_{\text{mean}} + \sigma^2 + \frac{1}{J} \sum_{j=1}^{J} \delta_j^2 - \frac{2}{|\Omega| J} \sum_{j=1}^{J} \delta_j \left( \int_{\Omega} u^{\text{true}}(x) - u_{\xi}(x) \, dx \right) \]  

(6.3.2)
where \( E_\text{mean}^2 \) is defined as follows:

\[
E_\text{mean}^2 := \frac{1}{|\Omega|} \int_\Omega (u^\text{true}(x) - u^*_{\xi}(x))^2 \, dx.
\]  

(6.3.3)

**Proof.** To simplify notation, we introduce the random sequence \( \{e_j = u^\text{true}(x_j^\text{obs}) - u^*_{\xi}(x_j^\text{obs})\}_{j=1}^J \). We observe that \( e_1, \ldots, e_J \) are i.i.d. and \( \mathbb{E}[e_j^2] = \frac{1}{|\Omega|} \|u^\text{true} - u^*_{\Lambda,\xi}\|_{L^2(\Omega)}^2 \). Then, exploiting linearity of the expected value operator and the fact that \( \{x_j^\text{obs}\}_{j=1}^J \) and \( \{e_j\}_{j=1}^J \) are independent, we find

\[
\mathbb{E}[MSE_j] = \mathbb{E}[e_j^2] + \frac{1}{J} \sum_{j=1}^J \delta_j^2 - \frac{2}{J} \sum_{j=1}^J \delta_j \mathbb{E}[e_j].
\]

Thesis follows. \( \square \)

We observe that \( MSE_j = \frac{1}{|\Omega|} \hat{\mathcal{E}}(J, \nu = 0) \) where \( \hat{\mathcal{E}} \) is the error estimator defined in Chapter 4.3.1 for \( \ell(\cdot, x, \nu = 0) = \delta_x \). As discussed in Chapter 4, in absence of systematic noise (\( \delta_j \equiv 0 \)), identity (6.3.2) reduces to

\[
\mathbb{E}[MSE_j] = E_\text{mean}^2 + \sigma^2.
\]  

(6.3.4)

Estimate (6.3.4) shows that for random noise (\( \delta_j \equiv 0 \)) the mean squared error (6.3.1) can be used to asymptotically bound the squared \( L^2(\Omega) \) error. Furthermore, since \( \sigma^2 \) is independent of the state estimate, minimizing the mean squared error is equivalent to minimize the \( L^2(\Omega) \) error. The latter observation motivates the adaptive strategy presented in section 6.4.

### 6.4 Adaptivity

As observed in the previous sections, our procedure depends on a fair amount of design choices, which include the choice of a number of hyper-parameters and the choice of the observation centers and background space \( \mathcal{Z}_N \). In section 6.4.1, we discuss how to exploit the error analysis to perform some design choices \emph{a priori}. Then, in section 6.4.2, we discuss the adaptive strategy used to tune the parameters of the formulation after having acquired data.
6.4.1 *A priori* considerations

We recall that the PBDW state estimate $u_\xi^*$ is given by

$$ u_\xi^* := \arg\min_{u \in U} \xi \|\Pi_{\mathcal{Z}_N} u\|^2 + \frac{1}{M} \sum_{m=1}^{M} \left( u(x_m^{\text{obs}}) - y_m \right)^2 $$

(6.4.1)

where $\mathcal{Z}_N = \text{span}\{\zeta_n\}_{n=1}^N$. We observe that the formulation depends on the regularization parameter $\xi$, the sensor locations $X'_M = \{x_m^{\text{obs}}\}_{m=1}^M$ and the choice of the reproducing kernel $K$ associated with $(\mathcal{U}, \| \cdot \|)$.

The hyper-parameter $\xi > 0$ controls the amount of regularization introduced: for $\xi = 0$, the solution to (6.4.1) interpolates exactly the data while for $\xi \to \infty$, the solution to (6.4.1) converges to the least-squares solution. Our error analysis shows that the choice of $\xi$ strongly depends on the noise variance $\sigma^2$ and on the maximum systematic error $\delta$ and also on the accuracy of the model $\|\Pi_{\mathcal{Z}_N} u^{\text{true}}\|$; in some applications, noise level can be estimated from reanalysis, on the other hand, it is extremely difficult to estimate $\|\Pi_{\mathcal{Z}_N} u^{\text{true}}\|$ *a priori*.

Since in this work we employ csRBF kernels, the choice of the kernel $K$ reduces to the choice of the hyper-parameters $k$ and $\gamma$ in $K(x, y) = \phi_{d,k}(\gamma \|x - y\|_2)$, where $\phi_{d,k}$ is defined in (6.1.3). As stated in Proposition 6.1.3, the parameter $k$ determines the Sobolev regularity of the RKHS. Recalling estimate (6.2.9) and Proposition 6.1.3, the optimal value of $k$ should minimise $\|\Pi_{\mathcal{Z}_N} u^{\text{true}}\| h_{x_M}^{(d+1)/2+k}$: it is thus extremely problem-dependent. The parameter $\gamma$ regulates the length scale of the kernel functions. In our experience, for small values of $M$, the choice of $\gamma$ weakly influences the results; we can thus pick $\gamma$ *a priori* such that the kernel functions $\{K_m^{\text{obs}}\}_m$ share the same length scale with the elements of $\mathcal{Z}_N$. On the other hand, for larger values of $M$, the choice of $\gamma$ significantly influences the performance of the method and it must be adapted using data. We remark that by changing $k$ and $\gamma$ we effectively modify the inner product $(\cdot, \cdot)$ and thus the penalization term $\| \cdot \|$ in (6.4.1).

If we neglect the effect of the sensor locations on the stability constant $C_{N,X_M}$, the error analysis suggests to choose the observation centers to minimize the fill distance $h_{x_M}$ in (6.2.5). For $N \approx M$, sensor location might influence significantly the value of $C_{N,X_M}$. As a result, it might be worth to choose the observation centers to maximize $C_{N,X_M}$ for any given $M$. In Chapter 3, we presented a Greedy strategy (cf. Algorithm 3.2.1) for the selection of the observation centers that tries to maximize the inf-sup constant $\beta_{N,M}$ defined
in (2.2.2) in a Greedy manner. In this respect, we observe that calculations of $\beta_{N,M}$ (and also $C_{N,X,M}$) involve computation of the matrix $Z$ in (2.3.1). As observed in section 6.2.1, computation of accurate approximations of the matrix $Z$ for general background spaces is unfeasible. Extension of Algorithm 3.2.1 to pointwise measurements is the topic of ongoing research.

In our numerical simulations, we choose adaptively the regularization parameter $\xi$ and the kernel parameter $\gamma$, while we pick $k$ a priori, and we simply consider equispaced observation centers. We remark that equispaced observation centers prevent us from considering $N \approx M$. In the next section, we present the algorithm used to perform online adaptation. We note that our adaptation procedure could be also applied to automatically select the hyper-parameter $k$.

### 6.4.2 Adaptive procedure

In the Statistical Learning literature, several approaches have been presented to tune the design parameters of regularized regression formulations; we refer to [104, Chapter 7] and to [128] for a thorough overview. The adaptive strategy depends on the size of the dataset, which in our context corresponds to the amount of available transducers. If we denote by $L$ the number of available transducers and by $D_L = \{(x_{obs}^\ell, y_\ell)\}_{\ell=1}^L$ the corresponding dataset, for large values of $L$, the holdout method is the most widely used approach. On the other hand, for small values of $L$, $\kappa$-fold cross-validation is typically employed. In the remainder of this section, we briefly review these techniques and we discuss their application to our problem.

The holdout method partitions the dataset $D_L$ into the two mutually exclusive subsets $D_M = \{(x_m^{obs}, y_m)\}_{m=1}^M$ and $D_J = \{(x_j^{obs}, y_j)\}_{j=1}^J$. Given the finite dimensional search space $S_{\text{hyper}}$ for $(\xi, \gamma)$, we generate the state estimate $u_{\xi,\gamma}^*$ based on the training set and then we compute the mean squared error over the validation set

$$MSE_J(\xi, \gamma) = \frac{1}{J} \sum_{j=1}^J \left(y_j - u_{\xi,\gamma}^*(x_j^{obs}) \right)^2,$$

for each $(\xi, \gamma)$ in $S_{\text{hyper}}$. Finally, we choose the state estimate associated with the choice of $(\xi, \gamma)$ that minimizes $MSE_J(\xi, \gamma)$ over $S_{\text{hyper}}$. Recalling Proposition 6.3.1, if $\{x_j^{obs}\}_j$ are drawn from an uniform distribution over $\Omega$ and the disturbances are homoscedastic,
this choice of the hyper-parameters asymptotically minimizes the $L^2$ state-estimation error. This result holds independently of the strategy employed to compute the state estimate and thus independently of the strategy employed to select the training observation centers. As discussed in Chapter 4, if $u_{k\gamma}^*$ is an accurate description of the true field $u^{\text{true}}$, MSE$_j$ rapidly converges to its expected value. Therefore, the number $J$ of measurements that should be reserved for validation is modest.

Cross-validation is based on the partition of the dataset $\mathcal{D}_L$ into $\kappa$ equal-sized subsamples (folds) $\{D_{L}^{(k)}\}_{k=1}^{\kappa}$. Of the $\kappa$ folds, a single fold is retained for testing and the remaining $\kappa - 1$ folds are used for training. The procedure is then repeated $\kappa$ times with each of the $\kappa$ folds used once as the validation dataset. In the limit $L = \kappa$, the procedure is known as Leave-One-Out Cross-Validation (LOOCV). We observe that, even for moderate $L$, $\kappa$-fold Cross-Validation can be quite expensive if $\kappa \approx L$. For this reason, generalized cross-validation strategies, which focus on computing computationally inexpensive approximations of the error indicator, have been developed. We refer to [104, Chapter 7.10] and to the references therein for further details.

In this paper, we exclusively employ holdout validation and we refer to a future work for the application of more advanced cross-validation strategies. Motivated by the previous discussion, in this work, we here choose the validation sensors by sampling uniformly over $\Omega$.

6.5 Numerical results

6.5.1 Application to a synthetic two-dimensional acoustic problem

We first consider the two-dimensional acoustic problem introduced in Chapter 3.3. To assess the performance, we introduce the relative $L^2$ error averaged over $|\mathcal{P}^{\text{train}}| = n_{\text{train}}$ fields associated with different choices of the parameter $\mu$:

$$E_{\text{avg}}^{\text{rel}}(n_{\text{train}}) := \frac{1}{n_{\text{train}}} \sum_{\mu \in \mathcal{P}^{\text{train}}} \frac{\|u^{\text{true}}(\mu) - u_{k\gamma}^*(\mu)\|_{L^2(\Omega)}}{\|u^{\text{true}}(\mu)\|_{L^2(\Omega)}}. \quad (6.5.1)$$

In all our numerical tests, we consider noisy observations with additive Gaussian noise:

$$y_\ell = u^{\text{true}}(x_\ell) + \epsilon_\ell, \quad \epsilon_\ell \sim \mathcal{N}(0, \sigma^2). \quad (6.5.2)$$
As in Chapter 3.3, we build the background spaces $\{Z_N\}_N$ using the weak-Greedy algorithm. We employ csRBF with $k = 1$; recalling Proposition 6.1.3, this corresponds to $\mathcal{U} = H^{2.5}(\mathbb{R}^2)$.

### 6.5.2 Results of the data assimilation procedure (noise-free case)

We first visualize the PBDW state estimates for two distinct choices of $u^{\text{true}}$. We consider $\mu = 6.6$, and we consider $u^{\text{true}} = u_{g=0}(\mu)$ and $u^{\text{true}} = u_{g=\bar{g}}(\mu)$; PBDW state estimates are based on the background $Z_{N=5}$ and on $M = 25$ equispaced measurements. We rely on holdout validation ($J = 12$) to choose the value of the hyper-parameters $\xi, \gamma$. Figure 6-1 shows (the real part of) the true state, the PBDW state estimate $u^*_\xi$, the deduced background $z^*_\xi$ and the update $\eta^*_\xi$. As observed in Chapter 3 (cf. Figure 3-6), for $u^{\text{true}} = u_{g=0}(\mu)$ the update $\eta^*_\xi$ is negligible; the reason is that the true state is well-approximated by its projection over $Z_N$. On the other hand, for $u^{\text{true}} = u_{g=\bar{g}}(\mu)$ we observe that the update is appreciable, and plays a significant role in improving the accuracy of the state estimate $u^*_\xi$. These results strengthen the interpretation of the components of the PBDW state estimate provided in Chapter 2: $z^*_\xi$ addresses the parametric uncertainty in the model, while $\eta^*$ accommodates non-parametric uncertainty.

![Figure 6-1](image)

**Figure 6-1**: Application to a two-dimensional acoustic problem: visualization of the PBDW state estimates for $N = 5$, $M = 25$, $J = 12$ (perfect measurements). The states in Figures (a) and (e) correspond to $\mu = 6.6$.

Figure 6-2 shows the convergence of $E^{\text{rel}}_{\text{avg}}$ with $N$ for fixed $M$ and noise-free measurements. We compute $E^{\text{rel}}_{\text{avg}}$ using (6.5.1) based on $n_{\text{train}} = 20$ fields. We observe that conver-
gence with $N$ is in good qualitative agreement with the behavior of the best-fit error

$$E_{N}^{\text{rel}} := \frac{1}{n_{\text{train}}} \sum_{\mu \in \mathcal{P}_{\text{train}}^{\text{pk}}} \frac{\|u^{\text{true}}(\mu) - \Pi_{L_{2}, N} u^{\text{true}}(\mu)\|_{L^2(\Omega)}}{\|u^{\text{true}}(\mu)\|_{L^2(\Omega)}},$$

where $\Pi_{L_{2}, N}$ is the projection operator with respect to the $L^2$ inner product. If $u^{\text{true}} \in \mathcal{M}^{\text{pk}}$, we observe fast convergence with $N$; on the other hand, if $u^{\text{true}} \notin \mathcal{M}^{\text{pk}}$, we reach a strictly positive plateau.

![Figure 6-2: Application to a two-dimensional acoustic problem: convergence of $E_{N}^{\text{rel}}$ with $N$ for fixed $M$ for perfect ($g = 0$) and imperfect ($g = \tilde{g}$) model. Figure (a) shows the $L^2$-best-fit error.](image)

Figure 6-3 shows the convergence with $M$ for fixed $N$ and noise-free measurements. We assess performance by computing $E_{\text{avg}}^{\text{rel}}$ in (6.5.1) averaged over $n_{\text{train}} = 20$ fields. We observe that, with the exception of $N = 5$ for perfect model, the rate of convergence with $M$ weakly depends on the value of $N$: in this test, we observe $E_{\text{avg}}^{\text{rel}} \simeq M^{-s}$ with $s \in [1.3, 1.5]$ for all cases considered. This empirically confirms the multiplicative effect between $N$ convergence and $M$ convergence observed in Remark 6.2.2. A possible explanation for the contrasting results for the case ($N = 5$, $g = 0$) is due to discretization effects: since in this case the error $u^{\text{true}} - z^*_\xi$ is highly oscillatory, the adaptive procedure selects large value of the parameter $\gamma$ that are not well-resolved by the Finite Element mesh used to estimate the norms and to compute the true solution.

### 6.5.3 Comparison with $H^1$-PBDW

We now wish to compare the approach presented in this chapter with the original PBDW approach discussed in Chapter 3. We refer to the former as adaptive PBDW (A-PBDW) and to the latter as $H^1$-PBDW. For $N = 5$, we compare the behavior of the averaged $L^2$-relative error $E_{\text{avg}}^{\text{rel}}$ (6.5.1) for $n_{\text{train}} = 10$ different fields. We consider both the case of perfect model.
Figure 6-3: Application to a two-dimensional acoustic problem: convergence of $E_{\text{avg}}^{\text{rel}}$ with $M$ for fixed $N$ for perfect ($g = 0$) and imperfect ($g = \tilde{g}$) model ($I = M/2$). Estimated convergence rates for perfect model: $-1.48 (N = 1)$, $-1.30 (N = 3)$, and $-1.00 (N = 5)$. Estimated convergence rates for imperfect model: $-1.46 (N = 1)$, $-1.32 (N = 3)$, and $-1.32 (N = 5)$.

and the case of imperfect model. For $H^1$-PBDW we consider Gaussian functionals with standard deviations $r_{\text{Gauss}} = 0.01$ and $r_{\text{Gauss}} = 0.02$. In all cases, we consider the same set of training points chosen based on the SGreedy-plus algorithm presented in Chapter 3. We remark that for A-PBDW we use pointwise measurements, while for $H^1$-PBDW measurements are evaluations of the Gaussian functionals.

Figure 6-4 shows the results\(^2\). We observe that A-PBDW significantly outperforms $H^1$-PBDW. The difference becomes even more evident if we consider a smaller value of $r_{\text{Gauss}}$.

6.5.4 Interpretation of the hyper-parameters $\gamma$ and $\xi$

We investigate the connection between the optimal value of $\xi$ and the signal-to-noise ratio. In Figure 6-5, we compute the mean squared error over the validation set for the estimation of the state associated with the parameter $\mu = 5.8$. We consider $M = 225$ and we compute the mean squared error based on $J = 110$ measurements. We both consider the case of perfect model ($g = 0$), and the case of imperfect model ($g = \tilde{g}$). For this test, we employ the background $Z_{N=5}$. We observe that the optimal $\xi$ depends on model error and on noise level. In more detail, we observe that for $g = 0$, the adaptive procedure selects large values of $\xi$ regardless of the noise level, while for $g = \tilde{g}$ it selects $\xi \approx 10^{-7}$ for $\sigma = 0.05$ and $\xi \approx 10^{-5}$ for $\sigma = 0.4$. Therefore, the optimal $\xi$ increases as noise increases, and decreases as

\(^2\)We note that, as a result of validation, A-PBDW requires $3/2M$ measurements, while $H^1$-PBDW only requires $M$ measurements. We argue, however, that the use of $J = M/2$ measurements is unnecessary for noise-free observations. In addition, we might significantly reduce the gap by resorting to more advanced cross-validation strategies.
best-fit error increases. The latter empirical observation is in good agreement with (6.2.9a), although the latter has been rigorously shown only for systematic noise.

In Figure 6-6, we investigate the influence of the kernel parameter $\gamma$. We study the behavior of $E_{\text{avg}}^{\text{rel}}$ with $M$ associated with $n_{\text{train}} = 10$ different values of the parameter $\mu$, for the five-dimensional background $Z_{N=5}$ and for two different search spaces $S_{\text{hyper}}$: in more detail, in the first case we seek $\gamma$ in $\{0.1, 0.5, 1\}$, and in the second case we choose $\gamma$ in $\{3, 3.5, 4\}$. Since we consider perfect measurements, results are not sensitive to the choice of $\xi$. We observe that in the perfect-model case (Figure 6-6(a)) large values of $\gamma$ significantly improve performance; on the other hand, in the imperfect model case (Figure 6-6(b)), the first choice of $S_{\text{hyper}}$ leads to more accurate results for all values of $M$ considered. This can be explained by observing that $\gamma$ has to match the length-scale of the field $u_{\text{true}} - z^*_x$, and strongly depends on the distance between observations (and thus $M$). This test motivates the importance of adapting the value of $\gamma$. We remark that adaptation in $\gamma$ relies on the availability of explicit expressions for the Riesz elements $K_{x_m}$.
Figure 6-5: Application to a two-dimensional acoustic problem: interpretation of $\xi$. Results correspond to $u^{\text{true}} = u_\theta(\mu = 5.8)$. ($M = 225$, $J = 112$, $N = 5$).

Figure 6-6: Application to a two-dimensional acoustic problem: interpretation of $\gamma$ ($N = 5$, $\sigma = 0$).

6.5.5 Noisy measurements

We first study the behavior of the constant $T^\sigma$ introduced in (6.2.12). Figures 6-7(a) and (b) show the behavior of $T^\sigma$ for equispaced measurements with respect to the value of $\xi$ and for two values of $\gamma$. We observe that $T^\sigma$ is monotonic decreasing in $\xi$ and reaches a lower bound for $\xi \to \infty$. Figure 6-7(c) shows the behavior of $\min_\xi T^\sigma$ with respect to the number of measurements: $\min_\xi T^\sigma$ is independent of $\gamma$ and converges to 0 with rate $M^{-1}$.

Figure 6-8 shows performance in presence of noise. As in the previous tests, we assess performance by computing $E_{\text{avg}}^{\text{rel}}$ in (6.5.1) for $n_{\text{train}} = 1$ ($\mu = 6.6$); to take into account
Figure 6-7: Application to a two-dimensional acoustic problem: $T^\sigma$. Figures (a) and (b): behavior of $T^\sigma$ with $\xi$ for $\gamma = 0.1$ and $\gamma = 2$. Figure (c): behavior of $\min_\xi T^\sigma$ with $M$ for several values of $\gamma$.

randomness in the results, we average over 24 realizations of the random noise. We consider
the background $Z_N=5$. In the case of perfect model, the estimated convergence rate in the
noisy case is roughly $M^{-0.5}$ for all values of standard deviations $\sigma$ considered: this is in
agreement with the results shown in Figure 6-7(c) and with the mathematical analysis. On
the other hand, in the case of imperfect model, the estimated convergence rate in the noisy
case is roughly $M^{-0.4}$. Interestingly, also in this case, the convergence rate weakly depends
on $\sigma$.

Figure 6-8: Application to a two-dimensional acoustic problem: convergence with $M$ for fixed $N$ for
perfect ($g = 0$) and imperfect ($g = \bar{g}$) model in presence of homoscedastic Gaussian noise. Estimated
convergence rates for perfect model: $-0.5114$ ($\sigma = 0.1$), $-0.5091$ ($\sigma = 0.2$), $-0.5297$ ($\sigma = 0.4$), and
$-0.4641$ ($\sigma = 1$). Estimated convergence rates for imperfect model: $-0.4759$ ($\sigma = 0.1$), $-0.3235$ ($\sigma = 0.2$), $-0.4155$ ($\sigma = 0.4$), and $-0.4443$ ($\sigma = 1$).

6.5.6 Application to the thermal patch experiment

We apply our procedure to the thermal patch configuration. For this test, we interpret pixel-
wise measurements as pointwise evaluations associated with the center of the pixel. As in the
previous test, we perform holdout validation for $\xi$ and $\gamma$ with $J = M/2$. We assess perfor-
mance by computing the relative mean squared error $MSE_{rel} = \frac{\|u_{obs} - u^*_\xi\|^2_{L^2(\Omega)}}{\|u^\text{obs}\|^2_{L^2(\Omega)}}$ based on the full-field information. Figure 6-9 shows the convergence of $MSE_{rel}$ with $M$ for three values of $N$.

We observe that, while including the first snapshot leads to a substantial improvement in the performances, considering $N > 1$ does not lead to any substantial improvement. We further observe that for $M \approx 100$ we reach the estimated noise level

$$\sigma_{est} := \frac{\| \frac{\Delta \Theta}{\Delta \Theta} \|^2_{L^2(\Omega)}}{\|u^\text{obs}\|^2_{L^2(\Omega)}}.$$

As $M$ increases, $MSE_{rel}$ becomes significantly lower than $\sigma_{est}^2$: this can be explained by observing that for large values of $M$ the amount of pixels used for learning (training plus validation) is not negligible compared to the entire dataset. For $M = 100$, the amount of pixels used for learning is 150, which is 8% of the total number of pixels. This introduces a bias in our calculation of the relative MSE, $MSE_{rel}$.

![Figure 6-9: Application to the thermal patch experiment: convergence of the relative mean squared error $MSE_{rel}$ with $M$ for fixed $N$.](image)

### 6.6 Conclusions

In this chapter, we extended the PBDW formulation to pointwise noisy measurements. The extension relies on an adaptive procedure that properly takes into account the noise level, and the characteristic length-scale of the difference $u^{\text{true}} - z^\xi$. Adaptation in the value of $\xi$ allows us to properly weight the trust in the bk model with respect to the trust in the experimental measurements. The use of explicit kernels allows us to perform online adaptation to tune the characteristic length-scale of the update functions. We presented
a priori and a posteriori error estimates for the $L^2$ state-estimation error to motivate the approach from a theoretical standpoint.

We also presented several numerical results to illustrate the different elements of the formulation. In more detail, numerical experiments demonstrated (i) a multiplicative effect between $N$ convergence (associated with the primary approximation provided by the background $Z_N$) and $M$ convergence (associated with the secondary approximation provided by the update $U_M$), (ii) the practical importance of adapting the shape of the Riesz representers based on data, (iii) $L^2$ convergence of the PBDW estimate to the true state even for noisy measurements, and (iv) the improvement in the convergence rate with $M$ with respect to the $H^1$-PBDW formulation considered in the previous chapters.
Part II

Simulation-Based Classification
Chapter 7

The microtruss problem

In this chapter, the first one of the second part of the thesis, we introduce the damage identification problem considered in this work: the microtruss problem. This physical companion experiment will serve to illustrate and motivate the definitions given in Chapter 1.3.2, and the computational approach proposed in Chapter 8. We first introduce the experimental apparatus and procedure (section 7.1); then, following the general paradigm proposed in [78] and outlined in Chapter 1.4.2, we provide an actionable definition of damage (section 7.2), we describe the data acquisition system, and we introduce the experimental outputs (section 7.3). In section 7.4, we propose a parametrized mathematical model for the structure of interest which shall serve to estimate the experimental outputs, and we introduce a mathematical description of the space of system configurations. In section 7.5, we formalize the problem of feature extraction and we present the choice of the features for the microtruss problem, and in section 7.6, we state the classification problem and we summarize all the key definitions.

7.1 Experimental apparatus

We consider the acrylic microtruss system shown in Figure 7-1. The microtruss consists of a 4 by 4 lattice of blocks of size $\ell_{\text{block}} \times \ell_{\text{block}}$, $\ell_{\text{block}} = 0.25$[in], linked together by horizontal and vertical joints of size $L_{\text{joint}} \times h_{\text{joint}}$, $L_{\text{joint}} = 1$[in] and $h_{\text{joint}} = 0.015$[in]. The depth of the microtruss is equal to $d_{\text{micro}} = 1$[in]. We state upfront that the actual geometry of the microtruss is to be considered uncertain due to the (3d-printing) manufacturing process. For this reason, the values reported above should be interpreted as nominal, and we shall
refer to the configuration described above as the nominal geometry. We resort to cartesian coordinates; since the geometry is independent of the third dimension, we use notation

$$x^{\text{dim}} = L_{\text{joint}} x = L_{\text{joint}} x_1 e_1 + L_{\text{joint}} x_2 e_2 = L_{\text{joint}} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix}$$

to indicate a physical point in the microtruss; here $e_1$ and $e_2$ are the canonical unit vectors, and $L_{\text{joint}} = 1[\text{in}]$ is the non-dimensionalization constant. In what follows we exclusively refer to non-dimensional quantities unless otherwise indicated. We refer to the blocks using the matrix notation $(i, j)$, $i, j = 1, \ldots, 4$: the $i$-index corresponds to the $x_1$ position and is ordered from left to right in Figure 7-1(b); the $j$-index corresponds to the $x_2$ position and is ordered from bottom to top in Figure 7-1(b).

Our goal is to detect the presence of added mass on top of block $(1, 4)$ and of block $(4, 4)$. More precisely, we wish to distinguish between $K = 4$ states of damage: no added mass ($y = 1$), added mass on top of block $(1, 4)$ ($y = 2$), added mass on top of block $(4, 4)$ ($y = 3$), added mass on top of both block $(1, 4)$ and block $(4, 4)$ ($y = 4$). Note that state 1 shall correspond to no damage, and states 2, 3, and 4 shall correspond to different damage configurations. We refer to the case of no added mass as the undamaged case. Figure 7-1(c) shows the detail of the added mass on top of block $(1, 4)$ for a particular experimental configuration. Added mass is of the same material as the microtruss system.

![Figure 7-1](image)

**Figure 7-1:** Microtruss experiment. Figure (a): experimental apparatus. Figure (b): schematic of undamaged configuration at rest. Figure (c): detail of the added mass on top of block $(1, 4)$. 
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7.2 Definition of damage

In view of the definition of damage, we first introduce the non-dimensional ratios

\[ s_L := 1 + \frac{V_{\text{left}}}{V_{\text{nom}}}, \quad s_R := 1 + \frac{V_{\text{right}}}{V_{\text{nom}}}, \]

(7.2.1)

where \( V_{\text{nom}} = h f_{\text{block}} d_{\text{dtruss}} \), \( h = \frac{1}{2} (d_{\text{block}} - h_{\text{joint}}) \), is a nominal volume, \( V_{\text{left}} \) is the volume of the added mass on top of block (1, 4), and \( V_{\text{right}} \) is the volume of the added mass on top of block (4, 4). We observe that the ratios in (7.2.1) do not rely on any model of the structure.

We can now introduce the function \( f_{\text{dam}} : [1, 2]^2 \to \{1, 2, 3, 4\} \) such that

\[
\begin{cases} 
1 & s_L, s_R \leq 1.5, \\
2 & s_L > 1.5, s_R \leq 1.5, \\
3 & s_L \leq 1.5, s_R > 1.5, \\
4 & s_L, s_R > 1.5.
\end{cases}
\]

(7.2.2)

The function \( f_{\text{dam}} \) reflects our actionable definition of damage for the structure of interest; given the system configuration described by the pair \( (s_L, s_R) \), \( y = f_{\text{dam}}(s_L, s_R) \) denotes the corresponding state of damage. For this reason, we refer to \( f_{\text{dam}} \) as the damage function. From an engineering perspective, equation (7.2.2) implies that system configurations should be classified as damaged only if the added mass is "substantial", in our case of volume larger than \( 0.5V_{\text{nom}} \approx 0.37 \cdot 10^{-3}\text{in}^3 \). We remark that, from a practical perspective, the proper choice of the threshold is extremely important and should be related to appropriate safety factors ([242]). In section 7.6 we shall provide a general form for the damage function in terms of the system configuration.

7.3 Data acquisition and experimental outputs

We rely on a camera to acquire measurements of the \( x_2 \) displacement of the 16 respective centers of the blocks as a function of time \( t \) associated with \( Q_f \) different time-harmonic inputs. The camera is carefully calibrated to permit its use for precise measurement. A stroboscope flashing at the 10 Hz frame rate of the camera "freezes" the oscillation of the blocks to yield crisp images suitable for subsequent processing. Frequencies of excitation are offset by 0.1 Hz from integer values to ensure that each set of 100 consecutively captured im-
Ages corresponds to 100 equally spaced instants in a single period of oscillation. Excitations are imposed by a linear voice coil actuator attached to the joint between blocks (2, 1) and (3, 1); Figure 7-1(b) highlights in red the region of the microtruss attached to the actuator. A linear flexure bearing is used to ensure that the excitation is imposed almost exclusively in the \( x_2 \) direction.

We introduce the system configuration \( C \) associated with the particular specimen considered; we defer the formal definition of \( C \) to section 7.4. Then, we denote by \( \{f^q\}^{Q_f}_{q=1} \subseteq \varphi \mathbb{N} \) the input frequencies and we denote by \( \{q^\exp_{i,j}(t^\ell, f^q; C)\}^L_{\ell=1} \) the raw time signal for the \( x_2 \)-displacement obtained experimentally for the block \( (i, j) \) and the frequency \( f^q \). Finally, we introduce the fitted amplitude \( \{A_{i,j}^\exp(f^q; C)\}_{i,j,q} \) and phase \( \{\phi_{i,j}^\exp(f^q; C)\}_{i,j,q} \) such that\(^1\)

\[
q^\exp_{i,j}(t^\ell, f^q; C) \approx \overline{A}_{i,j}^\exp(f^q; C) \cos\left(2\pi f^q t^\ell + \overline{\phi}_{i,j}^\exp(f^q; C)\right), \quad i, j = 1, \ldots, 4, \ell = 1, \ldots, L.
\] (7.3.1)

It is convenient to rescale amplitudes and phases as follows:

\[
A_{i,j}^\exp(f^q; C) := \frac{A_{\text{nom}}}{A_{2,1}^\exp(f^q; C)} \overline{A}_{i,j}^\exp(f^q; C), \quad \phi_{i,j}^\exp(f^q; C) = \overline{\phi}_{i,j}^\exp(f^q; C) - \overline{\phi}_{2,1}^\exp(f^q; C),
\] (7.3.2)

for \( A_{\text{nom}} = 0.25 \). Figure 7-2 demonstrates the accuracy of the time-harmonic fit for the blocks \((1, 4)\) and \((4, 4)\) in absence of added masses. In section 7.4, we describe how we shall estimate \( \{A_{i,j}^\exp(f^q; C)\} \) and \( \{\phi_{i,j}^\exp(f^q; C)\} \) based on simulations.

### 7.4 Mathematical model for the experimental outputs

We first provide a mathematical description of the nominal geometry at rest. With this in mind, we introduce the disjoint domains \( \Omega_1, \Omega_2, \Omega_3 \subseteq \Omega \), \( \Omega_1 \cup \Omega_2 \cup \Omega_3 = \Omega \). The subdomain \( \Omega_2 \) is associated with the region of block \((1, 4)\) subject to potential damage; similarly, the subdomain \( \Omega_3 \) is associated with the region of block \((4, 4)\), while \( \Omega_1 \) denotes the remainder of the microtruss. We then recall the geometric parameters \( s_L, s_R \in [1, 2] \) in (7.2.1) such that \((s_L - 1) V_{\text{nom}} \) and \((s_R - 1) V_{\text{nom}} \) correspond to the volume of the added masses on top.

---

\(^1\)Amplitudes and phases are estimated using the Matlab function `fit ([150])`, which relies on Levenberg-Marquardt algorithm.
Figure 7-2: Microtruss experiment. Time-harmonic $x_2$-displacement of blocks (1, 4) and (4, 4) in absence of added masses. The shaker input is displacement: $A^{\text{dim}} \cos(2\pi ft)e_2$, $A^{\text{dim}} = 0.02[\text{in}]$, $f = 35[\text{Hz}]$.

of blocks (1, 4) and (4, 4), respectively. Assuming that the depth of the blocks is uniformly equal to $d_{\text{intruss}}$ and the width of the block is uniformly equal to $\ell_{\text{block}}$, then we have that $(s_L - 1)h$ and $(s_R - 1)h$ equal the thickness of the added masses on top of (1, 4) and (4, 4), respectively. Figure 7-3 shows blocks (1, 4) and (4, 4) and provides a graphical depiction of the previous definitions. In what follows, we introduce $s := (s_L, s_R)$ and we denote by $\Omega_s$ the domain $\Omega_s = \Omega_1 \cup \Omega_2(s_L) \cup \Omega_3(s_R)$.

Figure 7-3: Microtruss experiment. Parametrization of blocks (1, 4) and (4, 4).

We can now introduce the mathematical model of the displacement field in strong form. With this in mind, we introduce the Young’s modulus $E[\text{Pa}]$, the Poisson’s ratio $\nu$, the density $\rho[\text{kg/m}^3]$, and the non-dimensional Rayleigh-damping coefficients $\alpha, \beta$. For acrylic, density and Poisson’s ratio are well-characterized in the literature: we therefore set

$$\rho = 1180[\text{kg/m}^3], \quad \nu = 0.35.$$  

---

\[\text{See, e.g., [102, Chapter 3.6.2] for the Poisson's ratio and the webpage pubchem.ncbi.nlm.nih.gov for the density.}\]
On the other hand, we consider $\alpha, \beta, E$ as uncertain parameters. We assume that the (non-dimensional) displacement field associated with the microtruss system is of the form $U^{bk}(x, t) = \Re \{ u^{bk}(x) e^{i\omega_f t} \}$ where $\omega_f = 2\pi f$ and $u^{bk} : \Omega_s \to \mathbb{C}^2$ satisfies (in a distributional sense) the following linear two-dimensional (plane strain) elastodynamics model with Rayleigh damping:

\[
\begin{cases}
\begin{align*}
-\rho L^2_{\text{joint}} \omega_f^2 u^{bk} + i \omega_f C^{\text{damp}} (u^{bk}) + \mathcal{L} (u^{bk}) &= 0 & \text{in } \Omega_s, \\
 u^{bk} &= u^{\text{dir}} & \text{on } \Gamma^{\text{dir}}, \\
\sigma(u^{bk}) \cdot n &= 0 & \text{on } \partial \Omega_s \setminus \Gamma^{\text{dir}},
\end{align*}
\end{cases}
\tag{7.4.1a}
\]

where $\Gamma^{\text{dir}}$ refers to the shaker attachment, $\sigma(u^{bk})$ is the stress tensor, and $n$ is the outward normal. Here, the Dirichlet data is

\[
u^{\text{dir}} = c^{\text{dir}} \begin{bmatrix} 0 \\ 1 \end{bmatrix},
\tag{7.4.1b}
\]

the damping operator is

\[
C^{\text{damp}}(v) = \alpha \rho L^2_{\text{joint}} v + \beta \mathcal{L}(v),
\tag{7.4.1c}
\]

and finally the elasticity operator $\mathcal{L}(v) = \text{div}(\sigma(v))$ is

\[
\mathcal{L}(v) = \text{div} \left( \frac{E}{1+\nu} \text{sym} (\nabla v) + \frac{E\nu}{(1+\nu)(1-2\nu)} \text{div}(v) I \right),
\tag{7.4.1d}
\]

where $I$ is the 2 by 2 identity matrix. Recalling the definition of the experimental outputs in (7.3.2), it is easy to verify that the constant $c^{\text{dir}}$ does not influence the outputs. For this reason, we arbitrarily set $c^{\text{dir}} = 1$.

We now introduce the anticipated configuration $\mu$ as

\[
\mu = [\alpha, \beta, E, s_L, s_H] \in \mathcal{D}^{bk} \subset \mathbb{R}^5.
\tag{7.4.2}
\]

We observe that the solution $u^{bk}$ to (7.4.1) depends on the input frequency $f$ and on $\mu$, which we shall emphasize in the notation $u^{bk} = u^{bk}(f; \mu)$. We further observe that the
pair \((s_L, s_R)\) is directly related to the definition of damage in (7.6.1), while the triplet \((\alpha, \beta, E)\) collects material properties that are difficult to estimate exactly. We thus refer to \(\alpha, \beta, E\) as "nuisance variables". It is important to identify an appropriate domain for these variables: too restricted a domain may confuse normal variations in the nuisance variables as distinctions between different states, too expansive a domain may artificially conflate classes and thus degrade classifier performance. We postpone the definition of the configuration set \(\mathcal{P}^{bk}\) to the end of this section.

We observe that our mathematical model does not include some factors that may affect the experimental outputs. More in detail, we do not take into account potential inaccuracies in the manufacturing process, which lead to extremely high-dimensional geometric uncertainties, or to inhomogeneities in the material properties. Furthermore, we do not prescribe a stochastic model for experimental noise. In anticipation of the development of a rigorous mathematical formulation of the inference problem, we introduce an additional set of parameters \(\xi \in \mathcal{V} \subset \mathbb{R}^D\), here referred to as hidden, such that the pair \((\mu, \xi)\) completely identifies a system configuration:

\[
\mathcal{C} := (\mu, \xi) \in \mathcal{P}^{exp} := \mathcal{P}^{bk} \times \mathcal{V}.
\]

(7.4.3)

Our bk model corresponds to \(\xi = 0\).

Given the anticipated configuration \(\mu \in \mathcal{P}^{bk}\), we define the bk representation of the experimental outputs \(A_{i,j}^{exp}\) and \(\phi_{i,j}^{exp}\) as follows:

\[
A_{i,j}^{bk}(f; \mu) := \frac{A_{nom}}{|u_2^{bk}(x_{2,1}; f; \mu)|} |u_2^{bk}(x_{i,j}; f; \mu)|, \quad A_{nom} = 0.25,
\]

(7.4.4)

and

\[
\phi_{i,j}^{bk}(f; \mu) := \text{arg}(u_2^{bk}(x_{i,j}; f; \mu)) - \text{arg}(u_2^{bk}(x_{2,1}; f; \mu)),
\]

(7.4.5)

where \(x_{i,j}\) denotes the center of the mass \((i, j)\) and \(\text{arg}(c)\) denotes the phase of the complex number \(c\). As stated before, the bk outputs considered do not depend on the value of \(c^{dir}\) in (7.4.1b). Provided that the linear model (7.4.1) captures accurately the physical
phenomenon and the influence of the hidden parameter $\xi$ is limited, we expect that

$$A_{ij}^{\exp}(f; \mu, \xi) \simeq A_{ij}^{bk}(f; \mu), \quad \phi_{ij}^{\exp}(f; \mu, \xi) \simeq \phi_{ij}^{bk}(f; \mu),$$

for all $f \in \mathcal{I}_f$, $\mu \in \mathcal{P}^{bk}$ and $i, j = 1, \ldots, 4$.

### 7.4.1 Finite Element model

We resort to a FE discretization to estimate the $b_k$ outputs. In all our numerical simulations, we appeal to a P4 FE discretization with $n_e = 528$ elements, and 14670 degrees of freedom. We observe that experimental outputs involve pointwise evaluations of the displacement field. We do not implement any adaptive strategy to control pointwise error in the finite element solution; we refer to the literature (see, e.g., [178]) for actionable methods to estimate and control pointwise errors in FE approximations of elliptic problems.

The use of high-order elements prevents the onset of shear-locking effects. It is indeed well-known that P1 (and even P2) elements might fail to appropriately represent the correct solution due to the poor approximation properties of linear (or quadratic) basis functions. We refer to the Finite Element literature for a thorough discussion about this issue (see [113] and [10, 9, 133]). Figure 7-4 empirically demonstrates this issue. We consider two FE triangulations with $n_e = 528$ and $n_e = 1296$ triangular elements, and we consider different FE discretizations of order one to five. Figures 7-4(a) and (c) show the behavior of $A_{1,1}^{bk}(:, \mu)$ as a function of the frequency $f$ for $\mu = [5 \cdot 10^{-4}, 10^{-4}, 2.8 \cdot 10^0, 1, 1]$; similarly, Figures 7-4(b) and (d) show the behavior of $\phi_{1,1}^{bk}(:, \mu)$ as a function of the frequency $f$ for the same value of $\mu$. We observe that the P1 discretization fails to capture the resonance, while the P2 discretization significantly overestimates the resonance frequency, especially for the coarser grid. On the other hand, for the P4 discretization, the FE error is negligible. For this reason, we base our results on the latter discretization.

### 7.4.2 Choice of the anticipated configuration set $\mathcal{P}^{bk}$

Recalling the interpretation of the parameters, we set upper bounds for $s_L, s_R$ based on the maximum added mass to be detected, while we choose a confidence region for $\alpha, \beta, E$ based on textbook values and on a single preliminary experiment for the undamaged case (i.e., $s_L = s_R = 1$). To take into account experimental noise, we perform three independent
trials of the experiment. In more detail, we choose \( \mathcal{P}^{\text{bk}} \) such that for all frequencies and all realizations we obtain

\[
\min_{\mu \in \Xi_{100}} A_{i,j}^{\text{bk}}(f^q; \mu) \leq A_{i,j}^{\exp}(f^q; \mu^{\exp}, \xi^{\exp}) < \max_{\mu \in \Xi_{100}} A_{i,j}^{\text{bk}}(f^q; \mu),
\]

(7.4.6a)

and

\[
\min_{\mu \in \Xi_{100}} \phi_{i,j}^{\text{bk}}(f^q; \mu) < \phi_{i,j}^{\exp}(f^q; \mu^{\exp}, \xi^{\exp}) < \max_{\mu \in \Xi_{100}} \phi_{i,j}^{\text{bk}}(f^q; \mu),
\]

(7.4.6b)

where \( \Xi_{100} = \{ (\alpha^m, \beta^m, E^m, 1, 1) \}_{m=1}^M \subset \mathcal{P}^{\text{bk}} \) is based on uniform random samples. Following this criterion, we choose

\[
\mathcal{P}^{\text{bk}} := [0.25 \cdot 10^{-3}, 0.8 \cdot 10^{-3}] \times [0.05 \cdot 10^{-3}, 0.2 \cdot 10^{-3}] \times [2.65 \cdot 10^9, 2.85 \cdot 10^9] \times [1, 2]^2.
\]

(7.4.7)

Figure 7-5 shows a comparison between experimental and synthetic displacement amplitudes of block \((1, 1)\) for this single system configuration with no added masses. In Figure 7-
5(a), we report $\min_{\mu \in \Xi_{100}} A_{1,1}^{bk}(f^q; \mu)$, $\max_{\mu \in \Xi_{100}} A_{1,1}^{bk}(f^q; \mu)$, and the amplitude measured experimentally for each of the three trials. Similarly, in Figure 7-5(b), we report $\min_{\mu \in \Xi_{100}} \phi_{1,1}^{bk}(f^q; \mu)$, $\max_{\mu \in \Xi_{100}} \phi_{1,1}^{bk}(f^q; \mu)$ and the phase measured experimentally for each trial. We observe that our choice (7.4.7) satisfies the constraints (7.4.6).

![Figure 7-5: Microtruss experiment; choice of the parameter space. Comparison between experimental results and synthetic results in absence of added masses.](image)

### 7.5 The problem of feature extraction

#### 7.5.1 Problem definition

We formalize the problem of feature extraction for the microtruss system: given the experimental outputs $\{A_{i,j}^{exp}(f^q; \mu, \xi)\}_{i,j,q}$ and $\{\phi_{i,j}^{exp}(f^q; \mu, \xi)\}_{i,j,q}$, determine the set of $Q$ features $z^{exp}$ such that

$$z^{exp}(\mu, \xi) = F \left( \{A_{i,j}^{exp}(f^q; \mu, \xi)\}_{i,j,q}, \{\phi_{i,j}^{exp}(f^q; \mu, \xi)\}_{i,j,q} \right), \quad (7.5.1)$$

where $F : \mathbb{R}^{32Qf} \to \mathbb{R}^Q$. We observe that, by construction, experimental features depend on the system configuration $C = (\mu, \xi)$. Appropriate features should be sensitive to the expected damage, and insensitive to noise. In the next section, we propose a particular choice of $F$ motivated by a physical reasoning for our system and damage classes. We defer automated identification of features from experimental outputs to a subsequent work.

Exploiting the $bk$ representations of the experimental outputs provided in section 7.4, we can define the $bk$ features as

$$z^{bk}(\mu) = F \left( \{A_{i,j}^{bk}(f^q; \mu)\}_{i,j,q}, \{\phi_{i,j}^{bk}(f^q; \mu)\}_{i,j,q} \right). \quad (7.5.2)$$
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We observe that, without loss of generality, we can rewrite the experimental features as

\[ z^{\text{exp}}(\mu, \xi) = z^{bk}(\mu) + \delta z(\mu, \xi), \quad \forall (\mu, \xi) \in \mathcal{P}^{\text{exp}}; \quad (7.5.3) \]

we can then interpret \( z^{bk}(\mu) \) as nominal features associated with the configuration \( \mathcal{C} = (\mu, \xi) \), and \( \delta z(\mu, \xi) \) as a perturbation. The norm \( ||\delta z(\mu, \xi)||_2 \) reflects the magnitude of the model error for a given configuration. We anticipate that (7.5.3) will help us draw a connection between our formulation and Robust Optimization (RO) statements for classification.

### 7.5.2 Choice of the features for the microtruss problem

Given the frequencies \( \{f_q\}_{q=1}^{Q_f} \), we introduce the set of features

\[ z_{1}^{bk}(\mu) = \left[ z_{1}^{bk}(f^{1}; \mu), \ldots, z_{1}^{bk}(f^{Q_f}; \mu) \right], \quad z_{1}^{bk}(f; \mu) = \frac{A_{1,4}^{bk}(f; \mu)}{A_{1,1}^{bk}(f; \mu)} \quad (7.5.4) \]

Feature \( z_{1}^{bk}(:, \mu) \) measures the asymmetry of the structure between left and right corners. From symmetry arguments it is easy to verify that

\[ z_{1}^{bk}(f; \alpha, \beta, E, s_L, s_R) = \frac{1}{z_{1}^{bk}(f; \alpha, \beta, E, s_R, s_L)}, \]

which implies that by exploiting this feature we should be able to discriminate between the three classes \( \kappa = \{1, 4\}, \kappa = \{2\}, \kappa = \{3\} \). We here use the term "class" to refer to any subset of the states of damage, \( \kappa \subset \{1, \ldots, 4\} \).

We then introduce the set of features

\[ z_{2}^{bk}(\mu) = \left[ z_{2}^{bk}(f^{1}; \mu), \ldots, z_{2}^{bk}(f^{Q_f}; \mu) \right], \quad z_{2}^{bk}(f; \mu) = \frac{A_{2,4}^{bk}(f; \mu) + A_{3,3}^{bk}(f; \mu)}{A_{2,1}^{bk}(f; \mu) + A_{4,1}^{bk}(f; \mu)} \quad (7.5.5) \]

It is easy to verify that the amplitudes \( \{A_{i,j}^{bk}\}_{i,j} \) are monotonically decreasing in \( \alpha, \beta \) (i.e., increases in damping reduce the amplitude of the masses' displacements) and also in \( s_L, s_R \) (i.e., increases in the total mass reduce the amplitude). However, while variations in \( \alpha, \beta \) affect all masses, variations in \( s_L, s_R \) should be mostly confined to the left and right masses (i.e., masses \( (1, j) \) and \( (4, j) \) for \( j = 1, \ldots, 4 \)). Therefore, the ratio \( z_{2}^{bk}(:, \mu) \) should reduce the effect of damping on our feature without affecting the effect of \( s_L, s_R \), thereby improving discrimination between \( \kappa = \{1\} \) and \( \kappa = \{4\} \).
We now demonstrate the effectiveness of our choice of the features for the problem at hand. With this in mind, we introduce a finite-dimensional discretization $\mathcal{P}_{\text{train}}^{\text{bk}}$ of $\mathcal{P}^{\text{bk}}$ of cardinality $|\mathcal{P}_{\text{train}}^{\text{bk}}| = n_{\text{train}} = 10^4$. Given the frequencies $f^1, \ldots, f^{Q_f}$, $Q_f = 16$, we define the in-class mean and standard deviations:

$$m_q^{\ell, \text{bk}}(\kappa) = \frac{1}{|\mathcal{P}_{\text{train}}^{\text{bk}}|} \sum_{\mu \in \mathcal{P}_{\text{train}}^{\text{bk}}(\kappa)} z_q^{\ell, \text{bk}}(f^q, \mu), \quad (7.5.6a)$$

and

$$\text{std}_q^{\ell, \text{bk}}(\kappa) = \frac{1}{|\mathcal{P}_{\text{train}}^{\text{bk}}(\kappa)| - 1} \sum_{\mu \in \mathcal{P}_{\text{train}}^{\text{bk}}(\kappa)} \left( z_q^{\ell, \text{bk}}(f^q, \mu) - m_q^{\ell, \text{bk}}(\kappa) \right)^2, \quad (7.5.6b)$$

Figure 7-6: Microtruss experiment; discrimination capabilities of the features. Figures (a) and (b): behavior of $\{m_q^{1, \text{bk}}(\kappa)\}_q$ and $\{\text{std}_q^{1, \text{bk}}(\kappa)\}_q$ for the three classes $\kappa = \{1, 4\}$, $\kappa = \{2\}$, $\kappa = \{3\}$, and comparison with the experimental data. Figures (c) and (d): behavior of $\{m_q^{2, \text{bk}}(\kappa)\}_q$ and $\{\text{std}_q^{2, \text{bk}}(\kappa)\}_q$ for the two classes $\kappa = \{1\}$ and $\kappa = \{4\}$, and comparison with the experimental data. For each experimental configuration, we report results of three independent realizations.
where $\ell = 1, 2$, and $\mathcal{P}^{\text{bk}}_{\text{train}}(\kappa) = \{\mu \in \mathcal{P}^{\text{bk}}_{\text{train}} : f^{\text{dam}}(\mu) \in \kappa\}$, and $\kappa \subset \{1, 2, 3, 4\}$. We further consider experimentally the five different nominal system configurations corresponding to (i) $s_L = s_R = 1$, (ii) $s_L = 1, s_R = 2.06$, (iii) $s_L = 1, s_R = 1.53$, (iv) $s_L = s_R = 2.06$, and (v) $s_L = s_R = 1.53$. For each configuration, we perform three independent trials for a total of 15 experimental datapoints. Figures 7-6 show the behavior of $\{m_q^{\text{bk}}(\kappa)\}_q$ for $\ell = 1, 2$.

For $\ell = 1$, we consider classes $\kappa = \{1, 4\}$, $\kappa = \{2\}$ and $\kappa = \{3\}$; for $\ell = 2$, we only consider $\kappa = \{1\}$ and $\kappa = \{4\}$. To take into account the variability of the features due to changes in $\mu$, we report error bars corresponding to twice the in-class standard deviation $\text{std}_{q}^{\text{bk}}(\kappa)$. We further report experimental observations from the appropriate class to show the agreement between $\text{bk}$ and experimental features.

### 7.6 Inference stage

We summarise key quantities introduced in the previous sections. We first define the anticipated configuration set $\mathcal{P}^{\text{bk}} \subset \mathbb{R}^P$, and we denote by $\mu$ a generic element of the set. The parameter $\mu$ encodes our $\text{bk}$ representation of a system configuration and the space $\mathcal{P}^{\text{bk}}$ contains the $\text{bk}$ anticipation of each system configuration that can occur during the operations (online stage). We further introduce the hidden parameter $\xi \in \mathcal{V} \subset \mathbb{R}^D$ such that the pair $C = (\mu, \xi) \in \mathcal{P}^{\text{exp}} := \mathcal{P}^{\text{bk}} \times \mathcal{V}$ uniquely identifies the observed experimental outputs during the online stage. Then, we introduce the damage function $f^{\text{dam}} : \mathcal{P}^{\text{bk}} \to \{1, \ldots, K\}$ such that

$$f^{\text{dam}}(\mu = [\alpha, \beta, E, s_L, s_R]) = f^{\text{dam}}(s_L, s_R), \quad (7.6.1)$$

where $f^{\text{dam}}$ is defined in (7.2.2). As already mentioned in section 7.4, the actual value of the model parameters $\alpha, \beta, E$ does not influence the state of damage. We further introduce the $\text{bk}$ and experimental features $z^{\text{bk}} : \mathcal{P}^{\text{bk}} \to \mathbb{R}^Q$ and $z^{\text{exp}} : \mathcal{P}^{\text{exp}} \to \mathbb{R}^Q$, respectively.

In view of the classification statement, we introduce the (unknown) probability density function (pdf) over $\mathcal{V}$, $p_\xi : \mathcal{V} \to \mathbb{R}_+$, such that

$$P(\xi \in A) = \int_{\mathcal{V}} 1_A(\xi') p_\xi(\xi') d\xi', \quad A \subset \mathcal{V}, \quad (7.6.2)$$

where $1_A$ is the indicator function associated to the set $A$. We use notation $\mathbb{E}_{\xi \sim p_\xi} [\cdot]$ to
indicate expected values with respect to the measure induced by $p_x$. We further denote by $L^{(0,1)}$ the 0-1 loss:

$$L^{(0,1)}(y, t) = \begin{cases} 
0 & y = t, \\
1 & y \neq t. 
\end{cases} \quad (7.6.3)$$

Finally, we define the weight $w_{bk}$, $w_{bk} : \mathcal{P}^{bk} \rightarrow \mathbb{R}^+$, such that

$$\int_{\mathcal{P}^{bk}} w_{bk}(\mu) \, d\mu = 1. \quad (7.6.4)$$

We postpone interpretation and actionable definition of the weight $w_{bk}$ until the end of this section.

We now introduce two classification problem statements.

**Monitoring problem:** given the damage function $f_{\text{dam}} : \mathcal{P}^{bk} \rightarrow \{1, \ldots, K\}$, and the experimental features $\mathbf{z}_{\text{exp}} : \mathcal{P}^{\text{exp}} \rightarrow \mathbb{R}^Q$, find the classifier $g^{\text{opt}} : \mathbb{R}^Q \rightarrow \{1, \ldots, K\}$ that minimizes the experimental risk:

$$\inf_{g \text{ measurable}} R_{\text{exp}}^{\text{opt}}(g) = \int_{\mathcal{P}^{bk}} \mathbb{E}_{\xi \sim p_\xi} \left[ L^{(0,1)}(g(\mathbf{z}_{\text{exp}}(\mu, \xi)), f_{\text{dam}}(\mu)) \right] w_{bk}(\mu) \, d\mu$$

$$= \int_{\mathcal{P}^{\text{exp}}} L^{(0,1)}(g(\mathbf{z}_{\text{exp}}(\mu, \xi)), f_{\text{dam}}(\mu)) w_{bk}(\mu) p_\xi(\xi) \, d\mu \, d\xi, \quad (7.6.5)$$

where $p_\xi : \mathcal{V} \rightarrow \mathbb{R}^+$ is defined in (7.6.2), $L^{(0,1)}$ in (7.6.3), and $w_{bk} : \mathcal{P}^{bk} \rightarrow \mathbb{R}^+$ in (7.6.4).

**Bk monitoring problem:** given the damage function $f_{\text{dam}} : \mathcal{P}^{bk} \rightarrow \{1, \ldots, K\}$, and the bk features $\mathbf{z}_{bk} : \mathcal{P}^{bk} \rightarrow \mathbb{R}^Q$, find the classifier $g^{\text{opt, bk}} : \mathbb{R}^Q \rightarrow \{1, \ldots, K\}$ that minimizes the bk risk:

$$\inf_{g \text{ measurable}} R^{\text{bk}}(g) = \int_{\mathcal{P}^{bk}} L^{(0,1)}(g(\mathbf{z}_{bk}(\mu)), f_{\text{dam}}(\mu)) w_{bk}(\mu) \, d\mu. \quad (7.6.6)$$

where $L^{(0,1)}$ is defined in (7.6.3), and $w_{bk} : \mathcal{P}^{bk} \rightarrow \mathbb{R}^+$ (7.6.4).

We interpret the bk monitoring problem as a surrogate for the (actual, physical) monitoring problem. We observe that while the monitoring statement relies on experimental observations and depends on unknown quantities (the hidden parameter $\xi$ and the corresponding pdf $p_\xi$), the bk statement is entirely synthetic (except of course implicitly through the definition of $\mathcal{P}^{bk}$ as described in the previous section) and thus can be tackled even in
the absence of experimental observations. At this stage of the discussion, we have not yet discussed how the solution to (7.6.6) is related to the optimal solution to (7.6.5). This clearly depends on the magnitude of the perturbations $\delta z$ in (7.5.3). In Chapter 8, we illustrate the connection between these two problems, and we also discuss the well-posedness of the mathematical statements.

We now interpret the function $w^{bk}$ in (7.6.5) and (7.6.6). In our framework, the weight $w^{bk}$ reflects the importance (assigned by the user) of classifying correctly a given configuration and is not related to the (unknown) likelihood that the $bk$ configuration $\mu$ is observed during the online stage. This observation implies that the $bk$ risk $R^{bk}(\mu)$ should be interpreted as a user-defined measure of the misclassification error rather than an expected loss.

We introduce our choice of the weight $w^{bk}$ for the microtruss problem. We consider the weight

$$w^{bk}(\mu) = w_1^{bk}(\alpha) w_2^{bk}(\beta) w_3^{bk}(E) w_4^{bk}(s_L, s_R), \quad \text{(7.6.7a)}$$

where $w_1^{bk}, w_2^{bk}, w_3^{bk}$ correspond to constant weights and

$$w_4^{bk}(s_L, s_R) = \begin{cases} 
100 & (s_L, s_R) \in S_1 := [1, 1.05]^2; \\
10 & (s_L, s_R) \in S_2 := [1.5, 2] \times [1, 1.05]; \\
10 & (s_L, s_R) \in S_3 := [1, 1.05] \times [1.5, 2]; \\
1 & (s_L, s_R) \in S_4 := [1.5, 2]^2.
\end{cases} \quad \text{(7.6.7b)}$$

We choose constants such that $\int_{P^{bk}} w^{bk}(\mu) d\mu = 1$. We observe that each of $S_1, \ldots, S_4$ are assigned equal weight.

Some comments are in order. Our choice of $w_4^{bk}$ in (7.6.7b) implies that we target our SHM classifier to detect added masses in the range $[1.5, 2]h$, and to avoid "false damaged" predictions if $s_L, s_R < 1.05$. In view of the probabilistic interpretation of the problem statement and of the numerical procedure, we observe that our choices of $w_1^{bk}, w_2^{bk}, w_3^{bk}$ correspond to the assumption that $\alpha, \beta, E$ are independent uniformly-distributed random
variables such that

\[ \alpha \sim \text{Uniform}([0.25 \cdot 10^{-3}, 0.8 \cdot 10^{-3}]), \]

\[ \beta \sim \text{Uniform}([0.05 \cdot 10^{-3}, 0.2 \cdot 10^{-3}]), \]  

\[ E \sim \text{Uniform}([2.65 \cdot 10^{9}, 2.85 \cdot 10^{9}]). \]  

On the other hand, our choice of \( w^{bk}_{4,5} \) corresponds to assume that the random pair \((s_L, s_R)\) can be written as a mixture of independent uniform distributions over \( S_1, \ldots, S_4 \):

\[ (s_L, s_R) = \sum_{k=1}^{4} \left( 1 - L^{(0,1)}(S, k) \right) E_k, \quad E_k \sim \text{Uniform}(S_k), \quad S \sim \text{Uniform}([1, 2, 3, 4]). \]  

(7.6.8b)

We shall later formally identify \( w^{bk} \) with a probability density. Table 7.1 summarizes the definitions and provides links to their instantiations for the microtruss problem.

### Table 7.1: Simulation-Based Classification: main definitions

<table>
<thead>
<tr>
<th>symbol</th>
<th>name</th>
<th>microtruss definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu \in \mathcal{P}^{bk} )</td>
<td>anticipated configuration (set)</td>
<td>(7.4.2) – (7.4.7)</td>
</tr>
<tr>
<td>((\mu, \xi) \in \mathcal{P}^{exp} )</td>
<td>configuration (set)</td>
<td>(7.4.3)</td>
</tr>
<tr>
<td>( f^{\text{dam}} : \mathcal{P}^{bk} \rightarrow {1, \ldots, K} )</td>
<td>damage function</td>
<td>(7.6.1)</td>
</tr>
<tr>
<td>( z^{\exp} : \mathcal{P}^{exp} \rightarrow \mathbb{R}^Q )</td>
<td>experimental features</td>
<td>(7.5.1)</td>
</tr>
<tr>
<td>( z^{bk} : \mathcal{P}^{bk} \rightarrow \mathbb{R}^Q )</td>
<td>bk features</td>
<td>(7.5.2)</td>
</tr>
<tr>
<td>( w^{bk} : \mathcal{P}^{bk} \rightarrow \mathbb{R}_+ )</td>
<td>bk weight</td>
<td>(7.6.7)</td>
</tr>
</tbody>
</table>

Before concluding, we state another definition, and an important remark.

**Definition 7.6.1.** Let us define the partition of the configuration set \( \{\mathcal{P}^{bk}(k)\}_{k=1}^{K} \) as

\[ \mathcal{P}^{bk}(k) := \{ \mu \in \mathcal{P}^{bk} : f^{\text{dam}}(\mu) = k \}, \quad k = 1, \ldots, K. \]

Then, we define the type-k error of a classifier \( g \) as

\[ R^{\exp}(g; k) := \int_{\mathcal{P}^{bk}(k) \times \mathcal{X}} E_{\xi \sim \mathcal{P}_{\xi}} \left[ L^{(0,1)}(g(z^{exp}(\mu, \xi)), k) \right] w^{bk}(\mu) \, d\mu; \]  

(7.6.9)
similarly, we can define the bk-type-k error as

\[ R^{bk}(g; k) := \int_{\mathcal{P}^{bk}(k)} L^{(0,1)}(g(\mathbf{z}^{bk}(\mu)), k) w^{bk}(\mu) d\mu. \]  

If \( K = 2 \), provided that \( y = 1 \) is the null hypothesis, our definition of type-k error coincides with the standard type I and type II errors in Hypothesis Testing.

It is straightforward to verify that

\[ R^{bk}(g) = \sum_{k=1}^{K} R^{bk}(g; k), \quad R^{exp}(g) = \sum_{k=1}^{K} R^{exp}(g; k). \]

We observe that if we define the bk confusion matrix \( C^{bk}(g) \in \mathbb{R}^{K \times K} \) associated with the classifier \( g \) such that

\[ C^{bk}_{k, k'}(g) = \int_{\mathcal{P}^{bk}(k)} L^{(0,1)}(g(\mathbf{z}^{bk}(\mu)), k') w^{bk}(\mu) d\mu, \]

then, the bk type-k error is the sum of the off-diagonal terms of \( C^{bk}(g) \):

\[ R^{bk}(g, k) = \sum_{k' \neq k} C^{bk}_{k, k'}(g). \]

An analogous discussion applies to the type-k error. We further observe that the choice of \( w^{bk} \) regulates the importance of the different types of error. More specifically, for each \( k \), we can interpret the quantity

\[ P^{bk}_k := \int_{\mathcal{P}^{bk}(k)} w^{bk}(\mu) d\mu \]  

as a measure of the importance of classifying correctly configurations of class \( k \). For the microtruss problem, we have

\[ P^{bk}_1 = \ldots = P^{bk}_4 = \frac{1}{4}. \]

This implies that it is equally important to classify correctly configurations of all four classes.

Remark 7.6.1. (The perspective of Robust Optimization) Adopting the interpretation of bk and experimental features provided after equation (7.5.3), we can view (7.6.6) as the nominal problem, and (7.6.5) as the perturbed problem. This discussion shows the connc-
tion between our formulation and Robust Optimization (RO) statements for classification. To stress this, we observe that we can restate the experimental risk in (7.6.5) as follows:

\[
R_{\text{exp}}(g) = \int_{\mathcal{P}_{bk}} \mathbb{E}_{\delta z \sim P_{\delta z, s}} \left[ \mathcal{L}^{(0,1)} \left( g(z^{bk}(\mu) + \delta z), f^{\text{dam}}(\mu) \right) \right] w^{bk}(\mu) \, d\mu, \quad (7.6.12)
\]

where the probability distribution \( P_{\delta z, s} \) is given by

\[
P_{\delta z, s}(A) = \int_{\mathcal{V}} 1_A(\delta z(\mu, \xi)) p_\xi(\xi) \, d\xi, \quad (7.6.13)
\]

and is defined over (a suitable \( \sigma \)-algebra of) \( \mathbb{R}^Q \). We rigorously show (7.6.12) in Chapter 8.2.

### 7.7 Conclusions

In this chapter, we introduced a mathematical framework for the problem of damage identification. This provides the foundations for the development of our computational procedure. For purposes of clarity, we introduced our formulation through the vehicle of a particular example, a microtruss; in parallel we provided the abstraction applicable to a broad range of problems.

The microtruss problem corresponds to a four-way classification problem. We defined the presence of added masses as the damage to be detected, and we identified two potential locations where damage may occur. We thus argue that this problem, despite its simplicity, exemplifies a typical SHM Level 2 task (i.e. detection and localisation); for this reason, in the next chapters we consider this problem to validate our numerical approach.

The discussion for the microtruss problem also showed that the quantity of interest only depends on a subset of the full parameter vector \( \mu \), namely the parameters \( s_L, s_R \). The presence of "nuisance variables" in the model complicates the classification task, and motivates the development of feature-extraction techniques to limit their effect. In Chapter 9, we demonstrate that the choice of the features in section 7.5.2 is well-suited to limit the effect of nuisance variables.
Chapter 8

Simulation-Based Classification: methodology and analysis

In this chapter, we introduce Simulation-Based Classification (SBC). The approach is designed to tackle inverse problems for discrete-valued quantities of interest associated with systems governed by (parametrized) PDEs. We first present the computational procedure, and we clarify the role of model reduction (section 8.1); then we study the existence and uniqueness of the solution to the bk monitoring problem (7.6.6), and we comment on the consistency of our numerical procedure (section 8.2). Finally, we propose an error bound that clarifies the influence of model error on classification performance (section 8.3).

8.1 Computational approach

8.1.1 Simulation-based classification

In view of the development of the computational approach, we define the probability measure on $\mathcal{P}^{bk}$ $P_{w^{bk}}$ such that

$$P_{w^{bk}}(A) = \int_{\mathcal{P}^{bk}} 1_A(\mu') w^{bk}(\mu') d\mu', \quad A \subset \mathcal{P}^{bk}. \tag{8.1.1}$$

Then, we denote by $\mu$ a random vector distributed according to $P_{w^{bk}}$, $\mu \sim P_{w^{bk}}$.

We formalize our strategy to generate the classifier $g$. We generate $M$ independent samples $\mu^1, \ldots, \mu^M$ from $P_{w^{bk}}$, and we generate the dataset $\mathcal{D}^{bk}_M := \{(z^{ bk, m}, y^m)\}_{m=1}^M$ where $z^{ bk, m} = z^{ bk}(\mu^m)$, $y^m = f^{ dam}(\mu^m)$. Then, we employ a supervised learning algorithm that
takes as input the dataset $\mathcal{D}_M^{bk}$ and returns the classifier $g^*_M$.

Several techniques are available to generate independent samples from an arbitrary probability density function $w^{bk}$. We refer to [189, Chapter 2] and to [81, Chapter 3] for further details. Here, we resort to identities (7.6.8) to generate samples of the configuration $\mu$.

A supervised learning (SL) algorithm for classification can be interpreted as a procedure that takes as input a dataset $\mathcal{D}_M^{bk} \subset \mathbb{R}^Q \times \{1, \ldots, K\}$ and returns a classifier $g^*_M : \mathbb{R}^Q \rightarrow \{1, \ldots, K\}$:

$$[g^*_M] = \text{SL-algorithm} \left( \mathcal{D}_M^{bk} \right).$$

Several different algorithms of the form (8.1.2) have been proposed in the literature; we refer to [104, 120, 157] for a thorough introduction to supervised learning algorithms for regression and classification. In our numerical examples, we apply five different state-of-the-art techniques to the classification problem considered in this work.

Algorithm 8.1.1 summarizes the computational procedure to approximate the solution to the bk monitoring problem: both the Offline stage described above, and the Online stage in which, given experimental features, we wish to classify our system.

**Algorithm 8.1.1 Simulation-Based Classification for SHM.**

**Offline stage**

1: Generate $\mathcal{P}^{bk}_M := \{\mu^1, \ldots, \mu^M\} \subset \mathcal{P}^{bk}$, $\mu^m \overset{iid}{\sim} P_{w^{bk}}$

2: Generate the dataset $\mathcal{D}_M^{bk} := \{(z^{bk,m}, y^m)\}_{m=1}^M$ where $z^{bk,m} = z^{bk}(\mu^m)$, $y^m = f^{\text{dam}}(\mu^m)$.

3: Employ the learning algorithm (8.1.2) to generate the classifier $g^*_M$.

**Online stage**

1: Collect the experimental measurements and extract the features $z^{\exp}$.

2: Return the label $g^*_M(z^{\exp})$.

We observe that, unlike in model-based approaches, our procedure directly addresses the task of interest — the estimation of the state of damage — and does not — either implicitly or explicitly — provide estimates for the actual value of $\mu$. We claim that the estimation problem for $\mu$ is (unnecessarily) much more general than the original classification problem of interest, and in particular the former will typically be ill-posed. For instance, the
application of model-based approaches to the microtruss problem requires the estimate of the full vector \( \mu \), which includes both quantities related to damage (the geometric parameters \( s_L, s_R \)) but also nuisance variables (the material properties \( \alpha, \beta, E \)) of no direct interest to the engineering task at hand. For more realistic problems with many more parameters the nuisance variables can easily number in the hundreds and often without any evident correlations.

Another distinguishing feature of Simulation-Based Classification is related to the possibility of incorporating information related to model error without the need for fully characterizing the configuration \( C = (\mu, \xi) \). We can indeed include estimates of the perturbation \( \delta z \) to inform the learning procedure. The process of including data uncertainties at training stage is usually referred to as \textit{robustification}. We shall consider this in future work.

### 8.1.2 Application of pMOR

As already mentioned in Chapter 1.4.2, classification performances strongly depend on the size \( M \) of the dataset. Since each datapoint involves the solution to several PDEs (in our case \( Q_f \), one for each frequency), the offline computational burden is extremely large. This explains the importance of model order reduction.

We briefly discuss the application of pMOR in the context of Simulation-Based Classification. During a preprocessing stage (typically denoted the offline stage), we generate a Reduced Order Model (ROM) \( \tilde{u}^{bk}(f; \mu) \approx u^{bk}(f; \mu) \) such that we may form \( \tilde{z}^{bk}(\mu) \approx z^{bk}(\mu) \) for all \( \mu \in \mathcal{P}^{bk} \). Then, for each parameter \( \mu^1, \ldots, \mu^M \), we estimate \( z^{bk}(\mu^m) \) using the ROM \( \tilde{z}^{bk}(\mu^m) \). We observe that if \( M \) is sufficiently large and computing \( \tilde{z}^{bk}(\mu^m) \) is significantly less expensive than computing \( z^{bk}(\mu^m) \), then we can amortize and indeed neglect the cost of the preprocessing stage.

Algorithm 8.1.2 summarizes the computational procedure. Note that both the offline stage and the online stage of the pMOR procedure are effected in the offline stage of the classification algorithm. In Chapter 9, we discuss the application of the particular pMOR technique, the Reduced Basis method, adopted in this work to tackle the microtruss problem.
Algorithm 8.1.2 Simulation-Based Classification for SHM with pMOR.

Offline stage

1: Generate $\mathcal{P}_M^{bk} := \{\mu^1, \ldots, \mu^M\} \subset \mathcal{P}^{bk}$, $\mu^m \sim P_{w^{bk}}$

2: a. MOR: construct the Reduced Order Model;
   b. MOR: use the ROM to generate the dataset $\mathcal{D}_M^{bk} := \{(z^{bk}(\mu^m), f^{\text{dam}}(\mu^m))\}_{m=1}^M$

3: Employ the learning algorithm (8.1.2) to generate the classifier $g_M^*.$

Online stage

1: Collect the experimental measurements and extract the features $z^{\text{exp}}.$

2: Return the label $g_M^*(z^{\text{exp}}).$

8.2 Mathematical analysis

8.2.1 Probabilistic interpretation of the monitoring problems

We shall now introduce a probabilistic interpretation of the monitoring problems. This will help us develop and analyze our computational approach. With this in mind, we first recall the definition of $P_{w^{bk}}$ in (8.1.1),

$$P_{w^{bk}}(A) = \int_{\mathcal{P}^{bk}} \chi_A(\mu') w^{bk}(\mu') d\mu', \quad A \subset \mathcal{P}^{bk},$$

and we define the probability measure on $\mathcal{P}^{exp}$, $P^{exp}_{(\mu, \xi)},$ such that

$$P^{exp}_{(\mu, \xi)}(A \times B) = \int_{\mathcal{P}^{bk} \times V} \chi_A(\mu) \chi_B(\xi) w^{bk}(\mu') p_{\xi}(\xi') d\mu' d\xi', \quad A \subset \mathcal{P}^{bk}, \quad B \subset V. \quad (8.2.1)$$

Recalling (7.6.4) and (7.6.2), it is easy to verify that $P_{w^{bk}}$ is a probability measure over $\mathcal{P}^{bk}$, and $P^{exp}_{(\mu, \xi)}$ is a probability measure over $\mathcal{P}^{exp}.$ As in section 8.1, we denote here by $\mu$ a random vector distributed according to $P_{w^{bk}}, \mu \sim P_{w^{bk}};$ similarly, we denote by $(\mu, \xi)$ a random pair distributed according to $P^{exp}_{(\mu, \xi)}.$

Recalling the definitions of the $bk$ features $z^{bk} : \mathcal{P}^{bk} \to \mathbb{R}^Q$ and of the damage function $f^{\text{dam}} : \mathcal{P}^{bk} \to \{1, \ldots, K\}$, we define the random pair

$$(Z^{bk}, Y) := (z^{bk}(\mu), f^{\text{dam}}(\mu)), \quad \mu \sim P_{w^{bk}}.$$
We further denote by $P(Z^{bk}, Y)$ the corresponding image probability distribution defined over $\mathbb{R}^Q \times \{1, \ldots, K\}$:

$$P(Z^{bk}, Y)(A \times \{k\}) = \int_{(z^{bk}, f^{dam})^{-1}(A \times \{k\})} w^{bk}(\mu) \, d\mu,$$

where $(z^{bk}, f^{dam})^{-1}(A \times \{k\}) := \{\mu \in \mathcal{P}^{bk} : (z^{bk}(\mu), f^{dam}(\mu)) \in A \times \{k\}\}$ is the pre-image of $A \times \{k\}$. We observe that $P(Z^{bk}, Y)$ is uniquely identified by the weight $w^{bk}$, the bk features $z^{bk}$ and by the damage function $f^{dam}$. Similarly, we can define the random pair

$$(Z^{exp}, Y) := (z^{exp}(\mu, \xi), f^{dam}(\mu)), \quad (\mu, \xi) \sim P^{exp}_{(\mu, \xi)},$$

and the corresponding image probability distribution $P(Z^{exp}, Y)$.

Recalling the change of variable formula, we can restate the two problem statements proposed in Chapter 7.6. In more detail, the monitoring problem (7.6.5) can be restated as follows:

$$g^{opt} = \arg \inf_{g \text{ measurable}} R^{exp}(g) = \mathbb{E}_{(Z^{exp}, Y) \sim P(Z^{exp}, Y)} \left[ L^{(0,1)}(g(Z^{exp}), Y) \right], \quad (8.2.2)$$

while the bk monitoring problem can be restated as follows:

$$g^{opt,bk} = \arg \inf_{g \text{ measurable}} R^{bk}(g) = \mathbb{E}_{(Z^{bk}, Y) \sim P(Z^{bk}, Y)} \left[ L^{(0,1)}(g(Z^{bk}), Y) \right]. \quad (8.2.3)$$

Problem statements (8.2.2) and (8.2.3) are well-suited for the analysis. We can indeed rigorously address the following questions.

**Existence and uniqueness of the solutions to (8.2.2) and (8.2.3):** we can determine sufficient conditions under which the solutions to (8.2.2) and (8.2.3) (and thus to (7.6.5) and (7.6.6)) exist and are unique. We present a formal result in the next section.

**Unified statistical interpretation of model error:** from the learning perspective, random experimental error and systematic error due to model inadequacy introduce a shift of the statistical properties of the predictors (features). This shows the connection with the notion of concept drift ([232, 218]) and dataset shift ([153]) studied in machine learning. It is possible to show that this shift can be completely characterized by the probability distribution of $\delta z$. We present the precise result in the next section.
Consistency of SBC: if \( \mu^1, \ldots, \mu^M \) are independent identically distributed (iid) samples from \( P_{w^{bk}} \), \( \mu \sim P_{w^{bk}} \), then the dataset \( D_M^{bk} \) consists of \( M \) independent samples from the joint distribution \( P(Z_{bk}, Y) \). This has two important implications. First, for a wide class of classifiers (e.g., kernel methods, \([210]\) ), we can exploit standard results in learning theory to study the consistency of the classifier \( g^*_M \) for the best-knowledge monitoring problem, that is (see, e.g., \([220]\))

\[
p \lim_{M \to \infty} R_{bk}(g^*_M) = \inf_{g \text{ measurable}} R_{bk}(g),
\]

where \( p \lim \) denotes the limit in probability. Second, we can formalize questions related to the Design Of Experiment (DOE) such as frequency selection and sensor placement in a rigorous mathematical fashion, as (grouped-) variable selection problems. In this work, we do not address the connection between DOE and variable selection, which is the topic of ongoing research.

### 8.2.2 Technical results

We present two technical results that complete the discussion started in section 8.2.1. First, we discuss existence and uniqueness of solutions to the monitoring problems and indeed we develop an explicit — through not readily evaluated — expression for \( g_{opt,bk} \). Second, we clarify the relationship between the probability measures \( P(Z_{exp,Y}) \) and \( P(Z_{bk,Y}) \). For the sake of clarity, we recap the definition of \( P_{w^{bk}} \) in (8.1.1),

\[
P_{w^{bk}}(A) = \int_{P_{w^{bk}}} 1_A(\mu') w^{bk}(\mu') d\mu', \quad A \subset P^{bk},
\]

and of \( P_{(\mu,\xi)}^{exp} \) in (8.2.1),

\[
P_{(\mu,\xi)}^{exp}(A \times B) = \int_{P^{bk} \times \mathcal{V}} 1_A(\mu) 1_B(\xi) w^{bk}(\mu') p_{\xi}(\xi') d\mu' d\xi', \quad A \subset P^{bk}, \quad B \subset \mathcal{V}.
\]

We assume here that \( P_{w^{bk}} \) and \( P_{(\mu,\xi)}^{exp} \) are Borel-measurable, that is they are defined on all open sets of \( P^{bk} \) and \( P^{exp} \), respectively. A sufficient condition for which \( P_{w^{bk}} \) and \( P_{(\mu,\xi)}^{exp} \) are Borel-measurable is that \( w^{bk} \in L^1(P^{bk}) \) and \( p_{\xi} \in L^1(\mathcal{V}) \). We further recall the random pair

\[
(Z^{bk}, Y) := (Z^{bk}(\mu), f^{\text{dam}}(\mu)), \quad \mu \sim P_{w^{bk}},
\]
with probability distribution $P_{(Z_{bk}, Y)}$, and

$$(Z^\text{exp}, Y) := (Z^\text{exp}(\mu, \xi), f^\text{dam}(\mu)), \quad (\mu, \xi) \sim P^{\text{exp}}_{(\mu, \xi)},$$

with probability distribution $P_{(Z_{exp}, Y)}$.

Next Lemma shows that if $z^{bk}$ and $z^{exp}$ are continuous, $f^\text{dam}$ is Borel-measurable, and $P_{w^{bk}}$ and $P^{\text{exp}}_{(\mu, \xi)}$ are Borel-measurable, then $P_{(Z_{bk}, Y)}$ and $P_{(Z_{exp}, Y)}$ are also Borel-measurable.

**Lemma 8.2.1.** Suppose that

1. the probability measures $P_{w^{bk}}$ in (8.1.1) and $P^{\text{exp}}_{(\mu, \xi)}$ in (8.2.1) are Borel-measurable;

2. the $bk$ features $z^{bk} : P^{bk} \to \mathbb{R}^Q$ and the experimental features $z^{\text{exp}} : P^{\text{exp}} \to \mathbb{R}^Q$ are continuous;

3. the discrete function $f^\text{dam} : P^{bk} \to \{1, \ldots, K\}$ is Borel-measurable.

Then, the probability measures $P_{(Z_{bk}, Y)}$ and $P_{(Z_{exp}, Y)}$ are Borel-measurable on $\mathbb{R}^Q \times \{1, \ldots, K\}$.

**Proof.** We only prove that $P_{(Z_{bk}, Y)}$ is Borel-measurable. The proof of the measurability of $P_{(Z_{exp}, Y)}$ is analogous. Let $A \subset \mathbb{R}^Q$ be an open set and let $k \in \{1, \ldots, K\}$. We must show that $P_{(Z_{bk}, Y)}(A \times \{k\})$ is well-defined. By construction, we have that

$$P_{(Z_{bk}, Y)}(A \times \{k\}) = \int_{(Z_{bk}, Y)^{-1}(A \times \{k\})} w^{bk}(\mu) d\mu.$$

As a result, we must show that

$$(Z^{bk}, Y)^{-1}(A \times \{k\}) = \{\mu \in P^{bk} : z^{bk}(\mu) \in A, f^\text{dam}(\mu) = k\}$$

$$= (z^{bk})^{-1}(A) \cap (f^\text{dam})^{-1}(k)$$

is a Borel set. Since $z^{bk}$ is continuous and $A$ is open, $(z^{bk})^{-1}(A)$ is also open. On the other hand, by assumption, $(f^\text{dam})^{-1}(k)$ is Borel. Thesis follows by recalling that the intersection of Borel sets is also Borel.

Next Proposition addresses the problem of existence and uniqueness of the solution to (7.6.6). An analogous discussion applies also to the monitoring problem (7.6.5).
Proposition 8.2.1. The optimal solution $g^{opt, bk}$ to (7.6.6) is given by

$$g^{opt, bk}(z) = \arg \max_{k=1,\ldots,K} P(Z^{bk, y})(Y = k|Z^{bk} = z).$$ (8.2.4)

Here, $P(Z^{bk, y})(Y = k|Z^{bk} = z)$ denotes the conditional probability of the event $\{Y = k\}$ given $\{Z^{bk} = z\}$.

Furthermore, if there exists $\epsilon > 0$ such that

$$P(Z^{bk}) \left( P(Z^{bk, y})(Y = k|Z^{bk} = z) \geq \max_{k \neq g^{opt, bk}(z)} P(Z^{bk, y})(Y = k|Z^{bk} = z) + \epsilon \right) = 1,$$ (8.2.5)

then any solution $g$ to (7.6.6) satisfies $g^{opt, bk}(z) = g(z)$ for $P(Z^{bk})$-almost every $z \in \mathbb{R}^Q$.

Proof. We first show that (8.2.4) is measurable. Recalling [67, Theorem A.24 page 586], since $P(Z^{bk, y})$ is Borel-measurable, if we denote by $P(Z^{bk})$ the corresponding marginal distribution, there exists for $P(Z^{bk})$-almost-every $z \in \mathbb{R}^Q$ and for $k = 1, \ldots, K$ a measurable function $\xi^Z_{bk} : \mathbb{R}^Q \to \mathbb{R}$ such that $\xi^Z_{bk}(z) = P(Z^{bk, y})(Y = k|Z^{bk} = z)$. Recalling that the pointwise maximum of measurable functions is also measurable, this implies that, under the hypotheses of Lemma 8.2.1, the function $g^{opt, bk}$ in (8.2.4) is measurable.

We now observe that

$$R^{bk}(g) = \int_{\mathbb{R}^Q \times \{1,\ldots,K\}} L^{(0,1)}(g(z), y) dP(Z^{bk, y})(z, y) = \int_{\mathbb{R}^Q} \sum_{k \neq g(z)} P(Z^{bk, y})(Y = k|Z^{bk} = z)) dP(Z^{bk})(z)$$

$$= 1 - \int_{\mathbb{R}^Q} P(Z^{bk, y})(Y = g(z)|Z^{bk} = z)) dP(Z^{bk})(z)$$

$$\geq 1 - \int_{\mathbb{R}^Q} \max_k P(Z^{bk, y})(Y = k|Z^{bk} = z)) dP(Z^{bk})(z) = R^{bk}(g^{opt, bk}).$$

Since $g^{opt, bk}$ is measurable, this implies that $g^{opt, bk}$ is a solution to (7.6.6).

Let $g$ be a classifier such that $R^{bk}(g^{opt, bk}) = R^{bk}(g)$. Using the same reasoning as before, it is possible to verify that

$$R^{bk}(g) = R^{bk}(g^{opt, bk}) + \int_{\mathbb{R}^Q} \left( P(Z^{bk, y})(Y = g^{opt, bk}(z)|Z^{bk} = z) - P(Z^{bk, y})(Y = g(z)|Z^{bk} = z) \right) dP(Z^{bk})(z).$$
Recalling (8.2.5), we find
\[ R^{bk}(g) \geq R^{bk}(g^{\text{opt, bk}}) + \epsilon \int_{\mathbb{R}^Q} \mathcal{L}^{(0,1)}(g(z), g^{\text{opt, bk}}(z)) \, dP^Z_{bk}(z). \]

Then, we must have
\[ \int_{\mathbb{R}^Q} \mathcal{L}^{(0,1)}(g(z), g^{\text{opt, bk}}(z)) \, dP^Z_{bk}(z) = 0, \]
which implies that \( g(z) = g^{\text{opt, bk}}(z) \) for \( P^Z_{bk} \)-almost every \( z \in \mathbb{R}^Q \).

In view of the proof of a formula that relates the probability measures \( P_{(Z^{exp,y})} \) and \( P_{(Z^{bk,y})} \), we recall the probability distribution \( P_{\delta z, \mu} \) defined in (7.6.13):
\[ P_{\delta z, \mu}(A) = \int_{\mathcal{V}} 1_A(\delta z(\mu, \xi)) \, p_\mu(\xi) \, d\xi. \]

We observe that since \( p_\xi \in L^1(\mathcal{V}) \) and \( \delta z(\mu, \cdot) \) is continuous \( P_{\delta z, \mu} \) is a Borel measure (cf. Lemma 8.2.1). We further introduce notation
\[ A - v := \{ w - v : w \in A \}, \quad \forall A \subset \mathbb{R}^Q, \quad v \in \mathbb{R}^D. \]

Next Proposition contains the key result.

**Proposition 8.2.2.** Given the Borel set \( A \subset \mathbb{R}^Q \) and \( k \in \{1, \ldots, K\} \), the following identity holds:
\[ P_{(Z^{exp,y})(A \times \{k\})} = \int_{\mathcal{P}^{bk}(k)} P_{\delta z, \mu}(A - z^{bk}(\mu)) \, w^{bk}(\mu) \, d\mu, \tag{8.2.6} \]

where \( \mathcal{P}^{bk}(k) \) is defined in Definition 7.6.1, \( w^{bk} \) is defined in (7.6.4), and \( P_{\delta z, \mu} \) is defined in (7.6.13).

**Proof.** Exploiting (7.6.13), we find
\[
\begin{align*}
P_{(Z^{exp,y})(A \times \{k\})} &= \int_{\mathcal{P}^{bk}(k) \times \mathcal{V}} 1_A(z^{bk}(\mu) + \delta z(\mu, \xi)) \, 1_{\{k\}}(f^{\text{dam}}(\mu)) \, w^{bk}(\mu) \, p_\mu(\xi) \, d\mu \, d\xi \\
&= \int_{\mathcal{P}^{bk}(k) \times \mathcal{V}} \left( \int_{\mathcal{V}} 1_{A - z^{bk}(\mu)}(\delta z(\mu, \xi)) \, p_\mu(\xi) \, d\xi \right) \, w^{bk}(\mu) \, d\mu \\
&= \int_{\mathcal{P}^{bk}(k)} P_{\delta z, \mu}(A - z^{bk}(\mu)) \, w^{bk}(\mu) \, d\mu.
\end{align*}
\]
\[ \square \]
Before concluding, we derive (7.6.12). Assuming that $p_\xi \in L^1(\mathcal{V})$ and $\delta z : P^{\text{exp}} \to \mathbb{R}^Q$ is continuous, we find

$$\begin{align*}
R^{\text{exp}}(g) &= \int_{P^{\text{bk}}} \left( \int_{\mathcal{V}} \mathcal{L}^{(0,1)}(g(\mathbf{z}^{\text{bk}}(\mu) + \delta \mathbf{z}(\mu, \xi)), f^{\text{dam}}(\mu)p_\xi(\xi) \, d\xi) \right) \, w^{\text{bk}}(\mu) \, d\mu \\
&= \int_{P^{\text{bk}}} \mathbb{E}_{\xi \sim p_\xi} \left[ \mathcal{L}^{(0,1)}(g(\mathbf{z}^{\text{bk}}(\mu) + \delta \mathbf{z}(\mu, \xi)), f^{\text{dam}}(\mu)) \right] \, w^{\text{bk}}(\mu), \, d\mu \\
&= \int_{P^{\text{bk}}} \mathbb{E}_{\delta z \sim P_{\delta z}} \left[ \mathcal{L}^{(0,1)}(g(\mathbf{z}^{\text{bk}}(\mu) + \delta \mathbf{z}), f^{\text{dam}}(\mu)) \right] \, w^{\text{bk}}(\mu), \, d\mu,
\end{align*}$$

which is (7.6.12). Here, in the first equality we employed the definition of expectation with respect to a probability measure, while in the second step we employed the change of variable formula.

### 8.3 Error analysis

#### 8.3.1 Main result

We first present two definitions.

**Definition 8.3.1.** Given the classifier $g : \mathbb{R}^Q \to \{1, \ldots, K\}$, we define the $k$-acceptance region

$$Z(g, k) := \{ z \in \mathbb{R}^Q : g(z) = k \}, \quad (8.3.1)$$

where $k = 1, \ldots, K$.

**Definition 8.3.2.** Given the classifier $g : \mathbb{R}^Q \to \{0, 1\}$ and the constant $\epsilon > 0$, we define the $\epsilon$-uncertainty indicator $E^{\text{bk}}$ as

$$E^{\text{bk}}(g, \epsilon, \mu) := \begin{cases} 
0 \quad &\text{if } B_\epsilon(\mathbf{z}^{\text{bk}}(\mu)) \subset Z(g, k), \quad \text{for some (unique) } k \in \{1, \ldots, K\}; \\
1 \quad &\text{otherwise};
\end{cases} \quad (8.3.2)$$

where $B_\epsilon(z)$ is the $Q$-dimensional ball of radius $\epsilon$ centered in $z \in \mathbb{R}^Q$, and $Z(g, k)$ is defined in (8.3.1).

The $\epsilon$-uncertainty indicator $E^{\text{bk}}$ is equal to zero if $\mathbf{z}^{\text{bk}}(\mu)$ is sufficiently far from the
separating hyper-planes associated with the classifier $g$. Furthermore, $E_{b}^{k}$ is monotonic increasing in $\epsilon$, and $E_{b}^{k}(g, \epsilon = 0, \mu) = 0$ unless $z_{b}^{k}(\mu)$ lies on a separating hyper-plane. Therefore, it can be interpreted as a measure of local robustness to data uncertainties. We further observe that $E_{b}^{k}(g, \epsilon, \mu) = 0$ if and only if

$$g(z_{b}^{k}(\mu)) = g(z_{b}^{k}(\mu) + \delta z) \quad \forall \delta z \in B_{\epsilon}(0).$$

Recalling the definition of 0–1 loss, we thus find

$$\mathcal{L}^{(0,1)}(g(z_{b}^{k}(\mu)), g(z_{b}^{k}(\mu) + \delta z)) \leq E_{b}^{k}(g, \epsilon, \mu) \quad \forall \delta z \in B_{\epsilon}(0). \quad (8.3.3)$$

We formally relate the $\epsilon$-uncertainty indicator (8.3.2) to other measures of local robustness that have been proposed in the literature. Given the parameter $\mu \in \mathcal{P}^{b}$ and the classifier $g$, we define

$$r_{b}^{k}(\mu, g) := \inf_{z \in Z^{*}(g, g(z_{b}^{k}(\mu)))} \|z - z_{b}^{k}(\mu)\|_{2}, \quad (8.3.4)$$

where $Z^{*}(g, k) = \bigcup_{k' \neq k} Z(g, k')$ and $Z(g, k')$ is defined in (8.3.1). It is possible to show that we can rewrite the $\epsilon$-uncertainty indicator $E_{b}^{k}$ as

$$E_{b}^{k}(g, \epsilon, \mu) = \begin{cases} 0 & \text{if } r_{b}^{k}(\mu, g) > \epsilon; \\ 1 & \text{otherwise}. \end{cases}$$

The quantity $r_{b}^{k}(\mu, g)$ in (8.3.4) is known as stability radius, and it is widely used in control theory ([109]), and optimization ([244]) as measure of local robustness. It can be shown (see [205]) that the stability radius is also an instance of Wald’s maximin model ([227]), which is employed in statistics and decision theory.

We now present the main result of this section.

**Proposition 8.3.1.** Let the classifier $g : \mathbb{R}^{Q} \to \{1, \ldots, K\}$ and the damage function $f_{\text{dam}} : \mathcal{P}^{b} \to \{1, \ldots, K\}$ be measurable functions. Let us further define $e_{b}^{k} > 0$ as

$$e_{b}^{k} := \|\delta z\|_{L_{\infty}(\mathcal{P}^{b}, \mathbb{R}^{Q})}, \quad \delta z(\mu, \xi) = z_{\exp}^{\text{exp}}(\mu, \xi) - z_{b}^{k}(\mu). \quad (8.3.5)$$
Then, the following hold:

\[ R_{\text{exp}}^\text{bk}(g) \leq R_{\text{bk}}^\text{bk}(g) + \int_{p{\text{bk}}} E_{\text{bk}}^\text{bk}(g, \varepsilon_{\text{bk}}, \mu) w_{\text{bk}}(\mu) \, d\mu =: R_{\text{UB}}^\text{exp}(g, \varepsilon_{\text{bk}}), \tag{8.3.6} \]

and

\[ R_{\text{exp}}^\text{bk}(g; k) \leq R_{\text{bk}}^\text{bk}(g; k) + \int_{p{\text{bk}}(k)} E_{\text{bk}}^\text{bk}(g, \varepsilon_{\text{bk}}, \mu) w_{\text{bk}}(\mu) \, d\mu =: R_{\text{UB}}^\text{exp}(g, \varepsilon_{\text{bk}}, k), \tag{8.3.7} \]

for \( k = 1, \ldots, K \) and for any choice of \( p_{\xi} : \mathcal{V} \rightarrow \mathbb{R}_+ \) in (7.6.5).

**Proof.** We show only (8.3.6), as the proof of (8.3.7) is analogous. Applying the triangle inequality, we find

\[ R_{\text{exp}}^\text{bk}(g) \leq \int_{p_{\text{exp}}} L_{(0,1)}^\text{bk}(g(z_{\text{bk}}(\mu)), f_{\text{dam}}(\mu)) w_{\text{bk}}(\mu) p_{\xi}(\xi) \, d\mu \, d\xi =: (I) \]

\[ \quad + \int_{p_{\text{exp}}} L_{(0,1)}^\text{bk}(g(z_{\text{bk}}(\mu)), g(z_{\text{exp}}(\mu, \xi)) w_{\text{bk}}(\mu) p_{\xi}(\xi) \, d\mu \, d\xi =: (II) \]

Then, recalling the definition of \( w_{\text{bk}} \) in (7.6.4), we observe that

\[ (I) = \int_{p_{\text{bk}}} L_{(0,1)}^\text{bk}(g(z_{\text{bk}}(\mu)), f_{\text{dam}}(\mu)) w_{\text{bk}}(\mu) \underbrace{\int_{\mathcal{V}} p_{\xi}(\xi) \, d\xi \, d\mu}_{=1} = R_{\text{bk}}^\text{bk}(g). \]

On the other hand, recalling (8.3.3), we find

\[ (II) \leq \int_{p_{\text{bk}}} E_{\text{bk}}^\text{bk}(g, \varepsilon_{\text{bk}}, \mu) w_{\text{bk}}(\mu) \int_{\mathcal{V}} p_{\xi}(\xi) \, d\xi \, d\mu =: \int_{p_{\text{bk}}} E_{\text{bk}}^\text{bk}(g, \varepsilon_{\text{bk}}, \mu) w_{\text{bk}}(\mu) \, d\mu. \]

Thesis follows. \( \square \)

Our error analysis clarifies that the online performance of a classifier \( g \) depend on two distinct factors: (i) the bk risk \( R_{\text{bk}}^\text{bk}(g) \), and (ii) the integral involving the \( \varepsilon \)-uncertainty indicator \( E_{\text{bk}}^\text{bk} \). The bk risk \( R_{\text{bk}}^\text{bk}(g) \) accounts for the nominal performance of the classifier; the integral involving \( E_{\text{bk}}^\text{bk} \) accounts for the robustness of \( g \) to data uncertainties and depends on the roughness of the separating hyperplane(s). As observed in section 8.2, traditional machine learning algorithms aim to minimise the nominal risk (here \( R_{\text{bk}}^\text{bk}(g) \)). If model error
is moderate, estimate (8.3.6) shows that minimising the nominal risk leads to accurate online performance. On the other hand, if model error is sufficiently large, then this choice does not necessarily lead to accurate decision rules for the online stage.

Before concluding this section, we state a remark.

**Remark 8.3.1. (The separable case)** We discuss the special case in which configuration classes are separable and the classifier $g$ separates them over $\mathcal{P}^{bk}$, that is

$$R^{bk}(g) = 0.$$ 

In this case, provided that the model error is sufficiently small, we can guarantee perfect separation even in presence of model error. Let us define the quantity

$$\delta_k = \inf_{\mu \in \mathcal{P}^{bk}} \inf_{g(z^{bk}(\mu)) = k} \inf_{z \in Z^*(g,k)} \|z^{bk}(\mu) - z\|_2,$$

where $Z^*(g,k) = \bigcup_{k' \neq k} Z(g,k')$ and $Z(g,k')$ is defined in (8.3.1). Then, if $\epsilon^{bk} < \min_k \delta_k$, we find that

$$E^{bk}(g, \epsilon^{bk}, \mu) \equiv 0, \quad \forall \mu \in \mathcal{P}^{bk}$$

and exploiting Proposition 8.3.1 we find that

$$R^{exp}(g) = 0;$$

this implies that the classifier $g$ is a solution to problem (7.6.5).

**8.3.2 Model bias and experimental risk**

We now wish to relate model bias to classification performance for a special case. This will provide insights about the connection between the modelling stage and the inference stage. Let us assume that experimental features can be written as

$$z^{exp}(\mu, \xi) = \tilde{\mathcal{F}}(u^{exp}(\mu, \xi));$$

where $u^{exp}(\mu, \xi) \in \mathcal{U}$ is the system state associated with $(\mu, \xi)$, $\mathcal{U} = \mathcal{U}(\Omega)$ is a suitable Hilbert space defined over a domain $\Omega \subset \mathbb{R}^d$, and $\tilde{\mathcal{F}}$ is a linear continuous functional over $\mathcal{U}$,

---

1We consider here the case of static data to not deal with the dependence on frequency.
Let us further assume that the $b_k$ features are given by
\[ z^{b_k}(\mu) = \tilde{F}(u^{b_k}(\mu)), \]
where $u^{b_k}(\mu)$ is the solution to the variational problem
\[ G^{b_k}(u^{b_k}(\mu); \mu) = \ell(\mu), \quad \text{in } U'. \]

Here, we assume that $G^{b_k}(\cdot; \mu)$ is an inf-sup stable linear operator with stability constant $\beta^{b_k}(\mu)$ and $\ell(\mu) \in U'$ for any $\mu \in P^{b_k}$. If we define the model bias $f^{bias} : P^{exp} \rightarrow U'$ as
\[ f^{bias}(\mu, \xi) := G^{b_k}(u^{exp}(\mu, \xi); \mu) - \ell(\mu), \quad \forall (\mu, \xi) \in P^{exp}, \]
we obtain
\[ \| \delta z(\mu, \xi) \|_2 = \| \tilde{F}(u^{exp}(\mu, \xi) - u^{b_k}(\mu)) \|_2 \leq \frac{C_F}{\beta^{b_k}(\mu)} \| f^{bias}(\mu, \xi) \|_{U'}, \]
which implies that
\[ c^{b_k} = \sup_{(\mu, \xi) \in P^{exp}} \| \delta z(\mu, \xi) \|_2 \leq \sup_{(\mu, \xi) \in P^{exp}} \frac{C_F}{\beta^{b_k}(\mu)} \| f^{bias}(\mu, \xi) \|_{U'}. \quad (8.3.8) \]

Combining estimates (8.3.8) with (8.3.6), we obtain that the performance of our monitoring system depends on four distinct factors: (i) the nominal performance through the $b_k$ risk $R^{b_k}(g)$, (ii) the robustness of $g$ to data uncertainties through the $\epsilon$-uncertainty indicator $E^{b_k}$, (iii) the stability of the PDE through the stability constant $\beta^{b_k}(\mu)$, and (iv) the uncertainty in the model through the bias $f^{bias}$. We observe that a direct consequence of estimates (8.3.6) and (8.3.8) is the accommodation of the inevitable, even if small, departure of the physical system from our idealization. However, we observe that (8.3.8) is not fully actionable since $\| f^{bias}(\mu, \xi) \|_{U'}$ is typically unknown.

### 8.4 Conclusions

We presented a Simulation-Based Classification approach for Structural Health Monitoring; the approach takes advantage of recent advances in parametrized Model Order Reduction to
inexpensively form quasi-exhaustive synthetic training datasets based on a bk parametrized mathematical model. We further presented a mathematical analysis, which motivates the problem formulation introduced in Chapter 7 and shows that, for proper choices of the supervised-learning procedure for classification, the classification rule obtained based on SBC approaches the optimal bk risk in the limit $M \to \infty$. Finally, we presented an a priori error analysis that links nominal performance (associated with the bk risk $R^\text{bk}(\cdot)$), to experimental performance (associated with the experimental risk $R^\text{exp}(\cdot)$). We observed that, if estimates for the error in feature evaluations are available at training stage, we can exploit our error analysis to inform the machine-learning procedure.
Chapter 9

Application to the microtruss problem

We discuss the application of the Simulation-Based approach presented in Chapter 8 to the microtruss problem. We first present the strategy used to generate the classifier (section 9.1), we describe the application of the RB method to speed up the calculations (section 9.2), and we present the classification results (section 9.3). Finally, in section 9.4, we compare our technique with two model-based approaches.

9.1 Computation of the classifier

Exploiting the reasoning of Chapter 7.5.2, we now introduce the classifier used in the numerical tests: given the set of features $z_1^{\text{exp}}$ and $z_2^{\text{exp}}$,

- **Level 1**: distinguish between $\{1, 4\}$, $\{2\}$ and $\{3\}$ based on $z_1^{\text{exp}}$;

- **Level 2**: if Level 1 returns $\{1, 4\}$, distinguish between $\{1\}$ and $\{4\}$ based on $z_2^{\text{exp}}$.

We observe that the first layer corresponds to a threeway classification problem, while the second layer corresponds to a binary problem. From a practical perspective, our proposal requires the training of two classifiers: a threeway classifier for the first level and a binary classifier for the second level. We can thus interpret a classifier $g$ as the pair $g = (g_1, g_2)$ where $g_1 : \mathbb{R}^{Q_j} \to \{0, 2, 3\}$, $g_2 : \mathbb{R}^{Q_j} \to \{1, 4\}$, and 0 is the label associated to $\{1, 4\}$ for the first level.
In view of the presentation of the numerical results, we define the level-1 and level-2 bk risks:

\[ R_{bk, level 1}^\text{level 1}(g) = \int_{p_{bk}} \mathcal{L}^{(0,1)}(g_1(z_1^{bk}(\mu)), f_1^{\text{dam}}(\mu)) w^{bk}(\mu) d\mu, \]  

(9.1.1a)

and

\[ R_{bk, level 2}^\text{level 2}(g) = \frac{1}{P_1^{bk} + P_4^{bk}} \int_{p_{bk}(1) \cup p_{bk}(4)} \mathcal{L}^{(0,1)}(g_2(z_2^{bk}(\mu)), f^{\text{dam}}(\mu)) w^{bk}(\mu) d\mu, \]  

(9.1.1b)

where \( P_1^{bk}, \ldots, P_4^{bk} \) are defined in (7.6.11), and

\[ f_1^{\text{dam}}(\mu) = \begin{cases} 
0 & \text{if } f^{\text{dam}}(\mu) \in \{1, 4\}, \\
2 & \text{if } f^{\text{dam}}(\mu) = 2, \\
3 & \text{if } f^{\text{dam}}(\mu) = 3.
\]  

(9.1.1c)

We observe that \( 0 \leq R_{bk, level 1}^\text{level 1}(g), R_{bk, level 2}^\text{level 2}(g) \leq 1 \). Similar definitions can be given for level-1 and level-2 experimental risks \( R_{\text{exp}, level 1}^\text{level 1}(g) \) and \( R_{\text{exp}, level 2}^\text{level 2}(g) \).

### 9.2 Reduced-Basis Approximation

In this section, we discuss how we reduce the computational burden associated with the construction of the dataset \( D_M^{bk} \) for the microtruss system. More specifically, we wish to speed up computations of the map

\[ (f, \mu) \mapsto A_{i,j}^{bk}(f; \mu) \]

in the limit of many queries using the Reduced Basis (RB) method. With this in mind, we first present the weak formulation of the bk model (section 9.2.1), then we present the RB approximation (section 9.2.2), and finally we provide numerical results to demonstrate the effectiveness of the RB approach (section 9.2.3).

#### 9.2.1 Parametrized microtruss model

We first introduce the weak statement associated with the time-harmonic asymptotic solution to (7.4.1) in the configuration-dependent domain \( \Omega_\alpha \): given the frequency \( f \), and the
bk configuration $\mu = [\alpha, \beta, E, s_L, s_R]$, find $u^{bk}(f; \mu) \in \mathcal{U}_s := H^1(\Omega_s; \mathbb{C}^2)$ such that

$$
\begin{cases}
(1 + i\omega_f \beta) E b_{\Omega_s}(u^{bk}(f; \mu), v) + (-\omega_f^2 + i\omega_f \alpha) \rho L^2 m_{\Omega_s}(u^{bk}(f; \mu), v) = 0, \\
u^{bk}(f; \mu)|_{\Gamma_{dir}} = u^{dir}
\end{cases}
$$

(9.2.1a)

for all $v \in \mathcal{U}_{s,0} = H^1_{0,\Gamma_{dir}}(\Omega_s; \mathbb{C}^2)$, where $\omega_f = 2\pi f$.

$$
m_{\Omega_s}(u, v) = \int_{\Omega_s} u \cdot \bar{v} \, dx,
$$

(9.2.1b)

and

$$
b_{\Omega_s}(u, v) = \int_{\Omega_s} \frac{1}{1 + \nu} \text{sym}(\nabla u) : \text{sym}(\nabla v) + \frac{1}{(1 + \nu)(1 - 2\nu)} \text{div}(u) \overline{\text{div}(v)} \, dx.
$$

(9.2.1c)

Here, $\bar{\cdot}$ refers to the complex conjugate.

We then introduce a geometric mapping between a parameter-independent domain $\Omega^\text{ref}$ and the configuration-dependent domain $\Omega_s$. With this in mind, we introduce the reference domain $\Omega^\text{ref} := \Omega^\text{ref}_1 \cup \Omega^\text{ref}_2 \cup \Omega^\text{ref}_3$ such that $\Omega^\text{ref}_1 = \Omega_1$, $\Omega^\text{ref}_2 = \Omega_2(s_L = 1)$, $\Omega^\text{ref}_3 = \Omega_3(s_R = 1)$, and we define the affine map

$$
\mathcal{T} : \Omega^\text{ref} \times [1, 2]^2 \rightarrow \Omega_s, \quad \mathcal{T}(x, s_L, s_R) = \begin{cases}
x & \text{if } x \in \Omega^\text{ref}_1, \\
x_1 e_1 + s_L x_2 e_2 & \text{if } x \in \Omega^\text{ref}_2, \\
x_1 e_1 + s_R x_2 e_2 & \text{if } x \in \Omega^\text{ref}_3,
\end{cases}
$$

(9.2.2)

where $\{e_1, e_2\}$ is the canonical basis. By tedious but straightforward calculations, we find that, for any $u, v \in H^1(\Omega_s; \mathbb{C}^2)$,

$$
(1 + i\omega_f \beta) E b_{\Omega_s}(u, v) + (-\omega_f^2 + i\omega_f \alpha) m_{\Omega_s}(u, v) = \sum_{q=1}^{10} \Theta_q(f; \mu) a_q(\bar{u}, \bar{v})
$$

(9.2.3)

where $\bar{u}(x) = u(\mathcal{T}(x, s))$, $\bar{v}(x) = v(\mathcal{T}(x, s))$, and the parameter-dependent coefficients $\{\Theta_q\}_{q=1}^{10}$ and the parameter-independent bilinear forms $\{a_q\}_{q=1}^{10}$ are reported in Appendix D.

Then, we introduce the lift $u^{\text{lift}} \in H^1(\Omega^\text{ref}; \mathbb{C}^2)$ such that $u^{\text{lift}} \equiv 0$ outside $\Omega_1$, $u^{\text{lift}}(x_{i,j}) = 0$ for all $i, j = 1, \ldots, 4$, and $u^{\text{lift}}|_{\Gamma_{dir}} = u^{\text{dir}}$; we observe that $u^{\text{lift}}(\mathcal{T}^{-1}(x, s_L, s_R))$ does not depend on the values of $s_L$ and $s_R$.

We can now introduce the parametrized best-knowledge model for the lifted field in
the reference configuration and we relate the solution to the experimental measurements. Given a frequency \( f \) and \( bk \) configuration \( \mu \) in \( \mathcal{P}_{f}^{bk} \), we seek the solution \( \hat{u}^{bk}(f; \mu) := u^{bk}(T(\cdot, s); f; \mu) - u^{\text{lift}} \in \mathcal{U}_{0} = H_{0,1}^{1}(\Omega_{\text{ref}}, \mathbb{C}^{2}) \) to the following variational problem

\[
a(\hat{u}^{bk}(f; \mu), v; f, \mu) = \ell(v; f, \mu), \quad \forall v \in \mathcal{U}_{0},
\]

(9.2.4a)

where

\[
a(w, v; f, \mu) = \sum_{q=1}^{10} \Theta_q(f, \mu) a_0(w, v), \quad \ell(v; f, \mu) = -\sum_{q=1}^{10} \Theta_q(f, \mu) \ell^0(u^{\text{lift}}, v),
\]

(9.2.4b)

and

\[
(f, \mu) \in \mathcal{P}_{f}^{bk} := I_{f} \times \mathcal{P}^{bk}.
\]

(9.2.4c)

Recalling the definition of the map \( T \) (such that \( T^{-1}(x_{i,j}, s_L, s_R) = x_{i,j} \) for all \( s_L, s_R \)), and the definition of \( u^{\text{lift}} \), we finally find

\[
A_{i,j}^{bk}(f; \mu) = \frac{A_{\text{nom}}}{|\hat{u}^{bk}_{2}(x_{2,1}; f, \mu)|} |\hat{u}^{bk}_{2}(x_{i,j}; f, \mu)|,
\]

(9.2.5)

where \( i, j = 1, \ldots, 4 \), and \( (f, \mu) \in \mathcal{P}^{bk} \). Since \( u^{bk}_{2}(x_{i,j}; f, \mu) = \hat{u}^{bk}_{2}(x_{i,j}; f, \mu) + u^{\text{lift}}(x_{i,j}) = \hat{u}^{bk}_{2}(x_{i,j}; f, \mu) \), (9.2.4)-(9.2.5) is equivalent to (7.4.4).

In view of the application of the RB method, we define the norm for \( \mathcal{U}_{0} \)

\[
\|u\| := \sqrt{E_{\text{ref}} b_{\text{ref}}(u, u) + \rho L^2 m_{\text{ref}}(u, u)},
\]

(9.2.6)

where \( E_{\text{ref}} = 2.8 \cdot 10^9 \text{[Pa]} \), and \( m_{\text{ref}}(\cdot, \cdot) \) and \( b_{\text{ref}}(\cdot, \cdot) \) are defined in (9.2.1b) and (9.2.1c), respectively. We further define the dual norm of the residual

\[
R(u; f, \mu) := \sup_{v \in \mathcal{U}_{0}} \frac{|a(u, v; f, \mu) - \ell(v; f, \mu)|}{\|v\|}.
\]

(9.2.7)

Finally, we introduce the FE discretization \( \mathcal{U}_{0}^{N} \) of the space \( \mathcal{U}_{0} \) based on P4 polynomials and \( N = 14670 \) degrees of freedom (cf. Chapter 7.4.1). We denote by \( \hat{u}_{N}^{bk}(f; \mu) \in \mathcal{U}_{0}^{N} \) the FE approximation of the solution to (9.2.4).
9.2.2 Application of the Reduced Basis (RB) method

The key idea of RB is to restrict trial and test spaces in (9.2.4) to a low-dimensional space \( W_N \subset \mathcal{U}_N \) with \( N \ll N \). For a given pair \((f, \mu)\), we define the RB approximation \( \hat{u}^{bk}_N(f; \mu) \in W_N \) of \( \hat{u}^{bk}_N(f; \mu) \) as the solution to the \( N \)-dimensional variational problem:

\[
a(\hat{u}^{bk}_N(f; \mu), v; f, \mu) = \ell(v; f, \mu), \quad \forall v \in W_N.
\]

The RB outputs are then evaluated as

\[
\begin{align*}
\tilde{A}^{bk}_{i,j}(f; \mu) &= \frac{A_{\text{nom}}}{\left| \left( \hat{u}^{bk}_N(x_{2,1}; f, \mu) \right) \right|} \left( \hat{u}^{bk}_N(x_{i,j}; f, \mu) \right), \\
i, j &= 1, \ldots, 4, \quad (f, \mu) \in \mathcal{P}^{bk}_f,
\end{align*}
\]

which yields features (see (7.5.4) and (7.5.5)):

\[
\tilde{z}^{bk}_1(\mu) = \left[ \tilde{z}^{bk}_1(f^1; \mu), \ldots, \tilde{z}^{bk}_1(f^Q; \mu) \right], \quad \tilde{z}^{bk}_1(f; \mu) = \frac{\tilde{A}^{bk}_{4,4}(f; \mu)}{\tilde{A}^{bk}_{4,4}(f; \mu)},
\]

and

\[
\tilde{z}^{bk}_2(\mu) = \left[ \tilde{z}^{bk}_2(f^1; \mu), \ldots, \tilde{z}^{bk}_2(f^Q; \mu) \right], \quad \tilde{z}^{bk}_2(f; \mu) = \frac{\tilde{A}^{bk}_{4,4}(f; \mu) + \tilde{A}^{bk}_{4,4}(f; \mu)}{\tilde{A}^{bk}_{4,4}(f; \mu) + \tilde{A}^{bk}_{4,4}(f; \mu)}.
\]

We generate the space \( W_N \) based on snapshots from the \( bk \) manifold \( \mathcal{M}^{bk}_N = \{ \hat{u}^{bk}_N(f; \mu) : (f, \mu) \in \mathcal{P}^{bk}_f \} \). More precisely, we consider a Lagrange ([175]) approximation space \( W_N \) as the span of \( N \) snapshots \( \{ \hat{u}^{bk}_N(f^n; \mu^n) \}_{n=1}^N \), where \( \{(f^n, \mu^n)\}_{n=1}^N \) are selected based on the residual-based weak-Greedy algorithm (cf. Algorithm 2.1.1): given \( \{(f^n, \mu^n)\}_{n=1}^{N-1} \), set \( (f^N, \mu^N) \) equal to

\[
(f^N, \mu^N) := \arg \max_{(f, \mu) \in \mathcal{P}^{bk}_{f,\text{train}}} \Delta^{bk}_{N-1}(f, \mu) := R(\hat{u}^{bk}_{N-1,N}(f; \mu; f, \mu),
\]

where \( \mathcal{P}^{bk}_{f,\text{train}} \) is a suitably finite-dimensional discretization of \( \mathcal{P}^{bk}_f \) of cardinality \( |\mathcal{P}^{bk}_{f,\text{train}}| = n_{\text{train}} \). We recall that this procedure allows us to identify quasi-optimal reduced spaces \( W_N \) relative to the Kolmogorov gold standard (see [32] and [56, section 8]).

To reduce the computational cost in the limit of many queries, we pursue an offline/online strategy. During the offline stage (step 2.a in Algorithm 8.1.2), we construct the space
and we assemble and store suitable parameter-independent quantities related to the construction of the linear system (9.2.8) in terms of the offline expansion (9.2.4b). Then, during the online stage (step 2.b in Algorithm 8.1.2), we compute the coefficients of the RB solution associated with a suitable basis of $W_N$, and we evaluate the outputs of interest and subsequently features; the operation count (for a given $(f, \mu)$) depends only on $N$. The offline stage is performed once and is parameter-independent, while the online stage is repeated for each value of $(f, \mu)$: since the cost of a single online evaluation is significantly less expensive than the corresponding FE evaluation, we can easily amortize the offline computational cost in the limit of many queries.

### 9.2.3 Numerical results

Figure 9-1(a) shows the convergence of $\Delta_{N-1}^{bk}(f^N, \mu^N)$ of the weak-Greedy algorithm ($n_{\text{train}} = 10^3$). We observe that convergence is not monotonic with $N$: this is to be expected since the problem is not coercive and we consider only Galerkin projection; monotonicity could be guaranteed by appealing to the minimum residual formulation ([144]). We further observe that for $N \gtrsim 15$ the residual stagnates: this is due to round-off errors in residual evaluation; potential strategies to address this issue are proposed in [45, 42]. Nevertheless, we observe that for $N \gtrsim 15$ we already obtain a sufficient $10^6$ reduction in the residual value. Furthermore, Figures 9-1(b)-(c) show that for $N = 20$ the RB error prediction in feature evaluation is negligible if compared with intra-class differences. In what follows, we may thus effectively equate $\hat{u}_{N}^{bk}$ and $\hat{u}_{N=20,N}^{bk}$.

Finally, we comment on the computational cost. We consider here a P4 FE discretization ($N = 14670$) and a RB reduced model based on $N = 20$ snapshots. Simulations are performed on a Mac OS-X Intel Core i7 2.8GHz, RAM 16GB. The RB offline cost is roughly 24s, while the cost of a single input-output evaluation is roughly

$$0.18 \text{s for FE, } 4.4 \cdot 10^{-3} \text{s for RB.}$$

Assuming that each datapoint $z^{bk}(\mu)$ is based on $Q_f$ frequencies, our RB approach is computationally advantageous if $24s + 4.4 \cdot 10^{-3}s \times MQ_f < 0.18s \times MQ_f$, or

$$MQ_f \gtrsim 180.$$
Since we consider $M \approx 10^4$, $Q_f \approx 10$, the cost of the offline stage is negligible. We also observe that in three space dimensions the RB advantage will further increase.
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**Figure 9-1:** Microtruss experiment: RB Approximation. Figure (a): convergence of the weak-Greedy. Figures (b) and (c): comparison between FE and RB feature predictions for $\alpha = 5 \cdot 10^{-4}$, $\beta = 10^{-4}$, $E = 2.8 \cdot 10^9$ and three different choices of the geometric parameters.

### 9.3 Classification results

We consider five distinct classifiers for both levels: one-vs-all Support Vector Machine with Gaussian kernels (ova-SVM,[184, 61, 58]), decision trees ([38]), $\kappa = 5$-nearest neighbor (kNN, [104, Chapter 13]), artificial neural network with 10 hidden layers (ANN, [34]), and nearest-mean classifier (NMC). We recall that NMC assigns to observations the label of the class of training samples whose centroid $m(k)$ is closest to observations in a suitable norm.

Two standard NMC procedures, which correspond to two different choices of the norm, are

$$g(z) := \arg \min_{k \in \{1, \ldots, K\}} \sum_{q=1}^{Q} (z_q - m^b(k))^2,$$

(9.3.1)

and

$$g(z) := \arg \min_{k \in \{1, \ldots, K\}} \sum_{q=1}^{Q} \frac{(z_q - m^b(k))^2}{std^b(k)},$$

(9.3.2)

where $m^b(k)$, $std^b(k)$ are sample mean and sample standard deviations of the training samples of the class $\kappa = \{k\}$ as defined in (7.5.6a) and (7.5.6b). We standardize data\(^1\) for the second level, whereas we do not standardize data for the first level: due to the small

\(^1\)We recall that standardization of data implies that we train the classifier based on the modified features $\hat{z}_q = \frac{z_q - m^b(k)}{std^b(k)}$ where $m^b(k)$, $std^b(k)$ are respectively the sample mean and the sample standard deviation of the training set for all classes.
variations of $z_1$ far from resonance, standardization of $z_1$ increases sensitivity to model error. For NMC, we apply (9.3.1) for the first level and (9.3.2) for the second level.

We appeal to off-the-shelf Matlab implementations ([150]) of ova-SVM, decision trees, kNN and ANN. More precisely, we rely on fitcsvm for binary SVM, fitctree for decision trees, fitknn for kNN and train for ANN. We refer to the Matlab documentation and to the above-mentioned references for further details.

In order to assess performance on experimental data, we consider experimentally the five different nominal system configurations introduced in section 7.5.2. For each configuration, we consider three independent trials for a total of 15 experimental datapoints. We remark that these experimental datapoints do not include the datapoint employed to estimate $P^b_k$.

We first study performance on synthetic data. More specifically, we study the dependence of the $b_k$ risk on the number $M$ of training points. We generate a dataset with $N_{\text{train}} = 10^4$ datapoints corresponding to the following 9 frequencies:

$$\{f^q\}_{q=1}^{Q_f} = \{20.1, 25.1, 30.1, 35.1, 40.1, 45.1, 65.1, 70.1, 75.1\}.$$

We choose to not consider frequencies close to resonance since the noise is higher. Then, we consider $M$ datapoints for training and $N_{\text{train}} - M$ datapoints for estimating the $b_k$ risk. In order to account for the effects of partition, we average results over 100 random splits of the dataset.

Figure 9-2: Microtruss experiment: behavior of the overall (both levels) $b_k$ risk $R^{b_k}(g^*_M)$ with $M$ for five different Machine Learning algorithms.

Figure 9-2 shows the behavior of the $b_k$ risk $R^{b_k}(g^*_M)$ with $M$ for the above mentioned classifiers. We observe that performance strongly depends on the amount of training data;
this demonstrates empirically the importance of pMOR in the generation of sufficiently large datasets. We further observe that, unlike the other classifiers, performance of NMC does not improve as $M$ increases; this is to be expected since NMC is not in general consistent.

We now study performance for real experimental data. Towards this end, we consider a dataset $D_{N_{\text{train}}}^{bk}$ with $N_{\text{train}} = 10^4$ datapoints based on the same 9 frequencies considered for the previous test. We reserve $M = 7 \cdot 10^3$ datapoints for training and validation, and $3 \cdot 10^3$ for testing. As for the previous test, we average results over 100 random splits of the dataset. For this test, we report estimates of the synthetic and experimental risks separately for first and second level (see (9.1.1)).

Table 9.1: Classification performances, $R_{\text{level}}^{\text{g}}$, and $R_{\text{level}}^{\text{exp}}(g)$, for different learning algorithms for 100 random permutations of learning and test synthetic datasets

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>$R_{\text{bk},\text{level}}^{\text{g}}(g)$</th>
<th>$R_{\text{exp},\text{level}}^{\text{g}}(g)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ova-SVM</td>
<td>0.0012</td>
<td>0.0107</td>
</tr>
<tr>
<td>decision tree</td>
<td>0.0007</td>
<td>0.0533</td>
</tr>
<tr>
<td>kNN ($k = 5$)</td>
<td>0.0013</td>
<td>0</td>
</tr>
<tr>
<td>ANN (10 layers)</td>
<td>0.0006</td>
<td>0.5773</td>
</tr>
<tr>
<td>NMC</td>
<td>0.0161</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 9.1 shows results for both levels and for both synthetic and real data. We observe that kNN and NMC succeed in classifying all the experimental data, while decision trees and Neural Networks perform extremely poorly on experimental data. This demonstrates empirically that SVM, ANN and decision trees are more sensitive to data uncertainty than kNN and NMC. We further observe that, among the choices considered in this work, kNN is the only option that guarantees accurate synthetic and experimental performances.

Before concluding, we apply the five classification algorithms considered in the previous test to the four-way classification task based on the outputs $\{A_{ij}(f^q)\}_{i,j,q}$ (i.e., $Q = 144$ predictors, single-level classification). For this test, we reserve $M = 7 \cdot 10^3$ datapoints for learning, and $3 \cdot 10^3$ datapoints for testing; furthermore, we average results over 40 random
splits of the datasets. Table 9.2 shows the results for both standardized and unstandardized data. We observe that classifiers built on the full dataset of outputs $\{A_{i,j}(f^q)\}_{i,j,q}$ are significantly more sensitive to data perturbations. This explains the poor performance on real data.

<table>
<thead>
<tr>
<th></th>
<th>bk-risk $R^{bk}(g)$</th>
<th>exp risk $(5 \times 3)$ $R^{exp}(g)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ova-SVM</td>
<td>0</td>
<td>0.6000</td>
</tr>
<tr>
<td>decision tree</td>
<td>0.0018</td>
<td>0.6422</td>
</tr>
<tr>
<td>kNN ($k = 5$)</td>
<td>0.0003</td>
<td>0.8000</td>
</tr>
<tr>
<td>ANN (10 layers)</td>
<td>0.0003</td>
<td>0.8000</td>
</tr>
<tr>
<td>NMC</td>
<td>0.0921</td>
<td>0.6000</td>
</tr>
</tbody>
</table>

Table 9.2: Classification performances for four-way classification based on the bk (or experimental) outputs $\{A_{i,j}(f^q)\}_{i,j,q}$. Bk and exp risks, $R^{bk}(g)$ and $R^{exp}(g)$ for different learning algorithms for 40 random permutations of learning and test synthetic datasets.

(a) with standardization

(b) no standardization

9.4 Two model-based approaches for the microtruss problem

9.4.1 Formulation of the inverse problem

As explained in the introduction, in the model-based approach we first must solve an inverse problem for the full parameter vector $\mu$, and then return the label $\hat{y} = f^{\text{dam}}(\mu^*)$ where $\mu^*$ is the estimate of the anticipated configuration. In this section, we appeal to a deterministic approach to tackle the inverse problem. Given the features $z_1^*, z_2^* \in \mathbb{R}^{Q_f}$, we consider two different minimization statements:

$$
\mu^{*,1} = \arg \min_{\mu \in \mathcal{F}^{bk}} \|z_1^* - z_1^{bk}(\mu)\|_2^2 + \|z_2^* - z_2^{bk}(\mu)\|_2^2,
$$

(9.4.1)
\[ \mu^{*,2} = \arg \min_{\mu \in \cup_{k=1}^{4} \tilde{S}_k} \left\| \mathbf{z}_1^* - \mathbf{z}_1^{bk}(\mu) \right\|_2^2 + \left\| \mathbf{z}_2^* - \mathbf{z}_2^{bk}(\mu) \right\|_2^2, \] (9.4.2)

where \( \tilde{S}_k = \{ \mu = [\alpha, \beta, E, s_L, s_R] \in \mathcal{P}^{bk} : (s_L, s_R) \in S_k \} \), and \( S_1, \ldots, S_4 \) are the regions defined in (7.6.7). We remark that in both approaches we estimate both the quantities directly related to our definition of damage (the geometric quantities \( s_L, s_R \)), and the nuisance variables (the material properties \( E, \alpha, \beta \)).

We resort to an off-the-shelf Matlab optimizer to solve (9.4.1) and (9.4.2). In more detail, we resort to \texttt{fmincon}, and we consider both on an interior-point algorithm (see, e.g., [43]), and a sequential quadratic programming (SQP, see e.g. [35]) method for non-convex optimization. The gradient of the objective function is estimated through finite difference. We appeal to the RB approximation described in this chapter to reduce the computational burden. For (9.4.1), we consider four different initial conditions — one for each region \( \tilde{S}_1, \ldots, \tilde{S}_4 \). On the other hand, we decompose (9.4.2) into the four distinct problems

\[ \mu^{*,2,k} = \arg \min_{\mu \in \tilde{S}_k} \left\| \mathbf{z}_1^* - \mathbf{z}_1^{bk}(\mu) \right\|_2^2 + \left\| \mathbf{z}_2^* - \mathbf{z}_2^{bk}(\mu) \right\|_2^2, \quad k = 1, \ldots, 4, \]

and then we define \( \mu^{*,2} \) as follows:

\[ \mu^{*,2} = \arg \min_{\mu \in \cup_{k=1}^{4} \mu^{*,2,k}} \left\| \mathbf{z}_1^* - \mathbf{z}_1^{bk}(\mu) \right\|_2^2 + \left\| \mathbf{z}_2^* - \mathbf{z}_2^{bk}(\mu) \right\|_2^2. \]

\subsection*{9.4.2 Numerical results}

Table 9.3 shows the unnormalized confusion matrices for synthetic \((M = 40)\) and experimental \((M = 5 \cdot 3)\) data. We observe that both approaches classify correctly all synthetic datapoints, but they fail to discriminate between the states \( y = 1 \) and \( y = 4 \) for real data. The reason is the presence of non-parametric error in the mathematical model. As observed in Chapter 8.1, this should not be surprising: the estimate of the full vector \( \mu \) is a much more general problem than the estimate of the state of damage \( f_{\text{dam}}(\mu) \), and thus is more likely to be ill-posed (see [220, Chapter 1.9]). We observe that it could be reasonably contended that the inability to discriminate \( y = 1 \) and \( y = 4 \) is due to the lack of any regularization relative to \( \mu \) (apart from the constraint \( \mu \in \mathcal{P}^{bk} \)). However, although we could certainly
include a prior relative to the anticipated physical problems, we cannot in good faith include any prior information on the geometric parameters directly related to damage.

As regards the computational cost, a typical solve for a single initial condition requires roughly 100 – 150 iterations and 800 – 1000 evaluations of the objective (7200 – 9000 PDE solves) for the interior-point algorithm, and 30 – 50 iterations and 300 – 500 evaluations of the objective for SQP. For more challenging problems with several parameters the required number of iterations and also the number of required restarts would be much larger. For this reason, despite more advanced model reduction techniques as well as more careful implementations might speed up calculations, we envision that the approach is not well-suited for real-time calculations.

Table 9.3: Confusion matrices for the model-based approaches (9.4.1) and (9.4.2) for synthetic and real data. Results reported are based on the interior-point algorithm.

<table>
<thead>
<tr>
<th></th>
<th>Synthetic data</th>
<th></th>
<th>Synthetic data</th>
</tr>
</thead>
<tbody>
<tr>
<td>y = 1</td>
<td>11 0 0 0</td>
<td>y = 1</td>
<td>11 0 0 0</td>
</tr>
<tr>
<td>y = 2</td>
<td>0 9 0 0</td>
<td>y = 2</td>
<td>0 9 0 0</td>
</tr>
<tr>
<td>y = 3</td>
<td>0 0 11 0</td>
<td>y = 3</td>
<td>0 0 11 0</td>
</tr>
<tr>
<td>y = 4</td>
<td>0 0 0 9</td>
<td>y = 4</td>
<td>0 0 0 9</td>
</tr>
</tbody>
</table>

Table 9.3 (continued):

<table>
<thead>
<tr>
<th></th>
<th>Real data</th>
<th></th>
<th>Real data</th>
</tr>
</thead>
<tbody>
<tr>
<td>y = 1</td>
<td>0 2 0 1</td>
<td>y = 1</td>
<td>3 0 0 0</td>
</tr>
<tr>
<td>y = 2</td>
<td>0 0 0 0</td>
<td>y = 2</td>
<td>0 0 0 0</td>
</tr>
<tr>
<td>y = 3</td>
<td>0 0 6 0</td>
<td>y = 3</td>
<td>0 0 6 0</td>
</tr>
<tr>
<td>y = 4</td>
<td>0 0 0 6</td>
<td>y = 4</td>
<td>6 0 0 0</td>
</tr>
</tbody>
</table>

9.5 Conclusions

We applied the Simulation-Based approach presented in Chapter 8 to the microtruss problem. We introduced physically-informed features, which are tailored to the particular states of damage we wish to detect, and a Reduced Basis approximation, which dramatically reduces the offline computational cost. We applied five different machine learning algorithms, at least one of which performs very well on both synthetic and real (experimental) data.

We further discussed the application of two model-based approaches to the same classification problem. Numerical results show that, although both model-based approaches are
accurate for synthetic data, they are not able to discriminate between the state $y = 1$ and the state $y = 4$ for experimental data. This empirically shows that both these model-based approaches are more sensitive to model error than the simulation-based technique discussed in this thesis. Furthermore, they are not well-suited for the real-time framework due to the large amount of PDE solves required online.
Chapter 10

Conclusions

10.1 Summary and conclusions

This thesis presents work toward the development of efficient model reduction strategies for Data Assimilation (DA) for systems modeled by PDEs. We specifically focused on two DA tasks: state estimation for stationary problems, and damage identification for SHM applications.

In Part I of the present thesis, we developed and analysed the Parametrized-Background Data-Weak (PBDW) approach to the problem of steady-state variational data assimilation (state estimation). The approach was originally proposed by Maday et al. in [142] for perfect measurements and is characterized by the following characteristics.

- **Projection-by-data:** in PBDW the mathematical model is only used to generate the background space $Z_N$. This feature simplifies the implementation, and provides flexibility regarding the choice of the domain of interest $\Omega$ and the choice of the ambient space $U$.

- **Variational formulation:** PBDW relies on a variational formulation. This feature provides a suitable framework for the analysis, and also for properly addressing tasks related to the design of experiments (e.g. sensor placement).

- **Background and update spaces:** PBDW state estimate is the sum of two components: the former, the deduced background $z^*$, is informed by the experimental observations, through the background space $Z_N$, and addresses the uncertainty in the parameters of the model; the latter, the update $\eta^*$, is informed by the experimental observations,
through the space of Riesz representers $\mathcal{U}_M$, and addresses the deficiencies of the bk model.

In this work, we provided three contributions to the original PBDW formulation.

- **A posteriori error analysis** (Chapter 4): we proposed an experimental procedure based on Monte Carlo sampling of observation functionals that provides confidence intervals for the $L^2$ error in state and the error in $L^2$ outputs. Although the error estimation procedure was primarily designed to certify the accuracy of a given state estimate, it can also be applied to other DA assimilation tasks: (i) the prediction of $L^2$ outputs, (ii) the data-driven empirical enrichment of the PBDW background space $\mathcal{Z}_N$ based on unmodeled physics identified through a set of preliminary (offline) DA results, and (iii) the adaptive selection of the PBDW tunable parameters.

- **Localised state estimation** (Chapter 5): we proposed a model reduction approach for the construction of local approximation spaces over a domain $\Omega$ strictly contained in the domain $\Omega^{bk}$ in which the PDE model (and thus the corresponding solution manifold) is properly defined. We presented a thorough mathematical analysis to prove the optimality (in the sense of Kolmogorov) of our construction, and we also presented several numerical results to show its effectiveness.

- **State estimation based on pointwise noisy measurements** (Chapter 6): we extended the PBDW formulation to pointwise noisy measurements. By exploiting the theory of RKHS, we considered spaces $\mathcal{U}$ for which the Riesz representatives $\{K_{xm}\}_m$ associated with the observation functionals $\{\delta_{xm}\}_m$ are explicitly known. We demonstrated that explicit expressions for the representatives greatly improve the flexibility of the approach, and also guarantee faster convergence with respect to the number of measurements $M$ than in the approach presented in [142, 143]. The extension relies on an adaptive procedure — guided by the error estimator developed in Chapter 4 — that takes into account the noise, model accuracy, and the characteristic length-scale of the difference $u^{true} - z^*_\xi$. In particular, adaptation in the value of $\xi$ allows us to properly weight the trust in the bk model with respect to the trust in the experimental measurements. We presented a priori error estimates to motivate the approach from a theoretical standpoint, and several numerical examples to illustrate the different elements of the methodology.
In Part II, we proposed a Simulation-Based approach for classification, and we discussed its application to a Structural Health Monitoring problem, the microtruss problem. Simulation-Based approaches exploit (i) synthetic results obtained by repeated solution of a parametrized mathematical model for different values of the parameters (corresponding to different configurations), and (ii) supervised-learning algorithms to generate a classifier that monitors the damage state of the system. In this thesis, we exploited recent advances in parametric Model Order Reduction to reduce the computational burden associated with the construction of the offline training dataset, we proposed a mathematical formulation which integrates the PDE model within the classification framework, and we derived an error bound which clarifies the influence of model error on classification performance. We finally applied our technique to the microtruss problem: for certain choices of the classifiers we were able to predict the correct state of damage associated with experimental configurations.

10.2 Future work

During the course of this work, we have identified several areas of future research. For purposes of presentation, we shall distinguish between state estimation and damage identification.

10.2.1 State estimation

Generalization of the PBDW formulation

In section 2.1.1, we found that we can rewrite the partial-spline model for a rank-$N$ background, $u^b_N(x; \mu) = \sum_{n=1}^{N} \phi_n(\mu)\zeta_n(x)$, as (cf. (2.1.4)):

$$(\mu_\xi^*, \eta_\xi^*) := \arg \min_{(\mu, \eta) \in \mathbb{P}^{obs} \times \mathbb{U}} \xi \|\eta\|^2 + \frac{1}{M} \sum_{m=1}^{M} \left( \ell_m^o \left( \sum_{n=1}^{N} \phi_n(\mu)\zeta_n \right) + \ell_m^o(\eta) - \ell_m^{obs} \right)^2,$$

and we can then define the corresponding state estimate $u_\xi^* = \sum_{n=1}^{N} \phi_n(\mu_\xi^*)\zeta_n + \eta_\xi^*$. It is straightforward to verify that the state estimate $u_\xi^*$ equals $\hat{u}_\xi^* = \sum_{n=1}^{N} \tilde{\phi}_\xi,n \zeta_n + \hat{\eta}_\xi^*$, where

$$(\tilde{\phi}_\xi^*, \hat{\eta}_\xi^*) := \arg \min_{(\phi, \eta) \in \mathbb{P}_N \times \mathbb{U}} \xi \|\eta\|^2 + \frac{1}{M} \sum_{m=1}^{M} \left( \ell_m^o \left( \sum_{n=1}^{N} \phi_n \zeta_n \right) + \ell_m^o(\eta) - \ell_m^{obs} \right)^2,$$
and \( \Phi_N = \{ [\phi_1(\mu), \ldots, \phi_N(\mu)] : \mu \in \mathcal{P}^{bk} \} \).

In this thesis, we substituted \( \Phi_N \) with the full space \( \mathbb{R}^N \) to obtain the PBDW formulation (2.1.5). Although this greatly simplifies the implementation, and also the analysis, it might lead to an excessive loss of information, especially when \( N \approx M \). If we denote by \( \bar{\mu} \in \mathcal{P}^{bk} \) the centroid of \( \mathcal{P}^{bk} \) and we normalize the basis \( \zeta_1, \ldots, \zeta_N \), we typically observe

\[
\max_{\mu \in \mathcal{P}^{bk}} |\phi_1(\mu) - \phi_1(\bar{\mu})| \gg \max_{\mu \in \mathcal{P}^{bk}} |\phi_2(\mu) - \phi_2(\bar{\mu})| \gg \ldots
\]

By considering \( \Phi_N = \mathbb{R}^N \), we completely discard this information.

Based on the previous discussion, we might consider more stringent relaxations \( \tilde{\Phi}_N \subset \mathbb{R}^N \). Clearly, the choice of \( \tilde{\Phi}_N \) should be a compromise between (i) proximity of \( \tilde{\Phi}_N \) to \( \Phi_N \), and (ii) computational complexity associated with the corresponding optimization problem to solve. In this respect, in [33], the authors proposed a generalization of the PBDW in this direction, which corresponds to the solution to a suitable recovery problem of the form described in Chapter 2.2.2.

**Localised state estimation with nonlinear models**

In Chapter 5, we presented a computational approach to construct local approximation spaces associated with potentially high-dimensional solution manifolds. The procedure — based on the solution to a transfer eigenproblem — and the analysis relied on the assumption that the underlined PDE model was linear. Extending the computational procedure and, even more ambitiously, the analysis to nonlinear problems would increase significantly the range of applications to which the technique can be applied.

**Selection of the observation centers for pointwise measurements**

In Chapter 3, we presented a strategy (cf. Algorithm 3.2.1) for the selection of transducers' locations for the noise-free PBDW formulation based on the maximization of the inf-sup constant \( \beta_{N,M} \). Numerical results demonstrated the importance of properly choosing the observation centers for \( N \approx M \). In Chapter 6, we observed that if we rely on explicit kernels we cannot in general compute the inf-sup constant \( \beta_{N,M} \); as a result, we cannot apply Algorithm 3.2.1 for the selection of the observation centers.

For this reason, we aim to design strategies for the selection of the observation centers...
that address both stability and approximation that do not involve the calculation of the inf-sup constant \( \beta_{N,M} \). In this respect, we wish to combine the Greedy procedure presented in Algorithm 3.2.1 with techniques developed in the kernel methods’ literature for collocation methods for PDEs ([111, 198]) and scattered data approximation ([156, section 3.1.1], [237]).

10.2.2 Damage identification

High-dimensional damage description: PR-scRBE

A prerequisite for good classifier performance is a sufficiently rich description of undamaged and damaged states. Absent such a complete description (i) a classifier will certainly not be able to discriminate between different states of damage (not represented in the offline training dataset), and (ii) we may not be able to identify features which can discriminate between undamaged and damaged states.

For practical engineering systems — such as airframes, shiploaders, bridges, offshore platforms — accurate parametrizations should take into account variations in material properties, geometry, boundary conditions, and also topology; this clearly leads to very high-dimensional parameter domains. The dimensionality of the parameter domain precludes application of the classical Reduced Basis approach employed in this thesis: we are confronted with the well-known curse of dimensionality. However, we might appeal to a more ambitious parametrized Model Order Reduction approach: the Port-Reduced static-condensation Reduced-Basis-Element (PR-scRBE, [171, 72, 203]) method. PR-scRBE combines Component Model Synthesis (CMS) technique [116, 11] — as regards components and ports — and the Reduced Basis (RB) method — as regards bubbles and in particular parametric treatment.

The PR-scRBE method, like the simpler classical RB approach, consists of two stages: a pMOR offline stage, and a pMOR online stage. During the offline stage, we construct a library of parametrized and interoperable archetype components. Each archetype component represents a specific geometric form, for instance a beam or a fin, and may feature various ports of different types; in addition, all components of a library share the same parametrized mathematical component (e.g., Helmholtz acoustics, Helmholtz elastodynamics, heat-transfer). During the online stage, we synthesize any parametrized bk model, for given bk model parameter \( \mu \in P^{bk} \), as an assembly of instantiated archetype compo-
nents. We then appeal to the RB method to reduce the degrees of freedom in the interior of each component, and we appeal to port-reduction approaches to reduce the degrees of freedom at the interfaces (ports) between components. The combination of these two reduction techniques leads to a dramatic decrease of the total number of degrees of freedom compared to the high-fidelity model, and thus leads to dramatic computational speed-ups.

For many engineering systems of interest for SHM applications, the description of damaged and undamaged system configurations in terms of components is particularly favorable. We have indeed that many of the systems described above are naturally described by an assembly of, possibly parametrized, building blocks; in addition, damage generation is a local phenomenon, and thus can be effectively described at the component-level. For this reason, we envision that the use of PR-scRBE might enable us to tackle more realistic engineering problems.

**Automatic feature identification**

As shown in the numerical results of Chapter 9, appropriate choice of features is absolutely crucial for classification. In particular, features which are sensitive to the anticipated damage but relatively insensitive to nuisance variables and measurement noise greatly simplify the classification task and ultimately improve the robustness and hence performance of the deployed classifier. Furthermore, we may view feature identification, or "extraction" — which includes both sensor placement and frequency selection, and perhaps also actuator considerations — within the broader context of Design of Experiment (DOE).

In this thesis, given the experimental outputs \( \{ A_{ij}^{\text{exp}}(f^q) \}_{i,j,q} \), we proposed the features \( z_1(\cdot) = [z_1(f^1; \cdot)]_{q=1}^{Q_1}, z_2(\cdot) = [z_2(f^1; \cdot)]_{q=1}^{Q_1} \) defined in (7.5.4) - (7.5.5). Numerical results demonstrate that our choices are well-suited to discriminate between the undamaged state and damaged states. The relations (7.5.4) - (7.5.5) are identified by inspection of bk model predictions, preliminary experimental studies (prior to the offline stage of the classification procedure), and physical arguments informed by the classical disciplines of elasticity and dynamics.

As future work, we wish to develop computational techniques for automatic, or at least semi-automatic, feature extraction. These methods promise not only more effective classifiers but also more effective deployment; for example, in the microtruss context, we may be able to reduce the number of sensors as well as the number of shaker excitation frequencies.
We envision that automatic feature extraction techniques can greatly benefit from recent advances in Robust Optimization (RO, [20, 30]) and Mixed Integer Optimization (MIO, [31]). Since RO and MIO techniques are directly informed by the target risk $R^b_k(\cdot)$, we might design features that are “optimal” with respect to our stated objectives as reflected in $w^b_k$. We might also consider feature extraction by (grouped-)variable selection techniques developed in the DOE literature (see [121], [36, Section 7.5], [179]) for regression analysis.

Impulsive and ambient loading

We have until this point largely taken the source and nature of excitation as given. We can expand our choices to perhaps better discriminate and to more effectively deploy.

For our microtruss problem, we resort to a shaker to apply a known displacement at prescribed frequencies. Shakers provide a high signal-to-noise ratio and furthermore can excite a broad range of modal frequencies. However, shakers are cumbersome and expensive to install and particularly difficult to apply in situ. Furthermore, shakers are not practicable if we wish to continually monitor structures in the field.

Impact hammers represent an important alternative to shakers for SHM actuation in particular as regards installation and operation. From a mathematical standpoint hammer excitation can be interpreted as an impulse in the time domain; the Laplace transform connects the frequency and time domain. An example of impulsive SHM is Acoustic Pulse Reflectometry (APR, [4, 2001]): a microphone measures the reflections of an acoustic pulse in a pipeline to deduce damage “scatterers” such as holes or obstructions; similar concepts may be applied more generally within the elastodynamics context. Quite apart from practical considerations, these impulsive — effectively, time-of-flight — protocols would appear to offer very good sensitivity to damage; “feature extraction” concepts can then be applied to optimize sensor and actuator location and also sampling strategies.

It is also of interest to consider not just active systems in which we provide forced and controlled (say, hammer) input excitations, but also passive systems — “output-only” methods — which rely on ambient loading as naturally arises in operation of the deployed system ([79, Chapter 4.11],[65]). The latter are of course ideal as regards installation and maintenance in real structures in the field. The SHM literature proposes a variety of approaches for passive systems: in particular we cite Operational Modal Analysis (OMA, [6]) which identifies modal properties of structures from ambient vibration data; representative examples
of OMA techniques include peak-picking ([146]), Frequency Domain Decomposition (FDD, [39]), and Time Domain Decomposition (TDD, [125]).

Integration of our pMOR Simulation Based Classification approach to SHM with time-domain analysis and impulsive excitation, and ambient or operational load conditions represents a very promising area of future research.
Appendix A

A *posteriori* error estimation: analysis of the finite-\(\nu\) error

In this Appendix, we present a thorough analysis of the finite-\(\nu\) error in both \(L^2\) functionals and \(L^2\) error. In more detail, we rigorously demonstrate that finite-\(\nu\) error is a balance between transducer resolution and regularity of the spatial field. In section A.1, we present a number of definitions, and an useful lemma. Then, in section A.2, we present the proofs of the two main results presented in Chapter 4.

A.1 Preliminaries

We first introduce the convolutional kernel

\[
\omega_{d,\nu}(r) = \frac{C(d)}{\nu^d} \omega \left( \frac{r}{\nu} \right),
\]

(A.1.1a)

where \(C(d)\) is a normalization constant such that

\[
\int_{\mathbb{R}^d} \omega_{d,\nu}(|x - y|) \, dx = 1, \quad \forall \, x, y \in \mathbb{R}^d,
\]

(A.1.1b)

and \(\omega : \mathbb{R}_+ \to \mathbb{R}_+\) is a positive function such that

\[
\omega(\rho) = 0, \quad \forall \, \rho \geq 1.
\]

(A.1.1c)
Given \( \omega_{d, \nu} \), we can introduce the function \( g_d : \mathbb{R}_+ \rightarrow \mathbb{R}_+ \) such that

\[
g_d(r) := \frac{C(d)}{r^{d-1}} \int_0^{1/r} \frac{1}{s^{d+1}} \omega \left( \frac{1}{s} \right) ds,
\]

(A.1.2)

and the constant

\[
C_\omega(p, d) = \left( A(d) \int_0^\infty (g_d(r))^p r^{d-1} dr \right)^{1/p},
\]

(A.1.3)

where \( A(1) = 2, A(2) = 2\pi, A(3) = 4\pi \) is related to the dimension.

Next Lemma shows that \( C_\omega(p, d) \) is finite if \( p < \frac{d}{d-1} \) and \( \omega(r) \sim r^{-\alpha} \) as \( r \rightarrow 0^+ \) for some \( \alpha < d \).

**Lemma A.1.1.** Let \( p < \frac{d}{d-1} \) and let \( \omega_{d, \nu} \) be the kernel defined in (A.1.1). Then, if \( \omega(r) \sim r^{-\alpha} \) as \( r \rightarrow 0^+ \) for some \( \alpha < d \), the constant \( C_\omega(p, d) \) in (A.1.3) is finite.

**Proof.** Let us consider the function

\[
\hat{g}_d(r) := \int_0^{1/r} \frac{1}{s^{d+1}} \omega \left( \frac{1}{s} \right) ds.
\]

Applying change-of-variables formula, and recalling (A.1.1c), we find

\[
\hat{g}_d(r) = \begin{cases} 
\int_r^1 s^{d-1} \omega(s) ds & \text{if } s \leq 1; \\
0 & \text{otherwise.}
\end{cases}
\]

Since \( \omega(r) \sim r^{-\alpha} \) as \( r \rightarrow 0^+ \) for \( \alpha < d \), \( \hat{g}_d \) is bounded for any \( r \geq 0 \).

We now consider the integral

\[
(C_\omega(p, d))^p = A(d) \int_0^\infty (g_d(r))^p r^{d-1} dr = A(d) \int_0^1 (\hat{g}_d(r))^p r^{(d-1)(1-p)} dr.
\]

Since \( \hat{g}_d \) is finite for \( r \rightarrow 0^+ \), \( C_\omega(p, d) \) is finite if and only if \( (d-1)(1-p) > -1 \), which implies \( p < \frac{d}{d-1} \). Thesis follows.

Previous definitions are motivated by Lemma A.1.2.

**Lemma A.1.2.** Let \( \xi \in W^{1, q}(\Omega^{\text{obs}}) \), where \( \Omega^{\text{obs}} \subset \mathbb{R}^d \) and \( q \in (d, \infty] \), and let \( \omega_{d, \nu} \) be a convolutational kernel. Let us further recall the definition of \( \nu \)-neighborhood of \( \Omega \; \Omega_\nu = \{ x \in \mathbb{R}^d : \text{dist}(\Omega, x) < \nu \} \).
Then, if $\Omega_{\nu} \subset \Omega^{\text{obs}}$, the following estimate holds:

$$
\| \mathcal{F}_\nu(\xi) - \xi \|_{L^\infty(\Omega)} \leq C_{\omega}(p, d) \nu^{1-d/q} \| \nabla \xi \|_{L^q(\Omega_{\nu})},
$$

(A.1.4)

where $C_{\omega}(p, d)$ is defined in (A.1.3) and $\mathcal{F}_\nu(\xi)(x) = \int_{\Omega^{\text{obs}}} \omega_{\nu, \nu}(|x - y|) \xi(y) dy$.

Proof. Since $\xi \in C(\Omega^{\text{obs}})$ (see, e.g., [181, Theorem 1.3.5]), we must show that $|\mathcal{F}_\nu(\xi)(x) - \xi(x)| \leq C_{\omega}(p, d) \nu^{1-d/q} \| \nabla \xi \|_{L^q(\Omega^{\text{obs}})}$ for all $x \in \Omega$. With no loss of generality, we assume $\xi \in C^1(\Omega^{\text{obs}})$; the generalization to $\xi \in W^{1,q}$ can be performed using a density argument. We omit this passage.

Let us take $\bar{x} \in \Omega$. Since $\Omega_{\nu} \subset \Omega^{\text{obs}}$, we have that $\bar{x} + B_\nu(0) \subset \Omega^{\text{obs}}$. Then, referring to the Fubini theorem and the Cauchy-Schwartz and Hölder inequalities, we can estimate $\mathcal{F}_\nu(\xi)(\bar{x}) - \xi(\bar{x})$ as

$$
\mathcal{F}_\nu(\xi)(\bar{x}) - \xi(\bar{x}) = \int_{\Omega^{\text{obs}}} \omega_{\nu, \nu}(|x - \bar{x}|) \xi(x) dx - \xi(\bar{x}),
$$

(A.1.1b),

$$
= \int_{\Omega^{\text{obs}}} \omega_{\nu, \nu}(|x - \bar{x}|) (\xi(x) - \xi(\bar{x})) dx
$$

$$
= \int_{\Omega^{\text{obs}}} \frac{C(d)}{\nu^d} \omega(|x - \bar{x}|/\nu) \left( \int_0^1 \nabla \xi(\bar{x} + t(x - \bar{x})) \cdot (x - \bar{x}) dt \right) dx,
$$

(Fubini theorem),

$$
= \int_0^1 \left( \int_{B_\nu(\bar{x})} \frac{C(d)}{\nu^d} \omega(|x - \bar{x}|/\nu) \nabla \xi(\bar{x} + y) \cdot y dy \right) dt
$$

(Hölder),

$$
= \int_{B_\nu(\bar{x})} \nabla \xi(\bar{x} + y) \cdot y \left( \int_0^1 \frac{C(d)}{\nu^d} \omega(|y|/\nu) dt \right) dy,
$$

(Fubini theorem),

$$
= \int_{B_\nu(\bar{x})} \nabla \xi(\bar{x} + y) \cdot y \frac{1}{|y|^d} \left( \int_0^{[v/|y|} \frac{C(d)}{s^{d+1}} \omega(1/s) ds \right) dy,
$$

$$
= \int_{B_\nu(\bar{x})} \nabla \xi(\bar{x} + y) \cdot \frac{y}{|y|} \frac{1}{\nu^{d-1}} g_d(|y|/\nu) dy
$$

where $g_d(x)$ is defined in (A.1.2). Then,

$$
\mathcal{F}_\nu(\xi)(\bar{x}) - \xi(\bar{x}) \leq \frac{1}{\nu^{d-1}} g_d(1/\nu) \| \nabla \xi \|_{L^q(\Omega_{\nu})} (\text{Hölder}).
$$
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We finally observe that:

\[
\| \frac{1}{\nu d} \cdot \frac{1}{\nu} g_d(1/\nu) \|_{L^p(\mathbb{R}^d)} = \frac{1}{\nu d} \left( \int_0^\infty (g_d(\rho/\nu)) \rho^{d-1} d\rho \right)^{1/p} \\
= \left( A(d) \int_0^\infty (g_d(r)) r^{p-d-1} dr \right)^{1/p} \nu^{d/p-d+1} = C_{\omega(p,d)} \nu^{d/p-d+1}.
\]

Thesis follows. \[\Box\]

### A.2 Error bounds for the finite-\(\nu\) error

We now wish to apply Lemma A.1.2 to show error bounds for the finite-\(\nu\) error in output functionals and in \(L^2\) error. For convenience, we report the statements already presented in Chapter 4.

**Proposition A.2.1.** Let \(\omega_{d,\nu}\) be a convolutional kernel of the form (A.1.1) such that \(\omega(r) \sim r^{-\alpha}\) for some \(\alpha < d\). Then, if \(\Omega_{\nu} \subset \subset \Omega_{\text{obs}}\), the following hold.

- If \(e \in W^{1,q}(\Omega_{\text{obs}})\), \(q \in (d, \infty]\), then
  
  \[
  |E_{\nu} - \hat{E}_{\nu}^\infty| \leq C_{\omega(p,d)} \nu^{1-d/q} |\Omega_{\nu}|^{1/2} \| \zeta \|_{L^2(\Omega)} \| \nabla e \|_{L^q(\Omega_{\nu})}. \tag{A.2.1a}
  \]

- If \(\zeta \in W^{1,q}(\Omega)\), \(q \in (d, \infty]\), \(e \in L^\infty(\Omega_{\text{obs}})\), then
  
  \[
  |E_{\nu} - \hat{E}_{\nu}^\infty| \leq C_{\omega(p,d)} C_1(\Omega, \Omega_{\text{obs}}) \nu^{1-d/q} \| \zeta \|_{L^2(\Omega)} \| e \|_{W^{1,q}(\Omega)}
  + C_2(\Omega, \Omega_{\text{obs}}) \nu \| e \|_{L^\infty(\Omega_{\nu})} \| \zeta \|_{W^{1,q}(\Omega)}. \tag{A.2.1b}
  \]

**Proof.** Estimate (A.2.1a) follows by applying Lemma A.1.2 and the Cauchy-Schwartz inequality.

We now show (A.2.1b). Since \(\Omega_{\nu} \subset \subset \Omega_{\text{obs}}\), recalling [1, Theorem 5.24], there exists \(\zeta_{\text{ext}} \in W^{1,q}(\Omega_{\text{obs}})\) such that

\[
\zeta_{\text{ext}} \big|_{\Omega} = \zeta, \quad \| \zeta_{\text{ext}} \|_{W^{1,q}(\Omega_{\text{obs}})} \leq C_1(\Omega, \Omega_{\text{obs}}) \| \zeta \|_{W^{1,q}(\Omega)}. \tag{A.2.2}
\]

Then, we introduce \(\hat{F}_{d,\nu}: L^2(\Omega_{\nu}) \mapsto L^2(\Omega_{\nu})\) such that

\[
\hat{F}_{d,\nu}(w) = \int_{\Omega_{\nu}} \omega_{d,\nu}(|x-y|) w(y) dy. \tag{A.2.3}
\]
We observe that for all \( w \in L^\infty(\Omega) \), we have
\[
\hat{F}_\nu(w)(x) = F_\nu(w)(x), \quad \forall x \in \Omega; \quad |\hat{F}_\nu(w)(x)| \leq \|w\|_{L^\infty(\Omega)} \forall x \in \Omega \setminus \Omega.
\] (A.2.4)

It follows from (A.2.3) and (A.2.4) that
\[
\int_\Omega \zeta(y) F_\nu(e)(y) \, dy = \int_{\Omega_v} \zeta^{\text{ext}}(y) \left( \int_{\Omega_v} \omega_{d,v}(|x - y|) e(x) \, dx \right) \, dy - \int_{\Omega_v \setminus \Omega} \zeta^{\text{ext}}(y) \hat{F}_\nu(e)(y) \, dy
\]
\[
= \int_{\Omega_v} e(x) F_\nu(\zeta^{\text{ext}})(x) \, dx + \int_{\Omega_v \setminus \Omega} \left( e(y) \hat{F}_\nu(\zeta^{\text{ext}})(y) - \hat{F}_\nu(e)(y) \zeta^{\text{ext}}(y) \right) \, dy.
\]

Then,
\[
E_{\mathcal{E}} - \hat{E}_{\mathcal{E}} = \int_{\Omega_v} e(x) \left( \zeta(x) - F_\nu(\zeta^{\text{ext}})(x) \right) \, dx + \int_{\Omega_v \setminus \Omega} \left( e(y) \hat{F}_\nu(\zeta^{\text{ext}})(y) - \hat{F}_\nu(e)(y) \zeta^{\text{ext}}(y) \right) \, dy.
\]

Applying Lemma A.1.2 to \( \zeta^{\text{ext}} \), recalling (A.2.2) and using the Cauchy-Schwartz inequality, we obtain
\[
|I| \leq C_{\omega}(p, d) C_{1}(\Omega, \Omega^{\text{obs}}) \|e\|_{L^2(\Omega)} \|\zeta\|_{W^{1,q}(\Omega)}.
\]

On the other hand, observing that for every \( \xi \in L^\infty(\Omega^{\text{obs}}) \) we have that
\[
\left| \int_{\Omega_v \setminus \Omega} \xi(x) \, dx \right| \leq C(\Omega) \|\xi\|_{L^\infty(\Omega^{\text{obs}})},
\]
we find that
\[
|II| \leq 2C(\Omega) \|e\|_{L^\infty(\Omega_v)} \|\zeta\|_{W^{1,q}(\Omega)}.
\]

Thesis follows. \( \square \)

**Proposition A.2.2.** Let \( e \in W^{1,q}(\Omega^{\text{obs}}) \), where \( \Omega^{\text{obs}} \subset \mathbb{R}^d \) and \( q \in (d, \infty] \). Let \( \omega_{d,v} \) be a convolutional kernel of the form (A.1.1) such that \( \omega(r) \sim r^{-\alpha} \) for some \( \alpha < d \). Then, if \( \Omega_v \subset \subset \Omega^{\text{obs}} \), the following estimate holds:
\[
\Delta^\nu(\nu) \leq C_{\omega}(p, d) \sqrt{\Omega} \nu^{1-d/q} \|\nabla e\|_{L^q(\Omega_v)}.
\] (A.2.5)
Proof. Using the inverse triangle inequality, and (A.1.4), we find

\[ |\tilde{E}^\infty(\nu) - E| = \|e\|_{L^2(\Omega)} - \|F_\nu(e)\|_{L^2(\Omega)} \leq \|e - F_\nu(e)\|_{L^2(\Omega)}, \]

\[ \leq \sqrt{|\Omega|} \|e - F_\nu(e)\|_{L^\infty(\Omega)} \leq C_{\omega}(p, d) \sqrt{|\Omega|} \nu^{1-d/q} \|\nabla e\|_{L^1(\Omega)}. \]
Appendix B

A posteriori error estimation: extension to heteroscedastic noise

B.1 Main result

We study the extension of the discussion of Chapter 4 to the case of heteroscedastic random noise. Specifically, we consider the following set of assumptions.

- **H1** \( \{X_j\}_{j=1}^J \) is a sequence of \( J \) i.i.d. random variables such that \( X_j \sim \text{Uniform}(\Omega) \).

- **H2** \( \{\varepsilon_j\}_{j=1}^J \) is a sequence of independent random variables such that \( \mathbb{E}[\varepsilon_j] = 0, \mathbb{V}[\varepsilon_j] = \sigma_j^2 \in [\sigma_{LB}^2, \sigma_{UB}^2] \), and

\[
\sup_j \mathbb{E}[|\varepsilon_j|^3] < \infty, \quad \sup_j \mathbb{E}[|\varepsilon_j|^4] < \infty.
\]

- **H3** \( X_i \) and \( \varepsilon_j \) are independent of each other \( i, j = 1, \ldots, J \).

We observe that the extension to heteroscedastic noise does not affect our discussion about the finite-\( \nu \) error; thus, in what follows, we only focus on finite-\( J \) and finite-noise error. For simplicity, we only consider the case of \( L^2(\Omega) \) functionals; the same ideas can also be applied to the estimation of the \( L^2(\Omega) \) error.

We state the main result of this appendix.

**Theorem B.1.1.** Let \( \{F_j\}_{j=1}^\infty \) and \( \{G_j\}_{j=1}^\infty \) be two random sequences such that

1. \( F_1, F_2, \ldots \) are i.i.d. random variables such that \( \mathbb{E}[F_j] = \mu_F, \mathbb{V}[F_j] = \sigma_F^2, \mathbb{E}[|F_j|^3] < \infty \);
2. $G_1, G_2, \ldots$ are independent random variables such that $\mathbb{E}[G_j] = 0$, $\forall G_j = \sigma_j^2 \in [\sigma_{\min}^2, \sigma_{\max}^2]$, $\sup_j \mathbb{E}[|G_j|^3] < \infty$ and $\sup_j \mathbb{E}[|G_j|^4] < \infty$;

3. $\mathbb{E}[F_j G_j] = 0$, $\sup_j \mathbb{E}[|F_j G_j|^2] < \infty$, $\sup_j \mathbb{E}[F_j^2 |G_j|] < \infty$ for $j, j' = 1, 2, \ldots$.

Then, if we define $Y_j = F_j + G_j$ and the sample mean and variance

$$\bar{Y}_J := \frac{1}{J} \sum_{j=1}^{\infty} Y_j, \quad \tilde{\sigma}^2_{Y,J} := \frac{1}{J} \sum_{j=1}^{\infty} (Y_j - \bar{Y}_J)^2,$$

the confidence region

$$\tilde{C}_J(\alpha) = \left[ \bar{Y}_J - \frac{z_{1-\alpha/2}}{\sqrt{J}} \sqrt{\tilde{\sigma}^2_{Y,J} + \sigma_{\max}^2 - \sigma_{\min}^2 + \delta}, \quad \bar{Y}_J + \frac{z_{1-\alpha/2}}{\sqrt{J}} \sqrt{\tilde{\sigma}^2_{Y,J} + \sigma_{\max}^2 - \sigma_{\min}^2 + \delta} \right]$$

satisfies $\lim \inf_{J} P \left( \mu_F \in \tilde{C}_J(\alpha) \right) \geq 1 - \alpha$, for any $\delta > 0$.

Theorem B.1.1 can be applied to the estimation of $\hat{E}_r^{\infty}(\nu)$ by considering

$$F_j = F_J(e)(X_j) \zeta(X_j)|\Omega|, \quad G_j = \varepsilon_j \zeta(X_j)|\Omega|$$

and assuming that $\{X_j\}_{j=1}^J$ and $\{\varepsilon_j\}_{j=1}^J$ satisfy H1, H2, H3. We observe that the random variables $Y_j$ are observable – realizations of $\{Y_j\}_{j}$ are $\{\ell_{err}^j\}_{j}$; while we have that $\sigma_{\max}^2 = E^2 \sigma_{UB}^2$ and $\sigma_{\min}^2 = E^2 \sigma_{LB}^2$ with $E^2 = |\Omega|^2 \mathbb{E}[\zeta(X_1)^2]$.

The remainder of this Appendix is organized as follows. In section B.2, we present four preliminary results. Then, in section B.3, we present the proof of Theorem B.1.1.

\section*{B.2 Preliminaries}

\textbf{Definition B.2.1.} We say that the random sequence $\{Z_j\}_{j}$ converges in probability towards the random variable $Z$ if for all $\delta > 0$:

$$\lim_{j \to \infty} P(|Z_j - Z| > \delta) = 0.$$  \hspace{1cm} (B.2.1)

We denote convergence in probability by $\text{plim}_j Z_j = Z$. 
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Lemma B.2.1. Let \( \{Z_j\}_j \) be a sequence of random variables such that \( \sup_j \mathbb{E}[Z_j^2] < \infty \), and \( \mathbb{E}[Z_i Z_j] = 0 \) if \( i \neq j \). Then,

\[
p \lim \frac{1}{J} \sum_{j=1}^{J} Z_j = 0.
\]

Lemma B.2.1 is a consequence of Chebyshev’s inequality (see, e.g., [119, Chapter 5, Corollary 5.2]). We refer to Ref. [119, Exercise 20.1] for a guided proof.

Lemma B.2.2. Let \( \{Z_j\}_j \) be a random sequence of independent random variables such that \( \mathbb{E}[Z_j] = \mu_j \), \( \mathbb{V}[Z_j] = \sigma_j^2 \), with \( \mu_{\min} \leq \mu_j \leq \mu_{\max} \) and \( \sigma_j^2 \leq \sigma^2 < \infty \). Then, for every \( \delta > 0 \)

\[
\lim_{J \to \infty} P \left( \mu_{\min} - \delta \leq \frac{1}{J} \sum_{j=1}^{J} Z_j \leq \mu_{\max} + \delta \right) = 1.
\]

Proof. We observe that

\[
\frac{1}{J} \sum_{j=1}^{J} Z_j \leq \frac{1}{J} \sum_{j=1}^{J} (Z_j - \mu_j + \mu_{\max}) = \frac{1}{J} \sum_{j=1}^{J} Z_j^o + \mu_{\max};
\]

and

\[
\frac{1}{J} \sum_{j=1}^{J} Z_j \geq \frac{1}{J} \sum_{j=1}^{J} (Z_j - \mu_j + \mu_{\min}) = \frac{1}{J} \sum_{j=1}^{J} Z_j^o + \mu_{\min};
\]

where \( Z_j^o = Z_j - \mu_j \).

We observe that the random sequence \( \{Z_j^o\}_j \) satisfies the hypotheses of Lemma B.2.1. Then, thesis follows from (B.2.2). \qed

Lemma B.2.3. Let \( \{\Phi_j\}_j, \{\Psi_j\}_j \) be two random sequences such that

i) \( p \lim_j \Phi_j - \Psi_j = 0 \);

ii there exists \( \alpha, \beta > 0 \) such that for all \( \delta > 0 \), \( \lim_j P(\alpha - \delta \leq \Psi_j \leq \beta + \delta) = 1 \).

Then, for every \( \delta > 0 \),

\[
\lim_{j} P(\alpha - \delta \leq \Phi_j \leq \beta + \delta) = 1.
\]
Proof. Let us introduce the events

\[ A_{J,\delta} := \{ \omega : |\Phi_J(\omega) - \Psi_J(\omega)| \leq \frac{1}{2} \delta \}, \]

\[ E_{J,\delta} := \{ \omega : \Psi_J(\omega) \in [\alpha - \delta/2, \beta + \delta/2] \}, \]

where \( \delta > 0 \).

Using hypothesis (i), for any given \( \delta' > 0 \), there exists \( J^* \) such that for all \( J \geq J^* \):

\[ \delta' \geq P(|\Phi_J(\omega) - \Psi_J(\omega)| \geq \delta/2) = 1 - P(|\Phi_J(\omega) - \Psi_J(\omega)| \leq \delta/2) = 1 - P(A_{J,\delta}). \]

Using the total probability theorem, we find

\[ P(A_{J,\delta}) = P(A_{J,\delta} \cap E_{J,\delta}) + P(A_{J,\delta} \cap E_{J,\delta}^c). \]

We observe that

\[ P(A_{J,\delta} \cap E_{J,\delta}) = P((\Psi_J - \delta/2 \leq \Phi_J \leq \Psi_J + \delta/2) \cap (\alpha - \delta/2 \leq \Psi_J \leq \beta + \delta/2)) \leq P(\alpha - \delta \leq \Phi_J \leq \beta + \delta). \]

On the other hand, we have that \( P(A_{J,\delta} \cap E_{J,\delta}^c) \leq P(E_{J,\delta}^c) \), and then

\[ \delta' \geq 1 - P(\alpha - \delta \leq \Phi_J \leq \beta + \delta) - P(E_{J,\delta}^c). \]

Recalling hypothesis (ii), we have that \( P(E_{J,\delta}^c) \to 0 \) as \( J \to \infty \) for every \( \delta > 0 \). This implies that there exists \( J^{**} \) such that for all \( J \geq J^{**} \) \( P(E_{J,\delta}^c) \leq \delta' \); as a result, for \( J \geq \max(J^*, J^{**}) \), we obtain

\[ P(\alpha - \delta \leq \Phi_J \leq \beta + \delta) \geq 1 - 2\delta'. \]

Since \( \delta' \) can be chosen arbitrary small, thesis follows. \( \square \)

We now exploit the previous lemmas to prove an important limit in probability.

**Proposition B.2.1.** Let \( \{E_j\}_j \) and \( \{G_j\}_j \) satisfy the hypotheses of Theorem B.1.1, and let \( \hat{\sigma}_{Y,j} \) be defined in (B.1.1). Then, for any \( \delta > 0 \), we have that

\[ \lim_{J} P \left( -\sigma_{\max}^2 + \hat{\sigma}_{Y,j}^2 \leq \sigma_k^2 \leq -\sigma_{\min}^2 + \hat{\sigma}_{Y,j}^2 + \delta \right) = 1. \]  

(B.2.5)
Proof. Let us define

$$\Phi_J = \sigma_F^2 - \hat{s}e_{F,J}^2, \quad \Psi_J = \sigma_F^2 - \hat{s}e_{F,J}^2 + \frac{1}{J} \sum_{j=1}^{J} G_j^2$$

where $\hat{s}e_{F,J} = \frac{1}{J} \sum_{j=1}^{J} (F_j - \overline{F}_J)^2$, $\overline{F}_J = \frac{1}{J} \sum_{j=1}^{J} F_j$. Recalling that $p \lim_J \hat{s}e_{F,J}^2 = \sigma_F^2$ and then applying Lemma B.2.2, it is straightforward to verify that

$$\lim_J P \left( \sigma_{\min}^2 - \delta \leq \Psi_J \leq \sigma_{\max}^2 + \delta \right) = \lim_J P \left( \sigma_{\min}^2 - \delta \leq \frac{1}{J} \sum_{j=1}^{J} G_j^2 \leq \sigma_{\max}^2 + \delta \right) = 1$$

for any $\delta > 0$. On the other hand, we observe that

$$\Phi_J - \Psi_J = \frac{2}{J} \sum_{j=1}^{J} F_j G_j \Rightarrow \Psi_J = \frac{(G_{J})^2}{(II)} - \overline{F}_J \overline{G}_J,$$

where $\overline{G}_J = \frac{1}{J} \sum_{j=1}^{J} G_j$.

We study the limits of $(I)$, $(II)$ and $(III)$ separately. Since the random variables $Z_j = F_j G_j$ are independent and $Z_j$ satisfy the hypotheses of Lemma B.2.1, we find that

$$p \lim_J (I) = 0,$$

Furthermore, applying [119, Theorem 17.5] and exploiting the fact that $p \lim_J \overline{G}_J = 0$ (consequence of Lemma B.2.1), we find that

$$p \lim_J (II) = (\overline{G}_J)^2 = 0.$$

Finally, we observe that we can write $(III)$ as follows: $(III) = \frac{1}{J} \sum_{j=1}^{J} Z_j$ with $Z_j = \overline{F}_j G_j$. Recalling the third hypothesis of Theorem B.1.1, we observe that

$$\mathbb{E}[Z_j] = \mathbb{E}[F_j G_j] = \frac{1}{J} \sum_{j'=1}^{J} \mathbb{E}[F_{j'} G_{j'}] = 0$$
and also \( \sup_j \mathbb{E}[Z_j^2] < \infty \). Then, applying again Lemma B.2.1, we conclude that
\[
\lim_j (111) = 0.
\]

By combining the three different pieces, we obtain
\[
\lim_j (\Phi_j - \Psi_j) = \lim_j (I) + \lim_j (II) + \lim_j (III) = 0.
\]

Thesis then follows by applying Lemma B.2.3. 

\[\square\]

### B.3 Application of Lyapunov Central Limit Theorem

We first verify that the random sequence \( \{Y_j := F_j + G_j\}_{j=1}^\infty \) satisfies the hypotheses of Lyapunov Central Limit Theorem (see, e.g., [119, Theorem 21.2]). We have indeed that

\[
\begin{align*}
\mathbb{E}[Y_j] &= \mathbb{E}[F_j] + \mathbb{E}[G_j] = \mu_F; \\
\mathbb{E}[Y_j^2] &= \mathbb{E}[F_j^2] + \mathbb{E}[G_j^2] + 2\mathbb{E}[F_j G_j] = \sigma_F^2 + \mu_F^2 + \sigma_G^2 < \infty; \\
\mathbb{E}[|Y_j|^3] &\leq \mathbb{E}[|F_j|^3] + \mathbb{E}[|G_j|^3] + 3\mathbb{E}[|F_j|^2|G_j|] + 3\mathbb{E}[|F_j||G_j|^2] < \infty.
\end{align*}
\]

(B.3.1a)

(B.3.1b)

(B.3.1c)

Applying Lyapunov Central Limit Theorem to the random sequence \( \{Y_j\}_j \), we obtain
\[
C_j^{\text{th}}(\alpha) = \left[ \overline{Y}_J - \frac{1}{\sqrt{J}} S_j^{\text{th}} z_{1-\alpha/2}, \overline{Y}_J + \frac{1}{\sqrt{J}} S_j^{\text{th}} z_{1-\alpha/2} \right],
\]

where \( (S_j^{\text{th}})^2 = \frac{1}{J} \sum_{j=1}^J \mathbb{V}[Y_j] = \frac{1}{J} \sum_{j=1}^J \sigma_j^2 + \sigma_F^2 \), is a \((1-\alpha)\) asymptotic confidence interval for \( \mu_F \). Exploiting Proposition B.2.1, we find
\[
\lim_j P \left( (S_j^{\text{th}})^2 \leq \delta \right) = 1,
\]

and thus \( \lim_j P(C_j^{\text{th}}(\alpha) \subset C_j(\alpha)) = 1 \). As a result, we obtain that
\[
\liminf_j P(\mu_F \in C_j(\alpha)) \geq \liminf_j P(\mu_F \in C_j^{\text{th}}(\alpha)) = \lim_j P(\mu_F \in C_j^{\text{th}}(\alpha)) = 1 - \alpha.
\]

Thesis follows.
Appendix C

Caccioppoli inequalities for some elliptic PDEs

In this appendix, we prove Caccioppoli inequalities for the solution to a number of elliptic problems. Caccioppoli inequalities represent the basic tool to prove regularity results for elliptic boundary value problems. We refer to the book of Giaquinta and Martinazzi [93] for further details.

This appendix is organized as follows. In section C.1, we introduce some preliminaries. Then, in section C.2, we first consider the case of harmonic equations (Laplace’s equation) and we observe that the same strategy can be easily extended to advection-diffusion-reaction, Helmholtz’s equations and to linear elastodynamics. Finally, in section C.3, we study the problem of Stokes.

C.1 Preliminaries

We first present some definitions and general hypotheses. We denote by $u_g^{bk} \in \mathcal{V}^{bk} = H^1(\Omega^{bk})$ the solution to the variational problem:

$$G(u_g^{bk}, v) = 0 \quad \forall \ v \in \mathcal{V}_0^{bk}, \quad u_g^{bk}|_{\Gamma^{in}} = g,$$

where $\mathcal{V}_0^{bk} := \{v \in \mathcal{V}^{bk} : v|_{\Gamma^{in}} = 0\}$, $g \in T = H^{1/2}(\Gamma^{in})$. In what follows, we assume that $\Gamma^{in}$ is an open subset of $\partial \Omega^{bk}$ and that $\Omega^{bk}$ is a Lipschitz domain. We further introduce $\Omega \subset \Omega^{bk} \subset \mathbb{R}^d$ such that $\delta := dist(\Omega, \Gamma^{in}) > 0$. 
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The objective of this appendix is to show that

\[ \| \nabla u_g \|_{L^2(\Omega)} \leq \| u_g \|_{L^2(\Omega^{bk})}, \quad \forall g \in \mathcal{T}. \tag{C.1.1} \]

We recall that (C.1.1) guarantees that the space generated by the transfer eigenmodes is optimal in the sense of Kolmogorov (see Chapter 5).

We further introduce quantities that will be used to prove estimates of the form (C.1.1). First, we introduce the \( t \)-neighborhood of \( \Omega \) in \( \Omega^{bk} \):

\[ \Omega_t := \{ x \in \Omega^{bk} : \text{dist}(x, \overline{\Omega}) < t \}. \tag{C.1.2} \]

We observe that \( \Omega_t \subset \Omega_{t'} \) if \( t < t' \). Then, we introduce \( \eta_{t,s} \in C^1(\mathbb{R}^d) \) such that

\[ 0 \leq \eta_{t,s}(x) \leq 1, \quad \eta_{t,s}(x) = \begin{cases} 1 & \text{in } \Omega_t, \\ 0 & \text{in } \Omega^{bk} \setminus \Omega_s, \end{cases} \tag{C.1.3} \]

where \( t < s \). We observe that we can choose \( \eta_{t,s} \) such that

\[ \| \nabla \eta_{t,s}(x) \|_2 \leq \frac{C}{s - t}, \tag{C.1.4} \]

where \( C \) might depend on \( \Omega \). We further observe that if \( s < \delta, \eta_{t,s}|_{\Gamma^{in}} \equiv 0 \).

Before concluding, we comment on the notation adopted. In this appendix, we employ bold letters to indicate vector-valued functions. Furthermore, we denote by \( \| \cdot \|_2 \) the Euclidean norm in \( \mathbb{C}^d \) with the understanding that if \( v \) is complex \( \| v \|_2 = \sqrt{v \cdot \overline{v}} \). Similarly, we denote by \( \| \cdot \|_F \) the Frobenius norm in \( \mathbb{C}^{d,d} \). We state upfront that, in what follows, we denote by \( C \) a positive constant that uniquely depends on \( \Omega, \Omega^{bk} \).

### C.2 Laplace's equation and simple extensions

We first study the Laplace's equation. Next theorem coincides with [93, Theorem 4.1].

**Proposition C.2.1.** Let \( u_g^{bk} \in \mathcal{V}^{bk} \) be the solution to

\[ \int_{\Omega^{bk}} \nabla u_g^{bk} \cdot \nabla v \, dx = 0, \quad \forall v \in \mathcal{V}^{bk}_0, \quad u_g^{bk}|_{\Gamma^{in}} = g, \tag{C.2.1} \]
where \( g \in \mathcal{T} \). Then, given the Lipschitz domain \( \Omega \subset \Omega^{bk} \), \( \delta := \text{dist}(\Omega, \Gamma^{\text{in}}) > 0 \), we find

\[
\int_{\Omega} \| \nabla u_g^{bk} \|^2 \, dx \leq \frac{C(\Omega)}{\delta^2} \int_{\Omega^{bk}} (u_g^{bk})^2 \, dx.
\] (C.2.2)

**Proof.** Let us consider \( v = u_g^{bk} \eta_{t,s}^2 \) with \( 0 \leq t < s \leq \delta \). By substituting in (C.2.1), we find

\[
\int_{\Omega^{bk}} \| \nabla u_g^{bk} \|^2 \eta_{t,s}^2 \, dx = -2 \int_{\Omega^{bk}} (\eta_{t,s} \nabla u_g^{bk}) \left( u_g^{bk} \nabla \eta_{t,s} \right).
\]

Then, applying Cauchy-Schwartz inequality,

\[
\int_{\Omega^{bk}} \| \nabla u_g^{bk} \|^2 \eta_{t,s}^2 \, dx \leq 2 \left( \int_{\Omega^{bk}} \| \nabla u_g^{bk} \|^2 \eta_{t,s}^2 \, dx \right)^{1/2} \left( \int_{\Omega^{bk}} \| \nabla \eta_{t,s} \|^2 (u_g^{bk})^2 \, dx \right)^{1/2}.
\]

By dividing both sides by \( (\int_{\Omega^{bk}} \| \nabla u_g^{bk} \|^2 \eta_{t,s}^2 \, dx)^{1/2} \) and then squaring both sides of the equation, we find

\[
\int_{\Omega^{bk}} \| \nabla u_g^{bk} \|^2 \eta_{t,s}^2 \, dx \leq 4 \int_{\Omega^{bk}} (u_g^{bk})^2 \| \nabla \eta_{t,s} \|^2 \, dx.
\]

Finally, if we set \( t = 0 \) and \( s = \delta \), recalling (C.1.3)-(C.1.4), we find that \( \eta_{t,s} \equiv 1 \) in \( \Omega \) and \( \| \nabla \eta_{t,s}(x) \|_2 \leq \frac{C}{\delta} \) for all \( x \in \Omega^{bk} \). As a result, we find

\[
\int_{\Omega} \| \nabla u_g^{bk} \|^2 \, dx \leq \int_{\Omega^{bk}} \| \nabla u_g^{bk} \|^2 \eta_{t,s}^2 \, dx \leq 4 \int_{\Omega^{bk}} (u_g^{bk})^2 \| \nabla \eta_{t,s} \|^2 \, dx \leq \frac{4C}{\delta^2} \int_{\Omega^{bk}} (u_g^{bk})^2 \, dx.
\]

Thesis follows. \( \square \)

Some comments are in order. First, we observe that with the same proof we can generalize the result as

\[
\int_{\Omega} \| \nabla u_g^{bk} \|^2 \, dx \leq \frac{C(\Omega)}{\delta^2} \int_{\Omega^{bk}} (u_g^{bk} - \lambda)^2 \, dx, \quad \lambda \in \mathbb{R}.
\]

Second, we observe that we do not require that \( \Omega \subset \subset \Omega^{bk} \), but only that \( \delta > 0 \), that is, we require that \( \Gamma^{\text{in}} \) is well-separated from \( \Omega \).

We now extend the result to a wider class of PDEs.

**Proposition C.2.2.** Let \( u_g^{bk} \in \mathcal{V}^{bk} \) be the solution to

\[
\int_{\Omega^{bk}} \nu \nabla u_g^{bk} \cdot \nabla v + (b \cdot \nabla u_g^{bk}) v + cu_g^{bk} v \, dx = 0 \quad \forall v \in \mathcal{V}^{bk}, \quad u_g^{bk} |_{\Gamma} = g. \] (C.2.3)
where \( v, b, c \in L^\infty(\Omega^{bk}) \). We assume that \( \nu(x) \geq \nu_{\text{min}} > 0 \) and that \( b, c \) guarantees the existence and uniqueness of the solution \( u_g^{bk} \) for any choice of \( g \in T \).

Then, the following holds:

\[
\int_{\Omega} \| \nabla u_g^{bk} \|^2 \, dx \leq \frac{1}{\nu_{\text{min}}} \left( \| c \|_{L^\infty(\Omega^{bk})} + \frac{\| b \|^2_{L^\infty(\Omega^{bk})}C(\Omega)}{\delta^2} \right) \| u_g^{bk} \|_{L^2(\Omega^{bk})}.
\]  

(C.2.4)

We observe that Proposition C.2.2 includes advection-diffusion-reaction and Helmholtz's equations as special cases. We also observe that with analogous proof we can consider more general boundary conditions on open subsets of \( \partial\Omega^{bk} \setminus \Gamma^{in} \) that are well-separated from \( \Omega \). For example, if we consider the problem

\[
\begin{cases}
\int_{\Omega^{bk}} \nu \nabla u^{bk} \cdot \nabla v + (b \cdot \nabla u^{bk}) v + cu^{bk} v \, dx + \int_{\Gamma'} h u^{bk} v \, d\sigma = \int_{\Gamma'} h u^{bk} v \, d\sigma & \forall v \in \mathcal{V}^{obl}, \\
u^{bk} |_{\Gamma} = g,
\end{cases}
\]

estimate (C.2.4) still holds provided that we substitute \( \delta \) with

\[
\delta = \min \left( \text{dist}(\Omega, \Gamma^{in}), \text{dist}(\Omega', \Gamma') \right).
\]

We now consider the case of linear elastodynamics. Although the proof follows the exact same ideas of the proof of Proposition C.2.1, we report the proof.

**Proposition C.2.3.** Let \( u_g^{bk} \in \mathcal{V}^{bk} \) be the solution to

\[
\begin{cases}
\int_{\Omega^{bk}} 2\mu \text{sym}(\nabla u_g^{bk}) : \text{sym}(\nabla v) + \lambda \text{div}(u_g^{bk}) \text{div}(u_g^{bk}) \, dx - A(\omega) \int_{\Omega^{bk}} u_g^{bk} \cdot \nabla v \, dx = 0 & \forall v \in \mathcal{V}^{obl}, \\
u^{bk} |_{\Gamma^{in}} = g
\end{cases}
\]

(C.2.5)

where \( g \in T \) and \( A(\omega) = \frac{\omega^2 - i\omega\alpha}{1 + i\omega\beta} \), \((\mu, \lambda)\) are the Lamé elastic moduli and \((\alpha, \beta)\) are the Rayleigh-damping coefficients. Then, we have

\[
\| \nabla u_g^{bk} \|_{L^2(\Omega)} \leq \frac{1}{C^{\text{korn}}_{\Omega}} \left( 2|A(\omega)| + \frac{C}{2\delta^2}(\mu + \lambda) \right) \| u_g^{bk} \|_{L^2(\Omega)}
\]

(C.2.6a)
where $C^\text{korn}_\Omega > 0$ is defined as

$$C^\text{korn}_\Omega = \min_{w \in H^1(\Omega)} \frac{\int_\Omega 2\mu \|\text{sym}(\nabla w)\|_F^2 + \lambda |\text{div}(w)|^2 \, dx}{\|\nabla w\|_{L^2(\Omega)}^2} \quad (C.2.6b)$$

and

$$\|\nabla w\|_{L^2(\Omega)} = \int_\Omega \|\nabla w\|_F^2 \, dx. \quad (C.2.6c)$$

Proof. We define $\eta = \eta_{0,\delta}$. Then, we introduce

$$B(u^{bk}_g, \eta) := \int_{\Omega^{bk}} \left( 2\mu \|\text{sym}(\nabla u^{bk}_g)\|_F^2 + \lambda |\text{div}(u^{bk}_g)|^2 \right) \eta^2 \, dx.$$

We observe that

$$B(u^{bk}_g, \eta) \geq \int_\Omega \left( 2\mu \|\text{sym}(\nabla u^{bk}_g)\|_F^2 + \lambda |\text{div}(u^{bk}_g)|^2 \right) \, dx \geq C^\text{korn}_\Omega \|\nabla u^{bk}_g\|_{L^2(\Omega)}^2, \quad (C.2.7)$$

and $C^\text{korn}_\Omega > 0$ due to Korn's inequality (see, e.g., [112]).

By substituting $v = u^{bk}_g \eta^2$ in (C.2.5), we find

$$B(u^{bk}_g, \eta) = A(\omega) \int_{\Omega^{bk}} \|u^{bk}_g\|_2^2 \eta^2 \, dx + \int_{\Omega^{bk}} (\sqrt{2\mu} \text{sym}(\nabla u^{bk}_g) \eta) : \left( 2\sqrt{2\mu} \nabla \eta \otimes \overline{u^{bk}_g} \right) \, dx$$

$$+ \int_{\Omega^{bk}} (\sqrt{2\lambda} \eta \text{div}(u^{bk}_g)) \left( 2\sqrt{2\lambda} \nabla \eta \cdot \overline{u^{bk}_g} \right) \, dx.$$

Applying Cauchy-Schwartz and Young's inequality at the right hand side, we find

$$B(u^{bk}_g, \eta) \leq |A(\omega)| \|u^{bk}_g\|_{L^2(\Omega^{bk})}^2 + \frac{C\epsilon}{2\delta} B(u^{bk}_g, \eta) + \frac{C}{2\epsilon\delta} (\mu + \lambda) \|u^{bk}_g\|_{L^2(\Omega^{bk})}^2.$$

Substituting $\epsilon = \frac{\delta}{C}$, we find

$$B(u^{bk}_g, \eta) \leq 2 \left( |A(\omega)| + \frac{C}{\delta^2} (\mu + \lambda) \right) \|u^{bk}_g\|_{L^2(\Omega^{bk})}^2. \quad (C.2.8)$$

Thesis follows by combining (C.2.7) and (C.2.8). \qed
C.3 Stokes' problem

We now study the extension to Stokes problem: find $(u^b_k, p) \in V^b_k \times L^2_0(\Omega^b_k)$ such that

\[
\begin{align*}
\int_{\Omega^b_k} \nabla u^b_k : \nabla v - p(\text{div}(v)) \, dx &= 0 \quad \forall v \in V^b_k, \\
\int_{\Omega} q(\text{div}(u^b_k)) \, dx &= 0 \quad \forall q \in L^2(\Omega) \\
u^b_k|_{\Gamma^m} &= g
\end{align*}
\]

(C.3.1)

The proof here reported follows the same argument of Kang in [124].

We first present two lemmas.

**Lemma C.3.1.** ([89, Theorem III.3.1, page 171]) Let $\Omega'$ be a Lipschitz domain. Let $f \in L^2(\Omega')$ such that $\int_{\Omega'} f \, dx = 0$. Then, there exists $w \in H^1_0(\Omega')$ such that

\[
\text{div}(w) = f, \quad \|\nabla w\|_{L^2(\Omega')} \leq C\|f\|_{L^2(\Omega)},
\]

where $C$ depends on $\Omega'$, but does not depend on $f$.

**Lemma C.3.2.** ([92, Lemma 3.1, page 161]) Let $f : (\tau_0, \tau_1) \to \mathbb{R}_+$, $f \in L^\infty(\tau_0, \tau_1)$, $\tau_0 > 0$. Suppose that

\[
f(t) \leq (A(s - t)^{-\alpha} + B) + \theta f(s)
\]

for all $\tau_0 \leq t < s \leq \tau_1$ and for $A, B, \alpha, \theta \geq 0$, $\theta < 1$.

Then, we have

\[
f(t) \leq C(A(s - t)^{-\alpha} + B),
\]

for all $\tau_0 \leq t < s \leq \tau_1$, and $C = C(\alpha, \theta) > 0$.

We now present an interesting estimate for the pressure.

**Proposition C.3.1.** Let $\Omega, \Omega^b_k$ be Lipschitz domains. Let $p \in L^2_0(\Omega^b_k)$ be the solution to (C.3.1). Then, for every $0 \leq r < s < \delta$, the following estimate holds:

\[
\int_{\Omega_r} p^2 \, dx \leq \frac{C}{(s - r)^2} \int_{\Omega_t} \|u^b_k\|_2^2 \, dx.
\]

(C.3.2)
Proof. If we substitute \( v = u_{g}^{bl} \eta_{t,s} \) in \((C.3.1)_1\), we find

\[
\int_{\Omega^{bk}} \| \nabla u_{g}^{bk} \|^{2}_{F} \eta_{t,s}^{2} dx = - \int_{\Omega^{bk}} \eta_{t,s} \nabla u_{g}^{bk} : (u_{g}^{bk} \otimes \nabla \eta_{t,s}) dx + \int_{\Omega^{bk}} p \eta_{t,s} (\nabla \eta_{t,s} \cdot u_{g}^{bk}) dx.
\]

We observe that

\[
\eta_{t,s} \nabla u_{g}^{bk} : (u_{g}^{bk} \otimes \nabla \eta_{t,s}) \leq \frac{1}{2} \eta_{t,s}^{2} \| \nabla u_{g}^{bk} \|^{2}_{F} + \frac{C}{2} \| u_{g}^{bk} \|^{2}_{F} \| \nabla \eta_{t,s} \|^{2},
\]

where \( C > 0 \) depends only on the dimension \( d \). Then, observing that \( \| \nabla \eta_{t,s} \|^{2} > 0 \) only in \( \Omega_{s} \setminus \Omega_{t} \) and exploiting Cauchy-Schwartz inequality, we obtain

\[
\int_{\Omega^{bk}} \eta_{t,s}^{2} \| \nabla u_{g}^{bk} \|^{2}_{F} dx \leq C \int_{\Omega_{t}} \| u_{g}^{bk} \|^{2}_{F} \| \nabla \eta_{t,s} \|^{2} dx + \int_{\Omega_{s} \setminus \Omega_{t}} (p \eta_{t,s})^{2} dx. \tag{C.3.3}
\]

We now introduce \( \eta_{r,t}, r < t < s \). Recalling Lemma C.3.1 we further introduce \( w \in H_{0}^{1}(\Omega_{t}) \) such that

\[
\text{div}(w) = p \eta_{r,t}^{2} - \eta_{r,t}^{2}, \quad \| \nabla w \|_{L^{2}(\Omega_{t})} \leq C \| p \eta_{r,t}^{2} \|_{L^{2}(\Omega_{t})},
\]

where \( \eta_{r,t}^{2} \) denotes the mean of \( p \eta_{r,t}^{2} \) over \( \Omega_{t} \). We observe that \( w \in V_{0}^{bk} \). Then, recalling that \( p \in L_{0}^{0}(\Omega^{bk}) \) and exploiting \((C.3.1)_1\), we find

\[
\int_{\Omega^{bk}} p(p \eta_{r,t}^{2}) dx = \int_{\Omega^{bk}} p(p \eta_{r,t}^{2} - \eta_{r,t}^{2}) dx = \int_{\Omega_{t}} p \text{div}(w) dx = \int_{\Omega_{t}} \nabla u_{g}^{bk} : \nabla w dx
\]

Then, applying Cauchy-Schwartz inequality and recalling that \( \| \nabla w \|_{L^{2}(\Omega_{t})} \leq C \| p \eta_{r,t}^{2} \|_{L^{2}(\Omega_{t})}, \)

we find

\[
\int_{\Omega^{bk}} p^{2} \eta_{r,t}^{2} dx = \frac{1}{4\epsilon} \int_{\Omega_{t}} \| \nabla u_{g}^{bk} \|^{2}_{F} dx + C\epsilon \int_{\Omega_{t}} p^{2} \eta_{r,t}^{2} dx \leq \frac{1}{4\epsilon} \int_{\Omega_{t}} \| \nabla u_{g}^{bk} \|^{2}_{F} dx + C\epsilon \int_{\Omega_{t}} p^{2} \eta_{r,t}^{2} dx,
\]

where in the second identity we used the fact that \( \eta_{r,t} \leq 1 \). By choosing \( \epsilon = \frac{1}{2C} \), we find

\[
\int_{\Omega_{t}} p^{2} \eta_{r,t}^{2} dx \leq \int_{\Omega_{t}} p^{2} \eta_{r,t}^{2} dx \leq C \int_{\Omega_{t}} \| \nabla u_{g}^{bk} \|^{2}_{F} dx. \tag{C.3.4}
\]
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Combining (C.3.3) and (C.3.4), we find
\[
\int_{\Omega_r} p^2 \, dx \leq C \int_{\Omega_r} \|\nabla u^b_k\|_F^2 \, dx \leq \frac{C}{(s-r)^2} \int_{\Omega_s} \|u^b_k\|_2^2 \, dx + C \int_{\Omega_s \setminus \Omega_r} p^2 \, dx
\]
(C.3.3)
\[
\leq \frac{C}{(s-r)^2} \int_{\Omega_s} \|u^b_k\|_2^2 \, dx + C \int_{\Omega_s \setminus \Omega_r} p^2 \, dx
\]
If we sum \( C \int_{\Omega_r} p^2 \, dx \) on both sides, we find
\[
\int_{\Omega_r} p^2 \, dx \leq \frac{C'}{(s-r)^2} \int_{\Omega_s} \|u^b_k\|_2^2 \, dx + \frac{C}{C + 1} \int_{\Omega_s} p^2 \, dx.
\]
Applying Lemma C.3.2 with \( f(\tau) = \int_{\Omega_r} p^2 \, dx \), we finally obtain (C.3.2).

We can now show Caccioppoli inequality.

**Proposition C.3.2.** Let \( \Omega, \Omega^{bk} \) be Lipschitz domains. Then, for any \( g \in \mathcal{T} \), we have that
\[
\int_\Omega \|\nabla u^b_k\|_F^2 \, dx \leq \frac{C}{\delta^2} \int_{\Omega^{bk}} \|u^b_k\|_2^2 \, dx.
\]
(C.3.5)

**Proof.** Let \( \eta = \eta_{0, \delta/2} \). Then, by substituting in (C.3.3),
\[
\int_\Omega \|\nabla u^b_k\|_F^2 \, dx \leq C \int_{\Omega_{s/2}} \|u^b_k\|_2^2 \left\langle \|\nabla \eta_{s/2}\|_F^2 \right\rangle \, dx + \int_{\Omega_{s/2}} (p_{\eta_{s/2}})^2 \, dx.
\]
If now we apply Proposition C.3.1 with \( r = \delta/2 \) and \( s = \delta \), we find
\[
\int_\Omega \|\nabla u^b_k\|_F^2 \, dx \leq \frac{C}{\delta^2} \int_{\Omega_{s/2}} \|u^b_k\|_2^2 \, dx + \frac{C}{\delta^2} \int_{\Omega_{s/2}} \|u^b_k\|_2^2 \, dx.
\]
Thesis follows.
Appendix D

Parametric-affine expansion for the microtruss problem

Below, we report the parameter-dependent coefficients \( \{ \Theta_q \}_{q=1}^{10} \) and the parameter-independent bilinear forms \( \{ a^q \}_{q=1}^{10} \) associated with the microtruss problem considered in this work.

\[
\Theta_q(f, \mu = [\alpha, \beta, E, s_L, s_R]) = \begin{cases} 
(1 + \omega_f \beta)E & q = 1, \\
(-\omega_f^2 + \omega_f \alpha)\rho L^2 & q = 2, \\
(1 + \omega_f \beta) s_L E & q = 3, \\
(1 + \omega_f \beta)E & q = 4, \\
(1 + \omega_f \beta) s_L^{-1} E & q = 5,
\end{cases} \quad \begin{cases} 
(-\omega_f^2 + i\omega_f \alpha)\rho L^2 s_L & q = 6, \\
(1 + i\omega_f \beta) s_R E & q = 7, \\
(1 + i\omega_f \beta) E & q = 8, \\
(1 + i\omega_f \beta) s_R^{-1} E & q = 9, \\
(-\omega_f^2 + i\omega_f \alpha)\rho L^2 s_R & q = 10,
\end{cases}
\]

and

\[
a^q(u, v) = \begin{cases} 
b_{\Omega_{\text{Ref}}}^q(u, v) & q = 1, \\
m_{\Omega_{\text{Ref}}}^q(u, v) & q = 2, \\
\int_{\Omega_{\text{Ref}}} \frac{1 - \nu}{(1 + \nu)(1 - 2\nu)} \frac{\partial u_1}{\partial x_1} \frac{\partial v_1}{\partial x_1} + \frac{1}{2(1 + \nu)} \frac{\partial u_2}{\partial x_1} \frac{\partial v_2}{\partial x_1} \, dx & q = 3,
\end{cases}
\]

(D.0.1a)
\[ a^q(u, v) = \begin{cases} 
\int_{\Omega_2^q} \frac{\nu}{(1 + \nu)(1 - 2\nu)} \left( \frac{\partial u_1}{\partial x_1} \frac{\partial v_2}{\partial x_2} + \frac{\partial u_2}{\partial x_2} \frac{\partial v_1}{\partial x_1} \right) + \frac{1}{2(1 + \nu)} \left( \frac{\partial u_1}{\partial x_2} \frac{\partial v_2}{\partial x_1} + \frac{\partial u_2}{\partial x_1} \frac{\partial v_1}{\partial x_2} \right) \, dx & q = 4, \\
\int_{\Omega_2^q} \frac{1 - \nu}{2(1 + \nu)(1 - 2\nu)} \frac{\partial u_1}{\partial x_1} \frac{\partial v_2}{\partial x_2} + \frac{1}{2(1 + \nu)} \frac{\partial u_2}{\partial x_2} \frac{\partial v_1}{\partial x_1} \, dx & q = 5, \\
\int_{\Omega_3^q} \frac{\nu}{(1 + \nu)(1 - 2\nu)} \left( \frac{\partial u_1}{\partial x_1} \frac{\partial v_2}{\partial x_2} + \frac{\partial u_2}{\partial x_2} \frac{\partial v_1}{\partial x_1} \right) + \frac{1}{2(1 + \nu)} \left( \frac{\partial u_1}{\partial x_2} \frac{\partial v_2}{\partial x_1} + \frac{\partial u_2}{\partial x_1} \frac{\partial v_1}{\partial x_2} \right) \, dx & q = 8, \\
\int_{\Omega_3^q} \frac{1 - \nu}{2(1 + \nu)(1 - 2\nu)} \frac{\partial u_2}{\partial x_2} \frac{\partial v_1}{\partial x_1} + \frac{1}{2(1 + \nu)} \frac{\partial u_1}{\partial x_2} \frac{\partial v_1}{\partial x_2} \, dx & q = 9, \\
m_{\Omega_3^{q-1}}(u, v) & q = 10, 
\end{cases} \]
Bibliography


254


