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Abstract

The ability to predict human behavior has applications in many domains ranging from advertising to education to medicine. In this thesis, I focus on the use of visual media such as images and videos to predict human behavior. Can we predict what images people remember or forget? Can we predict the type of images people will like? Can we use a photograph of someone to determine their state of mind? These are some of the questions I tackle in this thesis. Through my work, I demonstrate: (1) It is possible to predict with near human-level correlation, the probability with which people will remember images, (2) it is possible to predictably modify the extent to which a face photograph is remembered, (3) it is possible to predict, with a high correlation, the number of views an image will receive even before it is uploaded, (4) it is possible to accurately identify the gaze of people in images, both from the perspective of a device, and third-person. Further, I develop techniques to visualize and understand machine learning algorithms that could help humans better understand themselves through the analysis of algorithms capable of predicting behavior. Overall, I demonstrate that visual media is a rich resource for the prediction of human behavior.
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Chapter 1

Introduction

Visual media makes up the majority of internet traffic. People are constantly taking and uploading photos and videos of their daily lives. From this barrage of visual media, can we learn anything about human behavior? Can we predict what images people remember or forget? Can we predict the type of images people will like? Can we use a photograph of someone to determine their state of mind? These are some of the questions I tackle in this thesis. The ability to predict human behavior has applications in many domains ranging from advertising to education to medicine.

In this thesis, I focus on three specific topics with the potential to impact a variety of application domains: (1) predicting visual memory (Section 1.1), (2) predicting image popularity (Section 1.2), (3) predicting state of mind (Section 1.3) and (4) visualizing and understanding convolutional neural networks (Section 1.4). I describe each of these in detail below, and summarize the main contributions of my work.

1.1 Predicting Visual Memory

One hallmark of human cognition is its massive capacity for remembering lots of different images, many in great detail, and after only a single view. Interestingly, people tend to collectively remember and forget the same pictures and faces, a property known as *memorability* [78]. This suggests that despite different personal experiences, people naturally encode and discard the same types of information.
During my PhD, I developed the first models for understanding, predicting and modifying the images people remember. My research has furthered our understanding of the relationship of memorability to a variety of image attributes such as image emotions, saliency and popularity. Notably, the model achieves near-human level consistency at predicting image memory. It further identifies exactly which regions of an image are memorable, and which are forgettable allowing for immediate deployment in applications such as advertising, video summarization [77] and generating mnemonic aids. Combining these insights, I formulated and implemented an algorithm to modify faces to predictably change the extent to which they are remembered. I summarize the key findings below, and provide the details in Chapter 2.

Understanding memorability: By introducing a novel experimental method [78] for efficiently collecting human memory scores (at about one-tenth the cost of prior work), I collected LaMem, the first large-scale benchmark dataset containing 60,000 images with memorability scores from human observers (about 27× larger than the previous dataset). Among other observations, I discovered that the most memorable images tended to be more popular on social networks, and that images portraying negative emotions tend to be more memorable.

Predicting memorability: Using LaMem, I formulated and trained MemNet [78], a deep network that achieves near human level performance at predicting memorability. While deep networks have led to significant improvements in a variety of tasks, the secret to their performance remains hidden in their complex high-dimensional representation. As such, I have worked on a variety of approaches for visualizing [160, 173] and semantically understanding the internal representation of deep networks. By visualizing the learned representation of the layers of MemNet, we discovered the emergent representations, or diagnostic objects, that explain what makes an image memorable or forgettable. I then applied MemNet to overlapping image regions to produce memorability maps [80]. Using a simple technique based on non-photorealistic rendering we demonstrated that our deep memorability network correctly isolates the important components of visual memorability.

Modifying memorability: Imagine if it were possible to modify the extent to
which an image is remembered — this could have far-reaching applications in various domains ranging from advertising and gaming to education and social networking. For example, we could modify educational diagrams to make them easier to remember while preserving their critical content. In [75], I propose and implement the first algorithm of its kind to automatically modify the memorability of faces without affecting their identity. Despite the small modifications, my approach produced a significant impact on the memorability of the faces. This raises a natural question: if we were to make all visual content more memorable, would we just shift the baseline? My early research suggests that this is not the case — participants presented with all highly memorable stimuli tended to remember all of them. This implies that by making visual content more memorable, we might be able to increase human memory capacity.

1.2 Predicting Image Popularity

Hundreds of thousands of photographs are uploaded to the internet every minute through various social networking and photo sharing platforms. While some images get millions of views, others are completely ignored. Even from the same users, different photographs receive different number of views. This begs the question: What photographs do people like? Can we predict the number of views a photograph will receive even before it is uploaded? In [76], I develop an algorithm that can reliably predict the normalized view count of images with a rank correlation of 0.81 using both image content and social cues. My work is the first to show that image content alone can be used to predict popularity.

By investigating various image cues such as color, gradients, deep learning features and the set of objects present, I show key insights from our method that identify crucial aspects of the image that influence its popularity. On average, we observe that the greenish and bluish colors tend to have lower importance as compared to more reddish colors. Further, we find that objects such as mini skirts and revolvers tended to increase the popularity of images while laptops and spatulas tended to
1.3 Predicting State of Mind

Ultimately, I plan to build systems that automatically predict both short-term (e.g., what someone is thinking, feeling) and long-term (e.g., personality, political inclination, satisfaction with life) state of mind of each individual. Building such systems would allow us to better understand the underlying human cognitive processes through inspection of our automatic systems, and also allow artificially intelligent agents such as robots to have more meaningful interactions with people. My recent and ongoing research focuses on developing critical components for realizing this feat. For predicting short-term state of mind, I believe people's gaze reveal significant information about their state of mind. I have developed approaches to tackle this problem from two different perspectives: first from perspective of the device (known as eye tracking) and another from the perspective of another individual (known as gaze following). I summarize the key findings below, and provide the details in Chapter 4.

**Eye tracking:** From human-computer interaction techniques to medical diagnosis to psychological studies to computer vision, eye tracking has applications in many areas. Gaze is the externally-observable indicator of human visual attention, and initial attempts to record it date back to the late eighteenth century. Today, a variety of solutions exist (many of them commercial) but all suffer from one or more of the following: high cost, custom or invasive hardware or inaccuracy under real-world conditions. These factors prevent eye tracking from becoming a pervasive technology that should be available to anyone with a reasonable camera (e.g., a smartphone or a webcam). My research combines the generalization power of deep learning with big data gathered via crowdsourcing (> 20× larger than any existing dataset) to achieve unprecedented results in calibration-free eye tracking [86]. Using only the front-facing smartphone camera, my approach achieves an accuracy of under 2cm on average and can run in real-time (10 - 15fps) on mobile devices, significantly outperforming all existing approaches. Overall, the technology I have developed is a significant step
towards putting the power of eye tracking in everyone's palm.

**Gaze following:** Humans have the remarkable ability to follow the gaze of other people to identify what they are looking at. Following eye gaze, or gaze-following, is an important ability that allows us to understand what other people are thinking, the actions they are performing, and even predict what they might do next. Despite the importance of this topic, this problem has only been studied in limited scenarios within the computer vision community. In [129], I propose a deep neural network-based approach for gaze-following and a large-scale benchmark dataset for thorough evaluation. Given an image and the location of a head, my approach follows the gaze of the person and identifies the object being looked at. The quantitative evaluation shows that my approach produces reliable results matching human prediction, even when viewing only the back of the head.

### 1.4 Visualizing and Understanding Convolutional Neural Networks

The ability to predict human behavior using state-of-the-art machine learning algorithms is useful, but it begs the question of, can we learn more about ourselves by understanding the algorithms making the inferences? This motivates my work in visualizing and understanding convolutional neural networks, the current state-of-the-art approach in machine learning.

With the success of new computational architectures for visual processing, such as convolutional neural networks (CNN) and access to image databases with millions of labeled examples (e.g., ImageNet, Places), the state of the art in computer vision is advancing rapidly. One important factor for continued progress is to understand the representations that are learned by the inner layers of these deep architectures. Here we show that object detectors emerge from training CNNs to perform scene classification. As scenes are composed of objects, the CNN for scene classification automatically discovers meaningful objects detectors, representative of the learned
scene categories. With object detectors emerging as a result of learning to recognize scenes, our work demonstrates that the same network can perform both scene recognition and object localization in a single forward-pass, without ever having been explicitly taught the notion of objects.
Chapter 2

Predicting Visual Memory

One hallmark of human cognition is our massive capacity for remembering lots of different images [15, 84], many in great detail, and after only a single view. Interestingly, we also tend to remember and forget the same pictures and faces as each other [4, 63]. This suggests that despite different personal experiences, people naturally encode and discard the same types of information. For example, pictures with people, salient actions and events, or central objects are more memorable to all of us than natural landscapes. Images that are consistently forgotten seem to lack distinctiveness and a fine-grained representation in human memory [15, 84]. These results suggest that memorable and forgettable images have different intrinsic visual features, making some information easier to remember than others. Indeed, computer vision works [62, 80, 75, 33] have been able to reliably estimate the memorability ranks of novel pictures, or faces, accounting for half of the variance in human consistency. However, to date, experiments and models for predicting visual memorability have been limited to very small datasets and specific image domains.

Intuitively, the question of an artificial system successfully predicting human visual memory seems out of reach. Unlike visual classification, images that are memorable, or forgettable, do not even look alike: an elephant, a kitchen, an abstract painting, a face and a billboard can all share the same level of memorability, but no visual recognition algorithms would cluster these images together. What are the common visual features of memorable, or forgettable, images? How far we can we go in predicting
with high accuracy which images people will remember, or not?

In this work, we demonstrate that a deep network trained to represent the diversity of human visual experience can reach astonishing performance in predicting visual memorability, at a near-human level, and for a large variety of images. Combining the versatility of many benchmarks and a novel experimental method for efficiently collecting human memory scores (about one-tenth the cost of [63]), we introduce the La Mem dataset, containing 60,000 images with memorability scores from human observers (about 27 times larger than the previous dataset [63]).

![Image of sample images from La Mem dataset](image)

Figure 2-1: Sample images from La Mem arranged by their memorability score (decreasing from left to right). La Mem contains a very large variety of images ranging from object-centric to scene-centric images, and objects from unconventional viewpoints.

By fine-tuning Hybrid-CNN [174], a convolutional neural network (CNN) [92, 87] trained to classify more than a thousand categories of objects and scenes, we show that our model, MemNet, achieves a rank correlation of 0.64 on novel images, reaching near human consistency rank correlation (0.68) for memorability. By visualizing the learned representation of the layers of MemNet, we discover the emergent representations, or diagnostic objects, that explain what makes an image memorable or forgettable. We then apply MemNet to overlapping image regions to produce a memorability map. We propose a simple technique based on non-photorealistic rendering to evaluate these memorability maps. We find a causal effect of this manipulation on human memory performance, demonstrating that our deep memorability network has been able to isolate the correct components of visual memorability.

Altogether, this work stands as the first near-human performance benchmark of
(a) The efficient visual memory game. Each image is shown for 600ms, separated by a blank fixation of 800ms. The worker can press a key anytime during this 1.4s.

(b) Human consistency.

Figure 2-2: Illustration of the efficient visual memory game (left), and the resulting human consistency averaged over 25 random splits (right) obtained using the proposed method on the La Mem dataset.

human visual memory, offering an understanding and a concrete algorithm for predicting the memorability of an image and its regions. We envision that many applications can be developed out of deep memorability features, akin to the recent astonishing impact that deep networks have had on object and scene classification tasks. Our work shows that predicting human cognitive abilities is within reach for the field of computer vision.


2.1 *La Mem*: Large-scale Memorability Dataset

Here, we introduce an optimized protocol of the memory game introduced by [63] to collect human memory scores. In this game, images are presented successively, and some are repeated. Observers must press a key when they recognize an image seen before. This allows us to collect ground truth scores on how memorable images are. The basic idea of our novel procedure is to allow the second occurrence of an image to occur at variable time intervals. This procedure is based on the finding that the memorability ranks of images are time-independent [63]. We propose an algorithm to account for this varied time interval allowing us to obtain high consistency with the existing benchmark [63]. Furthermore, using this new experimental setting, we build a novel massive memorability dataset, with scores on 60,000 images (\(\sim 27\) times the previous largest benchmark), while keeping a low cost. Our dataset contains significantly more variety in the types of images (see Figure 2-1), while still maintaining a high human consistency on memorability.

First, in Section 2.1.1, we briefly describe the sources of images used for building the dataset to demonstrate its variety as compared to existing datasets. Then, in Section 2.1.2, we describe the efficient visual memory game for obtaining large-scale memorability annotations. Last, in Section 2.1.3, we provide experimental validation of the proposed method.

2.1.1 Collecting images

To create a varied dataset, we sampled images from a number of existing datasets such as MIR Flickr [60], AVA dataset [109], affective images dataset [102] (consisting of Art and Abstract datasets), image saliency datasets (MIT1003 [68] and NUSEF [126]), SUN [164], image popularity dataset [76], Abnormal Objects dataset [135] and aPascal dataset [39]. Thus, our dataset contains scene-centric images, object-centric images and other types such as images of art, images evoking certain emotions, and other user-generated images such as ‘selfies’. We explore the correlation between a variety of these attributes and memorability in Section 2.2.2.
2.1.2 Efficient Visual Memory Game

Our experimental procedure consists of showing target repeats (the second occurrence of an image) at variable time intervals. For example, some targets may be repeated after just 30 images, while others are repeated after 100. As shown in [63], memorability scores change predictably as a function of the time interval between repeats, while memorability ranks are largely conserved i.e., if the time between the showing of a target and its repeat is increased, the memorability scores of all images decrease by a similar amount, thereby preserving the rank ordering. In our method, we use this information to propose a method based on coordinate descent that explicitly accounts for the difference in interval lengths. This allowed us to collect ground truth memorability scores for a large number of images (here 60,000), in a short amount of time, and at a very reasonable cost.

**Model:** We first describe one possible interpretation of the memorability score computation proposed by [63], and extend that to our setting. Let us define \( m^{(i)} \) as the memorability of image \( i \). For image \( i \), we have some \( n^{(i)} \) observations given by \( x_j^{(i)} \in \{0, 1\} \) and \( t_j^{(i)} \) where \( x_j = 1 \) implies that the image repeat was correctly detected when it was shown after time \( t_j \). The memorability score proposed by [63] is the average hit rate per image, which can also be seen as the value that minimizes the \( \ell_2 \) error \( \sum_j ||x_j^{(i)} - m^{(i)}||_2^2 \rightarrow m^{(i)} = \frac{1}{n} \sum_j x_j^{(i)} \). In this case, the different times of repeat presentation, \( t_j \), are not taken into account explicitly as all repeats are shown at about the same delay to all participants. Next, we modify the above model to suit our new scenario with variable delays.

Memorability follows a log-linear relationship with time delay between images [63]. Let us assume that the memorability of image \( i \) is \( m^{(i)}_T \) when the time interval between repeated displays is \( T \). Thus, we can write the memorability of image \( i \) as \( m^{(i)}_T = \alpha \log(T) + c^{(i)} \), where \( c^{(i)} \) is the base memorability for the given image and \( \alpha \) is the decay factor of memorability over time. Similarly, for some other time \( t \), we can write the memorability of the same image as \( m^{(i)}_t = \alpha \log(t) + c^{(i)} \). Thus, we obtain the
relationship:

\[ m_t^{(i)} - m_T^{(i)} = \alpha \log(t) - \alpha \log(T) \]  
\[ \implies m_t^{(i)} = m_T^{(i)} + \alpha \log\left(\frac{t^{(i)}}{T}\right) \]  

As before, we have some \( n \) observations for image \( i \) given by \( x_j^{(i)} \in \{0,1\} \) and \( t_j^{(i)} \) where \( x_j = 1 \) implies that the image repeat was correctly detected when it was shown after time \( t_j \). For \( N \) images, we can now write the overall \( \ell_2 \) error, \( E \), as:

\[
E(\alpha, m_T^{(i)}) = \sum_{i=1}^{N} \sum_{j=1}^{n^{(i)}} \| x_j^{(i)} - m_{t_j}^{(i)} \|_2^2 
\]

\[
= \sum_{i=1}^{N} \sum_{j=1}^{n^{(i)}} \left\| x_j^{(i)} - \left[ m_T^{(i)} + \alpha \log\left(\frac{t_j^{(i)}}{T}\right)\right] \right\|_2^2
\]

Note that we write the combined error (as compared to individual errors per image) as the decay factor \( \alpha \) is shared across all images. Our goal is to find \( m_T^{(i)} \) and \( \alpha \) that minimize \( E \). By adjusting the value of \( T \), we can adjust the time delay at which we want to find the memorability score. Also, by finding all scores at a fixed delay \( T \), the scores for all images become comparable, as is the case in the model proposed by [63].

**Optimization:** We observe that we can find the global minima of \( E \) with respect to \( m_T^{(i)} \) if we fix the value of \( \alpha \), and similarly, we can find \( \alpha \) if we fix the value of \( m_T^{(i)} \). Thus, we can minimize \( E \) by iteratively updating \( \alpha \), followed by \( m_T^{(i)} \) and so on. By differentiating \( E \) with respect to each of the variables, and setting it to 0, we can find the update equations:

\[
\alpha \leftarrow \frac{\sum_{i=1}^{N} \frac{1}{n^{(i)}} \sum_{j=1}^{n^{(i)}} \log(t_j^{(i)}/T) \left[ x_j^{(i)} - m_T^{(i)} \right]}{\sum_{i=1}^{N} \frac{1}{n^{(i)}} \sum_{j=1}^{n^{(i)}} \left[ \log(t_j^{(i)}/T) \right]^2}
\]

(2.5)

and

\[
m_T^{(i)} \leftarrow \frac{1}{n^{(i)}} \sum_{j=1}^{n^{(i)}} \left[ x_j^{(i)} - \alpha \log\left(\frac{t_j^{(i)}}{T}\right)\right]
\]

(2.6)
As the update equations find the global optima of $E$ when keeping the other fixed, we ensure that the error is always decreasing, guaranteeing convergence. In practice, we initialize $m^{(i)}_T$ to the mean hit rate ignoring time delay, and find that approximately 10 iterations are enough for convergence. Note that our model has no hyperparameters.

2.1.3 Dataset experiments

In this section, we describe in detail the experimental setup of our efficient visual memory game, and conduct several experiments comparing the results of the proposed methodology with [63]. Further, we demonstrate that the proposed model can increase human consistency by accounting for variable time delays between repeats and it results in a consistent decay factor, $\alpha$, across splits.

**Experimental setup:** The efficient visual memory game is summarized in Figure 2-2a. We conducted memorability experiments using Amazon’s Mechanical Turk (AMT) on the 60,000 target images obtained by sampling the various datasets mentioned in Section 2.1.1. Each task lasted about 4.5 minutes consisting of a total of 186 images divided into 66 targets, 30 fillers, and 12 vigilance repeats. Targets were repeated after at least 35 images, and at most 150 images. Vigilance repeats were shown within 7 images from the first showing. The vigilance repeats ensured that workers were paying attention leading to a higher quality of results. Workers who failed more than 25% of the vigilance repeats were blocked, and all their results discarded. Further, we used a qualification test to ensure the workers understood the task well. We obtained 80 scores per image on average, resulting in a total of about 5 million data points. Similar to [63], we use rank correlation to measure consistency.

**Comparison with [63]:** Before describing the results on our new dataset, we first compare the performance of our method to the one proposed by Isola et al [63] on the SUN memorability dataset to ensure that our modifications are valid. We randomly selected 500 images from their dataset, and collected 80 scores per image. After applying our algorithm to correct the memorability scores, we obtained a within-dataset human rank correlation of 0.77 (averaged over 25 random splits), as compared
to 0.75 using the data provided by [63]. Further, we obtain a rank correlation of 0.76 when comparing the independently obtained scores from the two methods. This shows that our method is well suited for collecting memorability scores.

**Results on La Mem:** Figure 2-2b shows the human consistency as the number of number of human annotations per image increases. At 80 scores per image, we obtain a human rank correlation of 0.67 (averaged over 25 random splits) if we simply take the average of the correct responses ignoring the difference in time delays (i.e., same formula as [63]) which increases to 0.68 after applying our method. Note that the impact of using our method is small in this case as the range of average delays of each image is relatively small, ranging only from 62 to 101 intervening images. While our method can rectify the errors caused by variable delays, the error here is rather insignificant.

To further verify our algorithm, we created adversarial splits of the data where the responses for each image are divided based on the delays i.e., all the responses when delays are low go into one split, and all the responses when delays are high go into the other split. We randomly assign the low and high delay split of each image to different overall splits. Using the method of [63] (i.e., simple averaging) in this case significantly reduces the human rank correlation to 0.61, which can be restored to 0.67 using our method. This demonstrates the importance of applying our method when the interval distribution is more diverse.

Interestingly, we find that the decay factor, \( \alpha \), found by our method is largely consistent across various splits of data, having a standard deviation of less than 1% from the mean. This further verifies the finding made by [63] that memorability decays consistently over time, and our method provides a robust way to estimate this decay factor.

Overall, the high human consistency obtained on La Mem despite the large variety of images strengthens the importance of the concept of memorability and shows that it is a universal and intrinsic property of each image.
2.2 Understanding Memorability

As described in Section 2.1.1, La Mem is composed of a variety of other datasets that contain additional annotation such as aesthetics, popularity, image emotions, objects, and so on. In this section, we explore the relationship of some of these image attributes to memorability.

2.2.1 Differences across datasets

In Figure 2-3a, we plot the memorability scores of some of the datasets contained in La Mem. We find that the distribution of memorability scores for the different datasets tends to look rather different. While images from the Abnormal Objects dataset [135] and image popularity dataset [76] tend to be extremely memorable, those from the SUN dataset [164] tend to be rather forgettable. In Figure 2-3b we evaluate whether these perceived differences are statistically significant using a one-sided t-test. We find that most of the differences are significant at the 5% level.

2.2.2 Image attributes

In this section, we explore how some of the image attributes, such as popularity, saliency, emotions and aesthetics, affect the memorability of images and vice-versa. We would like to highlight that the significant diversity of La Mem allows for this exploration at a large-scale.

**Popularity:** In [76], popularity is defined as the log-normalized view-count of an image on Flickr. Using the 5000 images from this dataset contained in La Mem, in Figure 2-4a, we plot the popularity scores of the images divided into quartiles based on their ground-truth memorability scores. We find that the popularity scores of the most memorable images (1st quartile) are statistically higher than those of the other quartiles. The same holds if we plot the memorability scores of the 25% most and least popular images as shown in Figure 2-5b. On the other hand, when the memorability scores are low-medium, there is little difference in the popularity scores. This could be an insightful finding for people attempting to design images
Figure 2-3: (a) Memorability scores of images from different datasets. For each dataset, the memorability scores of the images are independently sorted from low to high i.e., image index 0 to 1. Note that the image index ranges from 0 to 1 (instead of 1 to $N$) as each dataset has a different number of images. (b) Matrix indicating if the differences in the mean memorability scores of different datasets are statistically significant at the 5% level of significance. Blue indicates no difference, red indicates $col>row$, while green indicates $row>col$.

that become popular. Note that even though these images are popular on Flickr, we do not expect the AMT workers to have seen them before in general as the most popular image had fewer than 100k views. Furthermore, if they had seen the image before, they would have generated a false alarm on the first presentation of the image resulting in a lower memorability score for the image.

**Saliency:** Using images from the Fixation Flickr [68] dataset, we explore the relationship between human fixations and memorability. As shown in Figure 2-4b, we find that images that are more memorable tend to have more consistent human fixations. In fact, we find that human fixation consistency and memorability have a reasonable rank correlation of 0.24. A high human consistency on saliency often occurs when humans have one or a few specific objects to fixate on, which would tend to imply that the image contains more close-ups or larger objects. Essentially, this suggests that when humans have a specific point of focus in an image, they are
Figure 2-4: Plots showing the relationship of memorability and various image attributes. For each curve, the images are sorted independently using ground-truth memorability scores. As each curve may contain a different number of images, the image index above has been normalized to be from 0 to 1.

better able to remember it and vice versa. These findings are similar to those of [104] and [17].

**Emotions:** In Figure 2-4c, we plot the memorability scores of images portraying various emotions from the affective images dataset [102]. We find that images that evoke *disgust* are statistically more memorable than images showing most other emotions, except for *amusement*. Further, images portraying emotions like *awe* and *contentment* tend to be the least memorable. This is similar to the findings in [62] where they show attributes like ‘peaceful’ are strongly negatively correlated with
memorability. Overall, we find that images that evoke negative emotions such as anger and fear tend to be more memorable than those portraying positive ones. The analysis on the statistical differences between the memorability of emotions is shown in Figure 2-5a.

**Aesthetics:** Figure 2-4d shows the aesthetic scores of the 25% most and least memorable images from the AVA dataset [109]. As in [4, 63], we find that the aesthetic score of an image and its memorability have little to no correlation.

**Objects:** We use the ground-truth annotation of objects available in Microsoft COCO [96] to study the impact of objects on memorability (La Mem contains 10,000 images from COCO). We use a similar procedure as [63] here using a SVR with histogram intersection kernel, and iteratively removing objects to quantify their importance. Figure 2-6 shows some examples of our results. Overall, we find that objects that humans interact with and are more ‘hand-held’ tend to be more memorable than those that are large. For example, bananas tend to be a lot more memorable than giraffes.

<table>
<thead>
<tr>
<th>Test set:</th>
<th></th>
<th>Train set: SUN Memorability</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>fc6</td>
<td>fc7</td>
</tr>
<tr>
<td>SUN Mem</td>
<td>no FA</td>
<td>0.57</td>
</tr>
<tr>
<td></td>
<td>with FA</td>
<td>0.61</td>
</tr>
<tr>
<td>La Mem</td>
<td>no FA</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td>with FA</td>
<td>0.52</td>
</tr>
</tbody>
</table>

Table 2.1: Rank correlation of training and testing on both La Mem and SUN Memorability datasets. The reported performance is averaged over various train/test splits of the data. For cross-dataset evaluation, we use the full dataset for training and evaluate on the same test splits to ensure results are comparable. fc6, fc7 and fc8 refer to the different layers of the Hybrid-CNN [174], and ‘FA’ refers to false alarms. Please refer to Section 2.3.1 for additional details.
2.3 Predicting the Memorability of Images

In this section, we focus on predicting image memorability using deep networks. In Section 2.3.1, we describe the experimental setup and our approach, MemNet, for predicting memorability. Then, in Section 2.3.2 and 2.3.3, we apply the proposed algorithms to the SUN memorability dataset and our new La Mem dataset respectively. Last, in Section 2.3.4 we provide additional analysis such as visualizing the internal representation learned by MemNet.

2.3.1 MemNet: CNN for Memorability

Given the recent success of convolutional neural networks (CNN) in various visual recognition tasks [47, 87, 128, 170, 149, 174], we use them here for memorability prediction. As memorability depends on both scenes and objects, we initialize the training using the pre-trained Hybrid-CNN from [174], trained on both ILSVRC 2012 [134]...
Figure 2-6: Correlation of memorability with objects using ground-truth annotation from Microsoft COCO [96]. The numbers in the parentheses show the average contribution of the corresponding objects to the memorability of the images.

and Places dataset [174]. Memorability is a single real-valued output, so we use a Euclidean loss layer to fine-tune the Hybrid-CNN. We call our final network MemNet.

Setup and baseline: We followed the same experimental procedure as [63] where we distribute the data into random train and test splits: the train split is scored by one half of the workers, and the test split by the other half. For the SUN Memorability dataset, we repeat the experiment for 25 splits, but for La Mem, we use 5 splits due to the computationally expensive fine-tuning step. As the baseline, we report performance when using HOG2x2 features that are extracted in a similar manner to [80] i.e., we densely sample HOG [24] in a regular grid and use locality-constrained linear coding [161] to assign descriptors to a dictionary of size 256. Then, we combine features in a spatial pyramid [90] resulting in a feature of dimension 5376. This is the best performing feature for predicting memorability as reported by various previous works [75, 80, 63]. For both HOG2x2 and features from CNNs, we train a linear Support Vector Regression machine [37, 32] to predict memorability. We used validation data to find the best \( B \) and \( C \) hyperparameters\(^1\).

As proposed in [75], we evaluate two notions of memorability - one that does not account for false alarms (no FA), and one that does (with FA). It can be important

\(^1\)Note that, since Liblinear [37] regularizes the bias term, \( B \), we found that it was important to vary it to maximize performance.
to account for false alarms to reduce the noise in the signal as people may remember some images simply because they are familiar, but not memorable. Indeed, we find that this greatly improves the prediction rank correlation despite using the same features. In our experiments, we evaluate performance using both metrics. Note that the models for ‘no FA’ and ‘with FA’ as mentioned in Table 2.1 are trained independently.

2.3.2 SUN Memorability dataset

Table 2.1 (left) shows the results of training on the SUN Memorability dataset and testing on both datasets. We observe that deep features significantly outperform the existing state-of-the-art by about 0.15 (0.63 vs 0.48 with FA, and 0.60 vs 0.45 no FA). This demonstrates the strength of the deep features as shown by a variety of other works. Similar to [75], we observe that the performance increases significantly when accounting for false alarms. Apart from high performance on the SUN Memorability dataset, the features learned by CNNs generalize well to the larger La Mem dataset. Despite having significantly less variety in the type of images, the representational power of the features allow the model to perform well.

Fine-tuning has been shown to be important for improving performance [128], but we find that it reduces performance when using the SUN Memorability dataset. This is due to the limited size of the data, and the large number of network parameters, leading to severe overfitting of the training data. While the rank correlation of the training examples increases over backpropagation iterations, the validation performance remains constant or decreases slightly. This shows the importance of having a large-scale dataset for training a robust model of memorability.

Note that Table 2.1 only compares against having the single best feature (HOG2x2), but even with multiple features the best reported performance [80] is 0.50 (no FA), which we outperform significantly. Interestingly, our method also outperforms [63] (0.54, no FA) and [81] (0.58, no FA) which use various ground truth annotations such as objects, scenes and attributes.
2.3.3 *La Mem* dataset

Table 2.1 (right) shows the results of training on the *La Mem* dataset, and testing on both datasets. In this case, we split the data to 45k examples for training, 4k examples for validation and 10k examples for testing. We randomly split the data 5 times and average the results. Overall, we obtain the best rank correlation of 0.64 using MemNet. This is remarkably high given the human rank correlation of 0.68 for *La Mem*. Importantly, with a large-scale dataset, we are able to successfully fine-tune deep networks without overfitting severely to the training data, and preserving generalization ability in the process.

Additionally, we find that the learned models generalize well to the SUN Memorability dataset achieving a comparable performance to training on the original dataset (0.61 vs 0.63, with FA). Further, similar to the SUN Memorability dataset, we find that higher performances can be attained when accounting for the observed false alarms.

2.3.4 Analysis

In this section, we investigate the internal representation learned by MemNet. Figure 2-7 shows the average of images that maximally activate the neurons in two layers near the output of MemNet, ordered by their correlation to memorability. We see that many units near the top of conv5 look like close-ups of humans, faces and objects while units near the bottom (so associated with more forgettable objects) look more like open and natural scenes, landscapes and textured surfaces. A similar trend has been observed in previous studies [63]. Additionally, to better understand the internal representations of the units, in Figure 2-8, we apply the methodology from [173] to visualize the segmentation produced by five neurons from conv5 that are strongly correlated with memorability (both positively and negatively). We observe that the neurons with the highest positive correlation correspond to body parts and faces, while those with a strong negative correlation correspond to snapshots of natural scenes. Interestingly, these units emerge automatically in MemNet without
any explicit training to identify these particular categories.

**Impact of objects:** Here, we use a prediction model to identify the importance of different objects. As the ground truth information of objects in all images is not available, and can be rather expensive to label, we need an automatic method to predict the objects in an image. To do this, we use an approach similar to [76]. We train a linear SVR on the probability outputs of the network trained on ImageNet data [87]. This network outputs the probability of an image containing any of 1000 objects ranging from dogs to castles. The learned weights can then be used to attribute importance to the different objects, and find their correlation with memorability. We visualize some of these in Figure 2-9.

From the figure, we observe that while the most correlated objects are neck braces and band aids, they do not actually tend to exist in the images. We believe that it is not these objects that increase the memorability of images, but the fact that these objects tend to co-exist with people, and as found in [63], people tend to be highly memorable. However, there are other objects that do exist in the images and are highly correlated with memorability, such as brassiere and bikinis. These objects are also closely correlated with those that make an image popular [76], and exploring this relationship could be a promising avenue for future work.

For the positively correlated objects, we observe that the images tend to have consistently high memorability scores. However for the images scoring high for objects that have little to no correlation with memorability, we find that the scores are highly variable. Essentially these objects tend to be uninformative about memorability. This might be because they don’t tend to exist sufficiently in our dataset, or they truly do not affect the memorability of images. Expanding the memorability dataset further to contain a larger, and more curated variety of objects could be a promising direction for further research.

Last, we find that open scenes with few objects, and buildings without people in the surroundings tend to have low memorability scores. Indeed the object categories that are negatively correlated with memorability tend to suggest this phenomenon. It is important to note that the current models are limited in being able to identify
Figure 2-7: Visualizing the CNN features after fine-tuning, arranged in the order of their correlation to memorability from highest (top) to lowest (bottom). The visualization is obtained by computing a weighted average of the top 30 scoring image regions (for conv5, this corresponds to its theoretical receptive field size of 163 * 163, while for fc7 it corresponds to the full image) for each neuron in the two layers. From top to bottom, we find the neurons could be specializing for the following: people, busy images (lots of gradients), specific objects, buildings, and finally open scenes. This matches our intuition of what objects might make an image memorable. Note that fc7 consists of 4096 units, and we only visualize a random subset of those here.

te the set of objects in images, and we can better understand the impact of objects as we develop better visual recognition systems over time.

2.4 Predicting the Memorability of Image Regions

In this section, we investigate whether our model can be applied to understanding the contribution of image regions to memorability [80]. Predicting the memorability of image regions could allow us to build tools for automatically modifying the memorability of images [79], which could have far-reaching applications in various domains.
Figure 2-8: The segmentations produced by neurons in conv5 that are strongly correlated, either positively or negatively, with memorability. Each row corresponds to a different neuron. The segmentations are obtained using the data-driven receptive field method proposed in [173].

Figure 2-9: Correlation of memorability with different objects, decreasing from left to right. The number on each image indicates its memorability score as measured in our experiment. The images shown are sampled randomly from those that had a high score for at least one of the objects in the three correlation ranges.
ranging from advertising and gaming to education and social networking. First, we describe the method of obtaining memorability maps, and then propose a method to evaluate them using human experiments. Overall, using MemNet, we can accurately predict the memorability of image regions.

To generate memorability maps, we simply scale up the image and apply MemNet to overlapping regions of the image. We do this for multiple scales of the image and average the resulting memorability maps. To make this process computationally efficient, we use an approach similar to [97]: we convert the fully-connected layers, $f_{c6}$ and $f_{c7}$ to convolutional layers of size $1 \times 1$, making the network fully-convolutional. This fully-convolutional network can now be applied to images of arbitrary sizes to generate different sized memorability maps e.g., an image of size $451 \times 451$ would generate an output of size $8 \times 8$. We do this for several different image sizes and average the outputs to generate the final memorability map (takes $\sim 1$s on a typical GPU). The second column of Figure 2-10 shows some of the resulting memorability maps. As expected, the memorability maps tend to capture cognitively salient regions that contain meaningful objects such as people, animals or text.

While the maps appear semantically meaningful, we still need to evaluate whether the highlighted regions are truly the ones leading to the high/low memorability scores of the images. Given the difficulty of generating photorealistic renderings of varying details, we use non-realistic photo-renderings or cartoonization [26] to emphasize/de-emphasize different parts of an image based on the memorability maps, and evaluate its impact on the memorability of an image. Below, we describe the cartoonization process and experimental setup in detail. Example results are shown in Figures 2-10, 2-11 and 2-12.

**Generating cartoonized images:** We develop a simple procedure similar to [26] to generate the cartoonized images: we first apply graph-based image segmentation [43] with two sets of parameters to generate a high detail and low detail images, containing a large and small number of segments respectively. The cartoonized version of an image is simply a combination of segments from each of these two pairs of images, where the segments are represented by the average color of the pixels within
it. The difference arises in the way we pick what segments come from the high detail or low detail images. To ensure a uniform level of detail across all cartoonized versions of an image, we ensure that approximately 50% of the pixels of each of the cartoonized versions of an image (high, medium and low) are from the high detail image, and the remaining 50% are from the low detail image.

For the high image as shown in our examples, we use the highest scoring regions of the memorability map to select the segments that come from the high detail image. Specifically, we assign each segment a memorability score as the max memorability score within that segment from the memorability map. Then we iteratively select segments from the high detail image until the selected segments occupy approximately 50% of the image area. Then for the remaining empty space, we use segments from the low detail image. For the low case, we do exactly the opposite, picking segments from the high detail image where the memorability score is minimized. For the medium case, we select segments randomly such that the image is composed of 50% high detail segments and 50% low detail segments. While this strategy of normalization may not be perfect, it seems to work reasonably in practice. This is an area that we hope to explore and improve further in future work.

Additionally, similar to [26], we apply Canny edge detection to the original image and add tapered lines of varying thickness to the cartoonized images. The thickness is varied based on the length of the line, and the first third and last third of the lines are tapered to give a more cartoonized appearance. Further, we add and remove lines in regions based on the amount of detail we want to preserve in that region.

**Experimental setup:** Given an image and a heatmap, we investigate the difference in human memory for the following scenarios: (1) high — emphasizing regions of high memorability and de-emphasizing regions of low memorability (Figure 2-10 col 3), (2) medium — having an average emphasis across the entire image (Figure 2-10 col 4), and (3) low — emphasizing regions of low memorability and de-emphasizing regions of high memorability (Figure 2-10 col 5). If our algorithm is identifying the correct memorability of image regions, we would expect the memorability of the images from the above three scenarios to rank as high $>$ medium $>$ low.
Following the above procedure, we generate three cartoonized versions of 250 randomly sampled images based on the memorability maps generated by our algorithm. We use our efficient visual memory game (Section 2.1) to collect memorability scores of the cartoonized images on AMT. We ensure that a specific worker can see exactly one modification of each image. Further, we also cartoonize the filler and vigilance images to ensure that our target images do not stand out. We collect 80 scores per image, on average.

Results: The results of this experiment are summarized in Figure 2-13. Interestingly, we find that our algorithm is able to reliably identify the memorability of image regions. All pairwise relationships, low<medium, low<high and medium<high are statistically significant (5% level). This shows that the memorability maps produced with our method are reliable estimates of what makes an image memorable or forgettable, serving as a building block for future applications. We also observe that the memorability of all cartoonized versions of an image tends to be lower than the original image, even though the high version emphasizes the more memorable regions. We expect that this is because even the high version of the image loses significant details of objects as compared to the original photograph. This might make it harder for people to distinguish between images and/or identify the objects.

Further, observe that the graphs in Figure 2-13 are independently sorted. Here we provide the results when we consider examples as tuples of either pairwise images such as low and high, or triplets of images (low, medium and high). This is a more strict test to check if our method produces desirable results. First, we find that 45% of the images obey the low < medium < high relationship. Note that this is significantly above chance as chance accuracy here is 16.7%. Our result is also statistically above chance showing that our method is capable of accurately predicting, to a reasonable extent, which regions of an image are memorable and vice versa. Now we consider pairwise relationships where the chance accuracy is 50%. For the following pairwise relationships, low<high, medium<high, low<meidum, we obtain the following accuracies: 75.6%, 70.0%, 60.0%. We find that all of these are statistically significantly above chance.
Figure 2-10: The memorability maps for several images. The memorability maps are shown in the jet color scheme where the color ranges from blue to red (lowest to highest). Note that the memorability maps are independently normalized to lie from 0 to 1. The last three columns show the same image modified using [26] based on the predicted memorability map: high image – regions of high memorability are emphasized while those of low memorability are de-emphasized e.g., in the first image text is visible but leaves are indistinguishable, medium image – half the image is emphasized at random while the other half is de-emphasized e.g., some text and some leaves are visible for the first image, and low image – regions of low memorability are emphasized while those of high memorability are de-emphasized e.g., text is not visible in first image but leaves have high detail. The numbers in white are the resulting memorability scores of the corresponding images.
Figure 2-11: Refer to the caption of Figure 2-10 for a detailed explanation.
Figure 2-12: Refer to the caption of Figure 2-10 for a detailed explanation. The last three rows show failure cases where the memorability from the human experiment does not match what we expect. We find that the CNN fails at predicting the salient objects in some cases (last two rows), and in other cases (third row from the bottom) the heatmap does not have a significant impact on the image.
Figure 2-13: Memorability scores of the cartoonized images for the three settings shown in Figure 2-10. Note that the scores for low, medium and high are independently sorted.
2.5 Modifying the Memorability of Faces

April 2016, London. “Will this make me more memorable?” she wonders, playing with the options on her new smart phone app. Her face on the screen has gotten an instant lift, the expression is somehow more interesting. “This is for the job application, I want them to remember me.”

One ubiquitous fact about people is that we cannot avoid evaluating the faces we see in daily life. In fact, we automatically tag faces with personality, social, and emotional traits within a single glance: according to [163], an emotionally neutral face is judged in the instance it is seen, on traits such as level of attractiveness, likeability, and aggressiveness. However, in this flash judgment of a face, an underlying decision is happening in the brain — should I remember this face or not? Even after seeing a picture for only half a second we can often remember it [124]. Face memorability is in fact a critical factor that dictates many of our social interactions; even if a face seems friendly or attractive, if it is easily forgotten, then it is meaningless to us. Work in computer graphics has shown how to select a candid portrait from videos [46], or how faces can be slightly adjusted to look more attractive [94]. With the rapid expansion of social networks and virtual worlds, we are becoming increasingly concerned with selecting and creating our best selves — our most remembered selves.

Back to 2013: Can we make a portrait more memorable? In this work, we show that it is indeed possible to change the memorability of a face photograph. Figure 1 shows some photographs manipulated using our method (one individual per row) such that each face is more or less memorable than the original photograph, while maintaining the identity, gender, emotions and other traits of the person. The changes are subtle, difficult to point out precisely, or even to describe in words. However, despite these subtle changes, when testing people’s visual memory of faces, the modification is successful: after glancing at hundreds of faces, observers remember better seeing the faces warped towards memorability, than the ones warped away from it.

It is not immediately intuitive what qualities cause a face to be remembered. Several memory researchers [157, 159] have found that measures of distinctiveness
Figure 2-14: Examples of modifying the memorability of faces while keeping identity and other attributes fixed. Despite subtle changes, there is a significant impact on the memorability of the modified images.

are correlated with memorability, while familiarity is correlated with increased false memories (believing you saw something you have not seen). Another line of work has discussed the use of geometric face space models of face distinctiveness to test memorability [16]. Importantly, recent research has found that memorability is a trait intrinsic to images, regardless of the components that make up memorability [4, 63, 79]. Thus, a fresh approach looking at memorability itself rather than its individual components (such as gender or distinctiveness) allows us here to create a method to change the memorability of a face while keeping identity and other important facial characteristics (like age, attractiveness, and emotional magnitude) intact.
To overcome the complex combination of factors that determine the memorability of a face, we propose a data-driven approach to modify face memorability. In our method, we combine the representational power of features based on Active Appearance Models (AAMs) with the predictive power of global features such as Histograms of Oriented Gradients (HOG) [24], to achieve desired effects on face memorability. Our experiments show that our method can accurately modify the memorability of faces with an accuracy of 74%.

**Related work (Face modification):** The major contribution of this work is modifying faces to make them more or less memorable. There has been significant work in modifying faces along other axes or attributes, such as gender [83], age [89, 146], facial expressions [2] and attractiveness [94]. However, while these works focus on intuitive and describable attributes, our work focuses on a property that is yet not well understood. Further, our method differs from existing works as it combines powerful global image features such as SIFT [99] and HOG [24] to make modifications instead of using only shape and appearance information as done in AAMs [22].

**Related work (Face caricatures):** Work in computer vision and psychology has also looked at face caricatures [7, 116], where the distinctive (i.e., deviant from the physical average) features of a face are accentuated to create an exaggerated face. The distinctiveness of a face is known to affect its later recognition in humans [16], so increasing the memorability of a face may caricaturize it to some degree. However, unlike face caricature work, the current study aims to maintain the realism of the faces, by preserving face identity. Recent memorability work finds that distinctiveness is not the sole predictor of face memorability [4], so the algorithm presented in this section is likely to change the faces in more subtle ways than simply enlarging distinctive physical traits.

### 2.5.1 Predicting Face Memorability

As we make changes to a face, we need a model to reliably predict its memorability; if we cannot predict memorability, then we cannot hope to modify it in a predictable way. Thus, in this section, we explore various features for predicting face memorability
and propose a robust memorability metric to significantly improve face memorability prediction. We also note that the task of automatically predicting the memorability of faces using computer vision features has not been explored in prior works.

In Section 2.5.1 we describe the dataset used in our experiments and the method used to measure memorability scores. Then, in Section 2.5.1, we describe our robust memorability metric that accounts for false alarms leading to significantly improved prediction performance (Section 2.5.1).

**Measuring Memorability**

Memorability scores of images are obtained using a visual memory game, as described in [4, 63]: Amazon Mechanical Turk (AMT) workers are presented with a sequence of faces, each shown for 1.4 seconds with a 1 second blank interval, and their task is to press a key when they encounter a face they believe they have seen before. The task is structured in levels of 120 images each and includes a combination of target images (i.e. images that repeat) and filler images (i.e. images shown only once). Target image repeats are spaced 91–109 images apart. A given target image and its repeat are shown to $N$ unique individuals. Of the $N$ individuals, we define $H$ to be the number of people that correctly detected the repeat, and $F$ as the number of people that false alarmed on the first showing. Based on this, Bainbridge et al [4] investigated two memorability scores for an image, (1) the proportion of correct responses, $\frac{H}{N}$, also called the hit rate and (2) the proportion of errors, $\frac{F}{N}$, also called false alarm rate. However, they do not combine the two scores into a metric that allows for a trade-off between correct responses and false alarms. We address this in the following section.

**Memorability Score with False Alarms**

As noted in [4], faces tend to have a significantly higher false alarm rate than scenes [63], i.e. there are certain faces that a large proportion of people believe they have seen before which they actually have not. Rather than being memorable (with high correct detections), these faces are in fact "familiar" [159] - people are more likely to
report having seen them, leading to both correct detections and false alarms. To account for this effect, we propose a slight modification to the method of computing the memorability score.

To account for the wrong correct detections, we simply subtract the false alarms from the hit count to get an estimate of the true hit count of an image. Thus, the new memorability score can be computed as $\frac{H-F}{N}$, unlike $\frac{H}{N}$ as done in [63] and [4]. Note that $H, F \in [0, N]$, so $\frac{H-F}{N} \in [-1,1]$ while $\frac{H}{N} \in [0,1]$. The negative memorability scores can be easily adjusted to lie in the range $[0, 1]$.

The result of applying the above metric is summarized in Table 2.2. To show that our metric is robust, we apply it to both the face [4] and scene memorability [63] datasets. We observe that human consistency remains largely the same in both cases. This is expected as the false alarms tend to be consistent across participants in the study. Importantly, we observe that there is a significant increase in the prediction performance from rank correlation of 0.33 to 0.51 for face memorability. By using our new metric, we have effectively decreased noise in the prediction labels (memorability scores) caused by inflated memorability scores of familiar images. This allows the learning algorithm to better model the statistics of the data that best describe memorability. We note that the performance improvement is not as large in scenes because the human consistency of false alarms and the rate of false alarms is significantly lower, and effects of familiarity may function differently.

We use our proposed memorability score that takes false alarms into consideration for the remaining experiments in this section.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Face database [4]</th>
<th>Scene database [63]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Human</td>
<td>Pred</td>
</tr>
<tr>
<td>$\frac{H}{N}$</td>
<td>0.68</td>
<td>0.33</td>
</tr>
<tr>
<td>$(\frac{H-F}{N})$ (Ours)</td>
<td>0.69</td>
<td><strong>0.51</strong></td>
</tr>
</tbody>
</table>

Table 2.2: **Memorability score with false alarms**: Spearman’s rank correlation ($\rho$) using the existing [63] and proposed (Section 2.5.1) memorability score metrics. ‘Human’ refers to human consistency evaluated using 25 train/test splits of data (similar to [63]), while ‘prediction’ refers to using support vector regression (SVR) trained on dense HOG [24] (details in Section 2.5.1).
Prediction experiments

In this section, we describe the additional annotations we collected to enable better face modification. Then we describe the setup of our experiments such as the evaluation metric and features used for the prediction of memorability and other attributes.

Additional annotation

In order to modify faces while preserving facial attributes such as gender and emotion, we need two sets of additional annotations: (1) facial landmark locations to allow for the easy modification of faces by moving these keypoints and generating new images through warping, and (2) facial attribute (e.g., attractiveness, emotion) ratings so we can keep them fixed. Figure 2-15 shows some examples of the additional annotation we collected on the 10k US Adult Faces Database [4]. The full set of questions asked about each image are shown in Table 2.3. Note that since we aim to modify faces instead of detect keypoints, we assume that landmark annotation is available at both train and test times. Locating these landmarks is a well-studied problem and we could obtain them using various automatic methods [22, 175] depending on the application. In our work, the landmarks were annotated by experts to ensure high consistency across the dataset.

To collect the facial attributes, we conducted a separate AMT survey similar to [88], where each of the 2222 face photographs was annotated by twelve different workers on 19 demographic and facial attributes of relevance for face memorability and face modification. We collected a variety of attributes including demographics

Figure 2-15: Additional annotation: We annotated 77 facial landmarks of key geometric points on the face and collected 19 demographic and facial attributes for each image in the 10k US Adult Faces Database.
such as gender, race and age, physical attributes such as attractiveness, facial hair and make up, and social attributes such as emotional magnitude and friendliness. These attributes are required when modifying a face so we can attempt to keep them constant or modify them jointly with memorability, as required by the user.

**Experimental Setup**

**Dataset:** In our experiments, we use the 10k US Adult Faces Database [4] that consists of 2222 face photographs annotated with memorability scores.

**Evaluation:** The prediction performance is evaluated either using Spearman’s
rank correlation ($\rho$) for real-valued attributes, and accuracy for discrete-valued attributes. We evaluate the performance on 25 random train/test splits of the data (as done in [63]) with an equal number of images for training and testing. For memorability, the train splits are scored by one half of the participants and the test splits are scored by the other half with a human consistency of $\rho = 0.69$. This can be thought of as an upper bound on the performance we can hope to achieve.

**Features:** We use similar features as [80] for our experiments, namely the color naming feature [158], local binary pattern (LBP) [112], dense HOG2x2 [24] and dense SIFT [99]. For the bag-of-words features (i.e., color, HOG and SIFT), we sample descriptors at multiple scales and learn a dictionary of codewords using K-means clustering. Then we use Locality-constrained Linear Coding (LLC) [161] to assign descriptors to codewords, and apply max-pooling with 2 spatial pyramid levels to obtain the final feature vector. Similarly, we use a 2-level spatial pyramid for the non-uniform LBP descriptor. In addition, we also use the coordinates of the ground-truth landmark annotations (shown in Figure 2-15) normalized by image size as 'shape' features.

**Model:** For discrete-valued attributes, we apply a one-vs-all linear support vector machine (SVM) [37], while for real-valued attributes, we apply support vector regression (SVR) [32]. The hyperparameters, $C$ (for SVM/SVR) and $\epsilon$ (for SVR), are found using cross-validation.

**Memorability and attribute prediction**

Table 2.4 summarizes the prediction performance of face memorability and other attributes when using various features. For predicting memorability, dense global features such as HOG and SIFT significantly outperform landmark-based features such as 'shape' by about 0.15 rank correlation. This implies that it is essential to use these features in our face modification algorithm to robustly predict memorability after making modifications to a face. While powerful for prediction, the dense global features tend to be computationally expensive to extract, as compared to shape. As described in Section 2.5.2, shape is used in our algorithm to parametrize faces so it essentially has zero cost of extraction for modified faces.
Similar to memorability prediction, we find that dense global features tend to out-perform shape features for most attributes. However, as compared to memorability, the gap in performance between using shape features and dense features is not as large for other attributes. This might suggest why, unlike our method, existing methods [89, 94] typically use landmark-based features instead of dense global features for the modification of facial attributes.

2.5.2 Algorithm for Modifying Face Memorability

In order to modify a face photograph, we must first define an expressive yet low-dimensional representation of a face. We need to parametrize a face such that we can synthesize new, realistic-looking faces. Since faces have a largely rigid structure, simple methods such as Principal Component Analysis (PCA) e.g. AAMs [22] tend to work fairly well. In Section 2.5.2, we describe a method based on AAMs where we represent faces using two distinct features, namely shape and appearance.

While the above parametrization is extremely powerful and allows us to modify a given face along various dimensions, we require a method to evaluate the modifications in order to make predictable changes to a face. Our objective is to modify the memorability score of a face, while preserving the identity and other attributes such as age, gender, emotions, etc of the individual. We encode these requirements in a cost function as described in Section 2.5.2. Specifically, our cost function consists of three terms: (1) the cost of modifying the identity of the person, (2) the cost of not achieving the desired memorability score, and (3) the cost of modifying other attributes. By minimizing this cost function, we can achieve the desired effect on the memorability of a face photograph.

As highlighted in Section 2.5.1, it is crucial to use dense global features when predicting face memorability. These features tend to be highly non-convex in our AAM parameter space, making it difficult to optimize the cost function exactly. Thus, we propose a sampling-based optimization procedure in Section 2.5.2 that leverages the representational power of AAMs with the predictive power of dense global features in a computationally efficient manner.
Representation

Using facial landmark-based annotations (described in Section 2.5.1) in the form of AAMs is a common method for representing faces for modification because it provides an expressive, and low-dimensional feature space that is reversible, i.e., we can recover an image easily after moving in this feature space. AAMs typically have two components to represent a face, namely shape \((x_s)\) and appearance \((x_a)\).

To obtain \(x_s\), we first compute the principal components of the normalized landmark locations\(^3\) across the datasets. Then, for a particular image, \(x_s\) is given as the coefficients of these principal components. Similarly, to obtain \(x_a\), we first warp all the faces to the mean shape and apply PCA to the concatenated RGB values of the resulting image\(^4\) (resized to a common size). Then, \(x_a\) for a given image is given by the coefficients of these principal components. Thus, the full parametrization of a face, \(x\), can be written as \(x = [x_s \ x_a]\), i.e., the concatenation of shape and appearance features. We can now modify \(x\) and use the learned principal components to synthesize a new face.

When applying the above parametrization to faces, we observed that there were significant distortions when warping a face, and a high reconstruction error even without any modification (despite keeping 99.5\% of the principal components). To improve the reconstruction, we cluster the normalized facial landmarks and apply PCA independently to each cluster. Further, as shown in Figure 2-15, images in the 10k US Adult Faces Database contain an ellipsoid around them to minimize the background effects on memorability, so we added uniformly spaced landmarks along the boundary to constrain the warping in order to obtain more realistic results. We evaluate the effects of these modifications to AAM in Section 2.5.3.

\(^3\)The 77 normalized landmark locations are concatenated to form a 154 dimensional shape vector.

\(^4\)As there could be components of appearance outside the face region such as hair that we would like to be able to modify, we use the entire image instead of just the face pixels (as is typically done).
Cost function

In order to modify a face to a desired memorability score while preserving identity and other facial attributes, we define a cost function with the following three terms:

- $C_{id}$: Cost of modifying the identity
- $C_{mem}$: Cost of not attaining the desired memorability
- $C_{attr}$: Cost of modifying facial attributes such as age, attractiveness, emotional magnitude, etc.

We parametrize the above terms using the shape and appearance based representation, $x$, described in Section 2.5.2. Then, our optimization objective is:

$$\min_x C_{id}(x) + \lambda C_{mem}(x) + \gamma C_{attr}(x)$$

(2.7)

where $\lambda$ and $\gamma$ are hyperparameters to control the relative importance of the three terms in the cost function.

Before defining the above terms explicitly, we define some common terminology. Let $F$ define the set of image features (e.g. HOG [24] or SIFT [99]) and $A$, the set of facial attributes (e.g., is male or are teeth visible). Then we define $m_i(x)$ as a function to predict the memorability score of an image represented by PCA coefficients $x$ computed using feature $i \in F$. Similarly, we define $f_{i,j}(x)$ as a function to predict the value of attribute $j \in A$ of an image defined by PCA coefficients $x$, computed using feature $i \in F$. Note that the landmark-based features can be directly obtained from $x$, while there is an implicit conversion from the PCA coefficients $x$ to an image before extracting dense global features. For brevity, we do not write this transformation explicitly. In our experiments, $m_i$ and $f_{i,j}$ are obtained using linear SVR/SVM as described in Section 2.5.1.

Now, given an image $\hat{I}$ that we want to modify, our goal is to synthesize a new image $I$ that has a memorability score of $M$ (specified by the user) and preserves the identity and other facial attributes of the original image $\hat{I}$. Representing the PCA
coefficients of \( \hat{I} \) by \( \hat{x} \), our objective is to find the PCA coefficients \( x \) that represent \( I \). Since landmark estimation is outside the scope of this work, we assume that the landmark annotations required to obtain \( \hat{x} \) are available at both train and test time.

Based on this problem setup, we define the terms from Eqn. 2.7 as the following three equations (Eqn. 2.8, 2.9, 2.10):

\[
C_{id}(x) = [w \cdot (x - \hat{x})]^2 
\]  
(2.8)

where \( w \) is the weight vector for preserving identity, learned using a Support Vector Machine (SVM) trained on the original image \( \hat{I} \) as positive, and the remaining images in the dataset as negatives.

\[
C_{mem}(x) = \sum_{i \in F} \frac{c_i}{|F|} (m_i(x) - M)^2 
\]  
(2.9)

where \( c_i \) represents the confidence of predictor \( m_i \), and can be estimated using cross-validation. Since the performance of different features on memorability prediction varies significantly (Section 2.5.1), we weight the difference between \( M \) and \( m_i \) by the confidence score \( c_i \) to increase the importance of better performing features. Overall, this function penalizes the memorability score of the new image \( x \) if it does not match the desired memorability score, \( M \).

\[
C_{attr}(x) = \sum_{i \in F} \sum_{j \in A} \frac{c_{i,j}}{|F| \cdot |A|} (f_{i,j}(x) - f_{i,j}(\hat{x}))^2 
\]  
(2.10)

where \( c_{i,j} \) is the confidence of predictor \( f_{i,j} \), and can be estimated using cross-validation. The above function computes the distance between the estimated attribute value of the original image \( f_{i,j}(\hat{x}) \) and the new image \( f_{i,j}(x) \). Additionally, a user could easily modify the relative importance of different attributes in the above cost function.

Overall, \( C_{id} \) and \( C_{attr} \) encourage the face to remain the same as \( \hat{I} \) while \( C_{mem} \)
encourages the face to be modified to have the desired memorability score of \( M \). By adjusting the hyperparameters appropriately, we can achieve the desired result on memorability.

**Optimization**

While the terms in the objective function defined in Eqn. 2.7 look deceptively simple, we note that the function is actually highly complex and non-linear because of the dense global features such as HOG or SIFT involving histograms, bag-of-words and max-pooling. Thus, typical gradient-based approaches hold little promise in this case, and finding a local minimum is the best we can hope for.

The basic idea of our algorithm is fairly straightforward: we want to find \( x \) given \( \hat{x} \); since \( x \) is expected to look like \( \hat{x} \), we initialize \( x = \hat{x} \). Then, we randomly sample\(^5\) some points at some fixed distance \( d \) from \( x \). From the set of random samples, we find the sample that best minimizes the objective function and use that as our new \( x \). We now repeat the procedure by finding samples at distance \( \frac{d}{2} \) from \( x \). We include the initial value of \( x \) as one of the samples in each iteration to ensure that the objective function always decreases. By iteratively reducing \( d \), we can find a local minimum of our objective close to \( \hat{x} \). This approach is described in greater detail in Algorithm 1.

We observe that the computational cost of feature extraction differs significantly between dense global features and landmark-based features; dense global features require the synthesis of a new image based on \( x \), and the subsequent extraction of features while landmark-based features such as shape and appearance can be trivially obtained from \( x \). Note that the dense global features play a significant role in accurate memorability prediction (Section 2.5.1), so we must include them in our algorithm. Since it is computationally expensive to compute dense global features for all samples, this severely restricts the total number of samples considered per iteration, making it difficult to find a good solution, or even one better than \( \hat{x} \).

To overcome the computational bottleneck, we propose a two-step procedure: (1)\(^5\)

---

\(^5\)In practice, we fit a multivariate Gaussian to the PCA coefficients of the training images (similar to [94]), and obtain random samples from this distribution. Given a random sample \( p \), we find a point at distance \( d \) from \( x \) that lies in the direction \( p - x \).
Algorithm 1: Algorithm for optimizing the cost function to modify the memorability of a face photograph (described in Section 2.5.2). The notation used is defined as follows: $\alpha$ is the step size, $\beta$ is the update factor when an iteration fails, $maxIter$ is the maximum number of iterations of the algorithm we want to run and, $k$ and $n$ are the number of samples we want to evaluate with and without global features, respectively. In our experiments, we set $\alpha = 0.05, \beta = 0.5, k = 10, maxIter = 10, n = 10000.$

**input:** image $I$, landmarks $L$

Assign $(I, L)$ to cluster in AAM to obtain $\hat{x}$

Define $x_{curr} = \hat{x}$

Define $minCost = cost(\hat{x})$

**for** $i = 1 \ldots maxIter$ **do**

$X = n$ samples from cluster-specific Gaussian

$\bar{X}_i = x_{curr} + \alpha \cdot (X_i - x_{curr}) \forall i$

$C = \text{Evaluate (2.7) for all } \bar{X}_i \text{ ignoring global features}$

$C_G = \text{Evaluate (2.7) for } k \text{ lowest cost samples in } C$

**if** $min(C_G) < minCost$ **then**

$x_{curr} = \text{lowest cost sample from } C_G$

$minCost = min(C_G)$

**else**

$\alpha = \alpha \ast \beta$

**end if**

**end for**

**output:** $x_{curr}$
for a large number of samples, evaluate the cost function ignoring the terms involving
dense global features, and (2) obtain a small subset of the best scoring samples from
step (1) and rescore them using the full cost function. In this way, we can obtain
a better solution by pruning the space using a computationally efficient estimation
of the cost function, and later rescoring a small set of samples using the full cost
function to find the best sample for our final result.

2.5.3 Experiments

In this section, we describe the experimental evaluation of our memorability modi-
fication algorithm. Specifically, we describe the experimental setup in Section 2.5.3,
the results obtained in Section 2.5.3 and additional analysis of our algorithm in Sec-
tion 2.5.3. Overall, we find that our algorithm modifies 74% of the images accurately,
and our result is statistically significant with a p-value of $< 10^{-4}$.

Setup

Our goal is to evaluate whether our algorithm is able to modify the memorability of
faces in a predictable way. In order to do this, we use the face memory game [4];
we designed two balanced experiments where, for the first experiment, we increase
the memorability of half the target images and decrease the memorability of the
other half, and vice versa for the other (modified versions of the same target images
are used in both experiments). Then we compare the memorability scores of the
modified images; if the mean memorability of the set of images whose memorability
was increased is higher than the decreased set, we can conclude that our algorithm is
accurately modifying memorability.

Specifically, we randomly sample 505 of the 2222 target images from the 10k US
Adult Faces Database and use them as targets, and the remaining as fillers in our
experiments. We ensure that the set of participants in the two studies is disjoint, i.e.,
a participant does not see both high/low modifications of a single target. On average,
we obtained 63 scores per image in each of the experiments.
**Algorithmic details:** We set the hyperparameters $\lambda = 10$, and $\gamma = 1$ and use the PCA features together with dense HOG2x2 [24] and SIFT [99] features as described in Section 2.5.1. The target images were modified to have a memorability score that differs by 0.2 from the original in the appropriate direction. To account for warping effects, the filler images are also modified by random scores in the range $[-0.1, 0.1]$ and are identical for both sets of experiments.

**Memorability Modification Results**

Figure 2-16 summarizes the quantitative results from the memorability games described in Section 2.5.3. In Figure 2-16(a), we show the overall memorability scores of all target images after the two types of modifications (i.e., memorability increase and decrease) sorted independently. We observe that the mean memorability score 'memorability increase' images is significantly higher than that of the 'memorability decrease' images. We perform a one-tailed paired sample t-test and find that the null hypothesis that the means are equal is rejected with a $p$ value of $< 10^{-4}$ for both sets of experiments, indicating that our results are statistically significant.

Figure 2-16(b) shows the difference in memorability scores of individual images; for a given image we subtract the observed memorability of the version modified to have lower memorability image from that of the version modified to have higher memorability. We find that the expected change in memorability ($> 0$) occurs in about 74% of the images (chance is 50%). This is a fairly high value given our limited understanding of face memorability and the factors affecting it. We also observe that the increase in memorability scores is much larger in magnitude than the decrease.

Figure 2-18 shows qualitative results of modifying images to have higher and lower memorability, together with the memorability scores obtained from our experiments. While we observe that the more memorable faces tend to be more ‘interesting’, there is no single modification axis such as distinctiveness, age, etc, that leads to more or less memorable faces. Essentially, our data-driven approach is effectively able to identify the subtle elements of a face that affect its memorability and apply those effects to novel faces.
Analysis

To investigate the contribution of shape and appearance features to face memorability, we conduct a second AMT study similar to the one described in Section 2.5.3, except that we only modify shape features in this case. We found that the accuracy of obtaining the expected change in memorability, as described in Section 2.5.3, dropped to 60%. In addition, the changes in memorability scores were not as significant in this case as compared to the original setting. This shows that a combination of shape and appearance features are important for modifying memorability; however, it is interesting to note that despite the limited degree of freedoms, our algorithm achieved a reasonable modification accuracy.

Figure 2-17 shows the effect of having clusters in the AAM as described in Section 2.5.2. We find that having more clusters allows us to have better reconstructions without significant sacrifice in memorability prediction performance. Thus, we choose to use 8 clusters in our experiments. Lastly, since changes in memorability lead to unintuitive modifications to faces, in Figures 2-19, 2-20, 2-21 and 2-22 we apply our algorithm to modify other attributes whose effects are better understood. Indeed, we observe that the algorithm is behaving as per our expectations.
Figure 2-16: **Quantitative results:** (a) Memorability scores of all images in the increase/decrease experimental settings, and (b) change in memorability scores of individual images.

Figure 2-17: **Analysis:** Figure showing (a) reconstruction error, and (b) memorability prediction performance as we change the number of clusters in AAM. With and without circle refers to having control points on the image boundary when doing warping.
Figure 2-18: **Visualizing modification results:** Figure showing success (green background) and failure (red background) cases of the modification together with memorability scores from human experiments. Arrow direction indicates which face is expected to have higher or lower memorability of the two while numbers indicate the actual memorability scores.

Figure 2-19: Figure showing the modification of age attribute to different extents, increasing to the right. The age is decreased for images to the left of the original image, and increased to the right. We observe that our results tend to reflect our intuition such as removal of wrinkles for people becoming younger and gray hair for people getting older. Further, the facial features move to reflect this effect.
Figure 2-20: Figure showing the modification of attractiveness attribute to different extents, increasing to the right. The attractiveness is decreased for images to the left of the original image, and increased to the right. We observe that our results tend to reflect our intuition.

Figure 2-21: Figure showing the modification of emotional magnitude attribute to different extents, increasing to the right. The emotional magnitude is decreased for images to the left of the original image, and increased to the right. We observe that our results tend to reflect our intuition.
Figure 2-22: Figure showing the modification of friendliness attribute to different extents, increasing to the right. The friendliness is decreased for images to the left of the original image, and increased to the right. We observe that our results tend to reflect our intuition.
<table>
<thead>
<tr>
<th>Feature</th>
<th>Chance</th>
<th>Color 200</th>
<th>HOG 1024</th>
<th>LBP 1239</th>
<th>SIFT 1024</th>
<th>SSIM 1024</th>
<th>Shape 154</th>
</tr>
</thead>
<tbody>
<tr>
<td>age</td>
<td>0</td>
<td>0.210</td>
<td>0.722</td>
<td>0.640</td>
<td><strong>0.773</strong></td>
<td>0.685</td>
<td>0.680</td>
</tr>
<tr>
<td>attractive</td>
<td>0</td>
<td>0.290</td>
<td>0.593</td>
<td>0.505</td>
<td><strong>0.616</strong></td>
<td>0.565</td>
<td>0.543</td>
</tr>
<tr>
<td>celeb</td>
<td>0.928/3</td>
<td>0.928</td>
<td>0.928</td>
<td>0.928</td>
<td>0.928</td>
<td>0.928</td>
<td>0.928</td>
</tr>
<tr>
<td>common</td>
<td>0</td>
<td>0.113</td>
<td><strong>0.265</strong></td>
<td>0.215</td>
<td>0.261</td>
<td>0.262</td>
<td>0.216</td>
</tr>
<tr>
<td>emoteMag</td>
<td>0</td>
<td>0.134</td>
<td>0.803</td>
<td>0.642</td>
<td>0.831</td>
<td>0.646</td>
<td><strong>0.881</strong></td>
</tr>
<tr>
<td>emotion</td>
<td>0.680/7</td>
<td>0.670</td>
<td>0.843</td>
<td>0.779</td>
<td>0.850</td>
<td>0.735</td>
<td><strong>0.869</strong></td>
</tr>
<tr>
<td>eyes</td>
<td>0.912/5</td>
<td>0.912</td>
<td>0.913</td>
<td>0.912</td>
<td>0.912</td>
<td>0.912</td>
<td><strong>0.916</strong></td>
</tr>
<tr>
<td>face</td>
<td>0.818/5</td>
<td>0.818</td>
<td><strong>0.911</strong></td>
<td>0.861</td>
<td>0.906</td>
<td>0.829</td>
<td>0.910</td>
</tr>
<tr>
<td>facialhair</td>
<td>0.780/3</td>
<td>0.778</td>
<td><strong>0.836</strong></td>
<td>0.831</td>
<td>0.824</td>
<td>0.783</td>
<td>0.787</td>
</tr>
<tr>
<td>friendly</td>
<td>0</td>
<td>0.154</td>
<td>0.772</td>
<td>0.636</td>
<td>0.804</td>
<td>0.634</td>
<td><strong>0.851</strong></td>
</tr>
<tr>
<td>makeup</td>
<td>0.636/3</td>
<td>0.701</td>
<td>0.836</td>
<td>0.806</td>
<td><strong>0.837</strong></td>
<td>0.804</td>
<td>0.804</td>
</tr>
<tr>
<td>male</td>
<td>0.569/2</td>
<td>0.721</td>
<td>0.927</td>
<td>0.889</td>
<td><strong>0.935</strong></td>
<td>0.907</td>
<td>0.906</td>
</tr>
<tr>
<td>movie</td>
<td>0</td>
<td>0.244</td>
<td>0.476</td>
<td>0.411</td>
<td><strong>0.484</strong></td>
<td>0.436</td>
<td>0.406</td>
</tr>
<tr>
<td>profilepic</td>
<td>0.626/3</td>
<td>0.618</td>
<td>0.717</td>
<td>0.677</td>
<td><strong>0.720</strong></td>
<td>0.671</td>
<td>0.714</td>
</tr>
<tr>
<td>quality</td>
<td>0</td>
<td>0.273</td>
<td>0.420</td>
<td>0.472</td>
<td>0.445</td>
<td><strong>0.490</strong></td>
<td>0.241</td>
</tr>
<tr>
<td>race</td>
<td>0.825/7</td>
<td>0.828</td>
<td>0.866</td>
<td>0.848</td>
<td>0.871</td>
<td>0.828</td>
<td><strong>0.883</strong></td>
</tr>
<tr>
<td>remember</td>
<td>0</td>
<td>0.212</td>
<td><strong>0.428</strong></td>
<td>0.395</td>
<td>0.425</td>
<td>0.400</td>
<td>0.348</td>
</tr>
<tr>
<td>speed</td>
<td>0</td>
<td>0.062</td>
<td>0.690</td>
<td>0.547</td>
<td>0.722</td>
<td>0.556</td>
<td><strong>0.777</strong></td>
</tr>
<tr>
<td>teeth</td>
<td>0.360/3</td>
<td>0.408</td>
<td>0.707</td>
<td>0.579</td>
<td>0.720</td>
<td>0.581</td>
<td><strong>0.770</strong></td>
</tr>
<tr>
<td>memorability</td>
<td>0</td>
<td>0.12</td>
<td><strong>0.51</strong></td>
<td>0.23</td>
<td>0.49</td>
<td>0.47</td>
<td>0.37</td>
</tr>
</tbody>
</table>

Table 2.4: **Prediction performance of memorability and other attributes:**
The number below the feature name denotes the feature dimension (for LBP [112] and Shape) or dictionary size (for Color [158], HOG [24], SIFT [99] and SSIM [138]). For real-valued attributes and memorability, we report Spearman’s rank correlation ($\rho$), while for discrete valued attributes such as ‘male’, we report classification accuracy. For chance performance, there are two cases: (1) it is 0 when rank correlation is used, or (2) it is non-zero when accuracy is used, where the first number denotes the chance performance obtained by picking the class with the largest number of examples in the training set, and the number after the slash denotes the number of classes for the particular task. We use a linear SVM or SVR [37] for training, and the above results are reported on 25 random train/test trials where the train and test sets are of equal size. The features are assigned to a dictionary using Locality-Constrained Linear Coding [161] and max-pooled at 2 pyramid levels [90]. The reported performance is averaged on 25 random train/test splits of the data.
Chapter 3

Predicting Image Popularity

Over the last decade, online social networks have exploded in terms of number of users, volume of activities, and forms of interaction. In recent years, significant effort has therefore been expended in understanding and predicting online behavior, surfacing important content, and identifying viral items. In this chapter, we focus on the problem of predicting popularity of images.

Hundreds of thousands of photographs are uploaded to the internet every minute through various social networking and photo sharing platforms. While some images get millions of views, others are completely ignored. Even from the same users, different photographs receive different number of views. This begs the question: What makes a photograph popular? Can we predict the number of views a photograph will receive even before it is uploaded?

We investigate two crucial attributes that may affect an image’s popularity, namely the image content and social context. In the social context, there has been significant work in viral marketing strategies and influence propagation studies for online social networks [30, 131, 110, 29, 72]. However, most of these works adopt a view where the spread of a piece of content is primarily due to a user viewing the item and potentially sharing it. Such techniques adopt an algorithmic view and are geared towards strategies for maximizing influence. On the contrary, in this work, we use social signals such as number of friends of the photo’s uploader, and focus on the prediction problem of overall popularity.
Previous works have focused primarily on predicting popularity of text [122, 57] or video [123, 137, 111] based items. Such research has also explored the social context as well as the content of the text itself. However, image content is significantly harder to extract, and correlate with social popularity. Text based techniques can build on the wealth of methods developed for categorizing, NLP, clustering, and sentiment analysis. Comparatively, understanding such cues from image or video content poses new challenges. While there has been some work in video popularity prediction [45, 44], these tend to naturally focus on the social cues, comment information, and associated tags. From this standpoint, our work is the first to suitably combine contextual information from the uploader's social cues, and the content-based features, for images.

In order to obtain the image content features, we apply various techniques from computer vision and machine learning. While there has been a significant push in the computer vision community towards detecting objects [42, 24], identifying contextual relationships [125, 153], or classifying scenes [114, 90], little work has been expended towards associating key image components with 'global spread' or popularity in an online social platform. This is perhaps the first work that leverages image cues such as color histograms, gradient histograms, texture and objects in an image for ascertaining their predictive power towards popularity. We demonstrate through extensive exploration the independent benefits of such image cues, as well as social cues, and highlight the insights that can be drawn from either. We further show these cues combine effectively towards an improved popularity prediction algorithm. Our experiments illustrate several benefits of these two types of features, depending on the data-type distributions.

Using a dataset of millions of images from Flickr, we demonstrate that we can reliably predict the normalized view count of images with a rank correlation of up to 0.81 using both image content and social cues. We consider tens of thousands of users and perform extensive evaluation based on prediction algorithms applied to three different settings: one-per-user, user-mix, user-specific. In each of these cases, we vary the number of users, and the number of images per user. In each of these
cases, the relative importance of different attributes are presented and compared against several baselines. We identify insights from our method that open-up several directions for further exploration.

We briefly summarize the **main contributions** of this chapter in the following:

- We initiate a study of popularity prediction for images uploaded on social networks on a massive dataset from Flickr. Our work is one of the first to investigate high-level and low-level image features and combine them with the social context towards predicting popularity of photographs.

- Combing various features, we present an approach that obtains more than 0.8 rank correlation on predicting normalized popularity. We contrast our prediction technique that leverages social cues and image content features with simpler methods that leverage color spaces, intensity, and simple contextual metrics. Our techniques highlight the importance of low-level computer vision features and demonstrate the power of certain semantic features extracted using deep learning.

- We investigate the relative importance of individual features, and specifically contrast the power of social context with image content across three different dataset types - one where each user has only one image, another where each user has several thousand images, and a third where we attempt to get specific predictors for users separately. This segmentation highlights benefits derived from the different signals and draws insights into the contributions of popularity prediction in comparison to simpler baseline techniques.

- As an important contribution, this work opens the doors for several interesting directions to pursue image popularity prediction in general, and pose broad social questions around online behavior, popularity, and causality. For example, while our work attempts to disentangle social and content based features, and derives new insights into their predictive power, it also begs the question on their impacts influencing each other through self-selection. Our work sheds
some light on such interesting relations between features and popularity, but also poses several questions.

3.1 Related Work

Popularity prediction in social media has recently received a lot of attention from the research community. While most of the work has focused on predicting popularity of text content, such as messages or tweets on Twitter [122, 57], and some recent works on video popularity [123, 137, 111], significantly less effort has been expended in prediction of image popularity. The challenge and opportunity for images comes from the fact that one may leverage both social cues (such as the user's context, influence etc. in the social media platform), as well as image-specific cues (such as the color spectrum, the aesthetics of the image, the quality of the contrast etc.). Text based popularity prediction has of course leveraged the social context, as well as the content of the text itself. However, image content can be significantly harder to extract, and correlate with popularity.

Recently, there has been an increasing interest in analyzing various semantic attributes of images. One such attribute is image memorability which has been shown to be an intrinsic image property [63] with different image regions contributing differently to an image's memorability [80, 79]. Similarly, image quality and aesthetics are other attributes that have been recently explored in substantial detail [25, 28, 14]. Recent work has also analyzed the more general attribute of image interestingness [155], particularly focusing on its correlation with image memorability [50]. There have also been a variety of other works dealing with facial [88], scene [120] and object [39] attributes.

In social context, there has been significant interest in understanding behavioral aspects of users online and in social networks. There is a large body of work studying the correlation of activity among friends in online communities; see examples in [48, 132, 133]. Most are forms of diffusion research, built on the premise that user engagement is contagious. As such, a user is more likely to adopt new products or
behaviors if their friends do so [3, 93]; and large cascades of behavior can be triggered by the actions of a few individuals [48, 132]. A number of theoretical models have been developed to model influence cascades [110, 29]. The seminal work of Kempe et al. [72] also consider two models of influence; there has also been a long line of work on viral marketing starting from [30, 131]. All these works focus on influence but do not necessarily predict popularity beforehand - they are generic techniques that do not focus on a specific domain such as images in our context.

It would be interesting to explore emotions elicited from images, and their causal influence on image popularity on social networks - some interesting studies in other domains include [70, 82].

In the context of social networks, there has been a great deal of focus on understanding the effects of friends on behavior. In a very interesting piece of work, Crandall et al. [23] consider the two documented phenomenon, social influence and selection, in conjunction. They [23] suggest that users have an increased tendency to conform to their friends’ interests. Another related work [85] considers homophily in social networks: they conclude that users’ preference to similar people is amplified over time, due to biased selection. An interesting open question in our context is whether users, over time, have an increasing tendency to share images that cater to their friends’ preferences - and if yes, how this affects overall popularity. As such, our work does not delve into these social aspects. We focus primarily on the task of popularity prediction. It would be interesting to further explore the contributions of homophily to virality of images.
3.2 What is image popularity?

There are various ways to define the popularity of an image such as the number of 'likes' on Facebook, the number of 'pins' on Pinterest or the number of 'diggs' on Digg. It is difficult to precisely pick any single one as the true notion of popularity - different factors are likely to impact these different measures of popularity in different contexts.

In this work, we focus on the number of views on Flickr as our medium for exploring image popularity. Given the availability of a comprehensive API that provides a host of information about each image and user, together with a well established social network with significant public content, we are able to conduct a relatively large-scale study with millions of images and hundreds of thousands of users.

Figure 3-2(a) shows the histogram of the number of views received by the 2.3 million (M) images used in our study. Our dataset not only contains images that have received millions of views but also plenty of images that receive zero views. To deal with the large variation in the number of views of different images, we apply the log function as shown in Figure 3-2(b). Furthermore, as shown in [147], we know that unlike Digg, visual media tends to receive views over some period of time. To normalize for this effect, we divide the number of views by the duration since the upload date of the given image (obtained using Flickr API). The results are shown in Figure 3-2(c). We find that this resembles a Gaussian distribution of the view counts as one would expect. Throughout the rest of this chapter, image popularity refers to this log-normalized view count of images.

In the following, we provide details regarding the datasets used (Section 3.2.1), and the evaluation metric (Section 3.2.2) for predicting image popularity.

3.2.1 Datasets

Figure 3-1 shows a sample of the images in our dataset. In order to explore different data distributions that occur naturally in various applications and social networks,

\footnote{Note that the maximum view count of a single image in our dataset is 2.5M, but we truncate the graph on the left to amplify the remaining signal. Despite this, it is difficult to see any clear signal as most images have very few views. This graph is best seen on the screen with zoom.}
Figure 3-2: Histogram of view counts of images. The different graphs show different transformations of the data: (left) absolute view counts, (middle) $\log_2$ of view counts +1 and (right) $\log_2$ view counts +1 normalized by upload date.

we evaluate our algorithms in 3 different settings namely one-per-user, user-mix, and user-specific. The main components that we vary across these settings is the number of images per user in the dataset, and whether we perform user-specific predictions. These settings are described below. In the later sections, we will show the importance of splitting image popularity into these different settings by illustrating how the relative contribution of both content-based and social features changes across these tasks.

**One-per-user:** For this setting, we use the Visual Sentiment Ontology dataset [14] consisting of approximately 930k images from about 400k users, resulting in a little over two images from each user on average. This dataset was collected by searching Flickr for 3244 adjective-noun-pairs such as ‘happy guy’, ‘broken fence’, ‘scary cat’, etc corresponding to various image emotions. This dataset represents the setting where different images belong to different users. This is often the case in search results.

**User-mix:** For this setting, we randomly selected about 100 users from the one-per-user dataset that had between 10k and 20k public photos shared on Flickr, resulting in a dataset of approximately 1.4M images. In this setting, we put all these images from various users together and perform popularity prediction on the full set. This setting often occurs on newsfeeds where people see multiple images from their own contacts or friends.

**User-specific:** For this setting, we split the dataset from the user-mix setting into
100 different users and perform training and evaluation independently for each user and average the results. Thus, we build user-specific models to predict the popularity of different images in their own collections. This setting occurs when users are taking pictures or selecting pictures to highlight - they want to pick the images that are most likely to receive a high number of views.

3.2.2 Evaluation

For each of the settings described above, we split the data randomly into two halves, one for training and the other testing. We average the performance over 10 random splits to ensure the consistency of our results; overall, we find that our results are highly consistent with low standard deviations across splits. We report performance in terms of Spearman’s rank correlation ($\rho$) between the predicted popularity and the actual popularity. Note that we use log-normalized view count of images as described in the beginning of this section for both training and testing. Additionally, we found that rank correlation and standard correlation give very similar results.

3.3 Predicting popularity using image content

In this section, we investigate the use of various features based on image content that could be used to explain the popularity of images. First, in Section 3.3.1 we investigate some simple human-interpretable features such as color and intensity variance. Then, in Section 3.3.2, we explore some low-level computer vision features inspired by how humans perceive images such as gradient, texture or color patches. Last, in Section 3.3.3, we explore some high-level image features such as the presence of various objects. Experimental results show that low-level computer vision features and high-level semantic features tend to be significantly more predictive of image popularity than simple image features.
3.3.1 Color and simple image features

Are simple image features enough to determine whether or not an image will be popular? To address this, we evaluate the rank correlation between popularity and basic pixel statistics such as the mean value of different color channels in HSV space, and intensity mean, variance, and skewness. The results are shown in Figure 3-3. We find that most simple features have very little correlation with popularity, with mean saturation having the largest absolute value of 0.05. Here, we use all 2.3M images independent of the settings described in Section 3.2.1. Since significant correlation does not exist between simple image features and popularity, we omit results from the individual settings for brevity.

Additionally, we look at another simple feature: the color histogram of images. As the space of all colors is very large ($256 \times 256 \times 256 \approx 16.8m$), and since small variations in lighting and shadows can drastically change pixel values, we group the color space into 50 distinct colors as described in [74] to be more robust to these variations. Then, we assign each pixel of the image to one of these 50 colors and form a $\ell_1$-normalized histogram of colors. Using support vector regression (SVR) [32] with a linear kernel (implemented using LIBLINEAR [37]), we learn the importance of these colors in predicting image popularity\(^2\). The results are shown in Table 3.1 (column: color histogram), and visualized in Figure 3-4. Despite its simplicity, we obtain a rank correlation of 0.12 to 0.23 when using this feature on the three different data settings. We observe that on average, the greenish and bluish colors tend to have lower importance as compared to more reddish colors. This might occur because images containing more striking colors tend to catch the eye of the observer leading to a higher number of views.

While the simple features presented above are informative, more descriptive features are likely necessary to better represent the image in order to make better predictions. We explore these in the remaining part of this section.

\[^2\text{We find the hyperparameter } C \in \{0.01, 0.1, 1, 10, 100\} \text{ using five-fold cross-validation on the training set.}\]
Figure 3-3: Correlation of popularity with different components of the HSV color space (top), and intensity statistics (bottom).

Figure 3-4: Importance of different colors to predict image popularity. The length of each bar shows importance of the color shown on the bar.
3.3.2 Low-level computer vision features

Motivated by Khosla et al. [80, 75], we use various low-level computer vision features that are likely used by humans for visual processing. In this work, we consider five such features namely gist, texture, color, gradient and deep learning features. For each of the features, we describe our motivation and the method used for extraction below.

**Gist:** Various experimental studies [124, 9] have suggested that the recognition of scenes is initiated from the encoding of the global configuration, or spatial envelope of the scene, overlooking all of the objects and details in the process. Essentially, humans can recognize scenes just by looking at their 'gist'. To encode this, we use the popular GIST [114] descriptor with a feature dimension of 512.

**Texture:** We routinely interact with various textures and materials in our surroundings both visually, and through touch. To test the importance of this type of feature in predicting image popularity, we use the popular Local Binary Pattern (LBP) [112] feature. We use non-uniform LBP pooled in a 2-level spatial pyramid [90] resulting in a feature of 1239 dimensions.

**Color patches:** Colors are a very important component of human visual system for determining properties of objects, understanding scenes, etc. The space of colors tends to have large variations by changes in illumination, shadows, etc, and these variations make the task of robust color identification difficult. While difficult to work with, various works have been devoted to developing robust color descriptors [158, 74], which have been proven to be valuable in computer vision for various tasks including

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Gist</th>
<th>Color histogram</th>
<th>Texture</th>
<th>Color patches</th>
</tr>
</thead>
<tbody>
<tr>
<td>One-per-user</td>
<td>0.07</td>
<td>0.12</td>
<td>0.20</td>
<td>0.23</td>
</tr>
<tr>
<td>User-mix</td>
<td>0.13</td>
<td>0.15</td>
<td>0.22</td>
<td>0.29</td>
</tr>
<tr>
<td>User-specific</td>
<td>0.16</td>
<td>0.23</td>
<td>0.32</td>
<td>0.36</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Gradient</th>
<th>Deep learning</th>
<th>Objects</th>
<th>Combined</th>
</tr>
</thead>
<tbody>
<tr>
<td>One-per-user</td>
<td>0.26</td>
<td>0.28</td>
<td>0.23</td>
<td>0.31</td>
</tr>
<tr>
<td>User-mix</td>
<td>0.32</td>
<td>0.33</td>
<td>0.30</td>
<td>0.36</td>
</tr>
<tr>
<td>User-specific</td>
<td>0.34</td>
<td>0.26</td>
<td>0.33</td>
<td>0.40</td>
</tr>
</tbody>
</table>

Table 3.1: Prediction results using image content only as described in Section 3.3.
image classification [73]. In this paper, we use the 50 colors proposed by [74] in a bag-of-words representation. We densely sample them in a grid with a spacing of 6 pixels, at multiple patch sizes (6, 10 and 16). Then we learn a dictionary of size 200 and apply LLC [161] together with max-pooling in a 2-level spatial pyramid [90] to obtain a final feature vector of 4200 dimensions.

**Gradient:** In the human visual system, much evidence suggests that retinal ganglion cells and cells in the visual cortex V1 are essentially gradient-based features. Furthermore, gradient based features have been successfully applied to various applications in computer vision [24, 42]. In this work, we use the powerful Histogram of Oriented Gradient (HOG) [24] features combined with a bag-of-words representation for popularity prediction. We sample them in a dense grid with a spacing of 4 pixels for adjacent descriptors. Then we learn a dictionary of size 256, and apply Locality-Constrained Linear Coding (LLC) [161] to assign the descriptors to the dictionary. We finally concatenate descriptors from multiple image regions (max-pooling + 2-level spatial pyramid) as described in [90] to obtain a final feature of 10,752 dimensions.

**Deep learning:** Deep learning algorithms such as convolutional neural networks (CNNs) [92] have recently become popular as methods for learning image representations [87]. CNNs are inspired by biological processes as a method to model the neurons in the brain, and have proven to generate effective representation of images. In this paper, we use the recently popular ‘ImageNet network’ [87] trained on 1.3 million images from the ImageNet [27] challenge 2012. Specifically, we use Decaf [31] to extract features from the layer just before the final 1000 class classification layer, resulting in a feature of 4096 dimensions.

**Results:** As described in Section 3.3.1, we train a linear SVR to perform popularity prediction on the different datasets. The results averaged over 10 random splits are summarized in Table 3.1. As can be seen from any of the columns, the rank correlation performance is best for the user-specific dataset, and next for user-mix, followed by one-per-user. However, it is important to note that the prediction accuracy when all the features are combined (as seen in the last column in Table 3.1) is at least 0.30 in all three cases. Given that these results only leverage image-content fea-
Figure 3-5: Prediction performance of different features for 20 random users from the user-specific setting. This figure is best viewed in color.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Mean Views</th>
<th>Photo Count</th>
<th>Contacts</th>
<th>Groups</th>
<th>Group members</th>
<th>Member duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>One-per-user</td>
<td>0.75</td>
<td>0.07</td>
<td>0.46</td>
<td>0.27</td>
<td>0.27</td>
<td>-0.08</td>
</tr>
<tr>
<td>User-mix</td>
<td>0.62</td>
<td>-0.05</td>
<td>0.26</td>
<td>0.24</td>
<td>0.06</td>
<td>-0.01</td>
</tr>
<tr>
<td>User-specific</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Is pro?</th>
<th>Tags</th>
<th>Title length</th>
<th>Desc. length</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>One-per-user</td>
<td>0.22</td>
<td>0.52</td>
<td>0.21</td>
<td>0.45</td>
<td>0.77</td>
</tr>
<tr>
<td>User-mix</td>
<td>0.07</td>
<td>0.40</td>
<td>0.29</td>
<td>0.35</td>
<td>0.66</td>
</tr>
<tr>
<td>User-specific</td>
<td>n/a</td>
<td>0.19</td>
<td>0.16</td>
<td>0.19</td>
<td>0.21</td>
</tr>
</tbody>
</table>

Table 3.2: Prediction results using social content only as described in Section 3.4.
On exploring the columns individually in Table 3.1, we notice that the color histogram alone gives a fairly low rank correlation (ranging between 0.12 and 0.23 across the three datasets), but texture, and gradient features perform significantly better (improving the performance ranges to 0.20 to 0.32 and 0.26 to 0.34 respectively). The deep learning features outperform other features for the one-per-user and user-mix settings but not the user-specific setting. We then combine features by training a SVR on the output of the SVR trained on the individual features. This finally pushes the range of the rank correlations to 0.31 to 0.40.

In conjunction with the aggregate evaluation metrics described above and presented in Table 3.1, it is informative to look at the specific performance across 20 randomly selected users from the user-specific setting for each of these features - this is presented in a rank correlation vs. user index scatter plot in Figure 3-5. The performance for all features combined is not displayed here to demonstrate the specific variance across the image cues. As can be seen here, the color patches (red dots) performs best nearly consistently across all the users. For a couple of users, the gradient (black dots) performs better, and for others performs nearly as well as the color patches. In both these features, the prediction accuracy is fairly consistent. On the other hand, gist has a larger variance and the lowest average rank correlation. From the figure, it can be seen that texture (pink dots) also plays a vital role in predicting rank correlation accuracy, as it spans the performance range of roughly 0.22 to 0.58 across the randomly sampled users.

Another point of Figure 3-5 is to show that for personalization (i.e. user specific experiments), different features may be indicative of what a user's social network likes (because that is essentially what the model will capture by learning a user-specific model based on the current set of images). It is therefore interesting to note some...
variation in importance or relative ranking of features across the sampled users.

### 3.3.3 High-level features: objects in images

In this section, we explore some high-level or semantically meaningful features of images, namely the objects in an image. We want to evaluate whether the presence or absence of certain objects affects popularity e.g. having people in an image might make it more popular as compared to having a bottle. Given the scale of the problem, it is difficult and costly to annotate the dataset manually. Instead, we can use a computer vision system to roughly estimate the set of objects present in an image. Specifically, we use the deep learning classifier [87] described in the previous subsection that distinguishes between 1000 object categories ranging from lipstick to dogs to castle. In addition, this method achieved state-of-the-art classification results in the ImageNet classification challenge demonstrating its effectiveness in this task. We treat the output of this 1000 object classifier as features, and train a SVR to predict log-normalized image popularity as done in the previous sections. The results are summarized in Table 3.1.

We observe that the presence or absence of objects is a fairly effective feature for predicting popularity for all three settings with the best performance achieved in user-specific case. Further, we investigate the type of objects leading to image popularity. On the one-per-user dataset, we find that some of the most common objects present in images are: seashore, lakeside, sandbar, valley, volcano. In order to evaluate the correlation of objects with popularity, we compute the mean of the SVR weights across the 10 train/test splits of the data, and sort them. The resulting set of objects with different impact on popularity is as follows:

- **Strong positive impact:** miniskirt, maillot, bikini, cup, brassiere, perfume, revolver
- **Medium positive impact:** cheetah, giant panda, basketball, llama, plow, ladybug
- **Low positive impact:** wild boar, solar dish, horse cart, guacamole, catamaran
• **Negative impact**: spatula, plunger, laptop, golfcart, space heater

It is interesting to observe that this is similar to what we might expect. It is important to note that this object classifier is not perfect, and may often wrongly classify images to contain certain objects that they do not. Furthermore, there may be certain object categories that are present in images but not in the 1000 objects the classifier recognizes. This object-popularity correlation might therefore not pick up on some important object factors. However in general, our analysis is still informative and intuitive about what type of objects might play a role in a picture’s popularity.

### 3.4 Predicting popularity using social cues

While image content is useful to predict image popularity to some extent, social cues play a significant role in the number of views an image will receive. A person with a larger number of contacts would naturally be expected to receive a higher number of average views. Similarly, we would expect that an image with more tags shows up in search results more often (assuming each tag is equally likely). Here, we attempt to quantify the extent to which the different social cues impact the popularity of an image.

For this purpose, we consider several user-specific or social context specific features. We refer to user features as ones that are shared by all images of a single user. The user features that we use in our analysis are listed and described below. Note that this work investigates the relative merits of social and image features, and the goal isn’t to heavily exploit one. Thus, we use relatively simple features for social cues that could likely be improved by using more sophisticated approaches.

- **Mean Views**: mean of number of normalized views of all public images of the given user

- **Photo count**: number of public images uploaded by the given user

- **Contacts**: number of contacts of the given user
- **Groups**: number of groups the given user belongs to

- **Group members**: average number of members in the groups a given user belongs to

- **Member duration**: the amount of time since the given user joined Flickr

- **Is pro**: whether the given user has a Pro Flickr account or not

We further subdivide some of the above features such as ‘groups’ into number of groups a given user is an administrator of, and the number of groups that are ‘invite only’. We also include some image specific features that refer to the context (i.e. supporting information associated with the image as entered by the user but not its pixel content, as explored in Section 3.3). These are listed below.

- **Tags**: number of tags of the image

- **Title length**: length of the image title

- **Desc. length**: length of the image description

For each of the above features, we find its rank correlation with log-normalized image popularity. The results are shown in Table 3.2. Note that the user features such as Mean Views and Contacts would have the same value for all images by the particular user in the dataset. Not surprisingly, in the *one-per-user* dataset, the Mean Views feature performs extremely well in predicting the popularity of a new image with a rank correlation of 0.75. However, the rank correlation drops to 0.62 on the *user-mix* setting because there is no differentiation between a user’s photos.

That said, 0.75 rank correlation is still a significantly better performance than we had expected since we note that the mean of views was taken over *all* public photos of the given user, not just the ones in our dataset. The mean number of public photos per user is over 1000, and of these, typically 1-2 are in our dataset, so this is a fairly interesting observation.

Another noteworthy feature is contacts - we see a rank correlation for these two datasets to be 0.46 and 0.26 respectively i.e. the more contacts a user has, the
higher the popularity of their images. This is to be expected as their photos would tend to be highlighted for a larger number of people (i.e. their social network). Further, we observe that the image-specific social features such as tags, title length, and description length are also good predictors for popularity. As we can see in Table 3.2, their performance across the three dataset types range from 0.19 to 0.52 for tags, and 0.19 to 0.45 for description length. This is again to be expected as having more tags or a longer description/title increases the likelihood of these images appearing in the search results.

Further, we combine all the social features by training a SVR with all the social features as input. The results are shown in the rightmost column of Table 3.2. In this case, we see a rank correlation of 0.21, 0.66, and 0.77 for the user-specific, user-mix, and one-per-user datasets respectively. Thus, it is helpful to combine the social features, but we observe that the performance does not increase very significantly as compared to the most dominant feature. This suggests that many of these features are highly correlated and do not provide complementary information.

To contrast the results of social features from Table 3.2 with the image content features presented in the previous section in Table 3.1, we observe that the social features tend to perform better in the one-per-user and user-mix dataset types, while the image content features perform better in the user-specific dataset type. We suspect that in the user-specific dataset, where each user has thousands of images, the importance of personalized social cues becomes less relevant (perhaps due to the widespread range of images uploaded by them) and so the image content features become particularly relevant.

One thing that is evident from these results is that the social features and image content features are both necessary, and offer individual insights that are not subsumed by each other i.e. the choice of features for different applications largely depends on the data distribution. In the following section, we investigate techniques combining both of these features that turn out to be more powerful and perform well across the spectrum of datasets.
### Table 3.3: Prediction results using image content and social cues as described in Section 3.5.1.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Content only</th>
<th>Social only</th>
<th>Content + Social</th>
</tr>
</thead>
<tbody>
<tr>
<td>One-per-user</td>
<td>0.31</td>
<td>0.77</td>
<td><strong>0.81</strong></td>
</tr>
<tr>
<td>User-mix</td>
<td>0.36</td>
<td>0.66</td>
<td><strong>0.72</strong></td>
</tr>
<tr>
<td>User-specific</td>
<td>0.40</td>
<td>0.21</td>
<td><strong>0.48</strong></td>
</tr>
</tbody>
</table>

#### 3.5 Analysis

In this section, we further analyze some of our results from the previous sections. First, we combine the signal provided by image content and social cues in Section 3.5.1. We observe that both of these modalities provide some complementary signal and can be used together to improve popularity prediction further. In Section 3.5.2 we visualize the good and bad predictions made by our regressors in an attempt to better understand the underlying model. Last, in Section 3.5.3 we show some preliminary visualizations of the image regions that make images popular by reversing the learned weights and applying them to image regions.

#### 3.5.1 Combining image content and social cues

We combine the output of the image content and social cues using a SVR trained on the outputs of the most basic features, commonly referred to as late fusion. Table 3.3 shows the resulting performance. We observe that the performance improves significantly for all 3 datasets as compared to using either sets of features independently. The smallest increase of 0.04 rank correlation is observed for the one-per-user dataset as it already has a fairly high rank correlation largely contributed by the social features. This makes it difficult to improve performance further by using content features, but it is interesting to observe that we can predict the number of views in this setting with a fairly high rank correlation of 0.81. We observe the largest gains in the user-specific dataset, of 0.08 rank correlation, where image content features play a much bigger role as compared to social features.
3.5.2 Visualizing results

In Figure 3-6, we visualize some of the good and bad predictions made using our regressors. We show the four main quadrants: two with green background where the high or low popularity prediction matches the ground truth, and two with green background where the prediction is either too high or too low. We observe that images with low predicted scores (bottom half) tend to be less ‘busy’ and possibly lack interesting features. They tend to contain clean backgrounds with little to no salient foreground objects, as compared to the high popularity images. Further, we observe that the images with low popularity but predicted to have high popularity (top-left quadrant) tend to resemble the highly popular images (top-right quadrant) but may not be popular due to the social network effects of the user. In general, our method tends to do relatively well in picking images that could potentially have a high number of views regardless of social context.

3.5.3 Visualizing what makes an image popular

To better understand what makes an image popular, we attempt to attribute the popularity of an image to its regions (similar to [80]). Being able to visualize the regions that make an image popular can be extremely useful in a variety of applications e.g. we could teach users to take better photographs by highlighting the important regions, or modify images automatically to make them more popular by replacing the regions with low impact on popularity.

In Figure 3-7, we visualize the contribution of different image regions to the popularity of an image by reversing the contribution of the learned weights to image descriptors. Since we use a bag-of-words descriptor, it can be difficult to identify exactly which descriptors in the image are contributing positively or negatively to the popularity score. Since max-pooling is used over spatial regions, we can carefully record the descriptors and their locations that led to the maximum value for each bag-of-words dictionary element. Then, we can combine this with the weights learned by SVR to generate a ‘heatmap’ of the regions that make an image popular. Note that
this is a rather coarse heatmap because there can be image descriptors that have high values for certain dictionary elements, but not the highest, and their contribution is not considered in this max-pooling scenario. Thus, we end up with heatmaps that do not look semantically pleasing but indicate regions of high or low interest rather coarsely. This representation could be improved by using the recently popular mid-level features [139, 69] which encode more semantically meaningful structure.

From Figure 3-7, we can see that semantically meaningful objects such as people tend to contribute positively to the popularity of an image (first row right, and second row). Further we note that open scenes with little activity tend to be unpopular (with many exceptions of course). We observe that the number of high-scoring red/yellow regions decrease as the popularity of an image decreases (bottom row). Further, we observe that several semantically meaningful objects in the images are highlighted such as the train or different body parts, but due to the shortcoming described earlier, the regions are incoherent and broken up into several parts. Overall, popularity is a difficult metric to understand precisely based on image content alone because social cues have a large influence on the popularity of images.

3.6 Discussion

In this chapter, we explored what makes images uploaded by users popular among online social media. Specifically, we explored millions of images on Flickr uploaded by tens of thousands of users and studied the problem of predicting the popularity of the uploaded images. While some images get millions of views, others go completely unnoticed. This variation is noticed even among images uploaded by the same user, or images from the same genre. We designed an approach that leverages social cues as well as image content features to come up with a prediction technique for overall popularity. We also show key insights from our method that suggest crucial aspects of the image that determine or influence popularity. We extensively test our methodology across different dataset types that have a variable distribution of images per user, as well as explore prediction models that are focused on certain user groups.
or independent users. The results show interesting variation in importance of social cues such as number of photos uploaded or number of contacts, and contrast it with image cues such as color or gradients, depending on the dataset types.

Several directions remain for future exploration. An interesting question is predicting *shareability* as opposed to *popularity*. Are these different traits? There might be some images that are viewed/consumed, but not necessarily shared with friends. Does this perhaps have a connection with the emotion that is elicited? For example, peaceful images may get liked, funny images may get shared, and scary/disturbing images may get viewed but not publicly broadcasted. It would be interesting to understand the features/traits that distinguish the kinds of interaction they elicit from users. vs. those that elicit more uniform responses.

On a more open-ended note, do the influence of social context and image content spill across their boundaries? It is conceivable that a user who uploads refined photographs, over time, accumulates a larger number of followers. This could garner a
stronger influence through the network and thereby result in increased popularity of photos uploaded by this user. Attribution might be inaccurate as a consequence - the resulting popularity may be ascribed to the user’s social context and miss the image content. Popularity prediction as such may not be adversely affected, but what is the right causality here? Disentangling these features promises for an exciting direction to take this research forward. Being able to disentangle these factors may also result in improved content based popularity prediction by removing noise from the labels caused by social factors. Another specific question, for which data is unfortunately unavailable, is understanding time series of popularity for images: rather than simply looking at total popularity (normalized or unnormalized), can one investigate temporal gradients as well? For example, the total popularity of two images (or classes of images) may be the same, yet, one may have rapidly gained popularity and then sharply fallen, while another might have slowly and constantly retained popularity.
These could perhaps exhibit fundamentally different photograph-types, perhaps the former being due to a sudden news or attention on an event, figure, or location, while the latter due to some intrinsic lasting value. Such exploration would be really valuable and exciting if the time series data were available for uploaded images.

Finally, from an application standpoint, is there a photography popularity tool that could be built here? Can photographers be aided with suggestions on how to modify their pictures for broad appeal vs artistic appeal? This could be an interesting research direction as well as a promising product. This is to be contrasted with some recent work\(^3\) on aided movie script writing tools, where machine learning is potentially used to predict the likelihood of viewers enjoying the movie plot.

\(^3\)http://www.nytimes.com/2013/05/06/business/media/solving-equation-of-a-hit-film-script-with-data.html
Chapter 4

Predicting Gaze

In this chapter, I tackle the problem of predicting gaze from two perspectives, first, in Section 4.1, from a third person perspective, known as gaze-following, and second, in Section 4.2, from the perspective of a device, known as eye tracking. In gaze-following, the goal is to identify where an individual in an image is looking in their environment, while in eye tracking, the goal is to identify where a user interacting with a device is looking within the screen of the device. I describe the approach to tackling each of these problems in detail below.

4.1 Gaze-Following

You step out of your house and notice a group of people looking up. You look up and realize they are looking at an aeroplane in the sky. Despite the object being far

Figure 4-1: Gaze-following: We present a model that learns to predict where people in images are looking. We also introduce GazeFollow, a new large-scale annotated dataset for gaze-following.
away, humans have the remarkable ability to precisely follow the gaze direction of
another person, a task commonly referred to as gaze-following (see [35] for a review).
Such an ability is a key element to understanding what people are doing in a scene
and their intentions. Similarly, it is crucial for a computer vision system to have this
ability to better understand and interpret people. For instance, a person might be
holding a book but looking at the television, or a group of people might be looking at
the same object which can indicate that they are collaborating at some task, or they
might be looking at different places which can indicate that they are not familiar with
each other or that they are performing unrelated tasks (see Figure 1). Gaze-following
has applications in robotics and human interaction interfaces where it is important
to understand the object of interest of a person. Gaze-following can also be used
to predict what a person will do next as people tend to attend to objects they are
planning to interact with even before they start an action.

Despite the importance of this topic, only a few works in computer vision have
explored gaze-following [40, 119, 105, 118, 141]. Previous work on gaze-following
addresses the problem by limiting the scope (e.g., people looking at each other only
[105]), by restricting the situations (e.g., scenes with multiple people only or synthetic
scenarios [66, 55]), or by using complex inputs (multiple images [40, 118, 141] or eye-
tracking data [41]). Only [119] tackles the unrestricted gaze-following scenario but
relies on face detectors (therefore cannot handle situations such as people looking
away from the camera) and is not evaluated on a gaze-following task. Our goal is to
perform gaze-following in natural settings without making restrictive assumptions and
when only a single view is available. We want to address the general gaze-following
problem to be able to handle situations in which several people are looking at each
other, and one or more people are interacting with one or more objects.

In this paper, we formulate the problem of gaze-following as: given a single picture
containing one or more people, the task is to predict the location that each person
in a scene is looking at. To address this problem, we introduce a deep architecture
that learns to combine information about the head orientation and head location with
the scene content in order to follow the gaze of a person inside the picture. The input
to our model is a picture and the location of the person for who we want to follow the gaze, and the output is a distribution over possible locations that the selected person might be looking at. This output distribution can be seen as a saliency map from the point of view of the person inside the picture. To train and evaluate our model, we also introduce GazeFollow, a large-scale benchmark dataset for gaze-following. Our model, code and dataset are available for download at http://gazefollow.csail.mit.edu.

4.1.1 Related work

**Saliency:** Although strongly related, there are a number of important distinctions between gaze-following [35] and saliency models of attention [64]. In traditional models of visual attention, the goal is to predict the eye fixations of an observer looking at a picture, while in gaze-following the goal is to estimate what is being looked at by a person inside a picture. Most saliency models focus on predicting fixations while an observer is free-viewing an image [64, 68] (see [13] for a review). However, in gaze-following, the people in the picture are generally engaged in a task or navigating an environment and, therefore, are not free-viewing and might fixate on objects even when they are not the most salient. A model for gaze-following has to be able to follow the line of sight and then select, among all possible elements that cross the line of sight, which objects are likely to be the center of attention. Both tasks (gaze-following and saliency modeling) are related in several interesting ways. For instance, [12] showed that gaze-following of people inside a picture can influence the fixations of an observer looking at the picture as the object being fixated by the people inside the picture will attract the attention of the observer of the picture.

**Gaze:** The work on gaze-following in computer vision is very limited. Gaze-following is used in [119] to improve models of free-viewing saliency prediction. However, they only estimate the gaze direction without identifying the object being attended. Further, their reliance on a face detector [175] prevents them from being able to estimate gaze for people looking away from the camera. Another way of approaching gaze-following is using a wearable eye-tracker to precisely measure the gaze of several people in a scene. For instance, [41] used an eye tracker to predict the next
object the user will interact with, and to improve action recognition in egocentric
vision. In [105] they propose detecting people looking at each other in a movie in
order to better identify interactions between people. As in [119], this work only relies
on the direction of gaze without estimating the object being attended, and, therefore,
cannot address the general problem of gaze-following, in which a person is interacting
with an object. In [40], they perform gaze-following in scenes with multiple observers
in an image by finding the regions in which multiple lines of sight intersect. Their
method needs multiple people in the scene, each with an egocentric camera, used to
get 3D head location, as the model only uses head orientation information and does
not incorporate knowledge about the content of the scene. In [118, 141], the authors
propose a system to infer the region attracting the attention of a group of people
(social saliency prediction). As in [40] their method takes as input a set of pictures
taken from the viewpoint of each of the people present in the image and it does not
perform gaze-following. Our method only uses a single third-person view of the scene
to infer gaze.

4.1.2 GazeFollow: A Large-Scale Gaze-Following Dataset

In order to both train and evaluate models, we built GazeFollow, a large-scale dataset
annotated with the location of where people in images are looking. We used several
major datasets that contain people as a source of images: 1,548 images from SUN
[164], 33,790 images from MS COCO [96], 9,135 images from Actions 40 [166], 7,791
images from PASCAL [36], 508 images from the ImageNet detection challenge [134]
and 198,097 images from the Places dataset [174]. This concatenation results in a
challenging and large image collection of people performing diverse activities in many
everyday scenarios.

Since the source datasets do not have gaze ground-truth, we annotated it using
Amazon's Mechanical Turk (AMT). Workers used our online tool to mark the center
of a person's eyes and where the worker believed the person was looking. Workers
could indicate if the person was looking outside the image or if the person's head was
not visible. To control quality, we included images with known ground-truth, and
Figure 4-2: **GazeFollow Dataset:** We introduce a new dataset for gaze-following in natural images. On the left, we show several example annotations and images. In the graphs on the right, we summarize a few statistics about test partition of the dataset. The top three heat maps show the probability density for the location of the head, the fixation location, and the fixation location normalized with respect to the head position. The bottom shows the average gaze direction for various head positions.

We used these to detect and discard poor annotations. Finally, we obtained 130,339 people in 122,143 images, with gaze locations inside the image.

We use about 4,782 people of our dataset for testing and the rest for training. We ensured that every person in an image is part of the same split, and to avoid bias, we picked images for testing such that the fixation locations were uniformly distributed across the image. Further, to evaluate human consistency on gaze-following, we collected 10 gaze annotations per person for the test set.

We show some example annotations and statistics of the dataset in Figure 4-2. We designed our dataset to capture various fixation scenarios. For example, some images contain several people with joint attention while others contain people looking at each other. The number of people in the image can vary, ranging from a single person to a crowd of people. Moreover, we observed that while some people have consistent fixation locations others have bimodal or largely inconsistent distributions, suggesting that solutions to the gaze-following problem could be multimodal.
Figure 4-3: **Network architecture:** We show the architecture of our deep network for gaze-following. Our network has two main components: the saliency pathway (top) to estimate saliency and the gaze pathway (bottom) to estimate gaze direction. See Section 4.1.3 for details.

### 4.1.3 Learning to Follow Gaze

At a high level, our model is inspired by how humans tend to follow gaze. When people infer where another person is looking, they often first look at the person’s head and eyes to estimate their field of view, and subsequently reason about salient objects in their perspective to predict where they are looking. In this section, we present a model that emulates this approach.

**Gaze and Saliency Pathways**

Suppose we have an image $x_i$ and a person for whom we want to predict gaze. We parameterize this person with a quantized spatial location of the person’s head $x_p$ and a cropped, close-up image of their head $x_h$. Given $x$, we seek to predict the spatial location of the person’s fixation $y$. Encouraged by progress in deep learning, we also use deep networks to predict a person’s fixation.

Keeping the motivation from Section 4.1.3 in mind, we design our network to have two separate pathways for gaze and saliency. The gaze pathway only has access to the closeup image of the person’s head and their location, and produces a spatial map, $G(x_h, x_p)$, of size $D \times D$. The saliency pathway sees the full image but not the person’s location, and produces another spatial map, $S(x_i)$, of the same size $D \times D$. 
We then combine the pathways with an element-wise product:

\[ \hat{y} = F(G(x_h, x_p) \otimes S(x_i)) \]  

(4.1)

where $\otimes$ represents the element-wise product. $F(\cdot)$ is a fully connected layer that uses the multiplied pathways to predict where the person is looking, $\hat{y}$.

Since the two network pathways only receive a subset of the inputs, they cannot themselves solve the full problem during training, and instead are forced to solve subproblems. Our intention is that, since the gaze pathway only has access to the person’s head, $x_h$ and location, $x_p$, we expect it will learn to predict the direction of gaze. Likewise, since the saliency pathway does not know which person to follow, we hope it learns to find objects that are salient, independent of the person’s viewpoint. The element-wise product allows these two pathways to interact in a way that is similar to how humans approach this task. In order for a location in the element-wise product to be activated, both the gaze and saliency pathways must have large activations.

**Saliency map:** To form the saliency pathway, we use a convolutional network on the full image to produce a hidden representation of size $D \times D \times K$. Since [173] shows that objects tend to emerge in these deep representations, we can create a gaze-following saliency map by learning the importance of these objects. To do this, we add a convolutional layer that convolves the hidden representation with a $w \in \mathbb{R}^{1 \times 1 \times K}$ filter, which produces the $D \times D$ saliency map. Here, the sign and magnitude of $w$ can be interpreted as weights indicating an object’s importance for gaze-following saliency.

**Gaze mask:** In the gaze pathway, we use a convolutional network on the head image. We concatenate its output with the head position and use several fully connected layers and a final sigmoid to predict the $D \times D$ gaze mask.

**Pathway visualization:** Figure 4-4 shows examples of the (a) gaze masks and (b) saliency maps learned by our network. Figure 4-4(b) also compares the saliency maps of our network with the saliency computed using a state of the art saliency
Figure 4-4: **Pathway visualization:** (a) The gaze mask output by our network for various head poses. (b) Each triplet of images show, from left to right, the input image, its free-viewing saliency estimated using [68], and the gaze-following saliency estimated using our network. These examples clearly illustrate the differences between free-viewing saliency [68] and gaze-following saliency.

model [68]. Note that our model learns a notion of saliency that is relevant for the gaze-following task and places emphasis on certain objects that people tend to look at (e.g., balls and televisions). In the third example, the red light coming from the computer mouse is salient in the Judd et al [68] model but that object is not relevant in a gaze-following task as the computer monitor is more likely to be the target of attention of the person inside the picture.

**Multimodal Predictions**

Although humans can often follow gaze reliably, predicting gaze is sometimes ambiguous. If there are several salient objects in the image, or the eye pose cannot be accurately perceived, then humans may disagree when predicting gaze. We can observe this for several examples in Figure 4-2. Consequently, we want to design our model to support multimodal predictions.

We could formulate our problem as a regression task (i.e., regress the Cartesian coordinates of fixations) but then our predictions would be unimodal. Instead, we can formulate our problem as a classification task, which naturally supports multimodal outputs because each category has a confidence value. To do this, we quantize the fixation location $y$ into a $N \times N$ grid. Then, the job of the network is to classify the inputs $x$ into one of $N^2$ classes. The model output $\hat{y} \in \mathbb{R}^{N \times N}$ is the confidence that
the person is fixating in each grid cell.

**Shifted grids:** For classification, we must choose the number of grid cells, $N$. If we pick a small $N$, our predictions will suffer from poor precision. If we pick a large $N$, there will be more precision, but the learning problem becomes harder because standard classification losses do not gradually penalize spatial categories—a misclassification that is off by just one cell should be penalized less than errors multiple cells away. To alleviate this trade-off, we propose the use of *shifted grids*, as illustrated in Figure 4-3, where the network solves several overlapping classification problems. The network predicts locations in multiple grids where each grid is shifted such that cells in one grid overlap with cells in other grids. We then average the shifted outputs to produce the final prediction.

**Training**

We train our network end-to-end using backpropagation. We use a softmax loss for each shifted grid and average their losses. Since we only supervise the network with gaze fixations, we do not enforce that the gaze and saliency pathways solve their respective subproblems. Rather, we expect that the proposed network structure encourages these roles to emerge automatically (which they do, as shown in Figure 4-6).

**Implementation details:** We implemented the network using Caffe [67]. The convolutional layers in both the gaze and saliency pathways follow the architecture of the first five layers of the AlexNet architecture [87]. In our experiments, we initialize these convolutional layers of the saliency pathway with the Places-CNN [174] and those of the gaze pathway with ImageNet-CNN [87]. The last convolutional layer of the saliency pathway has a $1 \times 1 \times 256$ convolution kernel (i.e., $K = 256$). The remaining fully connected layers in the gaze pathway are of sizes 100, 400, 200, and 169 respectively. The saliency map and gaze mask are $13 \times 13$ in size (i.e., $D = 13$), and we use 5 shifted grids of size $5 \times 5$ each (i.e., $N = 5$). For learning, we augment our training data with flips and random crops with the fixation locations adjusted accordingly.
Figure 4-5: **Qualitative results:** We show several examples of successes and failures of our model. The red lines indicate ground truth gaze, and the yellow lines indicate our predicted gaze.

### 4.1.4 Experiments

**Setup**

We evaluate the ability of our model to predict where people in images are looking. We use the disjoint train and test sets from GazeFollow, as described in Section 4.1.2, to train and evaluate our model. The test set was randomly sampled such that the fixation location was approximately uniform, and ignored people who were looking outside the picture or at the camera. Similar to PASCAL VOC Action Recognition [36] where ground-truth person bounding boxes are available both during train-
Table 4.1: Evaluation: (a) We evaluate our model against baselines and (b) analyze how it performances with some components disabled. AUC refers to the area under the ROC curve (higher is better). Distance refers to the \(L_2\) distance to the average of ground truth fixation, while Minimum Distance refers to the \(L_2\) distance to the nearest ground truth fixation (lower is better). Angular Error is the error of predicted gaze in degrees (lower is better). See Section 4.1.4 for details.

Regarding and testing, we assume that we are given the head location at both train and test time. This allows us to focus our attention on the primary task of gaze-following. In Section 4.1.4, we show that our method performs well even when using a simple head detector.

Our primary evaluation metric compares the ground truth annotations\(^1\) against the distribution predicted by our model. We use the Area Under Curve (AUC) criteria from [68] where the predicted heatmap is used as confidences to produce an ROC curve. The AUC is the area under this ROC curve. If our model behaves

\(^1\)Note that, as mentioned in Section 4.1.2, we obtain 10 annotations per person in the test set.
perfectly, the AUC will be 1 while chance performance is 0.5. **L₂ distance:** We evaluate the Euclidean distance between our prediction and the average of ground truth annotations. We assume each image is of size 1 × 1 when computing the $L₂$ distance. Additionally, as the ground truth may be multimodal, we also report the minimum $L₂$ distance between our prediction and all ground truth annotations. **Angular error:** Using the ground truth eye position from the annotation we compute the gaze vectors for the average ground truth fixations and our prediction, and report the angular difference between them.

We compare our approach against several baselines ranging from simple (center, fixed bias) to more complex (SVM, free-viewing saliency) as described below. **Center:** The prediction is always the center of the image. **Fixed bias:** The prediction is given by the average of fixations from the training set for heads in similar locations as the test image. **SVM:** We generate features by concatenating the quantized eye position with $\text{pool5}$ of the ImageNet-CNN [87] for both the full image and the head image. We train a SVM on these features to predict gaze using a similar classification grid setup as our model. We evaluate this approach for both, a single grid and shifted grids. **Free-viewing saliency:** We use a state-of-the-art free-viewing saliency model [68] as a predictor of gaze. Although free-viewing saliency models ignore head orientation and location, they may still identify important objects in the image.

**Results**

We compare our model against baselines in Table 4.1(a). Our method archives an AUC of 0.878 and a mean Euclidean error of 0.190, outperforming all baselines significantly in all the evaluation metrics. The SVM model using shifted grids shows the best baseline performance, surpassing the one grid baseline by a reasonable margin. This verifies the effectiveness of the shifted grids approach proposed in this work.

Figure 4-5 shows some example outputs of our method. These qualitative results show that our method is able to distinguish people in the image by using the gaze pathway to model a person’s point of view, as it produces different outputs for different people in the same image. Furthermore, it is also able to find salient objects in images,
such as balls or food. However, the method still has certain limitations. The lack of 3D understanding generates some wrong predictions, as illustrated by the 1st image in the 2nd row of Figure 4-5, where one of the predictions is in a different plane of depth.

To obtain an approximate upper bound on prediction performance, we evaluate human performance on this task. Since we annotated our test set 10 times, we can quantify how well one annotation predicts the mean of the remaining 9 annotations. A single human is able to achieve an AUC of 0.924 and a mean Euclidean error of 0.096. While our approach outperforms all baselines, it is still far from reaching human performance. We hope that the availability of GazeFollow will motivate further research in this direction, allowing machines to reach human level performance.

Analysis

Ablation study: In Table 4.1(b), we report the performance after removing different components of our model, one at a time, to better understand their significance. In general, all three of inputs (image, position and head) contribute to the performance of our model. Interestingly, the model with only the head and its position achieves comparable angular error to our full method, suggesting that the gaze pathway is largely responsible for estimating the gaze direction. Further, we show the results of our model with single output grids (5 x 5 and 10 x 10). Removing shifted grids hurts performance significantly as shifted grids have a spatially graded loss function, which is important for learning.

Internal representation: In Figure 4-6, we visualize the various stages of our network. We show the output of each of the pathways as well as the element wise product. For example, in the second row we have two different girls writing on the blackboard. The gaze mask effectively creates a heat map of the field of view for the girl in the right, while the saliency map identifies the salient spots in the image. The element-wise multiplication of the saliency map and gaze mask removes the responses of the girl on the left and attenuates the saliency of the right girl’s head. Finally, our shifted grids approach accurately predicts where the girl is looking.
Figure 4-6: **Visualization of internal representations:** We visualize the output of different components of our model. The green circle indicates the person whose gaze we are trying to predict, the red dots/lines show the ground truth gaze, and the yellow line is our predicted gaze.

Further, we apply the technique from [173] to visualize the top activations for different units in the fifth convolutional layer of the saliency pathway. We use filter weights from the sixth convolutional layer to rank their contribution to the saliency map. Figure 4-7 shows four units with positive (left) and negative (right) contributions to the saliency map. Interestingly, \( w \) learns positive weights for salient objects such as *switched on TV monitors* and balls, and negative weights for non-salient objects.

**Automatic head detection:** To evaluate the impact of imperfect head locations on our system, we built a simple head detector, and input its detections into our model. For detections surpassing the intersection over union threshold of 0.5, our model achieved an AUC of 0.868, as compared to an AUC of 0.878 when using ground-truth head locations. This demonstrates that our model is robust to inaccurate head detections, and can easily be made fully-automatic.
Figure 4-7: **Visualization of saliency units:** We visualize several units in our saliency pathway by finding images with high scoring activations, similar to [173]. We sort the units by $w$, the weights of the sixth convolutional layer (See Section 4.1.3 for more details). Positive weights tend to correspond to salient everyday objects, while negative weights tend to correspond to background objects.

### 4.1.5 Summary

Accurate gaze-following achieving human-level performance will be an important tool to enable systems that can interpret human behavior and social situations. In this section, we introduced a model that learns to do gaze-following using GazeFollow, a large-scale dataset of human annotated gaze. Our model automatically learns to extract the line of sight from heads, without using any supervision on head pose, and to detect salient objects that people are likely to interact with, without requiring object-level annotations during training. We hope that our model and dataset will serve as important resources to facilitate further research in this direction.

### 4.2 Eye Tracking

From human–computer interaction techniques [65, 103, 108] to medical diagnoses [56] to psychological studies [127] to computer vision [11, 71], eye tracking has applications in many areas [34]. Gaze is the externally-observable indicator of human visual attention, and many have attempted to record it, dating back to the late eighteenth century [59]. Today, a variety of solutions exist (many of them commercial) but all suffer from one or more of the following: high cost (e.g., Tobii X2-60), custom
Figure 4-8: In this work, we develop GazeCapture, the first large-scale eye tracking dataset captured via crowdsourcing. Using GazeCapture, we train iTracker, a convolutional neural network for robust gaze prediction.

or invasive hardware (e.g., Eye Tribe, Tobii EyeX) or inaccuracy under real-world conditions (e.g., [107, 145, 171]). These factors prevent eye tracking from becoming a pervasive technology that should be available to anyone with a reasonable camera (e.g., a smartphone or a webcam). In this work, our goal is to overcome these challenges to bring eye tracking to everyone.

We believe that this goal can be achieved by developing systems that work reliably on mobile devices such as smartphones and tablets, without the need for any external attachments (Figure 4-8). Mobile devices offer several benefits over other platforms: (1) widespread use—more than a third of the world’s population is estimated to have smartphones by 2019 [142], far exceeding the number of desktop/laptop users; (2) high adoption rate of technology upgrades—a large proportion of people have the latest hardware allowing for the use of computationally expensive methods, such as convolutional neural networks (CNNs), in real-time; (3) the heavy usage of cameras on
mobile devices has lead to rapid development and deployment of camera technology, and (4) the fixed position of the camera relative to the screen reduces the number of unknown parameters, potentially allowing for the development of high-accuracy calibration-free tracking.

The recent success of deep learning has been apparent in a variety of domains in computer vision [87, 47, 149, 129, 78], but its impact on improving the performance of eye tracking has been rather limited [171]. We believe that this is due to the lack of availability of large-scale data, with the largest datasets having ~50 subjects [58, 145]. In this work, using crowdsourcing, we build GazeCapture, a mobile-based eye tracking dataset containing almost 1500 subjects from a wide variety of backgrounds, recorded under variable lighting conditions and unconstrained head motion.

Using GazeCapture, we train iTracker, a convolutional neural network (CNN) learned end-to-end for gaze prediction. iTracker does not rely on any preexisting systems for head pose estimation or other manually-engineered features for prediction. Training the network with just crops of both eyes and the face, we outperform existing eye tracking approaches in this domain by a significant margin. While our network achieves state-of-the-art performance in terms of accuracy, the size of the inputs and number of parameters make it difficult to use in real-time on a mobile device. To address this we apply ideas from the work on dark knowledge by Hinton et al. [54] to train a smaller and faster network that achieves real-time performance on mobile devices with a minimal loss in accuracy.

Overall, we take a significant step towards putting the power of eye tracking in everyone’s palm.

4.2.1 Related Work

There has been a plethora of work on predicting gaze. Here, we give a brief overview of some of the existing gaze estimation methods and urge the reader to look at this excellent survey paper [51] for a more complete picture. We also discuss the differences between GazeCapture and other popular gaze estimation datasets.

**Gaze estimation:** Gaze estimation methods can be divided into model-based or
appearance-based [51]. Model-based approaches use a geometric model of an eye and can be subdivided into corneal-reflection-based and shape-based methods. Corneal-reflection-based methods [167, 176, 177, 53] rely on external light sources to detect eye features. On the other hand, shape-based methods [61, 18, 156, 52] infer gaze direction from observed eye shapes, such as pupil centers and iris edges. These approaches tend to suffer with low image quality and variable lighting conditions, as in our scenario. Appearance-based methods [150, 136, 101, 100, 154, 6] directly use eyes as input and can potentially work on low-resolution images. Appearance-based methods are believed [171] to require larger amounts of user-specific training data as compared to model-based methods. However, we show that our model is able to generalize well to novel faces without needing user-specific data. While calibration is helpful, its impact is not as significant as in other approaches given our model’s inherent generalization ability achieved through the use of deep learning and large-scale data. Thus, our model does not have to rely on visual saliency maps [19, 144] or key presses [143] to achieve accurate calibration-free gaze estimation. Overall, iTracker is a data-driven appearance-based model learned end-to-end without using any hand-engineered features such as head pose or eye center location. We also demonstrate that our trained networks can produce excellent features for gaze prediction (that outperform hand-engineered features) on other datasets despite not having been trained on them.

**Gaze datasets:** There are a number of publicly available gaze datasets in the community [106, 162, 140, 107, 145, 171, 58]. We summarize the distinctions from these datasets in Table 4.2. Many of the earlier datasets [106, 162, 140] do not contain significant variation in head pose or have a coarse gaze point sampling density. We overcome this by encouraging participants to move their head while recording and generating a random distribution of gaze points for each participant. While some of the modern datasets follow a similar approach [145, 107, 171, 58], their scale—especially in the number of participants—is rather limited. We overcome this through the use of crowdsourcing, allowing us to build a dataset with ~30 times as many participants as the current largest dataset. Further, unlike [171], given our recording
Table 4.2: Comparison of our GazeCapture dataset with popular publicly available datasets. GazeCapture has approximately 30 times as many participants and 10 times as many frames as the largest datasets and contains a significant amount of variation in pose and illumination, as it was recorded using crowdsourcing.

permissions, we can release the complete images without post-processing. We believe that GazeCapture will serve as an invaluable resource for future work in this domain.

4.2.2 GazeCapture: A Large-Scale Eye Tracking Dataset

In this section, we describe how we achieve our goal of scaling up the collection of eye tracking data. We find that most existing eye tracking datasets have been collected by researchers inviting participants to the lab, a process that leads to a lack of variation in the data and is costly and inefficient to scale up. We overcome these limitations through the use of crowdsourcing, a popular approach for collecting large-scale datasets [134, 78, 172, 129]. In Section 4.2.2, we describe the process of obtaining reliable data via crowdsourcing and in Section 4.2.2, we compare the characteristics of GazeCapture with existing datasets.

Collecting Eye Tracking Data

Our goal here is to develop an approach for collecting eye tracking data on mobile devices that is (1) scalable, (2) reliable, and (3) produces large variability. Below, we describe, in detail, how we achieve each of these three goals.

Scalability: In order for our approach to be scalable, we must design an automated mechanism for gathering data and reaching participants. Crowdsourcing
is a popular technique researchers use to achieve scalability. The primary difficulty with this approach is that most crowdsourcing platforms are designed to be used on laptops/desktops and provide limited flexibility required to design the desired user experience. Thus, we decided to use a hybrid approach, combining the scalable workforce of crowdsourcing platforms together with the design freedom provided by building custom mobile applications. Specifically, we built an iOS application, also named GazeCapture\(^2\), capable of recording and uploading gaze tracking data, and used Amazon Mechanical Turk (AMT) as a platform for recruiting people to use our application. On AMT, the workers were provided detailed instructions on how to download the application from Apple’s App Store and complete the task.

We chose to build the GazeCapture application for Apple’s iOS because of the large-scale adoption of latest Apple devices, and the ease of deployment across multiple device types such as iPhones and iPads using a common code base. Further, the lack of fragmentation in the versions of the operating system (as compared to other platforms) significantly simplified the development process. Additionally, we released the application publicly to the App Store (as opposed to a beta release with limited reach) simplifying installation of our application, thereby further aiding the scalability of our approach.

**Reliability:** The simplest rendition of our GazeCapture application could involve showing workers dots on a screen at random locations and recording their gaze using the front-facing camera. While this approach may work well when calling individual participants to the lab, it is not likely to produce reliable results without human supervision. Thus, we must design an automatic mechanism that ensures workers are paying attention and fixating directly on the dots shown on the screen.

First, to avoid distraction from notifications, we ensure that the worker uses *Airplane Mode* with no network connection throughout the task, until the task is complete and ready to be uploaded. Second, instead of showing a plain dot, we show a pulsating red circle around the dot, as shown in Figure 4-9, that directs the fixation of the eye to lie in the middle of that circle. This pulsating dot is shown for approx-

\(^2\)http://apple.co/lqlOzsg
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Figure 4-9: The timeline of the display of an individual dot. Dotted gray lines indicate how the dot changes size over time to keep attention.

approximately 2s and we start the recording 0.5s after the dot moves to a new location to allow enough time for the worker to fixate at the dot location. Third, towards the end of the 2s window, a small letter, L or R is displayed for 0.05s—based on this letter, the worker is required to tap either the left (L) or right (R) side of the screen. This serves as a means to monitor the worker’s attention and provide engagement with the application. If the worker taps the wrong side, they are warned and must repeat the dot again. Last, we use the real-time face detector built into iOS to ensure that the worker’s face is visible in a large proportion of the recorded frames. This is critical as we cannot hope to track where someone is looking without a picture of their eyes.

Variability: In order to learn a robust eye tracking model, significant variability in the data is important. We believe that this variability is critical to achieving high-accuracy calibration-free eye tracking. Thus, we designed our setup to explicitly encourage high variability.

First, given our use of crowdsourcing, we expect to have a large variability in pose, appearance, and illumination. Second, to encourage further variability in pose, we tell the workers to continuously move their head and the distance of the phone relative to them by showing them an instructional video with a person doing the same. Last, we force workers to change the orientation of their mobile device after every 60 dots. This change can be detected using the built-in sensors on the device. This changes the relative position of the camera and the screen providing further variability.

Implementation details: Here, we provide some implementation details that
may be helpful for other researchers conducting similar studies. In order to associate each mobile device with an AMT task, we provided each worker with a unique code in AMT that they subsequently typed into their mobile application. The dot locations were both random and from 13 fixed locations (same locations as Figure 3 of [165])—we use the fixed locations to study the effect of calibration (Section 4.2.4). We displayed a total of 60 dots\(^3\) for each orientation of the device\(^4\) leading to a task duration of \(\sim 10\) min. Each worker was only allowed to complete the task once and we paid them $1–$1.50. We uploaded the data as individual frames rather than a video to avoid compression artifacts. Further, while we did not use it in this work, we also

\(^{3}\text{This was the number of dots displayed when the user entered a code provided via AMT. When the user did not enter a code (typical case when the application is downloaded directly from the App Store), they were shown 8 dots per orientation to keep them engaged.}\)

\(^{4}\text{Three orientations for iPhones and four orientations for iPads following their natural use cases.}\)
recorded device motion sensor data. We believe that this could be a useful resource for other researchers in the future.

Dataset Characteristics

We collected data from a total of 1474 subjects: 1103 subjects through AMT, 230 subjects through in-class recruitment at UGA, and 141 subjects through other various App Store downloads. This resulted in a total of 2,445,504 frames with corresponding fixation locations. Sample frames are shown in Figure 4-10. 1249 subjects used iPhones while 225 used iPads, resulting in a total of ~2.1M and ~360k frames from each of the devices respectively.

To demonstrate the variability of our data, we used the approach from [171] to estimate head pose, $h$, and gaze direction, $g$, for each of our frames. In Figure 4-11 we plot the distribution of $h$ and $g$ on GazeCapture as well as existing state-of-the-art datasets, MPIIGaze [171] and TabletGaze [58]. We find that while our dataset contains a similar overall distribution of $h$ there is a significantly larger proportion of outliers as compared to existing datasets. Further, we observe that our data capture technique from Section 4.2.2 introduces significant variation in the relative position of the camera to the user as compared to other datasets; e.g., we have frames where the camera is mounted below the screen (i.e., when the device is turned upside down) as well as above. These variations can be helpful for training and evaluating eye tracking approaches.

4.2.3 iTracker: A Deep Network for Eye Tracking

In this section, we describe our approach for building a robust eye tracker using our large-scale dataset, GazeCapture. Given the recent success of convolutional neural networks (CNNs) in computer vision, we use this approach to tackle the problem of eye tracking. We believe that, given enough data, we can learn eye tracking end-to-end without the need to include any manually engineered features, such as head pose [171]. In Section 4.2.3, we describe how we design an end-to-end CNN for robust
Learning an End-to-End Model

Our goal is to design an approach that can use the information from a single image to robustly predict gaze. We choose to use deep convolutional neural networks (CNNs) to make effective use of our large-scale dataset. Specifically, we provide the following as input to the model: (1) the image of the face together with its location in the image (termed face grid), and (2) the image of the eyes. We believe that using the model can (1) infer the head pose relative to the camera, and (2) infer the pose of
The eyes relative to the head. By combining this information, the model can infer the location of gaze. Based on this information, we design the overall architecture of our iTracker network, as shown in Figure 4-12. The size of the various layers is similar to those of AlexNet [87]. Note that we include the eyes as individual inputs into the network (even though the face already contains them) to provide the network with a higher resolution image of the eye to allow it to identify subtle changes.

In order to best leverage the power of our large-scale dataset, we design a unified prediction space that allows us to train a single model using all the data. Note that this is not trivial since our data was collected using multiple devices at various orientations. Directly predicting screen coordinates would not be meaningful beyond a single device in a single orientation since the input could change significantly. Instead,
we leverage the fact that the front-facing camera is typically on the same plane as, and angled perpendicular to, the screen. As shown in Figure 4-13, we predict the dot location relative to the camera (in centimeters in the x and y direction). We obtain this through precise measurements of device screen sizes and camera placement. Finally, we train the model using a Euclidean loss on the x and y gaze position. The training parameters are provided in Section 4.2.4.

Further, after training the joint network, we found fine-tuning the network to each device and orientation helpful. This was particularly useful in dealing with the unbalanced data distribution between mobile phones and tablets. We denote this model as iTracker*.

**Real-Time Inference**

As our goal is to build an eye tracker that is practically useful, we provide evidence that our model can be applied on resource-constrained mobile devices. Encouraged by the work of Hinton et al. [54], we apply dark knowledge to reduce model complexity.
and thus, computation time and memory footprint. First, while we designed the iTracker network to be robust to poor-quality eye detections, we use tighter crops (of size $80 \times 80$) produced by facial landmark eye detections [5] for the smaller network. These tighter crops focus the attention of the network on the more discriminative regions of the image, while also being faster due to the reduced image size. Then, we fine-tune the architecture configuration using the validation set to optimize efficiency without sacrificing much accuracy. Specifically, we have a combined loss on the ground truth, the predictions from our full model, as well as the features from the penultimate layer to assist the network in producing quality results. We implemented this model on an iPhone using Jetpac’s Deep Belief SDK\(^5\). We found that the reduced version of the model took about 0.05s. to run on a iPhone 6s. Combining this with Apple’s face detection pipeline, we can expect to achieve an overall detection rate of 10–15fps on a typical mobile device.

4.2.4 Experiments

In this section, we thoroughly evaluate the performance of iTracker using our large-scale GazeCapture dataset. Overall, we significantly outperform state-of-the-art approaches, achieving an average error of $\sim 2$cm without calibration and are able to reduce this further to 1.8cm through calibration. Further, we demonstrate the importance of having a large-scale dataset as well as having variety in the data in terms of number of subjects rather than number of examples per subject. Then, we apply the features learned by iTracker to an existing dataset, TabletGaze [58], to demonstrate the generalization ability of our model.

Setup

**Data preparation:** First, from the 2,445,504 frames in GazeCapture, we select 1,490,959 frames that have both face and eye detections. These detections serve as important inputs to the model, as described in Section 4.2.3. This leads to a total

\(^5\)https://github.com/jetpacapp/DeepBeliefSDK
of 1471 subjects being selected where each person has at least one frame with a valid detection. Then, we divide the dataset into train, validation, and test splits consisting of 1271, 50, and 150 subjects, respectively. For the validation and test splits, we only select subjects who looked at the full set of points. This ensures a uniform data distribution in the validation/test sets and allows us to perform a thorough evaluation on the impact of calibration across these subjects. Further, we evaluate the performance of our approach by augmenting the training and test set 25-fold by shifting the eyes and the face, changing face grid appropriately. For training, each of the augmented samples is treated independently while for testing, we average the predictions of the augmented samples to obtain the prediction on the original test sample (similar to [87]).

**Implementation details:** The model was implemented using Caffe [67]. It was trained from scratch on the GazeCapture dataset for 150,000 iterations with a batch size of 256. An initial learning rate of 0.001 was used, and after 75,000 iterations, it was reduced to 0.0001. Further, similar to AlexNet [87], we used a momentum of 0.9 and weight decay of 0.0005 throughout the training procedure. Further, we truncate the predictions based on the size of the device.

**Evaluation metric:** Similar to [58], we report the error in terms of average Euclidean distance (in centimeters) from the location of the true fixation. Further, given the different screen sizes, and hence usage distances of phones and tablets, we provide performance for both of these devices (even though the models used are exactly the same for both devices, unless otherwise specified). Lastly, to simulate a realistic use case where a stream of frames is processed for each given fixation rather than just a single frame, we report a value called *dot error*. In this case, the output of the classifier is given as the average prediction of all the frames corresponding to a gaze point at a certain location.

---

6Train, validation and test splits contain 1,251,983, 59,480, and 179,496 frames, respectively.
Unconstrained Eye Tracking

Here, our goal is to evaluate the generalization ability of iTracker to novel faces by evaluating it on unconstrained (calibration-free) eye tracking. As described in Section 4.2.4, we train and test iTracker on the appropriate splits of the data. To demonstrate the impact of performing data augmentation during train and test, we include the performance with and without train/test augmentation. As baseline, we apply the best performing approach (pre-trained ImageNet model) on TabletGaze (Section 4.2.4) to GazeCapture. The results are summarized in the top half of Table 4.3 and the error distribution is plotted in Figure 4-14.

We observe that our model consistently outperforms the baseline approach by a large margin, achieving an error as low as 1.53cm and 2.38cm on mobile phones and tablets respectively. Further, we find that the dot error is consistently lower than the error demonstrating the advantage of using temporal averaging in real-world eye tracking applications. Also note that both train and test augmentation are helpful for reducing the prediction error. While test augmentation may not allow for real-time performance, train augmentation can be used to learn a more robust model. Last, we observe that fine-tuning the general iTracker model to each device and orientation (iTracker*) is helpful for further reducing errors, especially for tablets. This is to be expected, given the large proportion of samples from mobile phones (85%) as compared to tablets (15%) in GazeCapture.

Eye Tracking with Calibration

As mentioned in Section 4.2.2, we collect data from 13 fixed dot locations (per device orientation) for each subject. We use these locations to simulate the process of calibration. For each subject in the test set, we use frames from these 13 fixed locations for training, and evaluate on the remaining locations. Specifically, we extract features from the fc1 layer of iTracker and train a model using SVR to predict each subject’s gaze locations. The results are summarized in Table 4.4. We observe that the performance decreases slightly when given few points for calibration. This likely
Table 4.3: Unconstrained eye tracking results (top half) and ablation study (bottom half). The error and dot error values are reported in centimeters (see Section 4.2.4 for details); lower is better. *Baseline* refers to applying support vector regression (SVR) on features from a pre-trained ImageNet network, as done in Section 4.2.4. We found that this method outperformed all existing approaches. For the ablation study (Section 4.2.4), we removed each critical input to our model, namely eyes, face and face grid (*fg.*), one at a time and evaluated its performance.

occurs due to overfitting when training the SVR. However, when using the full set of 13 points for calibration, the performance improves significantly, achieving an error of 1.34cm and 2.12cm on mobile phones and tablets, respectively.

**Cross-Dataset Generalization**

We evaluate the generalization ability of the features learned by iTracker by applying them to another dataset, TabletGaze [58]. TabletGaze contains recordings from a total of 51 subjects and a sub-dataset of 40 usable subjects\(^7\). We split this set of 40 subjects into 32 for training and 8 for testing. We apply support vector regression (SVR) to the features extracted using iTracker to predict the gaze locations in this dataset, and apply this trained classifier to the test set. The results are shown in Table 4.5. We report the performance of applying various state-of-the-art approaches (TabletGaze [58], Turkergaze [165] and MPIIGaze [171]) and other baseline methods for comparison. We propose two simple baseline methods: (1) center prediction (*i.e.*, always predicting the center of the screen regardless of the data) and (2) apply-

\(^7\) [58] mentions 41 usable subjects but at the time of the experiments, only data from 40 of them was released.
Figure 4-14: Distribution of error for iTracker (with train and test augmentation) across the prediction space, plotted at ground truth location. The black and white circles represent the location of the camera. We observe that the error near the camera tends to be lower.

We apply support vector regression (SVR) to image features extracted using AlexNet [87] pre-trained on ImageNet [134]. Interestingly, we find that the AlexNet + SVR approach outperforms all existing state-of-the-art approaches despite the features being trained for a completely different task. Importantly, we find that the features from iTracker significantly outperform all existing approaches to achieve an error of 2.58 cm demonstrating the generalization ability of our features.

Analysis

Ablation study: In the bottom half of Table 4.3 we report the performance after removing different components of our model, one at a time, to better understand their significance. In general, all three inputs (eyes, face, and face grid) contribute to the performance of our model. Interestingly, the mode with face but no eyes achieves comparable performance to our full model suggesting that we may be able to design a more efficient approach that requires only the face and face grid as input. We believe the large-scale data allows the CNN to effectively identify the fine-grained differences across people’s faces (their eyes) and hence make accurate predictions.
Table 4.4: Performance of iTracker using different numbers of points for calibration (error and dot error in centimeters; lower is better). Calibration significantly improves performance.

<table>
<thead>
<tr>
<th>Model</th>
<th># calibration points</th>
<th>Mobile phone error (cm)</th>
<th>Tablet error (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>error</td>
<td>dot error</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>1.77</td>
<td>1.53</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1.92</td>
<td>1.71</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1.76</td>
<td>1.50</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>1.64</td>
<td>1.33</td>
</tr>
<tr>
<td></td>
<td>13</td>
<td>1.56</td>
<td>1.26</td>
</tr>
<tr>
<td>iTracker</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>1.71</td>
<td>1.53</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1.65</td>
<td>1.42</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1.52</td>
<td>1.22</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>1.41</td>
<td>1.10</td>
</tr>
<tr>
<td></td>
<td>13</td>
<td>1.34</td>
<td>1.04</td>
</tr>
</tbody>
</table>

Table 4.5: Result of applying various state-of-the-art approaches to TabletGaze [58] dataset. For the AlexNet + SVR approach, we train a SVR on the concatenation of features from various layers of AlexNet (conv3 for eyes and fc6 for face) and a binary face grid (fg.).

<table>
<thead>
<tr>
<th>Method</th>
<th>Error (cm)</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Center</td>
<td>7.54</td>
<td>Simple baseline</td>
</tr>
<tr>
<td>TurkGaze [165]</td>
<td>4.77</td>
<td>pixel features + SVR</td>
</tr>
<tr>
<td>TabletGaze</td>
<td>4.04</td>
<td>Our implementation of [58]</td>
</tr>
<tr>
<td>MPIIGaze [171]</td>
<td>3.63</td>
<td>CNN + head pose</td>
</tr>
<tr>
<td>TabletGaze [58]</td>
<td>3.17</td>
<td>Random forest + mHoG</td>
</tr>
<tr>
<td>AlexNet [87]</td>
<td>3.09</td>
<td>eyes (conv3) + face (fc6) + fg.</td>
</tr>
<tr>
<td>iTracker (ours)</td>
<td><strong>2.58</strong></td>
<td>fc1 of iTracker + SVR</td>
</tr>
</tbody>
</table>
Figure 4-15: Dataset size is important for achieving low error. Specifically, growing the number of subjects in a dataset is more important than the number of samples, which further motivates the use of crowdsourcing.

**Importance of large-scale data:** In Figure 4-15a we plot the performance of iTracker as we increase the total number of train subjects. We find that the error decreases significantly as the number of subjects is increased, illustrating the importance of gathering a large-scale dataset. Further, to illustrate the importance of having variability in the data, in Figure 4-15b, we plot the performance of iTracker as (1) the number of subjects is increased while keeping the number of samples per subject constant (in blue), and (2) the number of samples per subject is increased while keeping the number of subjects constant (in red). In both cases the total number of samples is kept constant to ensure the results are comparable. We find that the error decreases significantly more quickly as the number of subjects is increased indicating the importance of having variability in the data.

### 4.2.5 Summary

In this section, we introduced an end-to-end eye tracking solution targeting mobile devices. First, we introduced GazeCapture, the first large-scale mobile eye tracking dataset. We demonstrated the power of crowdsourcing to collect gaze data, a method
unexplored by prior works. We demonstrated the importance of both having a large-scale dataset, as well as having a large variety of data to be able to train robust models for eye tracking. Then, using GazeCapture we trained iTracker, a deep convolutional neural network for predicting gaze. Through careful evaluation, we show that iTracker is capable of robustly predicting gaze, achieving an error as low as 1.04cm and 1.69cm on mobile phones and tablets respectively. Further, we demonstrate that the features learned by our model generalize well to existing datasets, outperforming state-of-the-art approaches by a large margin. Though eye tracking has been around for centuries, we believe that this work will serve as a key benchmark for the next generation of eye tracking solutions. We hope that through this work, we can bring the power of eye tracking to everyone.
Chapter 5

Visualizing and Understanding Convolutional Neural Networks

Current deep neural networks achieve remarkable performance at a number of vision tasks surpassing techniques based on hand-crafted features. However, while the structure of the representation in hand-crafted features is often clear and interpretable, in the case of deep networks it remains unclear what the nature of the learned representation is and why it works so well. A convolutional neural network (CNN) trained on ImageNet [27] significantly outperforms the best hand crafted features on the ImageNet challenge [134]. But more surprisingly, the same network, when used as a generic feature extractor, is also very successful at other tasks like object detection on the PASCAL VOC dataset [36].

A number of works have focused on understanding the representation learned by CNNs. The work by [169] introduces a procedure to visualize what activates each unit. Recently [168] use transfer learning to measure how generic/specific the learned features are. In [1] and [148], they suggest that the CNN for ImageNet learns a distributed code for objects. They all use ImageNet, an object-centric dataset, as a training set.

When training a CNN to distinguish different object classes, it is unclear what the underlying representation should be. Objects have often been described using part-based representations where parts can be shared across objects, forming a distributed
code. However, what those parts should be is unclear. For instance, one would think that the meaningful parts of a face are the mouth, the two eyes, and the nose. However, those are simply functional parts, with words associated with them; the object parts that are important for visual recognition might be different from these semantic parts, making it difficult to evaluate how efficient a representation is. In fact, the strong internal configuration of objects makes the definition of what is a useful part poorly constrained: an algorithm can find different and arbitrary part configurations, all giving similar recognition performance.

Learning to classify scenes (i.e., classifying an image as being an office, a restaurant, a street, etc) using the Places dataset [174] gives the opportunity to study the internal representation learned by a CNN on a task other than object recognition.

In the case of scenes, the representation is clearer. Scene categories are defined by the objects they contain and, to some extent, by the spatial configuration of those objects. For instance, the important parts of a bedroom are the bed, a side table, a lamp, a cabinet, as well as the walls, floor and ceiling. Objects therefore a distributed code for scenes (i.e., object classes are shared across different scene categories). Importantly, in scenes, the spatial configuration of objects, although compact, has a much larger degree of freedom. It is this loose spatial dependency that, we believe, makes scene representation different from most object classes (most object classes do not have a loose interaction between parts). In addition to objects, other feature regularities of scene categories allow for other representations to emerge, such as textures [130], GIST [113], bag-of-words [90], part-based models [117], and ObjectBank [95]. While a CNN has enough flexibility to learn any of those representations, if meaningful objects emerge without supervision inside the inner layers of the CNN, there will be little ambiguity as to which type of representation these networks are learning.

The main contribution of this chapter is to show that object detection emerges inside a CNN trained to recognize scenes, even more than when trained with ImageNet. This is surprising because our results demonstrate that reliable object detectors are found even though, unlike ImageNet, no supervision is provided for objects. Although
object discovery with deep neural networks has been shown before in an unsupervised setting [91], here we find that many more objects can be naturally discovered, in a supervised setting tuned to scene classification rather than object classification.

Importantly, the emergence of object detectors inside the CNN suggests that a single network can support recognition at several levels of abstraction (e.g., edges, texture, objects, and scenes) without needing multiple outputs or a collection of networks. Whereas other works have shown that one can detect objects by applying the network multiple times in different locations [47], or focusing attention [152], or by doing segmentation [49, 38], here we show that the same network can do both object localization and scene recognition in a single forward-pass. Another set of recent works [115, 8] demonstrate the ability of deep networks trained on object classification to do localization without bounding box supervision. However, unlike our work, these require object-level supervision while we only use scenes.

5.1 ImageNet-CNN and Places-CNN

Convolutional neural networks have recently obtained astonishing performance on object classification [87] and scene classification [174]. The ImageNet-CNN from [67] is trained on 1.3 million images from 1000 object categories of ImageNet (ILSVRC 2012) and achieves a top-1 accuracy of 57.4%. With the same network architecture, Places-CNN is trained on 2.4 million images from 205 scene categories of Places Database [174], and achieves a top-1 accuracy of 50.0%. The network architecture used for both CNNs, as proposed in [87], is summarized in Table 5.1. Both networks are trained from scratch using only the specified dataset.

The deep features from Places-CNN tend to perform better on scene-related recognition tasks compared to the features from ImageNet-CNN. For example, as compared to the Places-CNN that achieves 50.0% on scene classification, the ImageNet-CNN combined with a linear SVM only achieves 40.8% on the same test set illustrating
<table>
<thead>
<tr>
<th>Layer</th>
<th>conv1</th>
<th>pool1</th>
<th>conv2</th>
<th>pool2</th>
<th>conv3</th>
<th>conv4</th>
<th>conv5</th>
<th>pool5</th>
<th>fc6</th>
<th>fc7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Units</td>
<td>96</td>
<td>96</td>
<td>256</td>
<td>256</td>
<td>384</td>
<td>384</td>
<td>256</td>
<td>256</td>
<td>4096</td>
<td>4096</td>
</tr>
<tr>
<td>Feature</td>
<td>55×55</td>
<td>27×27</td>
<td>27×27</td>
<td>13×13</td>
<td>13×13</td>
<td>13×13</td>
<td>13×13</td>
<td>6×6</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 5.1: The parameters of the network architecture used for ImageNet-CNN and Places-CNN.

To further highlight the difference in representations, we conduct a simple experiment to identify the differences in the type of images preferred at the different layers of each network: we create a set of 200k images with an approximately equal distribution of scene-centric and object-centric images, and run them through both networks, recording the activations at each layer. For each layer, we obtain the top 100 images that have the largest average activation (sum over all spatial locations for a given layer). Figure 5-1 shows the top 3 images for each layer. We observe that the earlier layers such as pool1 and pool2 prefer similar images for both networks while the later layers tend to be more specialized to the specific task of scene or object categorization. For layer pool2, 55% and 47% of the top-100 images belong to the ImageNet dataset for ImageNet-CNN and Places-CNN. Starting from layer conv4, we observe a significant difference in the number of top-100 belonging to each dataset corresponding to each network. For fc7, we observe that 78% and 24% of the top-100 images belong to the ImageNet dataset for the ImageNet-CNN and Places-CNN respectively, illustrating a clear bias in each network.

In the following sections, we further investigate the differences between these networks, and focus on better understanding the nature of the representation learned by responses.

---

3100k object-centric images from the test set of ImageNet LSVRC2012 and 108k scene-centric images from the SUN dataset [164].
Places-CNN when doing scene classification in order to clarify some part of the secret to their great performance.

5.2 Uncovering the CNN representation

The performance of scene recognition using Places-CNN is quite impressive given the difficulty of the task. In this section, our goal is to understand the nature of the representation that the network is learning.

5.2.1 Simplifying the input images

Simplifying images is a well known strategy to test human recognition. For example, one can remove information from the image to test if it is diagnostic or not of a particular object or scene (for a review see [10]). A similar procedure was also used by [151] to understand the receptive fields of complex cells in the inferior temporal cortex (IT).

Inspired by these approaches, our idea is the following: given an image that is correctly classified by the network, we want to simplify this image such that it keeps as little visual information as possible while still having a high classification score for the same category. This simplified image (named minimal image representation) will allow us to highlight the elements that lead to the high classification score. In order to do this, we manipulate images in the gradient space as typically done in computer graphics [121]. We investigate two different approaches described below.

In the first approach, given an image, we create a segmentation of edges and regions and remove segments from the image iteratively. At each iteration we remove the segment that produces the smallest decrease of the correct classification score and we do this until the image is incorrectly classified. At the end, we get a representation of the original image that contains, approximately, the minimal amount of information needed by the network to correctly recognize the scene category. In Figure 5-2 we show some examples of these minimal image representations. Notice that objects seem to contribute important information for the network to recognize the scene. For
Figure 5-2: Each pair of images shows the original image (left) and a simplified image (right) that gets classified by the Places-CNN as the same scene category as the original image. From top to bottom, the four rows show different scene categories: bedroom, auditorium, art gallery, and dining room.

instance, in the case of bedrooms these minimal image representations usually contain the region of the bed, or in the art gallery category, the regions of the paintings on the walls.

Based on the previous results, we hypothesized that for the Places-CNN, some objects were crucial for recognizing scenes. This inspired our second approach: we generate the minimal image representations using the fully annotated image set of SUN Database [164] (see Section 5.3.1 for details on this dataset) instead of performing automatic segmentation. We follow the same procedure as the first approach using the ground-truth object segments provided in the database.

This led to some interesting observations: for bedrooms, the minimal representations retained the bed in 87% of the cases. Other objects kept in bedrooms were wall (28%) and window (21%). For art gallery the minimal image representations contained paintings (81%) and pictures (58%); in amusement parks, carousel (75%), ride (64%), and roller coaster (50%); in bookstore, bookcase (96%), books (68%), and shelves (67%). These results suggest that object detection is an important part of the representation built by the network to obtain discriminative information for scene classification.
5.2.2 Visualizing the receptive fields of units and their activation patterns

In this section, we investigate the shape and size of the receptive fields (RFs) of the various units in the CNNs. While theoretical RF sizes can be computed given the network architecture [98], we are interested in the actual, or empirical size of the RFs. We expect the empirical RFs to be better localized and more representative of the information they capture than the theoretical ones, allowing us to better understand what is learned by each unit of the CNN.

Thus, we propose a data-driven approach to estimate the learned RF of each unit in each layer. It is simpler than the deconvolutional network visualization method [169] and can be easily extended to visualize any learned CNNs.

The procedure for estimating a given unit’s RF, as illustrated in Figure 5-3, is as follows. As input, we use an image set of 200k images with a roughly equal distribution of scenes and objects (similar to Section 5.1). Then, we select the top $K$ images with the highest activations for the given unit.

For each of the $K$ images, we now want to identify exactly which regions of the image lead to the high unit activations. To do this, we replicate each image many times with small random occluders (image patches of size $11 \times 11$) at different locations.

---

4 More visualizations are available at http://places.csail.mit.edu/visualization
in the image. Specifically, we generate occluders in a dense grid with a stride of 3. This results in about 5000 occluded images per original image. We now feed all the occluded images into the same network and record the change in activation as compared to using the original image. If there is a large discrepancy, we know that the given patch is important and vice versa. This allows us to build a discrepancy map for each image.

Finally, to consolidate the information from the $K$ images, we center the discrepancy map around the spatial location of the unit that caused the maximum activation for the given image. Then we average the re-centered discrepancy maps to generate the final RF.

In Figure 5-4 we visualize the RFs for units from 4 different layers of the Places-CNN and ImageNet-CNN, along with their highest scoring activation regions inside the RF. We observe that, as the layers go deeper, the RF size gradually increases and the activation regions become more semantically meaningful. Further, as shown in Figure 5-5, we use the RFs to segment images using the feature maps of different units. Lastly, in Table 5.2, we compare the theoretical and empirical size of the RFs at different layers. As expected, the actual size of the RF is much smaller than the theoretical size, especially in the later layers. Overall, this analysis allows us to better understand each unit by focusing precisely on the important regions of each image.
Table 5.2: Comparison of the theoretical and empirical sizes of the RFs for Places-CNN and ImageNet-CNN at different layers. Note that the RFs are assumed to be square shaped, and the sizes reported below are the length of each side of this square, in pixels.

<table>
<thead>
<tr>
<th></th>
<th>pool1</th>
<th>pool2</th>
<th>conv3</th>
<th>conv4</th>
<th>pool5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theoretical size</td>
<td>19</td>
<td>67</td>
<td>99</td>
<td>131</td>
<td>195</td>
</tr>
<tr>
<td>Places-CNN</td>
<td>17.8±1.6</td>
<td>37.4±5.9</td>
<td>52.1±10.6</td>
<td>60.0±13.7</td>
<td>72.0±20.0</td>
</tr>
<tr>
<td>ImageNet-CNN</td>
<td>17.9±1.6</td>
<td>36.7±5.4</td>
<td>51.1±9.9</td>
<td>60.4±16.0</td>
<td>70.3±21.6</td>
</tr>
</tbody>
</table>

Figure 5-5: Segmentation based on RFs. Each row shows the 4 most confident images for some unit.

Figure 5-6: AMT interface for unit concept annotation. There are three tasks in each annotation.
5.2.3 Identifying the semantics of internal units

In Section 5.2.2, we found the exact RFs of units and observed that activation regions tended to become more semantically meaningful with increasing depth of layers. In this section, our goal is to understand and quantify the precise semantics learned by each unit.

In order to do this, we ask workers on Amazon Mechanical Turk (AMT) to identify the common theme or concept that exists between the top scoring segmentations for each unit. We expect the tags provided by naive annotators to reduce biases. Workers provide tags without being constrained to a dictionary of terms that could bias or limit the identification of interesting properties.

Specifically, we divide the task into three main steps as shown in Figure 5-6. We show workers the top 60 segmented images that most strongly activate one unit and we ask them to (1) identify the concept, or semantic theme given by the set of 60 images e.g., car, blue, vertical lines, etc, (2) mark the set of images that do not fall into this theme, and (3) categorize the concept provided in (1) to one of 6 semantic groups ranging from low-level to high-level: simple elements and colors (e.g., horizontal lines, blue), materials and textures (e.g., wood, square grid), regions and surfaces (e.g., road, grass), object parts (e.g., head, leg), objects (e.g., car, person), and scenes (e.g., kitchen, corridor). This allows us to obtain both the semantic information for each unit, as well as the level of abstraction provided by the labeled concept.

To ensure high quality of annotation, we included 3 images with high negative scores that the workers were required to identify as negatives in order to submit the task. Figure 5-7 shows some example annotations by workers. For each unit, we measure its precision as the percentage of images that were selected as fitting the labeled concept. In Figure 5-8.(a) we plot the average precision for ImageNet-CNN and Places-CNN for each layer.

In Figure 5-8.(b-c) we plot the distribution of concept categories for ImageNet-CNN and Places-CNN at each layer. For this plot we consider only units that had
a precision above 75% as provided by the AMT workers. Around 60% of the units on each layer where above that threshold. For both networks, units at the early layers (pool11, pool12) have more units responsive to simple elements and colors, while those at later layers (conv4, pool15) have more high-level semantics (responsive more to objects and scenes). Furthermore, we observe that conv4 and pool15 units in Places-CNN have higher ratios of high-level semantics as compared to the units in ImageNet-CNN.

Figure 5-9 provides a different visualization of the same data as in Figure 5-8.(b-c). This plot better reveals how different levels of abstraction emerge in different layers of both networks. The vertical axis indicates the percentage of units in each layer assigned to each concept category. ImageNet-CNN has more units tuned to simple elements and colors than Places-CNN while Places-CNN has more objects and scenes. ImageNet-CNN has more units tuned to object parts (with the maximum around conv4). It is interesting to note that Places-CNN discovers more objects than ImageNet-CNN despite having no object-level supervision.

5.3 Emergence of objects as the internal representation

As shown before, a large number of units in pool15 are devoted to detecting objects and scene-regions (Figure 5-9). But what categories are found? Is each category mapped to a single unit or are there multiple units for each object class? Can we actually use this information to segment a scene?

5.3.1 What object classes emerge?

To answer the question of why certain objects emerge from pool15, we tested ImageNet-CNN and Places-CNN on fully annotated images from the SUN database [164]. The SUN database contains 8220 fully annotated images from the same 205 place categories used to train Places-CNN. There are no duplicate images between SUN and
Figure 5-7: Examples of unit annotations provided by AMT workers for 6 units from pool 5 in Places-CNN. For each unit the figure shows the label provided by the worker, the type of label, the images selected as corresponding to the concept (green box) and the images marked as incorrect (red box). The precision is the percentage of correct images. The top three units have high performance while the bottom three have low performance (< 75%).
Figure 5-8: (a) Average precision of all the units in each layer for both networks as reported by AMT workers. (b) and (c) show the number of units providing different levels of semantics for ImageNet-CNN and Places-CNN respectively.

Figure 5-9: Distribution of semantic types found for all the units in both networks. From left to right, each plot corresponds to the distribution of units in each layer assigned to simple elements or colors, textures or materials, regions or surfaces, object parts, objects, and scenes. The vertical axis is the percentage of units with each layer assigned to each type of concept.

Places. We use SUN instead of COCO [96] as we need dense object annotations to study what the most informative object classes for scene categorization are, and what the natural object frequencies in scene images are. For this study, we manually mapped the tags given by AMT workers to the SUN categories.

Figure 5-10(a) shows the distribution of objects found in pool5 of Places-CNN. Some objects are detected by several units. For instance, there are 15 units that detect buildings. Figure 5-11 shows some units from the Places-CNN grouped by the type of object class they seem to be detecting. Each row shows the top five images for a particular unit that produce the strongest activations. The segmentation shows
the regions of the image for which the unit is above a certain threshold. Each unit seems to be selective to a particular appearance of the object. For instance, there are 6 units that detect lamps, each unit detecting a particular type of lamp providing finer-grained discrimination; there are 9 units selective to people, each one tuned to different scales or people doing different tasks.

Figure 5-10(b) shows the distribution of objects found in pool15 of ImageNet-CNN. ImageNet has an abundance of animals among the categories present: in the ImageNet-CNN, out of the 256 units in pool15, there are 15 units devoted to detecting dogs and several more detecting parts of dogs (body, legs, ...). The categories found in pool15 tend to follow the target categories in ImageNet.

Figure 5-10(b) shows the distribution of objects found in pool15 of ImageNet-CNN. ImageNet has an abundance of animals among the categories present: in the ImageNet-CNN, out of the 256 units in pool15, there are 15 units devoted to detecting dogs and several more detecting parts of dogs (body, legs, ...). The categories found in pool15 tend to follow the target categories in ImageNet.

Why do those objects emerge? One possibility is that the objects that emerge in pool15 correspond to the most frequent ones in the database. Figure 5-12(a) shows the sorted distribution of object counts in the SUN database which follows Zipf's law. Figure 5-12(b) shows the counts of units found in pool15 for each object class (same sorting as in Figure 5-12(a)). The correlation between object frequency in the database and object frequency discovered by the units in pool15 is 0.54. Another possibility is that the objects that emerge are the objects that allow discriminating among scene categories. To measure the set of discriminant objects we used the ground truth in the SUN database to measure the classification performance achieved by each object class for scene classification. Then we count how many times each object class appears as the most informative one. This measures the number of scene categories a particular object class is the most useful for. The counts are shown in
Figure 5-11: Segmentations using pool5 units from Places-CNN. Many classes are encoded by several units covering different object appearances. Each row shows the 5 most confident images for each unit. The number represents the unit number in pool5.

<table>
<thead>
<tr>
<th>Buildings</th>
<th>Indoor objects</th>
<th>Furniture</th>
<th>Outdoor objects</th>
</tr>
</thead>
<tbody>
<tr>
<td>56) building</td>
<td>182) food</td>
<td>18) bilard table</td>
<td>87) car</td>
</tr>
<tr>
<td>120) arcade</td>
<td>46) painting</td>
<td>155) bookcase</td>
<td>61) road</td>
</tr>
<tr>
<td>8) bridge</td>
<td>106) screen</td>
<td>116) bed</td>
<td>96) swimming pool</td>
</tr>
<tr>
<td>123) building</td>
<td>53) staircase</td>
<td>38) cabinet</td>
<td>28) water tower</td>
</tr>
<tr>
<td>119) building</td>
<td>107) wardrobe</td>
<td>85) chair</td>
<td>6) windmill</td>
</tr>
<tr>
<td>9) lighthouse</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

People
| 3) person |
| 49) person |
| 138) person |
| 100) person |

Lighting
| 55) ceiling lamp |
| 174) ceiling lamp |
| 223) ceiling lamp |
| 13) desk lamp    |

Nature
| 195) grass |
| 89) iceberg |
| 140) mountain |
| 159) sand     |

Figure 5-12(c). Note the similarity between Figure 5-12(b) and Figure 5-12(c). The correlation is 0.84 indicating that the network is automatically identifying the most discriminative object categories to a large extent.

Note that there are 115 units in pool5 of Places-CNN not detecting objects. This could be due to incomplete learning or a complementary texture-based or part-based representation of the scenes. Therefore, although objects seem to be a key part of the representation learned by the network, we cannot rule out other representations being used in combination with objects.
5.3.2 Object Localization within the inner Layers

Places-CNN is trained to do scene classification using the output of the final layer of logistic regression and achieves state-of-the-art performance. From our analysis above, many of the units in the inner layers could perform interpretable object localization. Thus we could use this single Places-CNN with the annotation of units to do both scene recognition and object localization in a single forward-pass. Figure 5-13 shows an example of the output of different layers of the Places-CNN using the tags provided by AMT workers. Bounding boxes are shown around the areas where each unit is activated within its RF above a certain threshold.

In Figure 5-14 we provide the segmentation performance of the objects discovered in pool15 using the SUN database. The performance of many units is very high which
Figure 5-13: Interpretation of a picture by different layers of the Places-CNN using the tags provided by AMT workers. The first shows the final layer output of Places-CNN. The other three show detection results along with the confidence based on the units' activation and the semantic tags.

Figure 5-14: (a) Segmentation of images from the SUN database using pool5 of Places-CNN (\( J = \) Jaccard segmentation index, \( \text{AP} = \) average precision-recall.) (b) Precision-recall curves for some discovered objects. (c) Histogram of AP for all discovered object classes.

provides strong evidence that they are indeed detecting those object classes despite being trained for scene classification.

5.4 Summary

We find that object detectors emerge as a result of learning to classify scene categories, showing that a single network can support recognition at several levels of abstraction (e.g., edges, textures, objects, and scenes) without needing multiple outputs or networks. While it is common to train a network to do several tasks and to use the final layer as the output, here we show that reliable outputs can be extracted
at each layer. As objects are the parts that compose a scene, detectors tuned to the objects that are discriminant between scenes are learned in the inner layers of the network. Note that only informative objects for specific scene recognition tasks will emerge. Future work should explore which other tasks would allow for other object classes to be learned without the explicit supervision of object labels.
Chapter 6

Conclusion

In this thesis, I have demonstrated various ways of using visual media to understand human behavior. I have made major contributions to computational cognition by providing the first model that robustly predicts which images people will remember or forget. This work, published in the top venues of computer vision and widely publicized in the popular press. Currently, more than 80% of internet traffic is digital visual information, producing billions of materials that artificial systems will have to make sense of. In 2014, I published a model able to determine, pre-emptively, which images people will prefer, a first attempt at understanding people’s collective theory of mind. Predicting what will become popular opens the door to predicting many societal and economic behaviors, from advertising to consumer and political preferences. Predicting the state of mind of agents is at the core of social and economic sciences. Now, it is within the realm of computer science: I developed novel approaches to automatically find and follow people’s gaze (from images and from using their own cell phone), and can potentially use this information to infer where they are heading, and what they may do next. Finally, I developed approaches for visualizing and understanding convolutional neural networks allowing us, in the future, to learn more about human behaviors through the use of algorithms capable of predicting behavior better than humans.

My work has just begun to touch the surface of what is possible in this domain, and I hope it inspires others to pursue a similar line of research. Below, I present
some ideas for future work that I did not get a chance to pursue during the course of my PhD. I hope that these ideas will help guide some of the future work in this domain.

6.1 Ideas for Future Work

Predicting individual memory: Memorability reveals the commonality in memory across individuals. However, each person is unique and potentially, so is their memory. While memorability explains a large fraction of the variance in memory across individuals, the rest can be attributed to individual differences in memory. Future research would allow us to explore these differences to answer questions such as: Do different individuals remember different objects? For example, do you remember cats better while your friend remembers dogs? Can social network photos be used as a sampling of an individual’s visual experiences allowing us to predict their memory? We could build a personalized model for each individual that accurately predicts their memory. Combining memorability with individual memory differences will allow us to comprehensively understand and explain human visual memory.

Learning everything about everyone: In my current works, I have studied a number of human behavioral traits independently. However, each individual is a combination of each of these traits to different extents. I believe that there are interesting correlations between these traits (e.g., personality may be an indicator of memory) but the limited availability of data makes analysis difficult. To address this, one could develop a mobile application that can simultaneously capture a variety of traits about each individual. This application could be marketed through gamification and providing novel insights into people’s memory using my current work on memorability. By connecting with users’ social networks we can gather a tremendous amount of background information and through games related to memory, personality and IQ, we can understand their behavioral traits. The unique combination of information here will serve as an invaluable resource for tackling a variety of previously unapproachable research questions for many years to come. Finally, this will enable
the development of computational models of individuals that can accurately predict their memory, decisions and behavior.

**Cognitive neuroscience:** The human brain is essentially the source of all human cognition. As such, it is one of the most important pieces of the puzzle that is human behavior. My recent work [21, 20] in this domain has revealed a correspondence in the hierarchy of the visual brain and the hierarchy in neural networks. I believe that this relationship further motivates the use of deep networks in understanding human behavior. Future research could explore how we can directly use the brain signals to develop better models of human behavior, a process I call brainpropagation i.e., backpropagating signals from the human brain into deep learning algorithms.
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