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Abstract

A superior control over the surface chemistry of crystalline silicon in wet and dry am-
bients is an essential requirement for achieving high product yield in integrated circuit
manufacturing. The continual reduction in feature sizes, necessary to accommodate
higher clock speeds, has emphasized the role of wet wafer cleaning t> meet stringent
surface purity needs. Because of their deleterious effects on device operation, control
and detection of trace metals on silicon is especially critical. Meanwhile, increases in
process complexity have created a need for fast, in situ analysis techniques for early
detection of process contamination.

Radio frequency photoconductance decay (RFPCD) is a noninvasive technique
to measure carrier lifetime in silicon. On high bulk lifetime (> 1 ms) silicon, RF-
PCD allows the measurement of surface defects with extraordinary sensitivity (= 10®
cm~2). We have used RFPCD for in situ studies of silicon surface reactions in wet
and dry ambients. Ab initio electronic structure calculations at the Hartree-Fock
level were used to model the reactivity of chemisorbed impurities on hydrogen termi-
nated silicon. Reasonable agreement was obtained between bond polarity, obtained
from population analysis of the electron density results, and experimentally observed
reactivity towards polar molecules such as HF and water.

Chemisorbed metal atoms introduce states in the HOMO-LUMO “bandgap” of
the orbital energy spectrum. These states are due to localized orbitals on the metal
atom. Chemisorption of oxygen introduces gap states arising from silicon dangling
bonds. Both types of surface states act as efficient recombination centers for excess
carriers, and can therefore be detected by surface recombination velocity measurement
using RFPCD.

To ensure accurate quantitation of surface state density, the effects of injection
level and surface charge on the RF PCD measurement were analyzed. We developed
a detailed theoretical model for the dependerce of surface recombination on injection
level in the presence of surface charge. Our analysis extends the Shockley-Read-Hall
formalism to include the effect of bandbending on surface recombination velocity. The
extraction of the areal density of surface charge Q from the intensity dependence of



the surface lifetime is demonstrated for a thermally oxidized wafer. Using a poten-
tiostat to control the bias voltage across a silicon/HF liquid junction, we confirm the
strong increase in surface recombination velocity with bandbending potential towards
depletion, as predicted by our analysis. This method provides an estimate for the
energy position of the recombination centers in the gap.

In oxidizing cleaning solutions, effective metal removal is dependent on high ionic
solubility. Metal deposition increases with the tendency of a metal to form silicate-
like bonding arrangements with Si and O in the chemical oxide. We propose the use
of E-pH diagrams (E = oxidation potential, pH=-log([H*])) to assist in the design
of novel cleaning chemistries for optimum metal removal. E-pH diagrams have sig-
nificant potential fur the development of more “robust” cleaning chemistries, which
achieve satisfactory contaminant removal even when chemical purity specifications
are relaxed.

In HF-based cleaning solutions, metal deposition involves reduction of metal ions,
a process which is driven by the difference between the electron (quasi) fermi energy
in the silicon and the redox levels of ions in solution. Deposition occurs only when the
driving force for deposition is positive, such as for Cu and Au. We present a detailed
model for the energetics of the deposition reaction, based on the alignment of the
silicon bands with the redox levels of ions in solution. For copper, the driving force
for reduction at the Si/solution interface is small and nucleation of metallic copper
clusters is therefore required. Cluster nucleation is slow, because reduction of copper
ions requires electron capture from surface states by the Cu**/Cu* couple. For
gold, the driving force for reduction is much larger and ions deposit by hole injection
into the silicon valence band. We studied the effect of doping type, illumination
intensity and sample bias on the copper deposition rate and growth morphology using
AFM, TXRF (total X-ray fluorescence) and RFPCD. Nucleation on p-type is slower
than on n-type, and illumination increases nucleation for both types. Anodic biasing
reduces nucleation drastically. All three effects are in excellent agreement with model
predictions. '

The sensitivity of the RFPCD measurement to surface metals depends on wafer
thickness, bulk lifetime, and the cross section of the defect for carrier capture. For
gold, we find a cross section of 10~!7 cm?, resulting in a detection limit of 10!% cm~2
on high lifetime CZ material. Since RFPCD measures the density of surface defects,
the sensitivity of the technique is degraded as the size of the copper clusters increases.
However, air exposure leads to a major improvement in detection sensitivity for very
low copper levels (< 10'° cm~2). We attribute this effect to reduction of chemisorbed
copper ions at surface states introduced by native oxide growth. After air exposure,
we obtain a cross section of 10~!5 cm? per copper atom, resulting in a detection limit
of 10® cm~2. This value represents an improvement in sensitivity by a factor of 50
over today’s most advanced techniques for wafer surface analysis.

Thesis Supervisor: Lionel C. Kimerling
Title: Thomas Lord Professor of Materials Science
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Chapter 1

Introduction

1.1 Motivation

The birth of the modern science of surfaces can be traced to the golden age of germa-
nium electronics [1]. After the invention of the point-contact transistor by Shockley,
Bardeen and Brattain in 1947, it soon became clear that surface phenomena could
drastically influence the electrical characteristics of solid state devices. Starting in the
early 1950s, the stabilization of the chemical and electrical properties of germanium
surfaces became a hot topic in the nascent field of semiconductor research. Surface
states, proposed earlier on theoretical grounds by Tamm (2] and Shockley (3], were
first used by Bardeen in 1947 [4] to explain the observed discrepancy between metal
work functions and the barrier heigths at metal/semiconductor contacts. The same
concept later entered semiconductor textbooks as a convenient link between electrical
and chemical processes at the semiconductor surface. In all of the early germanium
work, poor crystal quality tended to compromise reproducibility, and lack of sensitive
surface analysis tools led to limited understanding of the reaction chemistry. Never-
theless, the foundations were laid for a new field of materials research: semiconductor
surface science.

As attempts to achieve stable surface passivation of germanium continued to falter,
mainly because of the poor chemical stability of germanium’s oxides, the research

empbhasis shifted to the natural alternative, silicon, by the late 1950s. In less than a
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decade, silicon established itself as the material of choice for solid state transistors, a
trend which was further strengthened by the discovery of the MOSFET (Metal Oxide
Field Effect Transistor) in 1960. Silicon owes its present-day success as an electronic
device material mainly to the superior chemical stability of its oxide, SiO2, and the
excellent electrical properties attainable of surfaces carefully prepared by thermal
oxidation. The dominant role of silicon in electronics is reflected in its 95 % share of
the global semiconductor market.

Today’s most advanced microprocessors contain millions of devices (mostly MOS-
FETs) with features as small as 0.35 pm, and run at clock speeds greater than 250
MHz. The phenomenal progress in integrated circuit (IC) performance during the
last three decades is due to a famous industry paradigm. Moore's Law [5], which
predicts the doubling of the number of devices per chip every 18 months (Figure 1.1).
The migration towards smaller features and larger die sizes confronts the IC indus-
try with some formidable technical and financial challenges, arising from the need to
continuously lower defect densities on substrates with increasing diameter.

As feature sizes are scaled down to accommodate higher clock speeds, gate ox-
ide thickness has to be reduced also to avoid increases in power consumption arising
from short channel effects[6]. Table 1.1 shows the evolution in gate oxide thickness
in subsequent device generations (7]. Since the introduction of VLSI (very large scale
integration) in the late 80s, the importance of surface cleanliness for achieving satis-
factory device yield and reliability has become clear. \Wet wafer cleaning, the most
frequently applied process step in IC processing, has become an active research field,
with much effort devoted to exploring the relationship between cleaning recipe, resid-
ual levels of contaminants, and device performance [8]. Recently, the rapid growth
in semiconductoring manufacturing has brought the environmental impact of clean-
ing operations under scrutiny, making the development of environmentally benign
cleaning strategies a priority.

The detrimental effects of metallic contaminants on submicron electron devices are
well documented [9], [10]. When present in silicon, heavy metals often form midgap

states, which act as efficient generation-recombination centers, increasing the leakage
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" first production || 1992 | 1995 | 1998 | 2001 | 2004 "
[ minimurn feature (um) | 0.5 0.35 | 0.25 [ 0.18 | 0.12

gates/chip 300K | 800K | 2M | 5M | 10M
gate oxide (nm) 120 | 90 70 60 | 45 |
DRAM size 16M | 64M [ 256M | 1G | 4G

[ clock speed (MHz) 120 | 200 | 350 | 500 | 700

Table 1.1: The evolution of minimum feature size, integration density, gate oxide
thickness and clockspeed of silicon ICs.

current of junctions. Due to their high diffusivity and low solubility, they exhibit
a strong tendency to precipitate and decorate extended defects, leading to junction
shorting and degradation of the gate oxide integrity (GOI). While leakage current
increases are most detrimental to charge storage based devices, such as dynamic
random access memories (DRAMs) and charge coupled devices (CCDs), degradation
of GOI is the most critical yield limiter of today’s CMOS logic circuits [11].

It has been projected that metallic surface contamination levels will have to be
suppressed below 10° atoms/cm? to obtain satisfactory device yield for future ULSI
(Ultra Large Scale Integration)[7]. Concurrently, a tight control over particulate con-
tamination will continue to grow more important with each subsequent IC generation,
as the size of a “killer” particle in photolithography scales with minimum feature
size. As cleanliness standards continue to grow tighter, chemisorption of gaseous con-
taminants from the cleanroom ambient onto the wafer surface is causing increasing
concerns as well. Oxygen chemisorption is known to degrade thin film quality in epi-
layer growth and metallisation processes [12], while chemisorbed organics may severly
degrade GOI and epilayer quality [13]. For thin gate oxides (<100 A), atomic scale

increases in surface roughness, have been shown to affect GOI also [14].

1.2 Scope and structure

The research comprised in this thesis is motivated by the need for fast, in situ detec-

tion of low levels of chemical impurities on the wafer surfece during IC manufactur-
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ing [15]. Our work addresses the surface chemistry of metals on silicon in wet wafer
cleaning solutions and gaseous ambients, and their effect on the surface recombination
velocity, an electronic property of the surface. Surface recombination is important
because it defines the impact of adsorbates on bulk carrier transport. In this the-
sis, we propose a novel approach to impurity detection on silicon wafers, based on
the measurement of surface recombination by photoconductance decay. Our method
allows quantification of surface impurities at levels far below the practical detection
limit of state-of-the-art surface analysis tools based on photon-, electron-, or ion spec-
troscopy. The sensitivity of the photoconductance measurement to surface defects is
the result of the extraordinary perfection of the 200 mm diameter silicon material
used in today’s high volume IC manufacturing.

Chapter 4 of this thesis is devoted to the application of the photoconductance
decay technique to surface recombination velocity (SRV) measurements. To ensure
accurate quantification of surface defects, an accurate control of carrier injection leve!
is essential. We develop a straightforward model for the effect of injection level on SRV
in the presence of bandbending, and verify it using measurements on HF-immersed
and oxidized wafers.

To minimize contamination risk during ULSI processes, a rational design of clean-
ing solutions, based on sound theoretical modeals for the effect of solution chemistry
on impurity removal, is essential. We have developed predictive models for impurity

adsorption from the gas and liquid phase. The research addresses two problems:

e Which adsorption reactions are thermodynamically favored, i.e., result in a

reduction of the total Gibbs free energy of the system ?

e What are the kinetic barriers associated with the rcactions ?

While the solution of the first problem will isolate the adsorption reactions that are
energetically possible, the solution of the second problem is generally necessary to
correctly predict adsorption behavior. This dual approach will be followed throughout

our work.
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Chapter 5 covers the chemisorption reactions of oxygen, halogens and metals on
a silicon surface passivated by hydrogen (Si-H). We have used ab initio electronic
structure calculations at the Hartee-Fock level to study the nature of the chemical
bond bet.wéen silicon and the impurity. Based on these calculations, we predict the
resistance of various surface termination layers on silicon (100) ar - ‘tching (in the
liquid) and chemisorption reactions (in gaseous ambients). Phot iuctance decay
measurements are used for in-situ kinetic studies of these reactions.

Chapters 6 and 7 discuss metallic impurity adsorption from liquid media. The
theoretical framework need to describe metal deposition equilibria and kinetic effects
depends on the type of cleaning solution. Chapter 6 addresses metal deposition from
HF solutions. In these solutions, the surface is passivated by a covalently bound

monolayer (mostly hydrogen). Metal ions deposit by reduction from solution:

M* +ze~ — M° (1.1)

Because of the need to maintain charge balance across the silicon/solution inter-
face, the electrons consumed in the reduction reaction are supplied by the etching of

silicon:

Si+6HF + 4h* — SiFy~ + 6H* | (1.2)

We develop a photoelectrochemical model for the deposition reaction, which demon-
strates the effect of doping, illumination, and surface potential on the eunergetics of
these reactions. Copper, a commonly encountered background contaminant with a
strong tendency to deposit from HF, receives special emphasis. The important role
of surface states in the reduction reaction of copper ions will be discussed.

Chapter 7 discusses metal deposition in oxidizing solutions. Because the chemical
oxide which covers the silicon in oxidizing solutions is electrically insulating, direct
charge transfer between the semiconductor bands and the cleaning solution cannot
occur. The poor electrical quality of the chemical oxide/silicon interface is reflected in

a large density of surface states, which dominate recombination behavior of chemical
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oxide-covered wafers. Metal depositicn from oxidizing solutions occurs by incorpora-
tion of the metal oxide into the silicon oxide. We have developed a model for metal
deposition from various solutions, which incorporates the thermodynamics and ki-
netics of metal removal and redeposition. Thermodynamic stability diagrams (E-pH
maps) are presented as convenient visual aids for cleaning solution design.

Because metal atoms introduce surface states in the silicon bandgap, they can
be detected through their effect on the surface recombination rate at a hydrogen
terminated surface. This approach has allowed us to measure, for the first time,
the minority capture cross section of a chemisorbed metal atom on a silicon surface.
The possibility to detect ultralow levels of surface contaminants (<10® atoms/cm?)
by minority carrier lifetime measurement is of great practical significance for in line
monitoring of wafer surface purity in IC processing.

Finally , Chapter 8 puts the major conclusions of this research in a broader per-
spective. The ability to detect surface impurities at levels hitherto impossible opens
up new opportunities for in situ control of surface cleaning. Based on new insights in
adsorption chemistry gained from our work we discuss future strategies in cleaning

research.
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Chapter 2

Cleaning and Surface Preparation

for IC Manufacturing

2.1 Introduction

As sizes shrink and junctions become shallower, devices become more sensitive to
low levels of chemical impurities and particles. Notably since the advent of VLSI
(Very Large Scale Integration), the importance of process cleanliness for achieving
high device yield and reliability has been realized. Because of their excellent ability
to remove particles, chemical contaminants, and native oxides, wet processes play
a central role in wafer cleaning and surface preparation. Today, a typical process
flow for advanced ICs consists of 300 to 500 process steps, 30 % of which are wafer
cleaning steps. Wafer cleaning equipment also accounts for 20 % of equipment capital
cost. Cleaning prior to thermal front-end-of-line process steps, such as gate oxidation,
dopant diffusion, and epilayer deposition is especially critical because early introduc-
tion of contamination may severly compromise the yield and reliability of finished
devices. The purpose of the present chapter is to review some aspects of wafer clean-
ing technology, relevant to our research. We focus on wet cleaning solution chemistry
for preoxidation cleaning. A good general review of wafer cleaning technology can be
found in Ref. [8].
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2.2 Effects of metallic contamination on device
performance

During a high temperature oxidation treatment, a poorly cleaned surface acts as a
source of metallic contaminants, which will redistribute themselves between silicon
bulk, oxide and the oxidation ambient. The extent of redistribution of a metal depends
on its solubility in the silicon and the thermodynamic stability of the metal oxide [16].
Because of their vanishingly small solubility in silicon at low temperature, transition
metals in silicon tend to precipitate, or decorate extended defects, upon cooling. The
final distribution of the metal after cooling will be determined by its temperature
dependent diffusivity and the cooling rate.

The behavior of metals during heat treatment has been studied widely. Iron,
for example, readily dissolves in the silicon bulk at sufficiently high temperatures,
strongly degrading the bulk lifetime [17]. For sufficiently low cooling rates, Fe,Si
precipitates form in the surface region, degrading the breakdown strength of thin
oxides[18]. Aluminum mostly segregates to the oxide, giving rise to surface charge,
which may interfere with device operation. Calcium becomes trapped in the oxide as
well, increasing the roughness of the Si/SiO; interface and degrading GOI (19].

Copper, like most transition metals, is an interstitial diffuser in silicon. Because
of its high solubility at elevated temperatures, surface copper readily dissolves in
the silicon lattice during thermal treatments [20]. Copper pairs with acceptor atoms,
thereby electrically passivating them [21]. Because of its high diffusivity, copper atoms
have a high tendency to cluster and form copper silicide precipitates in the surface
region during wafer cooling, degrading the surface lifetime and breakdown properties
of Si/SiO, structures [22, 23, 24].

Verhaverbeke [6] investigated the effect of Ca, Zn, Fe. Cu and Al contamination
on the dielectric strength of thermal oxides. The impact of Cu and Zn was found to
be marginal compared to Ca, Fe and Al. Liehr et al. [25] found that reducible metals
can create voids in the oxide layer by catalyzing the decomposition reaction of silicon

dioxide during high temperature annealing in an inert ambient.
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Once a metal is present in the silicon, its impact on device performance can be
minimized by providing ’sinks’ for metal atoms in parts of the wafer removed from
active device regions, a technique commonly referred to as gettering. Gettering is
especially effective for metals with low solubility and high diffusivity such as Ni and
Cu. Cr, Mn, Fe and Co have a higher solubility and are much harder to getter [20].
Gettering can occur at oxygen precipitates in the bulk of the wafer (intrinsic get-
tering) or at deliberately introduced extended defects in the surface region (extrinsic
gettering). The use of heavily doped p-type substrate, with higher solubility for donor
metallic impurities, is known as segregation gettering [26]. Gas phase gettering us-
ing chlorine compounds during hight temperature treatments has also been reported.
Unfortunately, the presence of strain and high doping in active device regions may
cause them to act as effective getter sites as well, thereby limiting the efficacy of
various gettering schemes.

Reductions in gate oxide thickness call for a tighter control of surface impurity
concentrations. The surface purity and smoothness requirements for future ULSI
generations is summarized in Table 2.1 [7]. While surface iron levels as high as 103
atoms/cm? have little effect on the breakdown properties of 200 Athick gate oxides
(18], levels below 1x10'® atoms/cm® will be required to achieve satisfactory GOI for
45 Athick gate oxides to be used in the 0.12 um device generation planned for 2004
[7)]. To minimize process risk in USLI and reduce the need for gettering, design of
wet cleaning processes for optimum metal removal is highly desirable. Meanwhile,
prevention of particle deposition, organic contamination and surface roughening will

continue to be important as well.

2.3 The RCA clean

While the development of high-performance cleaning systems is considered crucial
for achieving high ULSI process yields, wet wafer cleaning technology has undergone
relatively little change during the past twenty years. Indeed, since its introduction

by Kern [27] in 1970, the RCA (Radio Corporation of America) clean has continued
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first production 2001 | 2004

surface Al, Ca (cm~2)

surface Fe, Ni, Cu, Zn. Na (cm™2)

bulk metals (cm™?)

surface organics(cm™2)

KMS microroughness () J' 2 1.5

Table 2.1: Present and future standards for chemical purity and surface roughness.

to be widely used, with only minor modifications to the solution composition and the
cleaning sequence.

Some commonly used wet cleaning solutions are shown in Tabel 2.1. SC-1 LS
the first step of the RCA clean, consists of hydrogen peroxide (H,O;), ammonium
hydroxide (NH,OH) and deionized water (DI) (Table 2.1). Because of the high pH,
and the slow etching of the chemical oxide, particle removal occurs very effectively
in SC-1. Light organics are readily oxidized as well, and certain metals are removed
effectively by complexing. Meanwhile, SC-1 typically contaminates the wafers with
unacceptable amounts of Al, Fe and Zn [28]. In addition, the slow etching of the
chemical oxide leads to slight surface roughening of (100) wafers [29], which has been
shown to degrade GOI [14].

SC-2 (hydrochloric acid (HCI), hydrogen peroxide and DI water) is the second step

in the RCA cleaning sequence. SC-2 is an acidic cleaning solution, which effectively

1SC=Standard Clean
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Clean

Piranha

Chemicals

H20, (30%) : H2SO,4 (98 %)

Mixing ratio

Temperature

Contaminants

HzOz (30%) . NH3 (29 %) : DI

H20, (30%) : HCI (37 %) : DI

1:1:6

DHF

HF (48%) : DI

1:10 to 1:100

25°

native oxides,
metals

BHF

HF (48%) : NH,F (40%)

1:7

25°

native oxides:ﬂ

Table 2.2: Some common cleaning solution chemistries (DI=deionized water)



removes metals, left behind in the SC-1 step, by dissolution. Because of its low pH,
SC-2 tends to deposit particles [30].

RCA-type cleaning sequences, which leave the silicon surface passivated by a thin
(2 nm) layer of chemical oxide, have long been the standard clean for preoxidation
cleaning. Recently, the ability of the RCA clean to meet stringent surface purity
standards for ULSI has come under question. The main shortcomings of the RCA

clean are:
e the poor particle performance of SC-2;
e the surface roughness introduced in the SC-1 step;
e the high disposal costs associated with the use of concentrated chemicals.

For these reasons, HF- and ozone-based cleans (see next sections) are expected to

become more important in future ULSI cleaning.

2.4 HF-based cleaning solutions

2.4.1 Dilute HF

Hydrofluoric acid (HF) plays an indispensable role in silicon processing, principally
because of its unique capability to etch silicon dioxide. The etching of SiO; is a result
of HF’s low dissociation constant (K, = 6.58x10~* mol/1) and the high polarity of
the H-F bond, which result in a molecule with a combination of strong nucleophilic
and electrophilic properties. Therefore, HF readily inserts between Si and “bridging”
O in the silica network, forming Si-F and Si-OH groups. Further reaction lead to
removal of silicon as SiFg ~, and oxygen as water{6].

Concentrated HF (48 %) is hardly ever used in its undiluted form. Dilution ra-
tios vary from 1:5 to 1:100. In wet cleaning, dilute HF is virtually always used in
combination with a prior oxidizing cleaning step. Exposure to an oxidizing, acidic
cleaning solution effectively removes metals by dissolution and organics by oxidation,

and grows a thin chemical oxide (2-3 nm) into the silicon. Subsequent immersion in
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metals trapped in it. Because HF leaves the surface oxide free, hydrogen terminated

R ATHA G THEEK HEEHRE CHTTRITIDARLE  RHE  passiveiiom s widely used lot suxiace

preparation prior to ephaver growth, polysiicon deposition. and meralhsation pro-
cesses. Lately, the use of HF-last cleaning cycles for wafer cleaning prior to gate
oxidation has also gained popularity.

Surface termination by hydrogen (Si-H) represents a tremendous reduction in reac-
tivity compared to “bare” (unterminated) silicon. Chemisorption of reactive organics
and oxvgen, while thermodynamically favorable, occurs only slowlv on ideal Si-H
because the energy barrier asscciated with H displacement is high.

The nonpolar Si-H bond results in a strongly hydrohobic surface. Because liquid
droplets are repelled from the surface, drying of hydrophobic surfaces is very facile;
however, particle addition from the liquid is a well known downside of HF-last cycles.
Therefore, special wafer drying strategies are needed to minimize particle deposition.
Addition of 0.05 % IPA (isopropyl alcohol) to dilute HF appears to improve the
particle removal efficiency[31].

Another major concern is the deposition of certain metals, notably copper and
the noble metals, by electrochemical reduction from solution. Because the electrons
consumed in this process are provided by dissolution of the silicon, metals may also
cause surface roughness by localised etching (”pitting”). For this reason, HF solutions

need to have extremely low levels of metallic impurities in order to be effective.

2.4.2 Buffered HF

By mixing concentrated HF with ammonium fluoride (NH,F) in a 1:7 ratio, a buffered
solution with pH 4.5 is obtained. Buffered HF (BHF) is also known as BOE, buffered
oxide etch. While wet HF etching of thermal oxides has been replaced by dry tech-
niques for small-geometry applications, buffered HF solutions are still widely used
in wet cleaning to remove chemical and native oxides. Because of its high pH, BHF
etches SiO, more rapidly than does DHF; meanwhile, the presence of HF; gives rise

to anisotropic etching of silicon (111) surfaces, resulting in surface roughening of (100)
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wafers by (111) facet formation [32]. The same etching reaction leads to atomically
smooth surfaces with highly perfect monohydride termination on (111) silicon. The
use of BHF instead of DHF for hydrogen passivation prior to epilayer deposition has
been shown to improve epilayer quality on (111) wafers, because the chemisorption
of o:ganics from the ambient air is reduced compared to dilute HF passivation (13).
Like DHF, BHF readily deposits certain reducible metals and a tight control over

trace metallic impurities in the cleaning solution is essential.

2.5 The Piranha clean

The standard piranha clean (also known as Caro etch) consists of 3 parts sulphuric
acid and 1 part hydrogen peroxide, heated to 90 °C. Because of its high oxidizing
power, piranha grows a thick (3 nm) chemical oxide, while effectively removing or-
ganics by oxidation, and metals by dissolution. The use of piranha followed by dilute
HF has been proposed for pre-gate cleaning cycles [31]. Effective metal removal re-
sults from the combination of a “deep” wet oxidation by piranha with an HF dip that
dissolves the chemical oxide together with any trapped contaminants.

A downside of the piranha clean is the high viscosity of the concentrated sulphuric
acid mixture, which makes thorough DI rinsing necessary, in order to avoid partic-
ulate contamination from drying residues. An advantage of the piranha clean over
SC-2 is that sulphuric acid can more easily be obtained in high purity grades than
hydrochloric acid. A modified version of the piranha clean is part of the standard

precleaning sequence used in this work (see Section 3.6).

2.6 New approaches and future trends

As wafer cleanliness and smoothness requirements continue to grow tighter, the abil-
ity of the RCA clean to satisfy future cleaning needs has come under question, and
alternate wet cleaning solutions, such as HF/ H,0; [33], and slight etch (HF/HNO;)
[34] have been proposed. While these solutions possess excellent metal removal char-
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acteristics, they do give rise to slow etching of the silicon. Other novel cleaning
approaches include the use of complexants to improve metal removal in SC-1 (35],
and the growth of ultraclean chemical oxides using ozonized DI water (36)].

There has been considerable interest in vapor phase and dry cleaning techniques
recently. Notably for specialized cleaning jobs between process steps, such as the
presilicide and pre-emitter clean, vapor phase cleaning techniques are popular {37],
because they can be carried out in a cluster tool with reduced chemicals consumption.
Recently, dry chemistries have been proposed which are able to remove metals from
the wafer surface quite effectively [38]. Dry cleaning methods are scheduled to be
introduced for the pre-metal contact and pre-gate cleans in the 0.25 um technology,
projected for first production in 1998 [7]. Since efforts to achieve gas-phase particle
removal have met with limited success, the continued use of wet cleaning cycles, and
notably SC-1, for effective particle removal seems inevitable in the near future.

Finally, cleaning effectiveness does not solely depend on cleaning recipe, but is
obviously influenced by the purity of the chemicals used, as weil as by the cleaning
equipment and the drying technique. In addition, thé effect of contaminants on
device performance may depend on the details of the processing and even on the
characteristics of the starting material. Because of the high purity of the chemicals
in use today?, contamination of the solutions by cleaning equipment is becoming
more important. Therefore, intelligent design of cleaning equipment to avoid process

contamination is expected to receive more emphasis in fui ure cleaning research.

2A specified impurity content of <1 ppb for most metallic elements is the industry standard
for submicron processes; ultraclean chemicals with less than 10 ppt (part per trillion) individual
impurities are already veing used today for the most advanced processes.

33



Chapter 3

Experimental Techniques and

Analysis Methods

3.1 Introduction

The extremely high purity demands of the submicron IC industry necessitate the
extensive use of state-of the-art analysis techniques for in-line control of process
cleanliness during IC manufacturing. As reductions in feature size further tighten
purity standards, the number of surface analysis techniques capable of impurity iden-
tification in the required sensitivity range (Table 2.1) has become quite limited. For
surface metals. total internal reflection x-ray fluorescence (TXRF) is in wide current
use. TXRF is capable of identifying most heavy metals on wafer surfaces with de-
tection limits between 5x10° and 10'! atoms/cm?, depending on the element and the
brightness of the X-ray source. Since a detection limit three times lower than the level
to control is a prerequisite for effective monitoring of surface purity(7], sensitivity of
TXRF will need to be improved in order to remain useful as a metrology tool.
Impurity detection in bulk chemicals with sub ppb (part per billion) detection
limits is routinely possible using well-established instrumental analysis techniques,
such as atomic absorption spectroscopy (AAS) and inductively coupled plasma mass
spectroscopy (ICP-MS). Collecting surface metals from the wafer surface by scanning

an appropriately formulated droplet across the wafer surface, allows the excellent
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sensitivity of bulk liquid analysis techniques to be extended to surface analysis of
wafer m-‘_.ials. Anothe: application of the droplet scan method is to concentrate
all impurities in the centerspot of the wafer, for subsequent analysis by TXRF. In
this way, the sensitivity of TXRF can, in principle, be boosted by several orders of
magnitude. The accuracy of this approach has been questioned, however, because
the collection efficiency may vary depending on the chemical state of the metal on
the surface, especially so for copper and the noble metals.

As reductions in feature size further tighten purity standards, existing analysis
methods are pushed to their limits and the need for new detection schemes arises.
Because metallic impurities often form electrically active defects in the bandgap (39],
their presence in the semiconductor bulk can be detected by electrical measurement
of material or device properties. Especially noncontact techniques that measure mi-
nority carrier lifetime or diffusion length have found widespread appiication in the
semiconductor industry for rapid in-line detection of bulk metallic contamination.
While usually not capable of elemental identification, these electrical techniques of-
fer the advantage of speed, sensitivity, and noninvasiveness over conventional surface

analysis techniques.

3.2 Total reflection X-ray fluorescence (TXRF)

Total reflection X-ray Fluorescence is based on the same principles as traditional bulk
X-ray fluorescence methods, but uses an X-ray beam incident incident on the sample
at a glancing angle so that the condition for total external reflection is met [40, 8, 41).
In practice, X-rays penetrate a few nm into the sample, primarily because of the
divergence of the X-ray beam. Penetration depth also depends on glancing angle,
energy of the primary X-rays, sample bulk composition, and surface roughness. As a
result of the shallow penetration of the X-rays, the sensitivity for metallic impurities
residing in the thin surface layer is greatly increased compared to conventional XRF.

A schematic view of the basic configuration is shown in Figure 3.1. A rotating

anode (W or Mo) in combination with a monochromator is used as an X-ray source.
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Figure 3-1: Operating principle of total reflection X-ray fluorescence (TXRF).



A Si(Li) detector collects X-rays from a 10 mm diameter surface region and is used as
energy dispersive spectrometer (EDS). A TXRF spectrum is a graph of fluorescence
energy (0 to 18 keV for Mo primary beam) vs photon count per second (Figure 3.2).
For analysis of silicon wafers, the large peak at the low energy end of the spectrum is
the silicon signal from the wafer substrate. High counts at the high energy end of the
spectrum are due to scattered primary X-rays (Mo K,) Characteristic x-ray peaks
of elements S through Br (K,) and Rb through Bi (L, (Mo source) have energies
between the silicon peak and the high-energy scatter. Quantification is achieved by
analyzing a sample with known contamination level of one element and calculating
areal densities for unknown samples using sensitivity factors related to well known

relative fluorescence yields for the elements.

3.3 Atomic force microscopy (AFM)

3.3.1 Principle of operation

AFM is a one of the better known members of the family of imaging techniques
collectively referred to by the term Scanning Probe Microscopy (SPM). Its oldest
member, STM (Scanning Tunelling Microscopy), was invented by Binnig and Rohrer
in 1981[42]. In its most straightforward form, STM images the tunneling current
between a sharp metallic tip and a conducting sample (Figure 3.3). Because the
tunneling occurs at an atomically sharp protrusion on the tip, STM has atomic res-
olution.

In conventional (or contact mode) AFM, a flexible cantilever with a sharp tip on
the downward facing side is scanned over the sample surface while its deflection is
monitored using a laser beam and position sensitive photodetector. The deflection
signal is read into a feedback loop which acts to keep the distance between the tip
and the sample surface constant by means of piezoelectric transducers. When the
tip is brought sufficiently close to the sample surface, interatomic forces between the

tip and the surface atoms will cause the cantilever to deflect. The feedback allows
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the tracking of surface features without intimate physical contact between the surface
and the tip. By imaging the height information from the piezo a topographic image
is obtained.

A recent innovation is so-called “tapping mode” AFM (TMAFM), which further
reduces the physical contact between the AFM tip and the sample. In TMAFM,
the tip is oscillated near its resonance frequency. Because the amplitude of the tip
oscillation is damped by interatomic forces between the tip and the sample as the
surface is approached, this amplitude can be used as an alternate feedback signal for
the tracking of surface topography.

3.3.2 Quantification of metallic precipitates using AFM

While AFM is well established as an in-line tool for surface roughness and topograph-
ical measurements on silicon wafers, its use for obtaining quantitative information
regarding the presence of low amounts of metallic contamination is relatively new
[43, 44]. An obvious drawback of the AFM technique is the absence of elemental
identification. In this thesis, we have used AFM for measuring the density of copper
precipitates on silicon wafers. Because AFM does not allow elemental identifica-
tion, copper precipititates could not be distinguished from similarly sized particulate
contaminants, possibly present on the wafer surface. With this in mind, we have
performed elaborate AFM studies on blank control wafers, to assess the likelihood of
including non-copper particulates during the precipitate counting.

Control wafers were cleaned and exposed to blank HF solution. TXRF analyses
revealed copper levels below the detection limit (< 5x10° atoms/cm?). AFM images
of the control wafers consistently revealed smooth, particulate-free surfaces with very
low RMS roughness values (0.15 - 0.20 nm for 1x1um image size). Since all the wafers
from the experimental set were exposed to the same process steps as the blanks (apart
from the presence of copper in the contaminated solutions), these observations made
us confident that the AFM counts of copper precipitates were not biased by the
presence of particulate contamination.

In this research we used a Nanoscope III AFM with Dimension 3000 analysis soft-
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Figure 3-4: The effect of tip radius when imaging tall features on an otherwise smooth
surface.
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ware (Digital Instruments, Santa Barbara, CA) at the Center for Materials Science
and Engineering at MIT. We used the instrument in Tapping Mode™™, using silicon
tips. This instrument allows measurements on whole wafers up to 200 mm diameter in
size. Precipitate densities were counted using the grainsize analysis algorithm, which
counts the total number of surface features with heights greater than a chosen thresh-
old value. The low roughness (=~ 0.20 nm) allows accurate counting of precipitates
with heights as small as 1 nm.

The height resolution of AFM is similar to STM (0.1 A), while its lateral reso-
lution is considerably less (1 nm). Features much smaller than the tip radius will
be imaged with enlarged lateral dimensions (Figure 3.4). For precipitates on an oth-
erwise smooth surface, a hemispherical precipitate with radius r will be imaged as
a lens-shaped feature with height r and radius approximately r + R (R = tip ra-
dius). Since the tip radius, R, is not known accurately, we have consistently assumed

hemispherical precipitates with radius equal to the measured precipitate height.

3.4 Liquid chemical analysis

3.4.1 Graphite furnace atomic absorption spectroscopy

Graphite furnace atomic absorption spectroscopy (GFAAS. also known as electrother-
mal atomic absorption spectroscopy), is a relatively recent modification of the well
known AAS (atomic absorption spectroscopy) technique [45]. Instead of a flame, a
graphite furnace is used as the sample cell. The free atoms absorb radiation focused
on the cell from an external source. As in all absorption spectroscopic methods, the
incident radiation absorbed by free atoms in moving from the ground to an excited
state provides the analytical data.

GFAAS allows determination of trace metallic impurities in liquid smaples down to
part-per-billion (ppb) and even part-per-trillion (ppt) levels. Multi-element analysis is
relatively slow because each element must be calibrated for and analyzed idependently.

In our experiments, we used a Perkin Elmer 5100 PC GFAAS instrument, located in
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the Central Analytical Facility of Digital Equipment Corporation (DEC) (Hudson,
MA).

3.4.2 Inductively coupled plasma mass spectroscopy

Inductively coupled plasma mass spectroscopy (ICP-MS) uses an inductively coupled
plasma to generate ions that are subsequently analyzed by a mass spectrometer [46).
The plasma is a highly efficient ion source which allows detection limits below 1 ppb.
Under ideal conditions, detection limits of a few tens of part per trillion (ppt) are
possible for most elements.

Typical applications of ICP-MS in the IC-industry include trace element determi-
nations (up to 80 elements) on ultrapure acids, bases, oxidizers, water, photoresists
and organic solvents; and analysis of micro-samples obtained from wafer surfaces us-
ing VPD (vapor phase decomposition). A Fisons Plasma-Trace 1 High Resolution
ICP-MS, also at DEC, was used in our analysis work.

3.5 Walfer surface preparation procedure

3.5.1 Chemicals

To ensure sufficiently low background levels of metallic impurities in the contamina-
tion experiments, we used very high purity chemicals for all the experimertal work.
The chemicals were Gigabit™ grade, (Ashland Chemical (Dublin, OH)) and are
specified to contain less than 1 ppb of most metallic impurities, as shown in Table
3.2. The DI water was 18 MQcm, obtained from a Modulab DI polishing unit.

ﬂ Impurity(ppb) || Au | Cu | Fe [ Na | Ni | Zn | Cl ||
HF, 48% <l|<l|<l|<l|<l|<l]| <10
H,S0,,98% | <1|<1|<1]<3|<l|<l]|<100
H,0,,30% || <1 [<1|<1|<l|<l|<1| <30

Table 3.1: Purity of Ashland Gigabit™ grade chemicals used for wafer preclean
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3.5.2 Beakerware

All the wafer surface preparations were performed wafer by wafer in high purity con-
tainers to avoid contamination by impurities leached out from the beakerware[26).
For HF solutions and DI rinse, we used PFA (perfluoroalkoxy) tanks manufactured
by Fluoroware (Chaska, MN). Piranha cleaning was performed in high purity (semi-
conductor grade) fused quartz containers. Both quartz and teflon were thoroughly
cleaned before use [47], as shown in Table 3.3 and 3.4. HNO; and HCI for the container
cleans were Megabit™ (10 ppb) grade: organic solvents were JT Baker Electronic
Grade.

DI water rinse
Trichloroethylene (TCE)

Isopropyl alcohol I

DI rinse
HCI/HNO; (1/3)
DI rinse
HF .5% (max. 2 min)
DI water rinse
HNO; 5%
DI rinse |

Table 3.2: Pretreatment of quartzware used for experiments.

H,SO,/H20, at 70°C

DI rinse
H(-JTLIiNO;; (1/3) J

DI rinse

Table 3.3: Pretreatment of teflon beakerware used for experiments.

3.5.3 Cleaning recipe

The MIT clean consists of 2 minutes in dilute (1:100) HF, a 10s DI rinse, followed
by immersion in hot piranha H;SO;/H20, at 70°C for 4 minutes. The purpose of
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the first éleaning step is to remove any native oxides, while the second step grows a
2-3 nm thick chemical oxide, which traps any contaminants present in the top silicon

layer.

II Clean Chemicals Mixing ratio | Temperature | Duration | Rinse

DHF | HF (48%) : DI

H,0, (30%)
: 32804 (98 %)

HF (48%) : DI

Table 3.4: The MIT clean.

After the piranha step, the wafer is thoroughly rinsed in DI for 1 minute, followed
by immersion in dilute (1:100) HF for 2 minutes.

3.5.4 Controlled contamination

We use standard solutions with a precisely known concentration of a specific ion
to obtain controlled, low concentrations of metallic ions in HF solution. We used
both AAS standard solutions (Alpha Aesar Specpure) and ICP-MS standard solu-
tions (Aldrich Chemical co.). Table 3.4 summarizes the types of solutions used in
the various experiments where wafers were immersed in deliberately contaminated
solutions.

Volumetric amounts of the standard solutions were added to the cleaning solution
using Fischer Scientific Digital Micropipettes (1-10 ml, 40-200 ul, 5-50pul). For certain
experiments intermediary dilutions were prepared in 50 ml pyrex flasks.
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“ Element | Standard solution | Concentration Matrix Il
10,00C¢ ug/ml < 2 wt % HNO;, “

1000 pug/ml 1 wt % HNO,

1000 pg/ml 1 wt % HNO;

1000 ug/ml | 5 wt % HCI; 0.5-1 % HAsc

1000 ug/ml 20 wt % HCI

Table 3.5: Standard solutions used for controlled contamination experiments.
3.6 Wafer material

To prevent material variations from affecting the measurement results, most exper-
iments were carried out using a limited number of wafer types. All wafers were we

prime type. A limited number of experiments were carried out using double side
polished wafers (Type I and II).
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Resistivity
(Qcm)

Bulk lifetime
Toulk

Vendor

>6ms

>10ms

= 100us

Table 3.6: Wafer materials used for controlled contamination experiments.
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Chapter 4

Surface Recombination of

Photoexcited Carriers

4.1 Introduction

Carrier lifetime measurement is one of the oldest characterization methods in semi-
conductor science. Its origins can be traced to the early 1950s, when the nascent
bipolar transistor technology called for the development of a new characterization
technique with direct relevance to device performance. The success of the MOS-
FET, which gradually replaced bipolar transistors for IC applications in the ensuing
decades, shifted interests from bulk lifetime measurements to MOS-CV characteri-
zation of the Si/SiO;, interface. However, since the advent of VLSI, increases in the
number and complexity of IC processing steps have created a need for fast, nonin-
vasive monitors to replace MOS-CV measurements, which require time consuming
fabrication of capacitor structures. The timely development of non-contact lifetime
techniques with optical carrier excitation has again lead to their widespread use for
in-line process control in IC manufacturing.

Lifetime is the most important quality metric for semiconductor silicon. De-
pending on the measurement method, lifetimes can be classified as recombination or
generation lifetimes. The recombination lifetime 7, is the average time it takes excess

carriers to recombine, after injection by a forward biased pn junction or by light. The
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generation lifetime is a measure for the carrier generation rate in the space charge
region. Both quantities are related, and have a pervasive impact on device operation.
Recombination lifetime controls the efficiency of a solar cell material, while generation
lifetime determines DRAM refresh time, junction leakage in bipolars, and power con-
sumption in MOSFET devices. In this research. we focus on recombination lifetime
measurements using the photoconductance decay technique [48].

At present, lifetime techniques are in wide use for in-line detection of metallic con-
taminants [49]. Because they detect impurities through their effect on recombination
time of excess carriers, they can detect impurities well below the detection limits of
conventional analysis methods, based on spectroscopy. Lifetime measurements are
fast and noninvasive; in addition, they measure a quantity which is directly related to
device performance. Meanwhile, lifetime measurements do not normally allow iden-
tification of contaminants, only detection !. Impurities which do not introduce deep
levels cannot be detected. Measurements on oxidized wafers only provide information
on the density of states near midgap; no direct information can be obtained on oxide
breakdown behavior, the main determinant of MOS device yield.

Surface recombination controls lifetime results obtained by the photoconductance
decay technique. In the past, surface recombination was mostly viewed as a compli-
cating factor in the measurement of bulk lifetime, and much effort has been aimed
at eliminating its contribution by passivating surface defects which act as recombi-
nation centers for excess carriers. For the first time, this research focuses on the
measurement of surface recombination itself, using the radio frequency photoconduc-
tance decay (RFPCD) method. Because chemical impurities often introduce surface
recombination centers, RFPCD can be used as a sensitive probe for surface impurities
and for in situ studies of chemical processes at the silicon surface.

The basics of minority carrier lifetime measurement have been covered in depth by
Orton and Blood [52] an Schroder [53]. Excitation wavelength, surface charge, and in-

jection level all affect the photoconductance decay measurement. In this chapter, we

1 Analysis of the dependence of carrier lifetime on injection level [50] or temperature [51] can be
used to determine the energy position of recombination centers in the gap.
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establish the theoretical basis for achieving accuracy and reproducibility when study-
ing surface processes using the photoconductance decay method. We present a new
model for the effect of injection level and surface charge on the RFPCD measurement,

which is sﬁpported by experiments.

4.2 Background

4.2.1 The effect of injection level on recombination rate

The recombination of excess carriers in semiconductors can occur by three basic mech-
anisms (Figure 4.1) [54]. The first mechanism, radiative recombination (Figure 4.1a),
is of great importance in direct gap semiconductors. In indirect gap materials such as
silicon, this recombination mechanism can usually be neglected, because conservation
of crystal momentum requires the simultaneous absorption or emission of a phonon,

a low probability process (Figure 4.2).

1
i e

bulk surface
(a) () (©

Figure 4-1: Three basic mechanisms for excess carrier recombination in semiconduc-
tors: (a) radiative; (b) Auger and (c) recombination via a deep level (Shockley-Read-
Hall).

The radiative recombination rate in silicon is given by:

1
Tred = B(po + 1o + An)

‘Where B, the radiative recombination coefficient, equals 2x10~® cm?s~! for silicon.

(4.1)




(a) ®)

Figure 4-2: Two recombination modes for excess carriers: (a) band-to-band recombi-
nation with simultaneous emission or absorption of a phonon and (b) recombination
via a deep level (Shockley-Read-Hall).

The second mechanism, Auger recombination, involves three carriers. The energy
released by the electron-hole recombination is transferred to the third carrier (Figure
4.1b). This mechanism is only important when the excess carrier density is large.

The Auger recombination lifetime is given by:

1
TAver = Clo. + Ap)?

where C, the Auger recombination coefficient, equals 2x10~3° cm®s~! for silicon
[55).

The third mechanism is dependent on the presence of deep energy levels in the
bandgap, which may arise from bulk or surface defects. Because localised deep levels
are delocalised in k-space, they can effectively capture carriers from both bands,

(4.2)

thereby annihilating them (Figure 4.1c). This mechanism is commonly associated
with the names Shockley, Read, and Hall (SRH), whose phenomenological treatment
of carrier recombination statistics has become a semiconductor literature classic [56,
57).

On phenomenological grounds,- the average lifetime of excess carriers 7 can be

related to the density of impurities Ny assuming that each impurity atom introduces
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a single deep state in the bandgap [54]:

_ 1
~ ouaNr

(4.3)

where vy, is the mean thermal velocity of minority carriers and o is the capture
cross section.
The principal conclusion of the SRH model is the dependence of the bulk lifetime

on the excess minority carrier concentration, An, by the expression:

_ Tpo(no + Ny + An) + Tno(po + p1 + An)
Po+ Ny + An

TSRH (4.4)

where n, and p, are the equilibrium carrier densities and p, and n, are defined

by:

p = Nyezp (- 2 k}E") (4.5)
ny = N.ezp (— E. ,;;,E‘) (4-5)-

where E, is the energy level of the defect, and E. and E, are the energy of the
conduction and valence band edge, respectively. The SRH model assumes that the
bands are flat at the surface, and therefore the excess carrier concentrations at the
surface are equal to their values in the bulk ( An = An,). The surface recombination
velocity, s, is defined as the proportionality constant between the surface recombina-

tion rate R (cm~2s~!) and the excess minority carrier concentration at the surface,
An,:
R=s-An, (4.7)

The decay of a nonuniform distribution of excess minority carriers can be expressed
as the sum of a fundamental decay mode and higher order decay modes (see section
4.2.4) [52). If s is small, the time constant of the fundamental mode is given by:
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Similar to the bulk lifetime, the surface recombination velocity is injection level

dependent :

= 8n8p(Po + No + An)
3p(Do + An + py) + 8a(no + An +my)

(4.9)

If we assume (for p-type silicon) that p, >> p,, which is generally true for deep
defect centers in the lower half of the energy gap, then the above equations reduce
to s=s, and T = 7, for the low level injection limit (An << N,). For high level

injection (An > N4), we obtain:

T=Ta+T (4.10)
= n% (4.11)
3, + 8,.

Radiative, Auger and SRH recombination occur in parallel in the bulk. Hence, 7

is given by:

1 1
11, 1. (4.12)
™ Trad TAuger TSRH

The effective lifetime is given by:

1 1 1 1 2s
= <+ + -+ —
Teff Tred TAuger TsSRH d

(4.13)

This effective lifetime is the lifetime measured in the photoconductance decay
technique. Optimum sensitivity to bulk defects is obtained when 7szy and s are
minimized with respect to 7,sq and Tguger. For an indirect gap material, this condition
is easily satisfied by employing low injection levels and by passivating the surface to
minimize s during the measurement.

The review presented in this section shows that in the SRH analysis, the descrip-
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tion of surface recombination is completely analogous to bulk recombination. In later
sections of this chapter, we will see that a complete description of surface recombina-
tion requires taking into account the effect of surface charge, an effect which has no

bulk counterpart.

4.2.2 Principle of operation of radio-frequency photocon-

ductance decay

System layout

Radio frequency photoconductance decay is an in situ method for measuring minority
carrier lifetimes. The basic operating principle is shown in Figure 4.3 [26].

The 50 MHz rf signal is generated by a voltage controlled oscillator (VCO) and
broadcast onto the wafer by a coil. The reflected signal, caused by eddy currents, is
proportional to the conductance of the wafer. A coupler separates the reflected from
the incoming signal; the reflected signal is then mixed with the reference signal using
a double balanced mixer (DBM). The output signal is obtained from an operational
amplifier (OP) which filters out the second harmonic at 100 MHz arising from the.
mixer and amplifies the signal’s dc component. The dc component depends on the
amplitudes of the reference and the reflected signal as follows:

_ VoVecos(4)

Vout 3

(4.14)

where V, and V, are the amplitudes of the reference signal and the reflected signal,
respectively, and ¢ is their phase difference.

The phase shifter is used to set the reference and reflected phase difference to 0°
when the pulsed light is off. Thus, the signal at the output of the op amp is the
component of the reflected signal, in phase with the reference branch. As a result
of excess cariiers, both phase and amplitude of the reflected signal undergo small
changes. Because ¢ was set to 0 to start with, the phase factor in Equation 4.14
remains equal to 1 to first order, and small changes in \, translate in proportional



Figure 4-3: The operating principle of radio-frequency photoconductance decay.
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was set to 0.09 mJ/pulse. Using a photocell 2, we determined the injection level

resulting from this pulse intensity to be approximately 3 5x10'%cm=3.

4.2.3 Measurement of surface recombination velocity

The photoconductance decay measurement provides a value for the time constant of
the fundamental decay mode, 7.ss, which is related to the surface lifetime, 7,,,; and
the bulk lifetime, Ty as follows:

1 1 1

=—+ (4.17)
Tefs T Tsurf

The surface lifetime is defined as the smallest root of the following transcendental

equation [52]:

S = \/D/‘r,,,,.,tan (W_;ir—-ﬁ) (4.18)

where D is the minority carrier diffusion constant.

We have used RFPCD to measure surface recombination velocity (SRV) on high
bulk lifetime wafers. As Figure 4.4 shows, the relationship between measured lifetime
and SRV involves three regimes. For very high SRV (region I), carrier diffusion to
the surface is the rate limiting step in the recombination process and the measured
lifetime is given by:

d&?

T"I = W (4.19)

which is the average time it takes takes a carrier to reach the surface.
If the sample has a high bulk lifetimes (>1 ms), there is a very long intermediate

range of s values where 7y, is inversely proportional to s (region II):

2This photocell, manufactured by SunPower Co. and provided by Dr. R. Sinton (Sinton Consult-
ing, San Jose, CA) had close to unit external quantum efficiency in the 450 - 1000 nm wavelength
range.

3Because of the short pulse length (=1pus), the injection level An may be considered independent
of bulk lifetime. Because we performed all of our experiments on wafers with well passivated surfaces
(s=1-100 cm/s), the effect of surface recombination velocity on injection level may be neglected also.
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Figure 4-4: The measurement of surface recombination velocity by photoconductance
decay.

d
Tefs = 5 (4.20)

Finally, for SRV smaller than d /7y, the measured lifetime is essentially the bulk
lifetime (region III).

4.2.4 Carrier excitation by monochromatic light

So far we have only discussed the information contained in the lowest order decay
mode of the photoconductance transient. If the initial carrier concentration is nonuni-
form, the time dependence of the excess carrier concentration can be calculat.d by
Fourier analysis [52]. In this section, the decay of an initially nonuniform distribution,
generated by a monochromatic light pulse, is reviewed.

The full one-dimensional analysis of the decay of a nonuniform distribution of
excess carriers generated by a delta pulse of monochromatic light was treated in
depth by Buczkowski et al. [58, 39] and Luke et al. [60]. Assuming that each
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absorbed photon gives rise to one electron hole pair. the excess carrier distribution

immediately after the excitation pulse is given by*:

An(t = 0) = (1 — R)axN.ezp(ar(r - g)) (4.21)

where a, is the absorption coefficient at the wavelength used; d is the thickness of
the wafer: R is the reflectivity of the surface, located at x=d/2; and N, is the fluence
of the laser pulse.

The time dependent excess carrier concentration for symmetrical illumination can

be determined by solving the differential equation for combined diffusion and recom-

bination :
1 dAn
2 _ - _ _g2an
(DaV r.)An 7t (4.22)
subject to the boundary conditions (at x=+d/2):
— D,V(An) = sAn (4.23)

where D, is the minority carrier diffusion length, 7 is the bulk lifetime and s is
the surface recombination velocity, which are all assumed to be independent of An °,

The timedependent excess carrier concentration is given by:

a0
An(an,t) = et/n Z A,.e"':""‘cosa,.z (4.24)

Where the terms A, are given by:

_ 4an(1 = R)ayN,e~*r4/2 . faxd and ad) . fand
Ap = (a2 + o) (and + sinand) (arsinh 5 cos 5 +apcosh 5 sin | =

(4.25)

The coefficients a, are defined by the transcendental equation:

‘We have assumed axd >> 1.
5As mentioned earlier, the assumption of constant s, made here to allow analytical solution, is in
fact rather restrictive.
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antan(a,d/2) = 2 (4.26)

n
The a, values are the wavenumbers (cm™!) of the normal modes of the carrier
decay.
The higher order terms in Equation 6.14 damp out quickly, while the leading term
defines 7./, the effective decay time (also sometimes referred to as the asymptotic

decay time):

D, (4.27)

Buczkowski et al. [39] show that the amplitude of the higher order decay com-
ponent is independent of the bulk lifetime, and can be used to calculate the surface
lifetime if D,, d and o, are known. From the knowledge of the surface lifetime and
the asymptotic lifetime. 7.y, the bulk lifetime can be determined. This analysis
demonstrates that, in principle, the separation of bulk and surface lifetime can be
achieved based on one single decay measurement with pulsed, monochromatic exci-
tation. In practice, the separation method presented in this section is only possible
under conditions where bulk and surface contribution to the effective lifetime are
comparable.

In our measurements, we have consistently used high quality silicon with very
high bulk lifetime (> 5 ms). For such high bulk lifetime. the contribution of the bulk
lifetime to the effective lifetime can be neglected, and Equation 4.20 can be used to

calculate the surface recombination velocity from the effective lifetime.



4.3 Effect of bandbending on surface recombina-

tion

4.3.1 Relationship between excess carrier density and sur-

face bandbending

In all the material presented so far, a constant value for the surface recombination
velocity s, defined by the boundary conditions (4.23), has always been assumed.
However, ample evidence has been reported in the literature which shows that, in
fact, s can be strongly dependent on excess carrier density [61, 62}.

We have developed a straightforward model for the effect of bandbending on sur-
face recombination, which assumes a pn-junction type photoresponse of the band-
bending to excess carriers. While based on simple physics, our model sheds new light
on the effect of surface charge on the surface recombination phenomenon. The effect
of surface charge was pointed out previously [63], but, to our knowledge, has never
been subjected to a quantitative analysis.

Our analysis is based on two assumptions:

e Surface recombination dominates over bulk recombination (Lp >> d).

e Surface recombination is small (s << D/d).

These assumptions make our model uniquely useful for the description of surface
recombination in high bulk lifetime material with well passivated surfaces.
Figure 4.5 summarizes the terminology of surface bandbending. For a p-type

semiconductor, Er, — EF is related to the bulk injection level by the expression:

kT (n, + An) (4.28)

Eppn — Ep=—
q L

If quasi-equilibrium holds in the space charge region (SCR), both the hole and
electron quasifermi energy will be flat in the SCR. The product of electron and hole

concentrations in the SCR is:

61



" Ly i

| i

) )

: :
T —=
e T ER
P .f F
I : )
ettt poeooooooo- oF
v

Figure 4-3: Surface band bending terminology. x4 is the space charge region (SCR)
width. L, is the minority carrier diffusion length. and ¢, is the bandbending potential
(positive in depletion).

” Vi
psn, = njexp (%) (4.29)

where \'f is the separation between the quasi-fermilevels within the space charge
region. Because we assumed a diffusion length in excess of the wafer thickness. and
because the surface recombination velocity is small. the quasi fermi levels will be flat
throughout the thickness of the wafer. remaining so as the decay progresses. For
surface bands bent into depletion. as shown in Figure 1.5. low intensity illumination
wil decrease the bandbending by an amount (assuming that s is small):

k
Voo = TTlm'l L0

) (4.30)

no

where An is the concentration of excess minority carriers. For small 5. we may
assume the photovoltage to equal \',, this is the open circuit photovoltage across a
p-n junction under low level injection conditions.

Comparison of Equations 4.28 and 4.30 reveals that the photovoltage equals the

~eparation between the electron and hole quasifermilevels (Eg,=Ef for low ievel in-



jection):

The surface minority carrier density carrier concentration in the dark is given by:

n, = n.exp (‘{‘;.) (4.32)

Where n;=n?/ N4 is the minority carrier concentration in the bulk of the p-type
semiconductor and ¢ is the bandbending potential in the dark (Figure 4.5). ¢? is
related to the areal density of surface charge, Q (cm—2), by:

_qQ*

o —
¢. 2K.€o.\ A

(4.33)

where Q represents both oxide charge and charge in the surface states. Since ¢,
changes by an amount V,. when the semiconductor is illuminated, we obtain for the
surface bandbending under illumination, ¢,:

6y = ¢° - Eq!ln(n.+An)

Ny

(4.34)

So the surface minority carrier concentrations under low level illumination are

given by:

_n 2,__ n, + An .n,+An_ q9°
n, = vAezp ( T in ( )) neex p( kT) (4.35)

no ng

which is the same result as the surface minority carrier concentrations in the dark
(Equation 4.32).

So if the bands are in depletion (or inversion) the effect of low level illumination ss
to decrease O, so as to keep the minority carrier concentration at the surface constant.
Note that the change in majority carrier concentration, assuming low level injection

in the bulk, is given by:



— k0
pl* = pezp (%?—') (4.36)
i -q¢ k(Mo + An
P', ght _ Po€ZP (k—T‘) = pt.h k | (—n:—) (4.37)

Equations 4.36 and 4.37 signify that the surface concentration of majority carriers
at the surface scales with the minority carrier concentration in the bulk, if ¢, # 0.
For a bulk injection level equal to the equilibrium concentration of minority carriers
at the surface in the dark, ¢, becomes 0 and the bands are completely flat. Thus, for
a fully depleted surface (n,=p,=n;), the injection level required to reach flat band
will be very low (10'© cm~3). Meanwhile, for a fully inverted surface (n,=N,), the
injection level needed to reach flatband will equal the doping level.

In the case where the surface bands are in accumulation, the change of band
bending with injection level is given by:

Vie = gln(l + %‘1 (4.38)

For low level injection, %f ~ 0 and therefore V, is vanishingly small also. In

conclusion, high injection levels are needed to flatten bands bent into accumulation.

4.3.2 Dependence of surface recombination rate on excess

carrier density in presence of bandbending
The dependence of the surface recombination velocity on the surface carrier concen-
trations n, and p, was derived by Fitzgerald and Grove [64). They assume a constant
density of interface states, D;; (cm~2eV~!), throughout the energy gap; equal cap-
ture cross section for electrons and holes; and quasi-equilibrium throughout the space

charge region. They find the following expression for surface recombination velocity:

s = ou(kTDy) | 2228t ) | Na (4.39)
G
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As pointed out earlier, the presence of surface charge will cause the carrier con-
centrations at the surface to deviate from their bulk counterparts. Expressions (4.35)
and (4.37) define the relationship between the concentrations of excess carriers at
the surface, n, and p,, and An, the excess carrier concentration in the bulk. This
dependence of n, and p, on An leads to a pronounced dependence of s (through p,
and n,) on An, resulting in a nonexponential carrier decay. As shown in the next
section, surface charge will lead to characteristic changes in the shape of the decay

curve.

4.3.3 Effect of bandbending on minority carrier decay
Bandbending in depletion

We have numerically integrated equations (4.22) and (4.23), taking into account
the dependence of s on An expressed by Equations (4.9) and (4.39). We assumed
Ty=TAuger, effectively neglecting SRH recombination in the silicon bulk. The excess
carrier density vs time is shown in Figure 4.6. We assumed midgap surface states; a
wafer thickness of 600 um; a doping concentration N,=10'> cm~?; an Auger recom-
bination coefficient C= 3x10~% c¢m®s~!; s,=360 cm/s and s,=40 cm/s.

At the highest injection levels, bulk Auger recombination is the dominant process.
This mechanism does not require defect levels in the gap and its dependence on excess
carrier concentration is given by Equation 4.2.

As the excess carrier density decreases further, a transition occurs to a regime
where the recombination process is dominated by high-injection SRH recombination.
In this regime, the surface recombination velocity is given by Equation 4.9.

As the excess carrier density falls below the bulk doping level of the semiconductor,
the time constant of the carrier decreases to the minority carrier lifetime, 7,. What
happens in the final part of the decay, for excess carier concentrations lower than N,4,
depends on the magnitude of the bandbending potential in the dark, ¢?. If the bands
are bent into depletion, it can be shown that the asymptotic decay time depends on
the band bending in the dark, ¢3, as follows:

65



HIGH-LEVEL
INJECTION

LOW-LEVEL
INJECTION

Excess Carriers (cm-3)

BENDING
(depletion)

¢ (mV) = 100|50|
PO

L J I l"

\
\
i

0

| I TN S . |

0 1000 2000 3000 4000 5000

Time (microsec)

Figure 4-6: Effect of excess carrier concentration on recombination rate, in presence
of bandbending in depletion.



Ta = To€IP (—;—cﬁ%) (4.40)

which means that surface recombination increases steeply in the tail part of the
decay. .

As obvious from Figure 4.6, the effect of the surface charge will only manifest itself
during the final part of the decay, for excess carrier densities wel below 10'° cm™3. As
discussed earlier. a low intensity background light is enough to completely abolish the
bandbending in depletion, effectively eliminating its effect on the surface recombina-
tion rate. Even if the measurement were performed in the dark, the changeover in the
surface lifetime would only occur at excess carrier densities well below the detection

limit of the RFPCD measurement®.

Bandbending in inversion

A similar calculation was performed to model the effect of inversion charge on the
carrier decay rate (Figure 4.7). We assumed s,=s,=30 cm/s. The other parameters
were the same as in the previous simulation. The slowest decay occurs when the
surface is in full inversion (n,=N,). This corresponds to a bandbending potential ¢
of 580 mV. The other curves are for partial inversion. The decay curve for flatband
is also shown.

In contrast with the depletion case, inversion charge can induce large changes in
the surface lifetime (changes in slope in Figure 4.7) for excess carrier densities in the
10'2-10'® cm™3 range.

The asymptotic lifetime in the presence of inversion charge will be given by:

—A A0 — A0S0
Ta = T[i€IP (—(¢—'k-T—¢'——)) (4.41)

Where 7y; and ¢2/% are the surface lifetime and bandbending at full inversion,

respectively.

®The lowest injection levels measurable with RFPCD are in the 10'! - 10'? cm™3 range, depending
on the measurement conditions.
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Our analysis so far has not considered the effect of background illumination on
the decay curves. It is easy to see that a background injection level of An will lead

to an asymptotic decay time corresponding to an excess carrier concentration An.

4.4 The dependence of surface recombination ve-

locity on bias potential

4.4.1 Introduction

The effect of the surface potential on the surface recombination velocity has been
known since the early days of semiconductor research. In the 1950s and 1960s, this
effect was employed in study of germanium surfaces, to establish gap levels associated
with surface states on wet chemically treated wafers (see section 6.2.1 for a review).
The extraction of energy levels from the surface potential dependence of the surface
recombination velocity is based on the relationship derived by Many et al. [65] for a
single discrete level in the gap:
Ni(cacp)'/? (25222)

°= cosh (—‘—'—w 'f',.‘ ) + cosh (—‘1—'—"-%“ "k;. ) (44)

In this equation, N, is the number of states per unit area, c, and c, are the capture
probabilities per state per unit time for holes and electrons, respectively, v, is the
bandbending potential, referred to full depletion (fermi level at midgap), and v, is
given by:

Yo = ~—In (&) (4.43)

While at first sight Equation 4.42 seems very different from Equation 4.39, which
was derived for a continuum of states in the gap, the dependence of s on ¢,, expressed
by both equations, is in fact quite similar.

Yablonovitch [66] used a MOS capacitor structure to study the effect of surface po-

tential on surface recombination at the Si/SiO; interface using the photoconductance
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decay technique. He found that the recombination is dominated by centers whose
electron capture cross section is about 100 times smaller than their hole capture cross
section.

In our work, we have performed similar measurements on HF-immersed wafers,
using a potentiostat to vary the bias potential across a silicon/HF liquid junction.
This represents the first use of the photoconductance decay technique with surface

potential control for in-situ measurement of the energy position of defect levels in the

gap.

4.4.2 Experimental

We used a Gamry CMS 100 potentiostat [67] in the potentiodynamic mode to slowly
scan the potential of a silicon wafer immersed in 1:100 HF with respect to a calomel
reference electrode (Figure 4.8). A platinum mesh was used as counterelectrode.
After the standard MIT clean, an ohmic contact was made to a p-type wafer
(type III) by clamping a copper wire against the surface and wetting the contact
area with Ga-In eutectic. The wafer was positioned vertically in a teflon container.
Effective lifetimes were measured continuously while the bias voltage was ramped

from cathodic to anodic biasing at a rate of 5 mV/s.

4.4.3 Results and discussion

The effect of bias potential on the reciprocal effective lifetime, is shown in Figure 4.9.
The reference potential E* is arbitrary. We have assumed that the full potential bias
drops across the semiconductor surface region 7. A fit to the data with a function
of the form 4.42 yields |E, — E;| ~ 60mV. We conclude that the surface recombina-
tion behavior is dominated by surface states positioned approximately 60 mV from
midgap. The present analysis does not allow us to infer whether the states are above

or below midgap.

TAt small bias potentizls, 1:100 HF has sufficiently high ionic strength to justify neglecting
potential drops in the liquid compared to the voltage drop across the space charge region in the
semiconductor.
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Figure 4-8: The experimental setup for the surface potential dependent lifetime mea-
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Our experiment is a convincing demonstration of the effect of bandbending on the
surface recombination velocity. As discussed in Section 4.3, a variation of the surface
lifetime during the decay will result if the bandbending potential ¢, relaxes back to
its dark value ¢2 during the decay. In the present experiment, the potentiostat acts
to keep the bandbending at a constant value during the carrier decay. fixing s at the
value set by Equation 4.42. Except for the initial part of the decay 8. excellent fits to
the decay curve could be obtained with a single exponential function. proving that s

is independent of An.

4.5 Intensity dependence of surface lifetime

4.5.1 Experimental

A verification of the model for the effect of injection level on the surface lifetime
discussed in Section 4.3 is presented here [68]. To make sure the assumptions of
the model were satisfied, we used high bulk lifetime thermally oxidized silicon for
the experiments. The wafer (p-type (B), No = 10'® cm™%) were HF-last cleaned
using high-purity chemicals. Cleaning and oxidation were performed at Intel Portland
Technology Development. No postoxidation anneal was performed.

A 920 nm LED, pulsed at 100 Hz with a 10 % duty cycle, was used for carrier
excitation. Drive currents were 1 A and 0.2 A. To measure at very low illumination

intensity, the distance between the LED and wafer surface was varied.

4.5.2 Results

The decay curves measured at different intensities are shown in Figure 4.10. The
decay curves exhibit a marked dependence on injection level (illumination intensity).
Their concave shape on the logarithmic plot is characteristic for an increase in surface

recombination velocity as the decay proceeds.

8The finite response time of the potentiostat leads to a variation in the decay time (nonexponential
decay), as the bands are temporarily flattened by the high light intensity pulse.
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Figure 4.11 shows the variation of the initial lifetime, 7;, with normalized illumina-
tion intensity, I/I,. I, (photons/cm?s) is the illumination intensity obtained at 3 mm
measurement distance and 1 A drive current. The illumination level was assumed to
increase linearly with drive current, while being inversely proportional to the square
of the measurement distance. The lifetimes were determined from the slope of the
decay curve at the start of the decay. A strong variation of the effective lifetime with
injection level is observed over a wide range (4 orders of magnitude) of illumination
intensity. Because of the long pulse length of the LED source, the injection level in
these measurements is not only dependent on illumination intensity (generation rate,
G (cm™3), of excess carriers), but also on the recombination rate (bulk lifetime and
surface recombination velocity). Using a photocell and the PC-1D solar cell simula-
tion package [69], we calculated an injection level of 10'> cm™? corresponding to a

relative illumination intensity 1/1,=0.2.

4.5.3 Discussion

We propose that the increase in lifetime between 0.0001 and .01 illumination in-
tensity is caused by the presence of positive surface charge. We believe that fixed
oxide charge, resulting from thermal oxidation without annealing, is causing partial
inversion of the surface of the wafer under study. The surface charge causes an in-
crease in lifetime with injection level in the low (An << N ,) injection level range, as
shown in Figure 4.7. The asymptotic decay time is a strong function of the surface
charge present. As the inversion charge decreases from full inversion to depletion, the
steepness of the tail part of the decay increases rapidly.

Around 1/1,=0.01, flat band is reached, causing a plateau in the surface lifetime.
As the injection level is increased beyond the doping level N4, the initial decay time
increases further as high level injection conditions are reached. In order to determine
the high injection lifetime 7, + 7, (Equation 4.10), we used a 24 V halogen light as
background illumination during the RFPCD measurement. At the highest bias light
intensity, the lifetime value reaches a value of approximately 2 ms. This measurement

establishes 7, + 7,:
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Th = Tn + Tp = 2ms (4.44)

The surface lifetime value at flatband is 7, ~780us (Figure 4.11) and hence
7, =1220us. We have therefore:
On _Tp

ke i.5 (4.45)

The slightly higher capture cross section for electrons indicates a positively charged
recombination center (donor). Using a capture cross sections of 10~'3cm?, we estimate
an areal density of surface states of =~ 5x10%m~2.

At the very low injection end, the asymptotic lifetime provides information about

the bandbending potential referred to full inversion, ¢2 — o2/*:

-(¢: - ¢:Ji)) ( 4. 46)

Ta = Tfi€IP ( o
Based on exponential fits to the tail part of the decay curves for the lowest injection
levels, we calculated 7, ~180us. Based on 4.46, we obtain o2 — 62/ = 38 mV. Using
Equation 4.33, a value for the positive surface charge of 8.4x10''cm~? is found.
Unfortunately, we have not been able to obtain the surface charge value of this
same wafer by an independent measurement, such as surface charge analysis (SCA),
or MOS-CV. However, the paper by Deal et al. [70] allows us to make an estimate of
the surface charge value for a given oxidation treatment. Deal et al. observed that the
fixed oxide charge is independent of oxile thickness, the doping concentration, and
the doping type. The oxidation temperature has a strong influence on the amount of
fixed oxide charge (the lower the oxidation temperature. the higher the fixed oxide
charge). For a Si (100) wafer oxidized at 900° C in dry oxygen, Deal et al. predict a
surface charge of 2x10"cm~2.
The discrepancy between measured and predicted value is probably due to the
effect of background illumination (room light) on the decay curves, as discussed in
Section 4.3.3. With a background injection level An, the decay will first follow the

curve shown in Figure 4.7; once the excess carrier concentration reaches the back-
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ground injection level, the surface recombination velocity will remain constant and
the decay will follow a straight line tangential to the curves shown in the plot. Thus.
background illumination will lead to an underestimation of ¢° — ¢2/* and, hence. an

overestimation of the surface charge.
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Figure 4-11: The variation of effective lifetime, Tess» With log(relative illumination
intensity).

4.6 Conclusions

While in the past. surface recombination has largely been treated as an undesirable
side effect in bulk lifetime measurements. we propose the use of surface lifetime mea-

surements for control and characterization of silicon surfaces. Through the use of
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material with sufficiently high bulk lifetime, this technique allows measurement of
the areal density of surface defects with unprecedented sensitivity (detection limit ~
10%cm~2).

Earlier theoretical treatments of surface recombination failed to take into ac-
count the effect of surface charge on carrier recombination. We have developed a
detailed model, based on the assumption that the photoresponse of the bands obeys
pn-junction type behavior, for the dependence of surface recombination velocity on
excess carrier density in the presence of surface charge. Our model applies uniquely
to well passivated surfaces (s << D/d), so that quasi-equilibrium holds throughout
the thickness of the wafer. We predict an increase of the instantaneous decay time
with increasing injection level, as flattening the bands reduces surface recombination.

Our theory is supported by two empirical verifications. First, we demonstrate con-
trol of surface recombination using a bias potential, applied across the silicon-dilute
HF liquid junction. This effect can be used to determine the position of defect states
in the gap. Our work in this area represents the first use of the photoconductance
decay technique for potential-dependent surface lifetime measurements.

Secondly, we have employed RFPCD, using pulsed LEDs for carrier excitation, to
study the dependence of surface lifetime on injection level. The observed dependence
of the surface lifetime on illumination intensity can be used to extract the ratio of
capture cross sections, bandbending potential, and surface charge, as summarized in
Table 4.1.

At the lowest injection levels, the presence of positive charge on a p-type wafer
causes an increase in the surface recombination rate, compared to flatband. As the
injection level is increased, the bands flatten and the “true” low level injection life-
time, r,, is recovered. The bandbending referred to full inversion, ¢ — ¢2/%, can be
determined from the ratio 7,/ 7, (7, =asymptotic lifetime in the low level injection
limit). In turn, the bandbending potential ¢2 determines the surface charge. As
the injection level is further increased in the flatband regime, surface recombination
enters the high injection regime. We used a strong bias light to determine the high

injection lifetime, 7,+7;.

78



|| Quantity | Measurement ::

on/ Op TP/ Tn ]

& ¢:'ﬁ‘len(Tn/ Ta) ;
i

1

Q .(.:, 49%

— i

Table 4.1: The determination of the ratio of capture cross sections o,/0,, bandbend-
ing potential ¢2, and surface charge, Q, from surface lifetime measurements.
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Chapter 5

Impurity Chemisorption on

Hydrogen Terminated Silicon

5.1 Introduction

In this chapter, we present the application of ab initio electronic structure calculations
to model surface reactions of impurities with monolayer passivated silicon surfaces.
Our goal is threefold: (1) to obtain insight in the reactivity of silicon surfaces ter-
minated by different monolayers; (2) to establish guidelines for the design of new
passivation chemistries and (3) to improve our understanding of the effect of different
adsorbates on the electronic structure of the surface.

We focus on chemisorption reactions of halogens, oxygen. and metal ions. The
research has direct implications for pre-epi cleaning, where chemisorption of organics
and oxygen during air exposure following cleaning is a special concern. Because of the
extraordinary influence of halogen and oxygen surface chemistry on the adsorption
behavior of reducible ions from cleaning solutions on silicon, the reaction chemistry
described in this chapter will be of great use in Chapter 6, which discusses metal
deposition from HF.

Recent successes of atomistic modeling [71] have raised the hopes of circumvent-
ing difficult experimental problems by computational methods. Of all modeling tech-

niques, ab initio or “first principles” methods, while by far the most timeconsuming,
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have the greatest appeal because they describe the chemistry of materials at the
highest possible level, and their accuracy is in principle only limited by the level of
theory used. During the last decade, continual decreases in the cost of computing
power have greatly expanded the application domain of ab initio methods, by making
accurate calculations on large systems affordable. An important asset of first princi-
ples techniques lies beyond their usefulness for the modeling of chemical bonding and
structure. Because ab in:tio methods are based on the full solution, of the electronic
structure problem of a solid, they provide information on electron states, and, hence,
a material’s electrical and optical properties.

Ab initio methods are frequently used to obtain information on the energetics and
mechanistics of surface reactions. In our work, we have used the Hartree-Fock method
for single point calculations on relatively small clusters (9 silicon atoms). Minimal
energy geometries were calculated using empirical potentials. We have focused our

attention on the effect of bond order and bond polarity on reaction kinetics.

5.2 Background

5.2.1 Halogen adsorption

The high affinity of halogens for covalent semiconductor surfaces results from their
electron configuration. By accommodating an unpaired electron from the dangling
surface bond in their valence cloud, halogens achieve the noble gas configuration in
their outer shell, forming strong bonds with the silicon surface atoms. The surface
chemistry of halogens on semiconductor surfaces is a topic of considerable practical
importance to semiconductor processing, because halogens play a kev role in silicon
etching. Halogens compounds such as HBr, HI, HCI, and Cl,, F, and XeF, have been
used for gas-phase etching of silicon[72]. Iodine, dissolved in ethanol [73] or methanol
[74] has been demonstrated to provide effective passivation of the silicon dangling
bond. Passivation by bromine dissolved in methanol was found to be less stable than
by iodine [26).
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Van de Walle et al. [75], using local density functional theory in combination with
ab initio pseudopotentials to study silicon etching by fluorine, showed that insertion of
atomic fluorine into Si-Si bonds becomes possible because of relaxed steric constraints
in the near-surface region. Trucks et al. [76] used total energy calculations at the
Hartree-Fock level to study the mechanism of silicon etching and hydrogen passivation
in HF solutions. They showed that while hydrogen termination is thermodynamically
less favorable than termination by fluorine, H is the predominant surface species

because its displacement by fluorine involves a large energy barrier.

5.2.2 Oxygen adsorption

The initial stage of native oxide growth on silicon, a popular topic in surface science,
is of both fundamental and practical interest. Oxygen chemisorption on hydrogen
terminated surfaces is known to lead to increases in the contact resistance of tungsten
contacts deposited by CVD [12], as well as degradation of epilayer quality. While
most theoretical work has focused on the mechanism of oxygen chemisorption on
bare, reconstructed surfaces, which are prepared by annealing in ultra high vacuum,
impurity chemisorption on hydrogen terminated surfaces prepared by HF dipping is
a major concern for low temperature CVD processes [77].

On the theoretical side, Hoshino et al. [78] found theoretical and experimental
evidence for adsorption of molecular oxgen as a precursor to native oxide growth on
bare, 2x1 reconstructed Si(100). Batra et al. [79] performed multiconfiguration self
consistent field calculations to show that dissociative chemisorption is energetically
more favorable. with atomic oxygen in the first-layer bridging position as the most
stable adsorption geometry. Miyamoto et al. [80], using gaussian basis sets with
the local density approximation for exchange and correlation, studied the insertion
mechanism of atomic oxygen in bond-centered positions between the first and second
layer atoms.

The growth of native oxide on HF-passivated silicon has been the subject of a great
many experimental studies in recent years. Several studies, based on XPS (X-ray

photoelectron spectroscopy) and MIR-IR (multiple internal reflection infrared spec-
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troscopy) measurements, suggest that H-passivation degrades only slowly in clean-
room air{12, 81, 82. 83, 84, 85, 86, 87]. XPS studies [81, 82] show that a monolayer of
oxide is formed after 10-12 hours of exposure to cleanroom air. However, the use of a
nitrogen ambient during wafer and Nj-sealing during wafer transfer was reported to
significantly lower the contact resistance of W/n* Si contacts. suggesting that the ini-
tial stages of native oxide growth take place much earlier than suggested by the XPS
and MIR-IR data. Hence, the general use of controlled ambients during wet cleaning
and wafer transfer has been proposed [12]. Further support for this hypothesis is
provided by free exciton photoluminescence (PL) studies on HF-passivated silicon,
which revealed an immediate change in the PL spectrum when wafers were exposed
to oxygen or cleaaroom air [87]. The authors concluded that oxygen instantaneously

attacks H passivation.

5.3 Computational approach

5.3.1 Ab initio electronic structure methods

Over the years, silicon has become one of more popular systems for ab initio stud-
ies, mainly because of the relevance of atomistic processes for its performance 2s an
electronic device material. The computational methods typically used can be sub-
divided in two classes: calculations on supercells, typically using the local density
functional method (LDF) [89, 90] to include correlation and exchange; and real-space
calculations on clusters. A popular method for real space calculations is the Hartee-
Fock method, which constructs the molecular wavefunction as a Slater determinant of
spin orbital functions to include exchange. In quantum chemistry, the Hartree-Fock
method is often combined with many-body perturbation theory (Moller-Plesset) or
configuration interaction (CI) to include correlation. A disadvantage of the Hartree-
Fock method is that computation times scale rapidly with system size (tocN27 versus
txN22 for LDF [91]), making calculations on lar §¢ systems and heavy atoms time-

ccnsuming.
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Because localised bonding is thought to play a dominant role in the chemical
processes occurring at the silicon surface, cluster calculations have become a well
established research tool for studying surface processes on silicon. Today, several
powerful ab initio molecular modelling packages are commercially available, most
of which are chiefly used by chemists for mechanistic studies of chemical reactions.
Gaussian 94, a powerful commercial Hartree-Fock package [92] originally developed
by Pople and coworkers at Carnegie-Mellon, is used in the present research for single
point calculations on medium-sized clusters !. Gaussian 94 uses linear combinations
of atomic orbitals to construct the molecular wave function. This program has been
used succesfully in the past to explain the mechanism of hydrogen passivation of
silicon in HF [76] and to model adsorption of molecular oxygen on bare silicon [78].

While the Hartree-Fock method does not include electron-electron correlation ef-
fects, the method was selected because our main goal was to gain insight in the nature
of the silicon-impurity bonds, not to calculate accurate geometries or total energies.
The poor scaling of the Hartree-Fock method with system size was not considered
an issue, because we used small clusters and performed only single point calculations
cluster with fixed geometry. As mentioned earlier, we used empirical potentials to

establish the lowest energy geometry of the cluster?.

5.3.2 The Hartree-Fock approximation

The Hartree-Fock approximation is a well established method in quantum chemistry
for solving the time-independent Schroedinger equation of a molecular system (Equa-

tion 5.1):3

Calculations were performed on a Cray C90 at the Pittsburgh Supercomputer Center, and a
DEC Alpha/OSF-1 workstation at MIT.

2Geometry optimizations using empirical potentials were performed on Cerius2 (93], a user
friendly molecular modeling package. Cerius2 was also used to visualize the results of Hartree-Fock
electron density calculations.

3A comprehensive discussion of the Hartree-Fock method and related techniques can be found in
(94]).
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In this equation, the terms represents the kinetic energy of a system of particles,
and the electron-electron, electron-nucleus and nucleus-nucleus contribution to the
potential energy, respectively. Without simplifying assumptions, the Schroedinger
equation for a molecule is a many-body problem which cannot be sclved exactly,
except for the smallest atomic systems.
In the Hartree-Fock method, the solution to Equation 5.1 is made tractable by

making a number of simplifying approximations.

e (1) The Born-Oppenheimer approximation states that the movement of the
nuclei can be treated independently from the electronic motion problem *, allows

separation of nuclear and electronic coordinates:
Hewelec(7, R) = E(R)V(r, R) (5.2)

where E(ﬁ) represents the total electronic energy and R is the vector of the nuclear

coordinates.
® (2) The electronic Schroedinger equation is then solved for solutions of the form:
n
¥(r3, ... 1) = [] ¢i(7) (5.3)
i=1

where ¢;(r;) are molecular spin orbital functions. By assuming solutions of the form

(3.3), electron-electron correlation is implicitly neglected.

e (3) To accommodate Pauli's exclusion principle, the molecular wave function
is then ronstructed from the N molecular spin orbital functions as a Slater

determinant:

4This assumption is plausible, since the mass of a proton or neutron is roughly 1800 times the
electron mass.
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One approach to allow numerical solution of the Hartree-Fock equations, is to

expand the molecular orbital functions in terms of atomic-orbital-like functions x,,:

¢i = Ecmxu (5.5)

Where the index p runs over the constituent atoms; \, are atomic-like orbitals.

These atomic-like orbitals are expansions of atomic orbital functions in terms of simple

gaussians gp:

Xu = Zdnpgr (5.6)
P

Simple gaussians are functions of the form:

g(a,7) = cz"y™2le " (5.7)

Using this formalism, the solution of Equation 5.1 is reduced to the solution of an

eigenvalue equation in a the matrix of the expansion coefficients c;;:

F.C=3.-C ¢ (5.8)

where F is known as the Fock matrix, S is the overlap matrix, and E is a di-
agonal matrix whose elements ¢; represent the orbital energy of molecular orbital
xi- Because the Fock matrix itself depends on the molecular orbital expansion co-
efficients ¢;;j, Equation 5.8 must be solved iteratively. The computation of the Fock
matrix involves the computation of complex multicenter integrals, whose numerical

evaluation is greatly simplified by the expansion of the molecular orbitals in gaussian
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basisfunctions through Equations 5.5 and 5.6. Based on the variational principle,
the total electronic energy will decrease monotonously if the Hartree-Fock algorithm

converges.

5.3.3 Cluster choice

In most of our calculations, we used SigH,,-type clusters to study the reactions be-
tween impurities and a monohydride group on the Si (100) surface (see Figure 5.1).
Some calculations on a larger cluster (Si 7Hz;) were performed to study the effect of
cluster size on the electronic structure results. The SigH,; cluster models two atoms
from the top silicon layer and four second-layer, two third-layer and one fourth-layer
silicon atom. The backbonds to the silicon lattice are saturated by hydrogen termi-
nator atoms. Hydrogen is chosen as a bond terminator, because the silicon-hydrogen
bond is close to nonpolar, mimicking the silicon-silicon bond. The SigH,, cluster was
used earlier by Chabal and coworkers) for analysis of vibrational spectra of hydrogen
atoms on 2x1 Si(100)-H [95]). Its small size notwithstanding (none of the silicons
are fourfold coordinated), we have found the SigH,;, cluster to be an accurate model
for surface bonding on Si(100), allowing correct predictions of trends in impurity
bonding.

The monovalent termination of Si (100) represents but one of the many possible
surface configurations. Typical (100) surfaces, prepared by HF dipping, are micro-
scopically rough and covered with a mixture of mono-, di-, and trihydrides [32] .
However, a highly regular monohydride termination on (100) silicon can be produced
by high temperature annealing in a hydrogen ambient (“hydrogen bake”). This ideal
Si(100)-H 2x1 surface, which consists of silicon dimers with one hydrogen terminating
each silicon, has a greatly reduced reactivity compared to wet chemically prepared,
HF-passivated silicon [96]. While the assumption of monovalent termination is im-
plicit in ail our calculations, the proposed reaction mechanisms apply equally well
to other surface groups; attack of the monovalent group will generally proceed much
slower than analogous reactions involving di- and trivalent silicons because of in-

creased steric constraints.
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Figure 5-1: The SigH,4 cluster, used to model moaovalent termination of the silicon
(100) surface. The top and second layer silicon atoms are indicated.
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For all our computations, we optimized the cluster geometry (bond distances
and bond angles) prior to the Hartree-Fock single-point calculations using empirical
potentials based on the universal force field developed by Rappé et al. [97] and
implemented in Cerius2. Next, for the single point Hartree-Fock calculations on
clusters containing atoms up to chlorine , we used the 6-31 G* polarized basis set. 6-
31 G* is a double zeta basis set with polarization functions added to the heavy atoms.
This basis set is becoming the standard for calculations involving up to medium-sized
systems [98]. Calculations on clusters with heavier atoms were performed using the
LANL2DZ basis set®. A clear discussion of the effect of basis set choice on the results

of Hartree-Fock calculations can be found in Ref. [98].

5.4 Halogen chemisorption on Si(100)-H

5.4.1 Character of the silicon-halogen bond

We have studied the bonding of different impurity species on silicon (100) surfaces
using the Hartree-Fock approach as outlined above. We used the SigH;2X2 cluster
to model monovalent termination different impurities. Figure 5.2 shows the total
valence electron density obtained for the SigH,,F, and SigH,2Cl,clusters. The very
large electron density around the F atom is explained by the higher electronegativity
and the shorter bond length compared to Cl termination.

Table 5.1 summarizes some of the results obtained from single-point Hartree-Fock
calculations. The charge on the impurity atom (X=F, Cl, Br, I, OH) and the top
silicon (Si,, Figure 5.1) is obtained by a Mulliken population analysis 6. The bond
order n;; (or overlap between the atomic basis functions x,’s centered on different
atoms) is a measure of the silicon-impurity bond strength.

The charge on the top silicon and halogen atom is consistent with the electroneg-

5The LANL2DZ basis set [88] uses effective core potentials (ECP) for nuclei heavier than Cl,
treating the electrons near the nucleus in an approximate way.

SMulliken population analysis computes atomic charges projecting the total electronic density on
each of the basic functions x, ceniered on a given atom.
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(a)

(b)

Figure 5-2: Total valence electron density maps for (a) SigH,,F; and (b) SigH,,Cl,.
The slice is defined by the two top silicon and the lowest Iving (fourth laver) silicon.
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ativity differences between silicon and the different halogens. As Z (atomic weight) of
the halogens increases, the atomic polarisability increases. because the core electrons
are effective screeners of the nuclear charge. This effect explains the rapid increase
in bond polarity from F over Cl to Br. The low polarity of the Si-I bond is obvious
from the very small negative charge on the iodine terminator atom (0.06 electrons,
0.02 less than the charge on the hydrogen terminator). For Br and I, the charge on
the top silicon (Si;) is negative, indicating that these halogen atoms draw electrons

from the deeper lving atoms to the top silicon layer.

Table 5.1: Net charge on halogen atom, qx; net charge on top silicon atom, gs;;
order of bond between top and second layer silicon atoms, n;2); and difference in
Pauli electronegativity, Ax. All data except Ax were obtained from single point
Hartree-Fock calculations on SigH,2X> clusters.

The charge on the top silicon and the bond order between the top and second layer
silicons provide important information on the stability of a given surface termination

in different types of ambients. The low charge on the top layer silicon (qs;,=0.01)
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and the high bond order between the top and second layer silicons (n,2=0.332) are

the main reason behind the extraordinary stability of the monohydride termination
on Si (100).

5.4.2 Stability of halogen termination in different ambients

Stable passivation of silicon surfaces has been reported for each of the halogen species
F, Cl, Br and I [99, 100, 101. 102]. Passivation by a solution of iodine in methanol
has been proposed as an alternative to hydrogen passivation by HF [74]. For appli-
cation in IC processing, a passivation layer has to be resistant to exposure to the
cleanroom ambient, containing oxygen, water and trace hyurocarbons; furthermore,
compatibility with aqueous environments is desirable. The purpose of this section
is to elucidate the breakdown mechanisms of halogen passivation layers in different
ambients and formulate conditions for stable passivation, based on the Hartree-Fock
results shown in Table 5.1 \We propose two distinct mechanisms for the attack of
halogen passivation: silicon backbond insertion and hydrolysis of the silicon-halogen
bond. Both reaction types are discussed briefly below. We focus on the effect of Si-X

bond polarity on the relative reaction rates of different chemisorbed halogens.

Silicon backbond insertion

The more polar the bonding between the top and second layer silicon, the more
vulnerable the surface will be to attack by small, polar molecules, such as HF and
OH-, which possess both electrophilic and nucleophilic properties. The instability of
fluorine termination in HF was already pointed out by Trucks et al. The successive
attack of the bonds between the top and the second layer silicon atoms by successive

insertion of HF molecules occurs by the following reactions (Figure 5.3):

Si3Si — X + HF — Si — H + Si;SiXF (5.9)

Si;Si— XF+ HF — Si—- H + Si - SiXF; (5.10)
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Si— Si— XFy+ HF — Si— H + SiXF; (5.11)

In neutral and basic solutions, attack by the hydroxyl ion, OH™, leads to analogous
reactions.

As the charge on the top silicon increases, the attack by the polar HF molecule will
occur more readily. The strength of the back bond, expressed by the bond order n,3, is
indicative of the barrier height associated with the backbond breaking process. Table
5.1 shows that for all the halogens the bond order n,; is lowered significantly compared
to the hydrogen case; we conclude therefore that significant backbord weakening is
caused by all of them. Based on the results listed in Table 5.1, we predict relative
rate constants kr >kc; >kg, >k; for the backbond insertion reaction. For Br and
I, the insertion reaction will be sluggish as the charge on the top silicon is negative.
Meanwhile, passivation by I and Br is still less stable than for H, due to the reduced
strength of the backbond (smaller bond order (n;z)).

Hydrolysis of halogen termination

In aqueous ambient, chlorine and fluorine termination will hydrolyze according to the

reactions (Figure 5.4):

Si3Si — Cl + H,O — HCI + Si3Si - OH (5.12)

Si3Si — F + HyO — HF + Si35i — OH (5.13)

The hydrolysis reaction introduces a silanol group (Si-OH). Silanol groups are
highly reactive; their role as precursors for native oxide growth will be discussed in
the next section. Silanol groups are quickly attacked by HF, leading to etching of the
top silicon layer, analogous to reactions 5.19-5.11.

Because the Si-I and Si-Br bonds are less polar, their hydrolysis in water is ex-

pected to proceed much more slowly, with rate constants kg, > k;. By substituting
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Figure 5-3: Passivation attack by backbond insertion.
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Figure 3-4: Passivation attack by hydrolvsis of the surface bonds.



a less polar molecule such as an alcohol (ROH) for water, the hydrolysis reaction
can be further suppressed. The work of M'saad [26] illustrates these predictions.
M’saad discovered that electronic passivation of silicon by bromine and iodine, dis-
solved in methanol solution, is possible; however. the stability of bromine termination
was found to be less than for iodine. The higher polarity of the Si-Br compared to
the Si-I bond. resulting in a faster hydrolysis by the CH;OH molecule, explains why
passivation by Si-Br is less stable than Si-I.

Moisture in ambient air will cause the same hydrolysis reactions to take place, be
it at slower rates. The absence of a hydrolvsis reaction for Si-H, is another reason
why hydrogen passivation is more stable in aqueous ambient than Si-I. Similarly,
chlorine passivation prepared by gas exposure is stable in dry O, but rapidly etches

a mcnolayer of silicon in the presence of water [103].

5.3 Oxygen chemisorption on Si(100)-H

5.5.1 Chemisorption mechanism

Based on earlier theroretical work [80], there is general agreement that the final stage
of the oxygen chemisorption reaction involves the formation of so-called bridgebonded
oxygen atoms on the top silicon layer. There is also mounting evidence that water
molecules play a crucial role in the oxidation reaction [12]. Based on this evidence, we
propose a two-step reaction mechanism for the oxidation of Si(100)-H at room tem-
perature in the presence of O, and moisture. The reaction mechanism is illustrated
in Figure 5.5. The first step in the oxidation process is slow, and involves insertion
of O, into the Si-H bonds to form Si-OH:

2=Si-H+0, —2=Si-OH (5.14)

The slow kinetics of this reaction are a result of the low polarity of the Si-H bond
and the need to dissociate the oxygen molecule.

We propose that condensation of the silanol groups, to form “bridging” oxygen
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and water, is catalyzed by water molecules:

2= Si~OH + H,0 — -Si — O — Si - +2H,0 (5.15)

The net result of reaction is the formation of one bridging oxygen (Si-O-Si), two
dangling bonds (Si-), and the removal of one water molecule (Figure 5.5).

This mechanism strongly supported by the report that a large fraction of the oxy-
gen atoms, present in a native oxide, grown in water. originate from water molecules
rather than dissolved O, [104]. More generally, the present reaction will occur with
polar adsorbates other than -OH as well. Later in this chapter, we will present our
own experimental confirmation of the introduction of dangling bonds by O, exposure
on a water dipped in 48 % HF [105]. In this case, pLysisorbed water was sr'spected to
catalyze the oxidation reaction during O, exposure. First. we present some examples
of the use of electronic structure calculations to obtain information on the electronic

structure of the silicon surface.

5.5.2 Effect of chemisorbed impurities on the electronic

structure of the hydrogen passivated surface
Hydrogen, halogen and hydroxyl termination

We performed Hartree-Fock calculations on SigH,,X, clusters representing monova-
lent Si-H, Si-F, Si-Cl, Si-I and Si-OH termination of Si(100). These clusters are the
analogues of the SigH,4 cluster (Figure 5.1), with the terminators atoms of the top
silicons replaced by X (X=F, Cl, Br, I, OH). The orbital energies obtained from the
Hartree-Fock calculations are shown in Figure 5.6. The orbital energy levels consist
of occupied and virtual levels, separated by an energy gap. The size of the gap is
a function of the cluster size, and converges to the true bandgap of silicon (1.1 eV)
if the calculation were performed on a large enough cluster. The difference between
the highest occupied molecular orbital (HOMO) energy and the lowest unoccupied
molecular orbital (LUMO) energy defines the bandgap of the cluster. Because of the
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Figure 5-3: The catalysing role of water in the condensation of surface silanols. This
reaction introduces a bridging oxygen and two dangling bonds.
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relatively small size of the clusters studied here, the bandgap shown in Figure 5.3 is
far greater than the bandgap of silicon (1 Hartree = 13.6 eV).

The results demonstrate that none of the surface groups has a significant influence
on the energy spectrum of the cluster. Because each of the terminator atoms forms
stable bonds with silicon, the bonding and antibonding levels of the surface bonds lie

so far apart, as to not introduce energy levels in the “bandgap” of the cluster.

Bridging oxygen and silicon dangiing bonds

We performed Hartree-Fock calculations on a cluster representing the final stage of
native oxide growth as proposed in Section 5.5.1 (atomic oxygen in the first-layer
bridging position and two silicon dangling). Figure 5.7 shows the cluster, SigH,40,
and its orbital energies. These levels are associated with orbitals that are centered on
the top silicons; both are an admixture of atomic 3p, 4s and 4p levels. We conclude
that these levels are the orbitals associated with the well known “dangling” surface
bonds.

Experimental evidence for the introduction of surface states as a result of native

oxide growth is presented in Section 5.7.2 of this chapter.

5.6 Metal chemisorption on Si(100)-H

5.6.1 Chemisorption mechanism

Metal adsorption on hydrogen terminated silicon occurs via two distinct steps. First,
metal ions are physisorbed from solution. This process can be represented by the

reaction:

M yion —3 M, (5.16)

olution silicon

The equilibrium adsorption level, I';;.+, is given by the Gibbs adsorption equation
[106]:
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Figure 3-6: Orbital energies for SigHu; SigHqu; SigHuClz; SigHmBl‘z; SigHuIz;
SigH12(OH),. Only the energy values near the HOMO and LUMO level are shown.
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1 do
Cppe+ = “RT (dlnaM=+) (5.17)

In a second step, the metal may undergo reduction:

Mt on + 267 — M, (5.18)

ilicon
where the electrons are provided by simultaneous dissolution (oxidation) of the
silicon.
The discussion of the thermodynamic and kinetic requirements for the latter re-
action to take place at an appreciable rate will be postponed until the next chapter.

Here we wish to discuss the impact of chemisorbed metallic impurities on the elec-

tronic structure of the hydrogen terminated silicon surface.

5.6.2 Effect of chemisorbed copper on the electronic struc-

ture of the surface

Because of the important role of copper chemisorption in this research, we performed
a Hartree-Fock calculation on a cluster containing a single copper atom bonded to
the silicon surface as shown in Figure 5.8. Because copper has valence 2, divalent
bonding of the copper atom (to two surface silicon atoms) was assumed.

The orbital energy spectrum for the SigH;2Cu cluster is shown in Figure 5.9.
For comparison, the energy spectrum of the SigH,4 cluster is also shown. Because
the cluster has a net spin 3 (quadruplet state), the orbital energies of exhibit spin
degeneracy (i.e., the spin up and spin down orbitals have different energies). As
in the case of the bridge-bonded oxygen, we observe deep states in the bandgap of
the SigH;2Cu cluster, which can be expected to enhance the rate of excess carrier
recombination. The midgap copper level, which is expected to be the dominant
recombination center, is occupied, and hence will behave as a donor in p-type material.
The corresponding orbital is localised on the surface copper atom and has strong Cu3s

character, with considerable admixing of Cu5p and Cu2s orbitals. We conclude that
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Figure 5-8: The SigH;4Cu cluster used to model the bonding of an individual copper
atoms to (100) silicon.
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chemisorbed metal atoms can introduce deep levels in the silicon bandgap.
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Figure 5-9: Orbital energies for (a) SigH,4; (b) SigH;4Cu (alpha electrons) and (c)
SigH;4Cu (beta electrons)

The fact that both metal atoms and silicon dangling bonds introduce surface
states in the gap are at the basis of our use of lifetime measurements to detect surface
reaction involving metals, oxygen, and halogens. The detection of native oxide growth
using in situ surface lifetime measurements is discussed in the next section; detection

of metal deposition will again be postponed until the next chapter.
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5.7 In situ measurements of silicon surface reac-

tions using RFPCD

5.7.1 In situ monitoring of chemical oxide etching in HF
Experimental

A p-type, SC2-last FZ wafer was immersed in 1:100 HF while its effective lifetime
was measured continuously using RFPCD.

Results and discussion

Figure 5.10 shows the measured lifetime and the calculated density of surface states,

based on the relationship:

d
20U T,

Nr = (5.19)

A capture cross section, oy, of 107> cm? was assumed. As shown in Figure 5.10,
the surface state density obeys a single exponential decay, indicative of first order
reaction kinetics.

As pointed out earlier, the replacement of the chemical oxide by a monolayer of
atomic hydrogen in HF is a two step process. In the first step, SiO; is rapidly etched
by HF molecules. Further reaction leads to removal of silicon as SiFg ~, and oxygen

as water[6]. The final OH groups are removed from the surface by the reaction :

Si—OH + HF — Si— F + H,0 (5.20)

As discussed in Section 5.4.2, the highly polar Si-F bond weakens the silicon
backbonds, resulting in the subsequent attack of the backbonds by HF molecules.
One layer of silicon is etched and replaced by a monolayer of hydrogen [76).

Since neither hydroxyl nor fluorine introduce gap states. we conclude that the kigh
initial value of N is caused by unsaturated surface bonds (Si). These “dangling”

bonds react with H* and F~ in solution:

105



2.0x10"° -v-.-m-,-T--p--',...rl....“.o
p-type FZ, SC2-last -
. “!' /,:\“t ‘\/_(:_.\“ ) .. x\\’.ﬁ!/_’;x‘/, ’e xx: -
_— 1 h (72 ]
SIS TN Jos 2
8 1o o T meas ] 2
E y x* ; 2
Zz PRI Ho.4
[ ] °
L xa ]
05 ¢ _din(Np)/dt=0.3125s! 1o
x .
e X "'/ J
L '\ob -
Trvqee, e ' E
0.0 Lo PRI i = SOV GPPIPIUY TIPS VAP TOIe 0.
) 5 10 15 20 25 500

Figure 5-10: The effect of oxide etching and hydrogen termination buildup on the
surface lifetime and surface state density of a p-type FZ wafer. The surface state
density obeys a single exponential decay with rate constant k,=0.3125 s~!. A minority
capture cross section of 10~'* cm? was assumed.

Si-+H*e; — Si—H (5.21)

Si-~F~ +hf — Si— F +e; (5.22)

The relatively low concentration of F~ and H* " explains the relative slowness
of reactions 5.21 and 5.22 . This is also obvious from the relatively slow increase in
lifetime shown in Figure 5.10. The first order kinetics observed suggest a simple rate
equation (assuming that the surface concentrations of H* and F~ do not change and

that \1-=Slh

dNr
dt

—ky N (5.23)

Fitting the lifetime resuits to Equation 5.23 vields a first order rate constant.

"Due to its low pK, value (3.2). most HF is present in undissociated form.

106



k;=0.3125 s, for the forward reactions 5.21 and 5.22.

Significance

In this section, we have demonstrated, for the first time, the use of RFPCD for in
situ kinetic studies of surface reactions ca silicon. The ability to monitor the etching
and passivation reaction by probing the electronic properties of the silicon surface is

unique and has significant potential for application in the fabline.

5.7.2 Measurement of O, adsorption on Si-H
Experimental

We studied the reactivity of the H-passivated silicon surface in different ambients.
An n-tvpe silicon wafer was cleaned and immersed in 48 % HF for surface lifetime
measurement. The HF immersed wafer was placed in a glovebox which was purged
with N,. Subsequently, the wafer was removed from the 48 % HF solution and its

minority carrier lifetime was monitored continuously.

Results

Figure 5.11 shows the temporal change of the minority carrier lifetime. The measured
lifetime drops from 6.0 ms, measured in 48 % HF, to 1.8 ms, immediately after
exposure to nitrogen. The decrease in lifetime during the first 200 seconds and the
ensuing increase is characteristic for wafers passivated in 48 % HF. This behavior is
not observed for wafers passivated by dilute (1-10 %) HF. After 300 seconds of N;
gas flow, the lifetime is stable. A stable lifetime is also observed when the passivated
wafer is exposed to argon.

After 1250 s, the gas supply was switched from N; to O;. An immediate decrease
in lifetime is observed. Two kinetic regions are present as shown in Figure 5.11a: (1)
a region of rapid lifetime decrease during the first 40-50 seconds of oxygen exposure
(Region I), and (2) a region of slower decrease, lasting more than 10 minutes (Region

11). The surface state density vs exposure time, assuming a cross section for surface
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Figure 5-11: (a) The effect of oxygen exposure on the effective lifetime of an n-type
CZ wafer. The measurement was started immediately after the wafer was removed
from the 48 % HF solution. (b) The density of surface states corresponding to the
lifetime measurement shown in Figure 5.11a. A minority capture cross section of
1075 cm? was assumed.
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recombination of 10~'* cm?. is shown in Figure 5.11.

Discussion

Elsewhere, region I was attributed to the rapid oxidation of poorly passivated sites
resulting from structural surface imperfections [26]. The linear decrease in the density
of surface states, observed in region II, is discussed here.

As discussed in Section 3.5.1, the condensation reaction of the Si-OH groups to
form two silicon dangling bonds and a bridging oxygen occurs rapidly in the presence

of moisture:

2Si — OH + H,0 — -Si — O — Si - +2H,0 (5.24)

where -Si — O — Si- represents a bridging oxygen atom bonded to two silicons with
one dangling bond each. The water molecules which catalyze the oxidation reaction
are believed to be present on the wafer surface in physisorbed form after the 48 %
HF exposure step.

As was pointed out, the formation of Si-OH groups is a slow process because of
the high energy barrier associated with the homolytic cleavage by insertion in two
Si-H bonds (reaction 5.14 and Figure 5.5). Therefore, in the presence of moisture, the
rate of formation of surfacz states is essentially the same as the rate of formation of
Si-OH bonds, because each Si-OH rapidly undergoes a condensation reaction (5.24),
introducing a single surface state.

Therefore, the slope dN7/dt in region II of Figure 5.11b can be used to calculate
the sticking coefficient, f, for O, on Si{100)-H:

dNg

f= 230 (5.25)

where ®,, the flux of oxvgen molecules impinging on the surface, is given by:

d, = \/"’:W = 6.8210Pcm 257! (5.26)




(p=1 atm, m=molecular weight of O,, R=ideal gas constant, T=300K). From the
slope in Figure 5.11b, we determine a sticking coefficient of f = 3.5 x 10~'® for the
slow process. This provides a estimate for the barrier height of the Si-H an O,
vond breaking and Si-OH bond formation process: -kTInf=1.2 eV. This large barrier
height for oxygen chemisorption expresses the extraordinary stability of a hydrogen

terminated silicen surface compared to bare silicon.

Significance

Our measurement demonstrates, for the first time, that native oxide growth on HF-
passivated silicon (100) starts instaneously upon oxygen exposure. While the RFPCD
method does not allow the extraction of chemical information, it boasts an extraordi-
nary sensitivity (=~ 10® surface states cm~2). Other advantages are its measurement

speed and noninvasiveness.

5.8 Conclusions

In this chapter, we discussed the kinetics of surface reactions on monolayer terminated
Si (100) based on the results of electronic structure calculations at the Hartree-Fock
level. The reactivity of chemisorbed halogens towards polar molecules such as water
and HF easily gives rise to etching by backbond insertion (in HF) and the formation
of silanol groups by hydrolysis (in air and water). The kinetics of both reactions for
the different halogens can be understood based on the bond polarity and bond order
of silicon-halogen bons.

Alternative passivation strategies, based on the use of media less polar than water,
hold some promise because the suppression of the hydrolysis reaction stabilizes the
surface bonds. Nevertheless the bond order results indicate that back bond weakening
is a factor for all of the halogens. Even iodine passivation is therefore unlikely to
provide a higher resistance to backbond attack than Si-H.

We discussed two ways in which dangling bonds can be introduced. Surface

silanols undergo a condensation reaction, catalyzed by moisture, which leads to a
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bridgebonded oxygen atom and two silicon dangling bonds. The surface states, in-
troduced by the dangling bonds, are close to midgap and can therefore be detected
b» means of surface lifetime measurements. Chemisorption of reducible metals such
as Cu also introduces surface states, which are due tc orbitals localised on the metal
atom. Both results will be of significant value for interpreting our experimental re-
sults, presented in later chapters.

We presented two examples of the use of RFPCD for in situ monitoring of surface
reactions on silicon during wet cleaning. An in-situ RFPCD study of the etching
of SiO; and subsequent passivation by hvdrogen in dilute HF was used to establish
the rat- constant of the passivation reaction. We also used RFPCD to study oxygen
chemisorption on (100) silicon following passivation in 48 % HF. We used this mea-
surement to calculate a sticking coefficient for oxygen chemisorption. Based on the
value of the sticking coefficient (f = 3.5 x 107!%), we obtain an estimate for the en-
ergy barrier associated with the chemisorption reaction of O, on hydrogen terminated
silicon (1.2 eV).

The mechanism for native oxide growth proposed in the present chapter predicts
neglegible native oxide growth in the absence of water. While exposure to dry air will
introduce Si-OH groups, the formation of “bridging” oxygens will not occur. Removal
of physisorbed water molecules from hydrogen passivated surfaces and reduction of
moisture in cleanroom air to prevent native oxide growth are therefore promising

alternatives to the use of a nitrogen “blanket” during surface preparation.
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Chapter 6

Metal Deposition from

Hydrofluoric Acid Solutions

6.1 Introduction

The deposition of trace metals from liquid ambients on silicon is a phenomenon with
interesting fundamental aspects. In the present chapter, we focus on metal deposi-
tion from HF solutions. Deposition from oxidizing solutions will be addressed in the
next chapter. Because metal deposition from HF involves charge transfer from the
semiconductor to ions in solution, a deep understanding of surface physics and elec-
trochemistry of silicon immersed in HF solutions is required to unravel the various
factors affecting the deposition rate. Building on concepts introduced in Chapter 4,
we will present a comprehensive thermodynamic model for the deposition reaction.
Application of our model has led us to a detailed experimental study of the mecha-
nisms of copper deposition from HF. Based on our experimental results, we suggest
new ways to limit contamination risk by improved control over the factors affecting
the deposition rate.

We have paid special attention to the effect of surface metals on the surface life-
time, measured by RFPCD. We will demonstrate the use of lifetime measurements
to detect metallic contaminants at levels well below the detection limit of existing

surface analysis methods. Furthermore we present their use for em in situ studies
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to elucidate the mechanisms of metal deposition. To validate our concern with the
measurement of extremely low surface contaminant levels. we have also studied the

impact of trace metals on the dielectric strength of ultrathin oxides.

6.2 Background

6.2.1 The germanium years

The interest in the chemical basis of surface defects on semiconductors dates back
to the early 1950s. In those days, the principal hurdle opposing the breakthrough
of germanium as an device material lay in the difficulty of achieving a stable rurface
passivation, and intensive research efforts were aimed at identifying preparation routes
for stable germanium surfaces. The results from this era have been the subject of
in-depth reviews by Frankl and Many et al. [107, 65]. This early work has provided
valuable backgrounds for starting our own investigations in the silicon area. In this
section, we highlight some of the milestones in the research carried since since the
germanium era.

Brattain and Bardeen (1953) of Bell Laboratories were the first to investigate the
interplay between the electrical properties and the surface chemistry of semiconduc-
tors. They studied the effect of different gaseous ambients on the surface potential of
etched germanium [108]. By cycling an etched germanium surface through a sequence
of ambients (the so-called Bardeen-Brattain cycle) they observed surface potential
changes, which were explained using the concept of “slow surface states”. The many
questions which their seminal work left unanswered motivated a host of investigations
in the 1950s and 1960s into the electrical properties of etched germanium.

Wang and Wallis (1957) [109) measured the effect of changes in the surface po-
tential on the surface recombination velocity of CP-4 etched germanium. They in-
terpreted their results by assuming the presence of two sets of surface recombina-
tion centers, characterized by discrete levels in the germanium bandgap. Many and

Gehrlich [110] combined SRV with field-effect measurements to study the effects of
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different ambients and different temperatures. They, too, proposed the presence of a
discrete spectrum of surface states to explain the changes in surface recombination
velocity and surface charge with surface potential.

Frankl (1962) [111, 112] first reported the influence of low levels of deposited
copper on the surface state density of etched germanium surfaces. On hydrophobic
surfaces, the initial effect of copper on the density of recombination centers is relatively
small, but subsequent exposure of the contaminated surface to an oxidizing ambient
introduces surface recombination centers. In contrast, the exposure of KOH-treated
germanium to a copper containing solution immediately gives rise to a strong increase
in surface recombination velocity.

Boddy and Brattain [113] measured the semiconductor-liquid junction capacitance
as a function of surface potential. For copper-treated surfaces, they observed an excess
capacitance in addition to the contribution from the semiconductor space charge
region. They demonstrate the possibility of determining the energy levels of discrete
bandgap states using field- and temperature dependent measurements.

Memming (1964) [114] pointed out that the density of adsorbed copper atoms is
much higher than the density of surface states and explained this by a deposition
mechanism based on decoration of pre-existing surface defects. )argoninski and
Gavron (1966) [115] concluded that copper exposure had little effect on the energy
or density of the recombination centers, but considerably increased their capture
probability for holes. Matsas et al. (1970) [116] investigated the formation of surface
states on germanium by gold and silver. Gold was observed to drastically increase the
surface recombination, while the effect of gold could be neutralized by coadsorption
of silver. However, silver itself was not observed to affect surface recombination.
The validity of the description of the copper-treated germanium surface in terms of
a discrete set of surface states has since been questioned by Fitzgerald and Grove
(1968) [64].
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6.2.2 Semiconductor electrochemistry

The variety of novel phenomena observed at the semiconductor/liquid interface called
for the development of a firm theoretical framework to accommodate the new physics
of semiconductor/electrolyte surfaces. In the '60s and '70s, Gerischer (117, 118] and
Morrison [119, 120, 121] made important contributions to the theoretical description
of the semiconductor surface in terms of bands, surface states and ion levels in solu-
tion. Morrison suggested the use of redox potentials as approximations for the ion
levels in solution, using the value of the standard hydrogen potential on the vacuum
scale to allign ion and band energies. Gerischer proposed tunnelling between electron
states in the semiconductor and ion levels in solution as the dominant mechanism for

interfacial charge transfer.

6.2.3 Metal-decorated semiconductors for liquid-junction pho-

tovoltaics

A surge of interest in the chemistry and physics of metals on silicon surfaces devel-
oped in the late 70s and early '80s in the photovoltaics (PV) research community.
Attracted by the prospect of using the semiconductor/liquid junction to separate
photoexcited carriers, several research groups set out to design redox solution sys-
tems capable of carrying the photogenerated current via a photocathode into an
external circuit, a process known as photoelectrochemical energy conversion. PV
research focused on ways to improve the efficiency of liquid junction solar cells by
decorating the surface with nanometer-sized noble metal clusters, deposited from so-
lution !. Metal clusters can perform very effectively as “scavengers” of photoexcited
holes, quickly transferring them into the redox system in solution. Decoration of
the semiconductor surface with microscopic metal clusters can therefore increase in-
ternal quantum efficiency and reduce photocorrosion of the semiconductor anode by

photoholes. Allongue [122] reviewed the results of these research. Large number of

1This type of plating reaction, where the electrons for the reduction reaction are supplied by
oxidation of the electropositive substrate, is oftentimes (incorrectly) referred to as electroless plating.
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semiconductor/metal systems were investigated, including GaAs, InP, GaP, Si, and
TiO2 decorated with Ru, Pt, Pd, and Cu. Even though different applications are
targeted here. our research builds on the same scientific knowledge base contained as

the photoelectrochemical solar cell research.

6.2.4 Maetallic contamination in silicon wafer cleaning

The tendency of copper and the noble metals to deposit from HF solutions onto the
surface of semiconductors has been realized since the early days of semiconductor
technology. In fact, the preferential deposition of copper on the n-type regions of a
junction is widely used to decorate junctions by immersion in a copper nitrate/HF
solution [123]. Since the introduction of VLSI, the deleterious effect of residual metal-
lic contaminz ts in front-end processing has been realized. Due to the recent trend
towards HF-last processes for pre-gate cleaning, trace metal deposition from dilute
HF has attracted much attention in recent vears. Copper, a common background
contaminant with a high tendency to deposit from dilute HF solutions, has been
investigated quite thoroughly in this context [124, 125, 126, 127, 128, 43, 44].
Among the various authors, there is a general agreement that copper and the
noble metals deposit onto silicon by an electrochemical reduction mechanism, which

involves simultaneous oxidation of the silicon by dissolution:

M* + ze- — M° (6.1)

Si+6HF +4h* — SiFy~ +6H* (6.2)

This mechanism explains why deposition is only observed for copper and the
noble metals, which have the highest standard oxidation potentials. AFM and SEM
observations revealed that copper is present on the wafer surface as nanometer sized
precipitates, while gold forms monolayer deposits. Pitting of the silicon surface (the
so-called “MIP”, metal-induced pit), as a result of localised silicon etching (reaction

8.2) underneath metallic precipitates has been confirmed by AFM, lending further
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support to a straightforward corrosion-like deposition mechanism.

Teerlinck et al. [128] studied the effect of doping type and illumination level on
copper deposition. They observed several orders of magnitude difference between the
deposition rate in the dark and under high intensity illumination, while no significant
differences between n and p-type could be detected. Large effects of trace amounts
(ppb) of bromine and/or chlorine on the copper deposition level have been reported
[125].

Several authors have reported that the copper deposition is rate controlled by ion
diffusion through the stationary boundary layer [43, 44]. However, a major deficiency
of most of the cited research is that very high copper concentrations (1-50 ppm) were
used to facilitate observations by SEM and AFM. Indeed. since the highest copper
concentrations in a high purity wafer cleaning environment are typically three orders
of magnitude lower, the relevance of these results to today’s wafer cleaning technclogy

have been questioned.

6.3 Model for metal deposition onto hydrogen-

terminated silicon from HF solutions

6.3.1 Thermodynamics of metal reduction at silicon

A simplified model for the energetics of metal ion reduction at the the semiconduc-
tor/electrolyte interface is shown in Figure 6.1. By relating both the energy levels
of the ions and the silicon bandedges to the vacuum level. the allignment of the ion
levels in solution with the silicon bands can be determined. The energy levels of ions
in solution depend on their concentration in solution and are given by the Nernst

relationship?:

E = —eEo'u“ - em‘! ( Mor )

—Fin Mo (6.3)

2Because the solutions are extremely dilute in the metal ion, we may assume that activities equal
concentrations.
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where E is energy level of the electron when “occupying” an ion in solution; E, y,
is the oxidation potential of the ion at standard concentration (1 M), measured on the
vacuum scale; and M,; and M,.s are the molarities of the oxidized and the reduced
form of the ion.

The representation of redoxlevels and semiconductor bands on the same energy
scale is due to Morrison [121], and has the great advantage of combining the for-
malisms of classical electrochemistry (redox levels) and surface physics (energy bands
and surface states). Morrison’s approach is a somewhat simplified version of the
formalism proposed by Gerischer 3 [118]. Gerischer introduced a so-called “Fermi
level in solution”, essentially the equilibrium Nernst potential of the redox couple on
the vacuum scale 4. The driving force behind the interfacial charge transfer reaction
is given by the difference between the “fermi level in solution” and the usual fermi
energy inside the semiconductor.

Charge in surface states will cause the carrier concentrations in the bulk to deviate
from the values in the bulk of the semiconductor. Upward tandbending, indicative of
negative surface charge, lowers the position of the fermi level inside the semiconductor
with respect to the ion levels; hence the driving force for electron transfer into solution
is decreased. Similarly, positive surface charge will lead to an increase in the driving
force for ion reduction.

Our calculation of the alligment of redox couples with the silicon bands, as shown

in Figure 6.1, is based on the following assumptions:

e The concentration of metal ions in solution is 1 ppb.
e All calculations were performed for dark conditions (Ef=Er,=Eg,).

e A value of the standard hydrogen potential (SHP) on the vacuum scale of 4.5
V was assumed [129].

3Like Morrison, we will neglect the shift in energy position (’reorganization energy’) which occurs
as a result of the electron transfer.

4Because the “electrors in solution” are bound to ions, the fermi nomenclature is somewhat
controversial.
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Figure 6-1: A simple band model for the reduction of metal ions from solution.
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e The dopant concentration is N=10'® cm~3 (light doping), resulting in E.-E ;=300
mV for n-type and E;-E,=280 mV for p-type.

In order to obtain the correct value of the bandbending potential in the dark, we
have performed photovoltage measurements on wafers immersed in 1:100 HF solution
using a potentiostat [67). High frequency, high intensity light pulses from a Strobotac
1538-A strobe light ® were used to flatten the bands. while the open circuit potential
(OCP) was measured using a calomel reference an Pt counter electrode. Because the
surface recombination is small for silicon immersed in dilute HF (~ 10 cm/s), the
difference between the dark and light OCP values provides a good estimate of the
bandbending potential, ¢,. The following estimates for the bandbending potential in
the dark were obtained: ¢,=300 mV on p-type wafers (type III) and ¢,=100 mV for
n-type (type I) (positive values are defined as bandbending into depletion).

From Figure 6.1, we immediately conclude that reduction of ions from solution will
only occur for ions with a sufficiently positive standard reduction potential. Because
the ion energies depend on the ion concentrations by Equation 6.3, the driving force
for deposition will decrease as the ion concentration is reduced also. As discussed in
Chapter 4 of this thesis, the effect of very low intensity illumination will be to flatten
the bands . For n-type bands in depletion, flattening the bands will lift up the quasi
fermi level for the electrons and, hence, increase the driving force for ion reduction 7
For p-type bands is depletion, flattening the bands will not affect the quasi fermi level
for the electrons, when the surface recombination velocity is small. For illumination
beyond flatband, the quasi fermi levels will move up with respect to the ion levels,
regardless of doping type, and the effect of the light will therefore be to increase the
driving force. Detailed calculations of the driving force will be presented later in this
chapter.

The band diagram shown in Figure 6.1 only represents the energetics of the ca-

5Quad-Tech (Marlborough, MA).

SWe are making the same assumptions as stated in Section 4.3.1.

TWe assume reduction occurs by a conduction band mechanism. If the charge transfer from the
valence band, the hole quasi fermi level hav to be considered to determine the driving force for
deposition.
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thodic reactions ® The question arises whether driving forces calculated based on the
banddiagram are “real”. since they do not include the anodic halfreaction. Because
in this work we only consider low concentrations of metal ions in solution (10 ppb -
1 ppm), we may in general assume that the anodic reaction (silicon dissolution) will
not limit the rate of the reduction reaction. In this case the free energy change of
the cathodic halfreaction. as obtained from the banddiagram, will effectively control

deposition.

6.3.2 Kinetics of metal reduction at silicon

According to Gerischer [118], the reduction of a metal ion from solution occurs by
tunneling of an electron from a filled electron state in the semiconductor to an empty

ion level, at the same energy, in solution. The filled electron state can be:

e a state in the conduction band;
e a filled surface state with an energy level in the gap:

e a state in the valence band, in which case the electron capture process by the

ion in solution is equivalent to the injection of a hole into the valence band.

Because of the low positions of the gold levels on the vacuum scale, we predict that
gold reduction will occur by hole injection into filled valence band states. Because
the energy level of the ion in solution overlaps with a high density of filled valence
band states, rapid reduction of the ion is expected following physisorption.

Because copper is present as a divalent ion in HF solution [127), its reduction must
necessarily involve to separate reduction steps, Cu**+e~ — Cu* and, subsequently,
Cu* + e~ — Cu®. Thus, representation of the copper reduction reaction on a band

diagram requires the consideration of two distinct ion levels, as shown in Figure 6.1.9

3If no anodic reaction (equation 6.2) were present to provide the eiectrons consumed by the metal
reduction, charge inbalance between the substrate and the solution would result, giving rise to a
large potential which opposes further deposition.

9Unfortunately, the precise position of the Cut+/Cu* redox level with respect to the silicon
bands cannot be established precisely, because of the ":_" ratio is not known. For convenience, we

will assume ""’." =l1.
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ngure 6-2: The Gerischer mechanism for oxidoreduction reactions at the semicon-
ductor/electrolyte interface.
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From the study of copper electrodeposition on metallic substrates, it is well known
that the first step is rate limiting in the overall reduction process [130]. Since the redox
level of the rate limiting step, Ec.,,/cu,. is near the middle of the silicon bandgap,
charge transfer necessarily involves surface states. The low density of surface states
(of the order of 10° cm~2) for silicon immersed in dilute HF leads us to expect a much

lower reduction rate for copper, than for gold ions.

6.3.3 Growth of metallic precipitates on silicon

In the previous sections we focused on the reduction reactions of metal ions at the
silicon/cleaning solution interface. For certain metals, notably copper, this reduction
reaction cannot occur atom by atom because of the small driving force, and reduction
occurs by nucleation of metallic clusters. The presence of these clusters introduces a
second deposition mechanism: reduction of metal ions at the metal/solution interface.
The deposition of metal ions on existing nuclei will be balanced by silicon dissolution,

as expressed by the following corrosion reaction for the case of copper:

Si+6F +2Cu** — SiFg ™ +2Cu (6.4)

Because of the high driving force of this reaction (AG°=-160.4 kcal/mol) the
kinetics of ion reduction at the copper precipitate/solution interface will usually be

limited by ion diffusion in the liquid.

6.4 Experimental results

6.4.1 Deposition tendencies for various metals
Experimental

After the standard MIT clean, wafers were immersed for 10 minutes 1 % HF solutions
deliberately contaminated with 1 ppm Fe, V, and Cu, and 100 pb Au respectively.

Before and after immersion, minority carrier lifetime measurements were performed
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in 48 % HF using RFPCD. Care was taken to limit the exposure to ambient air to a

few seconds during transfer between solutions.

Results and discussion

The results of these experiments are shown in Figure 6.3 and Table 6.1. Figure 6.3
shows the time dependence of the effective lifetime measured in 48 % HF for V, Fe and
Cu exposure; Table 6.1 shows the standard reduction potential, E°; the exposure step;
the lifetime measured after the exposure to 48 % HF and the thermodynamic driving
force, for the respective ion concentrations in solution. To calculate the driving force,
we started from the band allignments shown in Figure 6.1. We assumed a doping
level of 10'>cm~3 , and an injection level, resulting from normal cleanroom lighting,
of 10"3cm~3 !° The calculation is further based on concepts discussed in Chapter 4
and on the measured values for the bandbending on n- and p-type material in the in
the dark (Section 6.3.1).

For Fe and V, the lifetime recovers to the original high (5.0 ms) after exposure
to the contaminated solution. For Cu (Figure 6.3 and Table 6.1) and Au (Table 6.1)
there is a clear lifetime decrease as a result of the immersion in the contaminated
solution. Since the deposition of copper and gold from dilute HF onto silicon was re-
ported earlier {131, 132, 124}, we conclude that the reduction of of metal ions through
reaction (6.1) introduces surface states in the silicon bandgap, which give rise to a
degradation of the effective lifetime. After the RFPCD measurement, TXRF analysis
of the the copper contaminated wafer revealed a surface Cu concentration, Nc, of
15.10'%atoms/cm?, confirming that Cu deposits from dilute HF solution. For Fe and
V, no lifetime decrease is observed and we conclude that these ions, while likely ph-
ysisorbed at low concentrations onto the hydrogen terminated surface, do not undergo

reduction.

19This value is an estimate, obtained by a photocell measurement.
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Figure 6-3: The effect of immersion in a contaminated solution on the surface lifetime.
The wafers were immersed in 1:100 HF solutions containing 1 ppm of V, Fe and Cu
ions respectively.
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Redox system | E° Exposure Tmeas | AG (meV)

100 ppb, 5 min.

Cu**/Cu 0.337 | 1 ppm, 10 min.

Fe** /Fe -0.440 | 1 ppm, 10 min.

V++/V -1.175 | 1 ppm, 10 min.

Table 6.1: Standard reduction potential, surface lifetime, 1:100 HF exposure condi-
tions, and calculated driving force for the cathodic reaction.

Significance

The deposition tendency (as established by the RFPCD m=asurement and TXRF) of
the various ions is in excellent agreement with the thermodynamic driving force, as
calculated based on the banddiagram (Figure 6.1). Our model is based entirely on
measurable physical quantities (doping level, doping type, illumination level, band-
bending potential and ion concentration in solution) and tabulated thermodynamic
properties (E° of the metal and the value of the standard hydrogen potential on the

vacuum scale).

6.4.2 In situ detection of copper deposition from HF
Experimental

After performing the standard MIT clean, an n-type wafer was immersed in 1:100 HF
and the lifetime measured. After 250 seconds, a controlled amount of copper ions was

added so as to obtain a copper concentration of 10 ppb in the measurement solution.
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Results and discussion

The effect of the copper deposition on the measured lifetime is shown in Figure 6.4. As
the copper deposition reaction proceeds, the measured lifetime decreases as a result
of surface states introduced by the copper. To eliminate the possibility that the small
amount of nitric acid, added to the measurement solution together with the copper
ions, might be the cause behind the lifetime decrease, we replicated the measurement,
adding the same amount of nitric acid without the copper. The lifetime remained high

and stable, proving that the lifetime degradation is due to copper deposition.

Measured RFPCD lifetime (3)

0 500 1000 1300 2000
Immersion time (s)

Figure 6-4: In-situ detection of copper deposition from a 1:100 dilute HF solution.

Relevance

Our discovery that surface lifetime measurements can be used to detect low levels of
metals on silicon surfaces while immersed in a dilute HF solution is of considerable
technological interest. Integrated into an industrial wet bench, RFPCD can be used
for in situ monitoring of cleaning effectiveness, eliminating the need for frequent
TXRF measurements on “monitor” wafers to control bath purity. To assess the
applicability of RFPCD as an in-line surface purity monitor, the detection limit of
the RFPCD measurement for surface metals and the relationship between surface
lifetime and metal coverage are important issues, which will be dealt with in detail

in later sections.

127



6.4.3 Effect of chloride ion on copper deposition from HF
Experimental

After performing the standard MIT clean, an n-type wafer was immersed in 1:100 HF
and the lifetime measured continuously. After 800 seconds, a controlled amount of
chlorine ions was added as HCI (Section 3.5.4) so as to obtain a chlorine concentration
of 2 ppm in the measurement solution. After 1000 seconds. copper ions (10 ppb) were
added to the solution as described earlier. The wafer was left exposed to the copper
containing solution for 3200s, before being removed for TXRF analysis. In a second
experiment, a n-type wafer underwent the same treatment, except that no chlorine
was added to the solution. Care was taken to ensure that the same amount of nitric
acid was added with the copper ions for both experiments !!. After completion of
the TXRF analysis, several 10x10 um AFM images were taken from the center area
of both wafers. Typical AFM images for each of the wafers are shown in Figures 6.6
and 6.7.

Results and discussion

As shown in Figure 6.5, addition of chloride to the measurement solution instanta-
neously reduces the surface lifetime. As discussed in Chapter 5, chlorine forms a
polar bond with the silicon, weakening the silicon backbond. Since termination of
the silicon by chlorine does not introduce states in the bandgap, the decrease in sur-
face lifetime after chloride addition must be the result of surface states, introduced
by dangling surface bonds. The observed appearance of surface states upon chlorine

addition suggests that chlorine inserts in the silicon backbond, introducing a dangling
bond (Si-):

— H,Si - SiH; — +Cl” + h* — —H,Si - +CISiH,— {6.5)

U Nitric ions are oxidizing and reduce the deposition rate by pulling the silicon bands downward
with respect to the energy levels of the ions in solution. Failure to maintain the nitric acid concen-
tration (typically a few ppm, due to the addition of the AAS solution (Section 3.5.4) constant in
both experiments, might have led to differences in the deposition rate due to nitric, not chloride,
ions.
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Figure 6-5: Effect of chloride ion on copper deposition from dilute HF. (a) Wafer
exposed to 10 ppb Cu~~. no ClI~; (b) wafer exposed to 10 ppb Cu** and 2 ppm Cl-.
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Once a surface silicon is bound to Cl, it is quickly etched because the remaining
backbonds are broken by insertion of HF, as discussed in Chapter 5. To explain the
gradual recovery of a high lifetime, shown in Figure 6.5b, we propose that surface

states are being removed from the gap, by the following reaction:

=Si-+H* —=Si-H+h* (6.6)

A closer study of the decrease in lifetime as copper deposits reveals an effect
of chlorine on the copper deposition rate. Indeed, with 2 ppm chlorine, the sur-
face lifetime decrease occurs at about twice the rate compared to the no chlorine
case. Even though both wafers where exposed to the copper containing solution for
the same amount of time, the final copper level was determined by TXRF to be
(360+250)x10"°cm? for the wafer immersed in the solution containing 10 ppb copper
and 2 ppm chloride ions, as compared to (58+41)x10'%cm? for the wafer exposed to
the 10 ppb solution 2.

As shown in Figure 6.6 and 6.7, AFM analysis of both wafers after the TXRF
measurement revealed that copper is present on the wafer as precipitates, with the
density of precipitates highest for the wafer exposed to chlorine contamination 13

A decrease of the overpotential of the Cu** +4e~ — Cu* reaction was reported
earlier [130). This effect might well explain the increased deposition rate of copper
in the presence of chlorine ions, as reported here. An alterLate possibility is that a
reduction in the overpotential of the anodic reaction (increase in the silicon dissolution
rate, as expressed by reactions (5.9)-(5.11)) lowers the rest potential of the silicon,

thereby increasing the thermodynamic driving for copper deposition.

12The errors are standard deviations over the 3 TXRF measurements (center point + 4 symmetrical
positions.)

13This observation proved consistent over 5-6 different images taken for both wafers at random
locations near the centerspot.

130



10.0

0 2.5 S.0 7.5 10.0
T

Figure 6-6: 10x10xzm AFM image of the sample exposed to 10 ppb Cu in 1:100 HF
for 3200s. 2 ppm Cl~ added to solution.
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Figure 6-7: 10x10um AFM image of the sample exposed to 10 ppb Cu in 1:100 HF
for 3200s, no C1~ added.
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Relevance

A strong dependence of the copper deposition rate on the presence of various anionic
species was reported by Aomi [125]. Notably Br~ and Cl~ where observed to strongly
enhance copper deposition, whereas HNO3 was observed to reduce the deposition rate.
To our knowledge, the measurements reported here represent the first confirmation
on the effect of chloride ions on the copper deposition rate.

The effect of chlorine on the deposition rate is reflected in the in situ surface
lifetime results also. These were shown to be in qualitative agreement with AFM
and TXRF data. The detection limits of the surface lifetime measurement will be

investigated in greater detail in later sections of this chapter.

6.4.4 In situ detection of gold deposition from HF
Experiment

Because of the strong effect of gold on the surface lifetime, as obvious from Table
6.1, we performed an in situ RFPCD measurement to compare its deposition kinetics
to copper. A p-type wafer, prepared in the usual way, was immersed in 1:100 HF
and the lifetime measured continuously. As shown in Figure 6.8, the addition of 10
ppb gold to the measurement solution results in a precipitous drop in the surface
lifetime. Comparison of Figure 6.8 with Figure 6.5b indicates a much faster lifetime
degradation, by roughly two orders of magnitude, by gold than by copper ions in

solution 4.

Results and significance

The much higher deposition rate observed for gold ions is in excellent agreement
with our predictions, based on thermodymamic and kinetic arguments, presented

earlier in this chapter. Ready deposition of gold from HF solutions on to silicon, was

14Because Aut*+ was addeq as AuCl, we have to take into account the possible effect of chloride
jons (about 2 ppm) on the gold deposition rate. A comparison should therefore be made with the
copper experiment where 2 ppm chlorine was deliberately added.
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reported earlier by Kuisl et al. [132] and Chazalviel et al. [131]. Chazalviel, using
photovoltage spectroscopy techniques, also reported the introduction of surface states
by the chemisorbed gold. AFM studies of gold deposition on silicon have revealed
depositioh by monolayer growth [133], consistent with the atom-by-atom deposition

mechanism suggested earlier.

6.4.5 Dependence of gold deposition rate and surface life-

time on immersion time
Experimental

Both n and p-type wafers (type II and III) were exposed to 1:100 HF solutions con-
taining gold concentrations ranging from 10 ppb to 100 ppb, while exposure times
were varied between 5 seconds and 1 minute. Wafer preclean and preparation of the
contaminated solution was performed in the usual way. In a related set of experi-
ments, p-type wafers (type II) were immersed for times ranging from 15 s to 1 min.
to solutions containing 10 and 50 ppb, and analyzed with TXRF.

Results and discussion

The surface lifetime resuits, measured with RFPCD, are summarized in Figure 6.9.
Figure 6.10 shows the gold coverage obtained from the TXRF measurements on the
p-type wafers. Both the lifetime and the TXRF results are consistent with an atom-
by-atom deposition process, as predicted from the allignment with the silicon bands.
The deposition reaction is limited by diffusion in the liquid, as expressed by the
Cottrell equation:

Nau(t) = 2- DV2Cr~ V21 /2 (6.7)

Since Ny=N 4, for atom-by-atom deposition, this explains the t~!/2 dependence
of the surface lifetime, as seen in Figure 6.9.
‘We have used the literature value for the diffusion constant of the Au(CN); ion
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(9.7x10~%cm?/s [134]) to determine the cross section for minority capture, o, from
a fit of the Cotrell equation to the surface lifetime data. \Ve obtain a value ov=
o ~ 107" cm~2. When the wafer is left in the solution for longer times and the
solution is stirred, the Cotrell equation does not hold anvmore because the stagnant
layer is disrupted. In that case, a larger deposition level is observed than expected
based on the diffusion limit. This explains the deviation from the Cottrell equation

for the longest exposure time (Figure 6.5 b).

6.4.6 Effect of doping type on copper deposition rate

The surface state mechanism proposed earlier in this chapter for the copper deposi-'
tion reaction suggests a dependence of the copper ion reduction rate depending on
the density and filling of surface states. The filling of the surface states depends on
the position of the fermi level in the gap, and, hence, on the driving force for depo-
sition. To further investigate the details of this mechanism, we performed a series
of experiments to analyse the effect of various factors on the deposition rate. The

factors considered are summarized in Table 6.2.

Experimental

Clean wafer surfaces were prepared using the standard MIT cleaning treatment de-
scribed in Section 3.6.3 of Chapter 2 !5. Cleaned wafers were exposed to HF solutions
containing controlled amounts of Cu** ions. After the exposure step, the wafers were
placed in 48% HF for RFPCD measurement. No DI rinsing was performed between
the exposure to the copper containing solution and the measurement. Care was taken
to minimize the exposure to ambient air to a few seconds during transfer between
solutions. After a short (typically 2 minutes) stabilization period, RFPCD measure-
ments were taken under low level injection conditions. Lifetime values were obtained
by single exponential fit to the full decay curve. Next, the wafers were briefly rinsed

in DI water, dried in a nitrogen gun, and stored in Fluoroware™ ¥ single wafer carriers

5Type I (n-type) and type II (p-type).
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doping type n,p

exposure time 1, 3, 30 min.

illumination on, off

copper concentration 30, 100, 400 ppb

HF concentration 1:100, 1:10, undiluted

Air exposure yes,no

Pt contact open circuit, closed circuit

Table 6.2: Factors investigated in copper deposition study.
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for TXRF measurement. Surface copper concentration was measured by TXRF 16
at 5 points (centerspot + 4 symmetrical locations 30 mm off-center). We also per-
formed elaborate AFM to study the morphology of copper deposits. ICP-MS was
used to verify the accuracy of copper ion concentrations in solution and to ascertain

the absence of other metallic contaminants in appreciable amounts.

Results and discussion

Figure 6.11 shows the effect of copper concentration in sclution on surface copper
concentration for n and p type silicon immersed for 300s in 1:100 HF under cleanroom
illumination. Surface copper concentrations are averages over the 5 measurement

points; errorbars shown are standard deviations.
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Figure 6-11: The effect of copper concentration in 1:100 HF solution on lifetime and
deposition level for (a) n and (b) p-type wafers. All wafers were immersed for 5
minutes.

A salient difference between n and p-type silicon is the deposition level at high
(400 ppb Cu**) in solution. For p-type, Nc,, the concentration of copper atoms on
the silicon surface, varies roughly linearly with Cc,, the concentration of copper ions
in HF. Meanwhile, for n-type, N¢, saturates to a value of around 10'2 atoms/cm? for

n-type. We believe this effect is due to the slowness of the silicon dissolution reaction

18The detection limit of TXRF for copper is around 0.5x10'® atoms/cm?.
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on n-type material (Equation 6.2). Because the equilibrium concentration of holes
is extremely low on n-type material (even when the bands are bent into depletion),
copper deposition may become rate limited by reaction (6.2) because of the need to
maintain charge balance between anodic (silicon dissolution) and cathodic (copper

deposition) reactions.

Comparison of deposition rate with earlier work

The apparent linearity between Cc, and Ng, for p-type material suggests the pos-
sibility that, in absence of a rate limiting step resulting from silicon dissolution, the
deposition process might be diffusion-limited, as suggested elsewhere based on ex-
periments at higher copper concentrations in solution [43, 44]. We can calculate the
diffusion-limited value based on the Cottrell relationship, which expresses the diffu-

sion limit for a planar Fickian diffusion problem !7:

Neu(t) = 2- DV2Cr— V22 (6.8)

where D is the diffusivity of the ion in solution, t is the exposure time, and C is the
concentration (cm™3) of ions in solution. For 400 ppb copper in solution (C = 3.8x10"
cm~3) we calculate N¢, = 2x10'* cm? after 300s immersion, using Dey++=7.8x10%
[43). This value for N¢, is a factor 80 larger than our measured value on p-type
material (Figure 6.11). These results indicate that at low (ppb) levels of copper in
solution, the deposition reaction occurs much more slowly than the limiting value
imposed by the diffusion limit. This observation tells us that reduction rate of copper
ions at low ppb levels in solution is very slow compared to the rate observed in earlier
experiments using much higher (ppm) levels of copper in solution [126, 43, 44).

The high reaction rates reported in the literature suggest a different reaction mech-
anism at high copper concentrations in solution. At the low copper concentrations

used in our experiments (ppb levels) copper reduction is bound to be dominated by

17We can apply the relationship for a one dimensional diffusion problem even when copper de-
position occurs on a 2D array of point sinks, as long as the diffusion length, VD, is considerably
larger than the average distance between the point sinks.
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precipitate nucleation at the silicon/solution interface, rather than growth of exist-
ing precipitates. At higher copper levels, nucleation is fast [43, 44]. As discussed in
Section 6.3.3, growth of the nuclei by ion reduction at the Cu/solution interface is
expected to rapid also, because copper ions can capture electrons from a continuum
of states in the copper metal, much like gold ions when depositing on silicon. Cop-
per ion diffusion to the Cu/solution interface or, for high copper concentrations in
solution, the anodic reaction are likely to be the only factors limiting the deposition

rate.

6.4.7 Effect of doping type on precipitate size
Effect of doping type on surface lifetime

Because RFPCD measures surface defects, we expect an inverse relationship between
surface lifetime and the areal density of copper precipitates. Since levels deposited on
n-type material from the 400 ppb solution give rise to a much greater degradation of
7 than the higher copper levels deposited on p-type from the same solution (Figure
6.11), we expect a finer distribution of copper precipitates on the n-tvpe wafer. This
difference between n and p-type is consistent with our expectation, that nucleation
should be faster on n-type, because of the higher driving force (greater filling of surface
states); hence a denser precipitate distribution should result than on p-type. On p-
type, growth is expected to be more rapid than on n-type, because the anodic reaction
(silicon dissolution rate) proceeds faster as a result of the higher concentration of holes

at the surface.

AFM analysis of precipitate density

To verify our hypothesis, we have performed extensive AFM analyses on the n and
p-type wafers exposed for 5 min. to the 400 ppb copper solutions. The 400 ppb wafers
were selected because, for these wafers, the difference in lifetime response between
n and p-type was the most pronounced. Pictures were randomly selected from the

center area of the wafer, previously analyzed by TXRF. Picture sizes varied between
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Figure 6-12: AF) image of a n-type wafer immersed for 5 minutes in 1:100 HF
containing 400 ppb Cu*+.
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Figure 6-13: AFM image of a p-type wafer immersed for 5 minutes in 1:100 HF
containing 400 ppb Cu.
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1x1 and 5x5 um. Figures 6.12 and 6.13 show typical AFM images for the two wafers.
A coarser precipitate distribution is observed for the p-type sample. Since the surface
lifetime is inversely related to the density of surface defects. we expect a coarser
distribution to have a lesser effect on the surface lifetime than a fine distribution of
smaller precipitates.

We used the grain size algorithm on the AFM instrument to determine the grain
size distribution for both samples. Surface roughness on the prime wafer material we
used was so low (typically 2 Aor less) that precipitates as small as 1 nm could reliably
be discerned from peaks in the roughness distribution. Precipitate size distributions
corresponding to the images shown in Figures 6.12'and 6.13 are shown in Figures
6.14. Our conjecture that precipitates on the p-type wafer have a coarser distribution

than on the n-type wafer, is confirmed.
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Figure 6-14: Precipitate size distribution of the wafers immersed for 5 minutes in
1:100 HF containing 400 ppb Cu*+*.

To estimate the areal precipitate density, it is necessary to calculate the average
precipitate volume for both size distributions. Based on the overall distribution from

multiple images obtained from the same wafer, we calculated the average volume
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from the precipitate height distribution height by assuming the precipitates to have

a hemispherical shape!®. The average precipitate size is obtained as:

Yr2onrd
n

Vav =

(6.9)

Where n is the total number of precipitates in the population (the number of
copper atoms per nm® equals 85). The areal density of precipitates, Ny, can then

be calculated as:

(6.10)

where V,, is expressed in nm3.

The results of the volume integrations is shown in Tabel 6.3.

“ |] n-type p-type l%

1231

Cu (cm~?) || (86.8+11.6)x10"° | (248+84.0)x10'

2.23x10° 24.2x10°

Table 6.3: Results of AFM analysis of precipitate density on p and n-type wafers
immersed for 5 min. in 1:100 HF solution containing 400 ppb Cu**.

The average precipitate size is about 10 times larger on the p-type wafer than on
the n-type. Based on the amount of copper measured by TXRF, we can estimate
the areal density of precipitates, Npp, to be roughly three times smaller on the p

18 As discussed in Section 3.3, the large lateral dimensions of the precipitates on the AFM pictures
are an artefact of the AFM technique, being determined by the tip shape rather than by the true
lateral dimensions of the precipitate. For lack of information about the true aspect ratio, we have
assumed hemispherical precipitates.
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than on the n type wafer. The minority carrier capture cross section per cluster is

approximately 2x10~4cm?.

Discussion

The analyses performed on the wafei's exposed to 400 ppb Cu** have given us im-
portant insights on the deposition mechanism and as well as the interpretation of the

RFPCD measurement:

o the doping type has a drastic impact on the morphology of the copper deposits;
on the p-type we analyzed, fewer precipitates are formed, but because they are,

on average, 10 times larger in size, the total amount of copper deposited is

greater for p-type;

o the RFPCD results are consistent with the AFM data on the areal density of
copper precipitates;

e comparison of the deposition rate to the diffusion limited reaction rate leads
us to the conclusion that kinetics of copper reduction at the silicon/solution
interface is slow. Even on p-type silicon, where the anodic reaction is not
expected to be rate limiting, copper deposits at roughly 1/80 of the diffusion
limited reaction rate.

Conclusion

Our AFM observations have shown, for the first time, a difference in the deposition
mechanism between n and p-type. This difference is expected based on the difference
in driving force (thermodynamics) and filling of surface states (kinetics). Nucleation
occurs more easily on n-type because the areal density of filled surface states is higher
(driving force is larger); on p-type, the nucleation is slower (driving force is smaller),
but growth is more rapid, because the kinetics of the anodic reaction is faster. On
p-type material one therefore observes fewer, but larger sized, precipitates. This dif-
ference in deposit morphology was shown to be reflected in the RFPCD measurement.
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For larger precipitate sizes, the sensitivity of the RFPCD technique to the surface
copper level is degraded as the lifetime scales inversely with the density of precipitates,

not with their size (volume).

6.4.8 Effect of HF concentration on copper deposition rate
Experimental

We varied the HF content of the spiked HF solutions from a dilution ratio 1:100,
to undiluted 48% HF. Both n and p type wafers were exposed for 5 minutes to HF

solutions containing 30 ppb Cu*+.

Results and discussion

The results of these experiments are shown in Figure 6.15. A marked decrease in
the deposition rate with increasing HF concentration is observed. Effects of HF
concentration on metal deposition rate were reported earlier by Nagahara et al. [135).
Increasing the HF concentration has a number of effects which can be expected to
influence the rate of metal deposition.

One might argue that increases in HF concentration will increase complexation
of the metal ion by fluoride, resulting in a slower deposition rate because, once com-
plexed, the metal ion is not available for physisorption. In 1:100 dilute HF, the
fraction of complexed copper is negligible, because almost all of the HF molecules are
undissociated and the fluoride concentration, [F-], is small [6]. As the concentration
of HF is increased, its degree of dissociation is decreased further but the total fluoride
concentration rises nevertheless, so that more copper is complexed to form CuF+ and
CuFj (127]. However. Schouterden [136] reports that copper deposition occurs more
rapidly from buffered HF than from dilute HF, even though a larger fraction of the
copper ions is complexed in buffered HF. Therefore, it seems likely that the effect of
HF concentration is due to pH differences, not differences in complexation. As the HF
concentration increases, the pH decreases; hence, the silicon bands will be lowered as

the H* /H, redox level in solution decreases. The lowering of the bands with respect
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Figure 6-15: The effect of HF concentration on copper deposition level and lifetime.
The wafers were immersed for S minutes in solutions containing 30 ppb Cu*™. Life-
times were measured in 48 ¢ HF immediately after the contamination treatment.
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to the copper levels in solution reduces the deposition tendency.

Capture cross section at low (< 10'° cm~2) coverage

The 1:10 and 48 % HF exposed wafers offer a good opportunity to relate the surface
lifetime measured by RFPCD to copper level. determined by TXRF, in the very low
coverage range (< 10’ cm~2). We calculated minority carrier capture cross sections
on n and p type material using the familiar expression (Equation 4.21). The results
are summarized in Table 6.4. We obtain a cross section of approximately 8.5x1010~'7
cm? for hole capture on n-type, and 5.6x1010~*7 cm? for electron capture on p-type.
The larger cross section per copper atom on n-type is consistent with the smaller
cluster size (higher nucleation rate and smaller growth rate), expected for n-type

material.

Tmeas Cu oCr
(10'%at/cm?) | (10~ cm?)

treatment

5 min. 1:10 HF, 30 ppb Cu**

5 min. 48 % HF, 30 ppb Cu**

5 min. 1:10 HF, 30 ppb Cu**

5 min. 48 % HF, 30 ppb Cu**

Table 6.4: Cross section for minority carrier capture per copper atom on the silicon
surface, for < 10'°%cm~2 copper coverage.
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6.4.9 Impact of ambient exposure on copper-induced sur-

face lifetime degradation
Experimental

The results presented so far always involved experiments where the lifetime mea-
surement in 48 % HF was performed immediately following the copper deposition
treatment. \We performed a set of experiments similar to the ones described earlier,
where the wafers were left exposed to the cleanroom atmosphere for several hours
before measuring the surface lifetime in concentrated HF. Wafers were first cleaned
using the standard MIT clean and then exposed to 1:100 HF solutions containing a
controlled amount of metal ions, prepared in the usual fashion. After removal from
the contaminated solution, the wafers were left exposed to the cleanroom for several
hours (no rinsing was performed). For measurement, the wafers were immersed in 48
% HF until the lifetime stabilized (typically a few minutes).

Results

The results of these experiments are shown in Figure 6.16. Figure 6.16a shows the
variation of surface lifetime with copper concentration in solution and immersion time
for n-type wafers. Figure 6.16b shows the same information for exposure of both n
and p-type material to 50 ppb in solution.

The difference between these surface lifetime results and earlier measurements,
without the intermediate ambient air exposure, is remarkable. Comparison of Figure
6.16 to Figure 6.11 reveals a drastic reduction in the surface lifetime resulting from
the ambient exposure. On n-type material, the lifetime value obtained for 10 ppb, 1
min immersion with prolonged air ezposure prior to RFPCD measurement is roughly
a factor of 30 smaller than the lifetime measured immediately after the exposure step.
This pronounced increase in the effect of copper on the surface lifetime represents a
similar increase in sensitivity of the RFPCD technique for surface copper detection.

By performing similar measurements on wafers exposed to uncontaminated HF
solutions, we have verified that the reduction in lifetime is caused by the copper
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contamination, and not by native oride growth during asr exposure. Exposure to 1:100
HF contaminated with Fe or V, followed by air exposure and 48 % HF measurement,
leaves the surface lifetime unaffected. This proves that any native oxide, grown during
air exposure, is rapidly removed in 48 % HF and hence does not affect the surface

lifetime measurement.

Discussion

The observations presented in this section suggests that some of the copper present
on the wafer after exposure to the contaminated solution is inactive in surface recom-
bination during measurement in 48 % HF; subsequent air exposure brings the copper
in an “activated” state where its effect on surface recombination is greatly enhanced.
Since copper reduction is slow, physisorbed copper ions will be present on the wafer
surface after removal from the contaminated solution. If the RFPCD measurement
is done immediately following the immersion, these ions will not affect the surface
lifetime since their bonding to the hydrogen passivated silicon surface is only very
loose; hence, they do not affect the electronic structure of the surface. Upon ambient
air exposure, native oxide growth introduces surface states with energy levels in the
silicon bandgap (see Chapter 5). As pointed out earlier in this chapter, surface states
are essential for the copper reduction reaction to take place, because the position of
the Cu*/Cu** level in the silicon bandgap precludes direct electron capture from
one of the bands (Figure 6.1). Hence we propose that air exposure, following copper
contamination, leads to the reduction of physisorbed copper ions to the metallic state.
Once fully reduced (oxidation state 0), the copper forms divalent bonds with the sur-
face silicon, creating surface states in the silicon bandgap as discussed in Chapter 5.
This mechanism is supported by the observation that surface copper increases the
native oxide growth rate of HF-dipped silicon [137].

TXRF analysis of a wafer exposed to the the same treatment as the 10 ppb Cut+,
1 min exposed waler in Figure 6.16a revealed a copper level of 0.68x10'° cm~2. Based
on this value and the surface lifetime measured in 48 % HF (629 us), we obtain a

cross section per copper atom of approximately 10~!5> cm?. As can be seen in Figure
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6.16b, ambient exposure results in a slightly stronger lifetime degradation for p- than
for n-type wafers. The time dependence of the lifetime results in the low copper
ion concentration range (10 ppb) is consistent with a diffusion limited physisorption

process (1, = t~1/2).

Relevance

The results presented in this section emphasize the important role of air exposure
for maximizing the effect of low levels of copper on the surface lifetime. Our data
indicate that ambient exposure allows easy detection of copper contaminants at ppb
and even ppt levels in HF solution. Based on the surface lifetime data shown Figure
6.16a, we predict a copper ion concentration of =~ 440 ppt in the blank solution. This
level of copper in the blank solution is consistent with the specified purity of 1 ppb
for Gigabit™ chemicals.

Using 0 = 10~!5 cm?, a lower detection limit of 10® cm~2 is obtained for copper
detection in 48 % HF, after air exposure. this is 40 times lower than the lowest
detection limits attainable for copper detection with TXRF. We can use the value
for the cross section to calculate that the copper level on the wafer exposed to the

blank solution for 2 min. (bulk lifetime 9.08 ms) is approximately 1.2x10%cm~2

, OF
about 10 ppm of a monolayer coverage. This value is well below the detection limit
of today’s most advanced surface analysis tools. The demonstrated sensitivity of
RFPCD for impurity detection in bulk liquids is matched only by ICP-MS. Meanwhile,
its speed, cost, and easy of use make the RFPCD technique highly preferable for in-

line application in a semiconductor fab.

6.4.10 Effect of illumination on copper deposition rate
Experimental

Wafers were cleaned and exposed to the contaminated solution according to the usual
experimental procedure. For dark deposition experiments, the bath containing the

contaminated solution was placed in an empty overflow bath and a plastic lid was
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used to cover the overflow bath and screen cleanroom light. Fluorescent lights of
the wetbench provided “normal” cleanroom lighting conditions for the experiments
under illumination. The estimated light intensity under illumination , based on the
measurement of the photocurrent of a high efficiency solar cell, is 10" cm~2. The
corresponding injection level, based on an effective lifetime of 1 ms and a wafer
thickness of 625 um, is approximately 10'3 cm~3. Two different treatments were used
to investigate the effect of the light: (1) immersion for 1 minute in 100 ppb 1:100
HF solution and (2) 5 minute immersion in 30 ppb 1:100 HF solution. The results of
these experiments are shown in Figure 6.17.

Another set of experiments to study the effect of illumination involved both n and
p-type wafers, exposed for 2 min. to a 1:100 HF solution containing 200 ppb copper
ions. We used AFM to count the number and calculate the average size of the copper
precipitates. All calculations were performed on a single 5x5 u AFM image per wafer.

The results of these experiments are shown in Figures 6.18.
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Figure 6-17: The effect of illumination on copper deposition on silicon from 1:100 HF
solution.
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Results and discussion

Figure 6.17 shows that low-intensity light increases the deposition rate, especially
on p-type material. The increase in deposition rate on n-type is less pronounced.
Figure 6.18 confirms that this increase is both due to an increase in the nucleation
rate (number of precipitates) and an increase in precipitate size.

We have calculated the effect of illumination and doping type on the driving force
for reduction of 200 ppb Cu** ions from 1:100 HF solution. An injection level of
1083cm~3 was assumed. The results of our calculations are summarized in Table
6.5. The negative values for the Gibbs free energy, AG. of the cathodic reaction
indicate that reduction of ions from solution is thermodynamically favorable in all of
the cases considered. The driving force is larger for deposition on n- than on p-type.

Illumination increases the driving force for deposition, especially for p-type material.

Light || AG(n) | AG(p)

Table 6.5: The effect of doping type and illumination on the driving force (A G, in
meV) for the 1/2 Cu** + e~ — 1/2 Cu® reaction. A doping level of 10!3cm™3 , a
light injection level of 10'3cm~3 and 200 ppb Cut** in solution were assumed. The
calculation is further based on the measured values for the bandbending on n- and
p-type material in the in the dark.

The number of precipitates nucleated is in good agreement with the driving forces
calculated based on the thermodynamic model (Table 6.1); the drastic increase in
the deposition tendency for p-type agrees with the strong increase in driving force
AG (from -87 meV to -267 meV per electron). The higher density of precipitates on
n-type agrees with the higher driving force calculated.

Under low level illumination, the surface hole concentration increases drastically
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Figure 6-18: The effect of illumination on precipitate size and density for n and p-
type wafers immersed for 2 min. in 1:100 HF containing 200 ppb Cu*+. Density and
average precipitate size were obtained from 5x5 um AFM images.
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compared to the dark. As was mentioned before, the anodic reaction (silicon dissolu-
tion) is controlled by the flux of holes to the Si/solution interface. Because of the high
concentration of copper in solution for the experimental data shown in Figure 6.18,
the deposition rate is likely limited by the anodic reaction, not by the rate of copper
ion diffusing towards the Cu/liquid interface. This explains the larger precipitate size
on p-type compared to n-type and in the light compared to in the dark.

Based on the Nernst relationship (6.3). the low driving force for p-type in the
dark (-87 meV) implies that copper deposition will stop completely (AG=0) for 220
ppt Cu** in solution (parts per trillion = ng/l). The absence of any deposition
tendency for copper concentrations below this level is due to our implicit assumption
that copper forms as a pure phase (unit activity), hence its entropy is not dependent
on the surface concentration of copper. The effect of doping level and illumination
on the copper level where the driving force vanishes is shown in Table 6.6. Only for
p-type silicon in the dark could deposition be suppressed using today’s highest purity
chemicals (< 10 ppt Cu).

Light || AG(n-type) | AG(p-type)

Table 6.6: The effect of doping type and illumination on the copper concentration
(in ppb) where the driving force, AG, vanishes. This calculation was based on the
driving force values listed in Table 6.5.

Significance

Good qualitative agreement between the model predictions and the calculated driving

force strengthens the support for the deposition model developed in Section 6.3. Our
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model postulates that surface electron concentration determines nucleation kinetics,
while surface hole concentration determines growth rate. Apart from light, application
of a bias potential across the silicon-liquid junction is an obvious way to influence the
surface carrier concentrations. A possible approach to active contro] of the metal
deposition rate by appropriately biasing the sample with respect to the solution, is

presented in the next section.

6.4.11 Effect of bias potential on copper deposition rate
Experimental

Pieces of n and p type wafers (type I and III, four pieces of each type) were cleaned
using the MIT standard clean. The wafers were immersed for 2 minutes in a 1:100 HF
solution containing 200 ppb Cu**. The deposition conditions were varied as follows:
illumination (on or off); doping type (n or p); and open or closed circuit. For the
closed circuit measurements, an ohmic contact was made between the wafer and a Pt
mesh electrode (see Section 4.4.2). The Pt electrode, connected to the silicon, was
then immersed together with the wafer in the 1:100 HF solution. For the open circuit
measurements, no contact was made. After the immersion step, the eight samples
were analyzed using AFM. Precipitate densities and the average precipitate size were
calculated for 5x5 um AFM images. The calculation of the average precipitate radius
was performed as discussed in Section 6.4.7.

Results and discussion

The results are shown in Figure 6.19 (precipitate size) and Figure 6.20 (precipitate
number). The contacting has a drastic effect on both nucleation and growth kinetics.
With the contact, the number of precipitates as well as the Precipitate size are sig-
nificantly reduced both on n and P type when the light is on. With the light turned
off, closing the circuit gives rise to a slight increase in the precipitate density, while
the average precipitate size is again reduced.

To analyze this effect, we need to consider the effect of the Pt contact on the
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bandbending at the silicon/liquid interface. As we discussed in Section 6.3, the band-
bending potential affects the driving force for deposition, through its effect on the
concentration of electrons at the surface and the filling of surface states which medi-
ate the cobper reduction reaction.

In contrast to open circuit conditions, the net current across the wafer/solution
interface does no longer have to equal zero when the Pt contact is immersed in the
1:100 HF solution. Instead, charge balance requires the electrode currents at the Pt
electrode and the silicon wafer to compensate each other. The silicon-Pt electrode
system will acquire a so-called “mixed potential” (corrosion potential) at which the
sum total of the electrode reaction currents equals zero [138].

Immersed in a acidic solution, the Pt electrode provides an active surface for the

hydrogen reduction reaction :

2H* +2¢~ — H, (6.11)

Due to the low overpotential (large exchange current density) of the hydrogen
evolution reaction on Pt, the fermi energy inside the Pt electrode will effectively be
'pinned’ at the energy corresponding to the reversible potential of the H*/H; couple
(138]. For small electrode currents, the fermi erergy will remain flat aczoss the metal-
semiconductor interface, and hence the fermi level in the semiconductor will also be
pinned at the reversible potential of the H* /H; couple. Referring to Figure 6.1, this
means that the silicon bands will be lifted up with respect to the energy levels of ions
in solution, reducing the thermodynamic driving force for deposition, AG. The effect
of the Pt contact on the potential of the silicon can also be understood using an Evans
diagram construction (Figure 6.21) [138]. Due to the lower overpotential for silicon
dissolution on p-type material (higher anodic reaction rate), the corrosion potential
of the p-type Si-Pt couple will be slightly lower than for the n-type silicon-Pt couple.
Tlumination will reduce the overpotential for silicon dissolution on both n and p-type
material, and hence will pull down the corrosion potential of both couples.

Returning to Figure 6.1, changes in the corrosion potential towards more positive
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values will reduce the driving force for deposition. This effect explains the pronounced
reduction in nucleation rate as the contact with the immersed Pt electrode is made.
The slight increase in the number of precipitates upon contacting for dark conditions

cannot be explained using the above model.

Significance

The strong reduction in the nucleation rate, brought about by the upward shift in
electrode potential of the silicon, confirms the correctness of the band model for
metal reduction at the silicon/solution interface (Section 6.3). Because the results
shown in Figure 6.19 and 6.20 are based on a single AF) picture for each of the
deposition conditions, they should be regarded as semiquantitative at best. Further
work is needed to establish the exact quantitative relationship between AG and the
nucleation rate. As we mentioned earlier, the growth rate will be controlled by the
concentration of holes at the surface. Experimental verification of a quantitative
deposition model requires the use of a potentiostat for control of ¢,, and an accurate
knowledge of the light injection level, to allow a precise control over AG.

The use of electrochemical techniques for enhanced control over the surface chem-
istry of silicon in HF wafer cleaning solutions was proposed earlier [139, 140, 141].
The use of such techniques to drain electrons from the silicon into an external system,
thereby decreasing their tendency to reduce metal ions from solution, is a method
for preventing metallic contamination with great intuitive appeal. Our experiment
has convincingly demonstrated the efficacy of this approach. While the merits of
electrochemical techniques are certainly underrecognized in the wafer cleaning com-
munity, we believe the potential benefits, in terms of relaxed purity needs for cleaning
chemicals, are significant and these novel cleaning strategies are worth exploring. The
feasibility of making an ohmic contact to the wafer during cleaning is but one of the
issues that will have to be addressed.
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6.4.12 The effect of trace copper levels on dielectric strength
of ultrathin thermal oxides

Previous work

The effect of low levels of iron contamination on the breakdown strength of thin
oxides was investigated by Henley et al. using E,y testing in combination with SPV
(surface photovoltage) [18]. Henley showed that conducting iron silicide precipitates
form in the surface region of the wafer during cooldown after thermal oxidation. When
present at the Si/SiO. interface, these conducting precipitates intensify the electric
field and act as preferred sites for localized electric breakdown. As was pointed out
earlier, iron levels as high as 10'® atoms/cm?® were shown to have little negative effect
on the breakdown properties of 200 A “thick” oxides. Meanwhile, iron levels below
10'° atoms/cm® were needed to ensure satisfactory dielectric strength of 45 Athin
oxides.

Because of the importance of copper contamination in our research, we have stud-
ied the impact of very low levels of copper contamination on the breakdown strength
of MOS capacitors. Available data on the effect of copper on gate oxide integrity
(GOI) of thin oxides are scarce. Aderholdt et al. investigated the impact of Ca,
Cu and Zn on the yield of a MOS DRAM process [142]. Copper levels were varied
between 10''-10'® cm~2 and thick (200 A) oxides were used. No effects on the device
yield were observed for copper concentrations below 10'2 cm~2. Angle-dependent
TXRF analysis of thermally oxidized wafers revealed the presence of copper on top
of the thermal oxide and at the oxide/silicon interface.

We have performed dielectric breakdown testing on wafers with surface levels of
copper in the 10°-10!! cm~2 range. The effect of these low copper levels on the
dielectric strength of 70 A, 90 Aand 200 Athick gate oxides was studied. Our data
provide the first experimental verification, for the case of copper, of the stringent
surface purity requirements projected for advanced submicron CMOS (7).
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Backgrounds

Dielectric strength testing is the ultimate performance metric to assess the effective-
ness of pre-gate cleaning. The phenomenology of dielectric breakdown in thin SiO,
films has been reviewed by Falster [143]. A variety of schemes exist for electrically
stressing the silicon dioxide. Three approaches are commonly used : (1) the voltage
is determined where the current through the capacitor exceeds a preset threshold
(Esq testing); (2) a constant voltage is applied and the time is measured when the
current exceeds a limiting value (TDDB, time dependent dielectric breakdown); (3) a
constant (low) current is sent through the oxide until the voltage drops below a preset
value (Quq, charge-to-breakdown). The first of the three approaches is more suited
for the analysis of so-called low-field breakdowns, caused by gross defects, which are
considered the main culprits for yield loss. Charge-to-breakdown and TDDB testing
provide information about time dependent breakdown events which affect reliability
rather than yield of MOSFET devices. Because we expect copper contamination to
give rise to a low density of isolated “killer” defects, we performed E,4 tests on large
(3x3 mm) capacitors.

We used Weibull plots to present the results of the dielectric testing. A Weibull
plot is a plot of the function In(-In(1-F)) vs breakdown voltage, Eyy. F is the cu-
mulative fraction of devices that failed below E,q. The Weibull distribution for a

population of capacitors which fail by a similar mechanism is given by [144):

F =1 - exp(-CE®) (6.12)

where E is the voltage stress applied to the oxide. The parameter b, the slope
of the failure distribution on an Weibull plot, expresses the spread of the breakdown
strenths around their average value (b=0 means that capacitors are equally likely
to break down at any given voltage; b=oc means that all capacitors break down at
the same stressing voltage). C determines the intercept of the failure population on
the Weibull plot, and is a measure for the areal density of the defects causing the

breakdown to occur.
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In electrical breakdown testing, a constant slope part of a Weibull plot is often
referred to as a mode. Metal-related surface defects are known to introduce a low-field
tail in the breakdown distribution (Mode I breakdown). This breakdown mode has
been attributed to the presence of hazeforming metals such as Fe, Cu, Ni, Co, Zn, Rd
and Pt. In the absence of mode I breakdown events, the distribution is dominated by
high-field mode II breakdown, which ha.s a much “tighter” electric field distributjon

than mode I events, i.e., a larger value for the parameter b [143).

Experimental

Wafers were precleaned using the MIT standard clean and exposed for 5 minutes to
dilute HF solutions containing 3 different levels of copper: <10 ppt (part per trillion),
<1 ppb and 10 ppb. The grades of HF and spiking levels used are summarized in
Table 6.7. Nine wafers were prepared for each contamination level, making the total

number of wafers in the experiment 27.

HF grade Cu** specified | Cu** added Ncu(cm™2) ”

Hashimoto < 10 ppt none 10%-1010
Ashland Gigabit™™ < 1ppb none 10'°- 10t
Ashland Gigabit™ < 1 ppb 10 ppb 102

Table 6.7: Copper levels of HF solutions, and estimated copper coverage after 5 min.
immersion, for solutions used in pregate clean.

Immediately after the 5 min. exposure step, the wafers were transferred for gate

oxidation. Gate oxides were grown at 900°C in dry O; '3, The 27 wafers were furnace

%Gate oxidation was performed at MIT’s Integrated Circuits Facility with the help of Bernard
Alamariu.
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oxidized in groups of nine, every split containing 3 wafers of each contamination level.
Oxidation times were 11, 20 and 60 minutes, yielding oxide thicknesses of approxi-
mately 70, 90 and 200 A. Blanket Al alloyed with 1 % Cu was deposited by e-beam
immediately after cooldown to prevent oxide degradation by ambient exposure. No
post metallization anneal was performed. MOS (metal-oxide-semiconductor) capaci-
tor structures were fabricated by conventional wet chemical lithography. Euq testing
was performed using an computer controlled automatic wafer prober (Keithly S-450
Semiconductor Parametric Test System). Failure voltages were determined by a bi-
nary search alogorithm which determines the voltage value for which the current

across the capacitor equals 1 pA.

Results and discussion

Weibull plots of the E,q test results are shown in Figure 6.22. For the 200 Aoxide,
the 10 and 1 ppb splits clearly give rise to a low-field breakdown mode in the failure
voltage distribution. Ve attribute this breakdown mode to the presence of copper
precipitates in the surface region. Because of the high diffusivity and vanishingly
small solubility of copper at room temperature, copper has a very high tendency to
from silicide precipitates upon cooling from the oxidation temperature (22, 23, 24].
These precipitates are thought to locally reduce the oxide thickness and focus the
electric field lines, given rise to low field breakdown [18].

Surprisingly, the curve for the 10 ppb split is shifted downward with respect to the
< 1 ppb curve, indicating a higher density of defects for the < 1 ppb split, but with
the same failure behavior (weibull slope). The absence of the low field breakdown tail
for the 0.01 ppb exposure emphasizes the need for extreme metallic purity, even for
relatively thick oxides.

For the 90 Aset, no clear difference is seen between the 0.01 ppb and 1 ppb failure
distributions, while the 10 ppb clearly introduces Mode I failure behavior (larger slope
in Weibull plot). For the 70 Asplit, 5 minutes exposure to HF solutions containing
< 1 ppb or 10 ppb of copper leads to the appearance of a Mode I breakdowns tail in
the Weibull plot. As in the case of the 200 Athick oxides. we have no explanation for
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the larger Y intercept observed for the < 1 ppb split.

These results demonstrate the impact of extremely low levels of copper (10° cm™2
- 10' cm~2) on the GOI (gate oxide integrity) of ultrathin oxides. Exposure to the <
1 ppb solution has clearly a negative effect on the breakdown results of the 70 Athick
oxides, justifying the tightening of surface purity standards as gate oxide thicknesses

are decreased into the sub-100 Arange.

6.5 Conclusions

In this chapter, we have demonstrated, for the first time, the use of minority carrier
lifetime measurements for in situ kinetic studies of metallic adsorption phenomena on
hydrogen passivated silicon in wet and dry ambients. All our resuits were analyzed
in a coherent theoretical framework for the thermodynamics and kinetics of metal
deposition processes.

The first step in the metal deposition reaction is the physisorption of the metal
ion onto the hydrogen terminated surface, Si-H. The second step, reduction of the
ion by charge transfer from the semiconductor, is only thermodynamically possible
for metals with a sufficiently positive reduction potential. such as Cu and the noble
metals. For Fe and electropositive metals such as V, the energy levels of ions in
solution are above the fermi energy in the semiconductor, and the reduction reaction
will not occur.

For reducible ions, the kinetics of the charge transfer reaction at the silicon/solution
interface is strongly dependent on the position of the ion with respect to the silicon
bands. Gold ions, which have energy levels below the silicon valence band edge, un-
dergo reduction by hole injection in the silicon valence band. Because of the high
density of states available inside the semiconductor, this reduction reaction occurs
fast and is rate limited by ion diffusion in the liquid.

For copper, the rate limiting electron transfer reaction is the Cu** + e~ — Cut
step. Because this reaction requires the transfer of electrons with energies in the

forbidden gap, copper ion reduction involves surface states and is therefore inherently
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170



slow.

Increasing the HF concentration drastically reduces the copper. Meanwhile, part
per million levels of chlorine increase the nucleation rate by increasing the rate con-
stant of the Cu** + e~ — Cu* step.

For large amounts of copper in solution, nucleation is fast and the deposition
reaction occurs predominantly at the Cu precipitate/solution interface. Because the
reduction of copper ions at an existing copper nucleus is facile, the deposition process
is diffusion limited at high levels of copper ions in solution. Low intensity Ilumination
increases both the nucleation and the growth rate on p as well as n-type silicon. The
increase in growth rate is the result of the higher concentration of holes at the surface,
which assist the anodic reaction (silicon dissolution). The increase in nucleation rate
is explained by the increase in driving force for deposition, due to the shift in electron
quasi fermi level.

Connecting the silicon to a Pt electrode via an ohmic contact drastically reduces
nucleation on n as well as p-type. Because H* reduction at Pt requires a very low
overpotential, the effect of the contact is to pin the electron quasi fermi level at the
H*/H, level, effectively decreasing the driving force for the copper reduction reaction.

RFPCD measures surface defects. For metallic contaminant detection, surface
defects can either be metal precipitates or individual metal atoms chemisorbed to
the silicon surface. As discussed in Chapter 5, chemisorbed metal atoms introduce
deep levels in the bandgap which act as efficient recombination centers. Metallic
precipitates perturb the periodic potential surface, introducing surface states. Using
AFM, we determined the cross section of copper precipitates to be approximately
2-10~4cm?.

For Cu, deposit morphology controls RFPCD response. On p-type, the prepon-
derance of precipitate growth over precipitate nucleation leads to larger precipitates,
reducing the sensitivity of the surface lifetime to copper coverage. For gold ions, the
variation of surface lifetime with time confirms a diffusion-limited deposition process
(r = t~'/2 and N4, = t!/2). For copper, the decrease of the surface lifetime is much

slower. We believe this slow decrease to represent an increase in the cross section,
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not the number, of surface states. The slow increase in cross section is the result of
copper ion reduction at the pre-exististing surface state.

The strong increase in surface state density resulting from air exposure leads to
reduction of physisorbed copper ions. The reduction reaction leads to copper atoms,
divalently bonded to the silicon. The cross sections for individual metal atoms is
10~5 cm? for copper and 10~!7 cm? for gold. Air exposure followed by lifetime
measurement in 48 % HF allows detection of copper levels down to 10® cm?. This is
a factor of 50 better than the lowest detection limits achievable with state-of the-art
TXRF equipment.

Finally, we have investigated the effect of 10° cm~2 - 10'! cm~2 copper levels
on the dielectric breakdcwn characteristics of ultrathin gate oxides (< 100 A). Even
exposure to a 1:100 HF solution specified to have copper below 1 ppb in the HF,
introduces sufficient copper on the surface to degrade the breakdown strength of 90
and 70 Aoxides. This observation proves the need for continually reducing surface

metal concentrations as feature sizes are scaled down.
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Chapter 7

Metallic Contaminants in

Oxidizing Cleaning Solutions

7.1 Introduction

While recent work has eiucidated the mechanism by which particles deposit onto
wafer surfaces [30], a comprehensive description of metallic contamination in oxidizing
solutions is still missing. The strong contamination tendency of iron in SC-1 has
been attributed to its very low ionic solubility in basic solutions [145]. To explain the
differences in contamination tendency among various metals in SC-1, some authors
have proposed the stability of their oxide [146] as a quantitative measure. This
approach is quite successful in explaining some general trends, but it fails to clarify
the underlying mechanism of the contamination process.

E-pH diagrams ! have been used extensively in the past for predicting corrosion
equilibria in aqueous solutions. In this chapter, we present their first application
to wet silicon processing. Because E-pH diagrams offer a graphic summary of the
relevant reaction chemistry, they are expected to be of great value for the design of

cleaning solutions for optimum cleaning effectivess{147].

1E-pH maps are also known as Pourbaix diagrams, after Marcel Pourbaix, who introduced them
in his PhD thesis at Delft University in 1945.
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7.2 Thermodynamics of metallic contaminants in

oxidizing cleaning solutions

7.2.1 Introduction

E-pH diagrams map the stable phase (metal, oxide or ion) as a function of pH and
redox potential, E, of the solution. For example, the E-pH diagram for the Fe-H,0
system at 75°C, showing the stability regions for the various solids (Fe, Fe,O3 and
Fe30,) and ionic species (Fe** and Fe***) is shown in Figure 7.1. The boundary
between a solid and soluble species moves into the solid region for lower concentrations
in solution. In the figure, the boundaries for 1, 103 and 10~¢ molality in solution

are shown.
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Figure 7-1: The E-pH diagram for the Fe-H,O system at 75°C, with the stability
regions for Fe, Fe;O3, Fe304, Fet* and Fe***. Phase boundaries for 1, 10~3 and
10-¢ molal concentration are shown.

The construction of the diagram involves the computation of the various solid/solution

equilibria as a function of E and pH, using the standard electrode potential, E,, of
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the ions, and the free energy of formation (AG%) of the oxides. Diagrams for the
metal-H,O system at room temperature are available for most metallic elements from
Pourbaix [148]. While the formation of species other than the various oxides and
aqueous ions is not treated here, E-pH diagrams which take into account the for-
mation of silicates, silicides, and complex ions in solution can readily be calculated.
In this chapter. we consider the chemical reactions of metallic species in an aqueous
cleaning environment. This approach uniquely describes oxidizing cleaning solutions,

where metal reaction with the silicon is limited by the presence of a chemical oxide.

7.2.2 The representation of cleaning solutions on an E-pH
map

The equilibrium redox potential of a solution containing a single redox couple is given

by Nernst’s Law :
RT ,a
E = = oz
E, + °F In( o

) (7.1)

where a,, and a,.q are the activities of the oxidized and reduced state of the couple,
respectively, z is the number of exchanged electrons. R is the ideal gas constant (8.314
J/mol-K) , F is Faraday’s constant (96,500 J/V-mol) and T is the temperature of the
cleaning solution in Kelvin. In oxidizing cleaning solutions, the redox potential is
essentially fixed by the concentration of oxidant present. The relationship between
the oxidant content and the redox potential can be derived by applying Nernst’s Law
to the reduction reaction of the oxidant. For example, for hydrogen peroxide, the

reduction reaction can be written as :

H,0, + 2HY +2¢e~ — 2H,O (72)
Yielding a redox potential :
E =1.776 - 2.303- %,;H + g;—;:ln({HzOz]) (7.3)

175



Analogous relationships can be derived for other oxidizing cleaning mixtures based on
nitric acid (e.g., HCI/HNO3; and HF/HNO;) or ozone (e.g., HoO/O3). In summary,
the oxidant content determines the redox potential E much like the acid/base make-
up of the mixture determines the pH. Approximate (E, pH) values of some standard

wafer cleaning mixtures are shown on an E-pH map in Figure 7.2.
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Figure 7-2: (E, pH)-values for some standard cleaning mixtures. The E values were
calculated based on the reduction reaction of the oxidant, assuming standard cleaning
solution compositions. For the acid solutions, the pH values are based on the assump-
tion of complete dissociation (strong acid). The pH value for SC-1 was determined
by pH measurement.

7.2.3 E-pH diagrams for metallic contaminants

If a cleaning solution falls in the stability region of a solid oxide phase for a given
metal, then any ions of that metal present in the cleaning solution can lower their free
energy by forming the metal oxide. (This deposition mechanism will be discussed in

more detail in the next section.) E-pH diagrams delineate the regions in the solution
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composition domain where 2 high tendency for oxide formation exists. They can
therefore be used to accurately predict contamination by trace metal ions present in
the cleaning mixture. Similarly, if the (E, pH) point of a cleaning solution lies in
a region where an ion is the stable phase, then no deposition will occur ; and any
metal present on the wafer surface will be removed by dissolution. This principle is

illustrated below for a number of common contaminant metals.

E-pH diagram of Ca The E-pH diagram of Ca at 75°C is shown in Figure 7.3.
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Figure 7-3: The E-pH diagram for the Ca-H,0 system at 75°C. Phase boundaries for
1, 1072 and 10~ molal concentration are shown.

As the pH is increased, the solubility decreases as CaO is formed. This agrees with
the observations of Ca contamination in SC-1 (pH=10) [149]. Using this diagram, we
predict that increasing the pH of SC-1 will lead to more Ca depositing from solution.
Meanwhile, changing E by varyving the hydrogen peroxide concentration will have no

effect on the Ca contamination level.
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Figure 7-4: The E-pH diagram for the Cu-H;O system at 75°C. Phase boundaries for
1, 10~3 and 10~ molal concentration are shown

E-pH diagram of Cu The E-pH diagram of Cu at 75°C is shown in Figure 7.4.
(The diagrams for Al, Ni and Zn all share the same principal features with the Cu
diagram.)

From the position of the acidic oxidizing cleaning solutions in the region of high
ionic solubility, it is clear that copper will be kept in solution as Cu** when the pH
is sufficiently low.

At intermediate pH, trace amounts of Cu will tend to deposit on the wafers as CuO.
For high pH, the formation of HCuO; and CuOj ~ is increasingly favored [148], and
ultimately CuO; ~ becomes the stable phase. Thus, in the high pH range (pH > 10),

increasing the pH will decrease the amount of Cu depositing from solution.

E-pH diagram of Fe The position of SC-1 (NH{(OH/H,0,), deep in the stability
region of Fe;O; (Figure 1), explains why deposition of this metal from contaminated
SC-1 solutions occurs so readily. Because of the high ionic solubility at low pH, acidic

cleaning solutions can be used to remove Fe contamination after SC-1. At low pH,
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a strongly oxidizing solution (E > 1V) will be less effective in removing Fe than a
solution with low oxidation potential because Fe,O3; has a lower solubility as Fet++

than as Fet*.

E-pH diagram of Cr The E-pH diagram for Cr at 75°C is shown in Figure 7.5.
SC-1 falls in the stability region of the CrO; ™ ion. Thus. in SC-1, contamination of
the wafer surface by chromium will not occur and any chromium present on the wafer

surface will readily dissolve as CrO; .
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Figure 7-5: The E-pH diagram for the Cr-H;O system at 75°C. Phase boundaries for
1, 103 and 10~ molal concentration are shown.

E-pH diagram of Na The E-pH diagram for Na at 75°C is shown in Figure 7.6.
From the position of the peroxide cleaning mixtures (H,SO4/H,0,, NH{OH/H20,,
HC1/H20,) near the Nat/ Na,O phase boundary, we predict that Na,O will deposit
on the wafer surface when the solubility limit is exceeded. Further increasing either
the redox potential, E, or thie pH of the solution, will strongly decrease the solubility

limit for Na, and therefore more Na will deposit from solution. However, because of
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the large stability region of the Na* ion over the entire pH range, immersion of the
wafer in a solution with lower E (e.g., deionized water (DI)) will readilyv redissolve
the NayO.

2.5 -

20
1.5

1.0
E(V) os
0.0

Figure 7-6: The E-pH diagram for the Na-H,0 system at 75°C. Phase boundaries for
1, 10~3 and 10~ molal concentration are shown.

Table 7.1 shows the stable metallic species formed for SC-1 conditions, and the
reactions describing the equilibrium between the stable solid and iopic species. In the
cases where the metal is highly soluble for SC-1 conditions. no deposition occurs. The
very high deposition tendency observed for Fe [28] agrees with the absence of a stable
ionic species near the point representing SC-1 on the Fe E-pH diagram. The lower
deposition tendencies observed experimentally for Zn, Ni and Cu can be explained
by the existence of a stable anion species on the high-pH side of the SC-1 point. The
anomalous deposition behavior of Al, which has an E-pH map similar to Ni, Cu and
Zn, but a deposition tendency greater than Fe, can be explained by the formation of

a silicate rather than an oxide upon deposition. The effect of silicate formation on
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Element | Stable phase Precipitation Reaction Deposition ]
Al Al,04 AlOs™ + HY =172 AlL0q + 112 H,0 High
Fe FeyO3 | Fe'**+3/2 Hy0 = 172 Fe)0q + 3N* High
Zn Zn0O HZnO," + H* = Zn0 + 11,0 NMedium
Ni NiO Ni**+ 11,04 = NiOy + 201* Low
Cu Cu0 1ICu0,™ + hi* = CuO + 1,0 Low
Cr Cro,~ | 2Cr0 ;'ﬂmzo =Ct303+3lll:03 No
Na Nat Na*+ 172 11,0 = H* + 172 Nay0) No
Mo HMoO, |  HMoO; + HY = MoO4+ 11,0 No
\ HVO,™ |211,V0, +2H*=V0,4115,0, 421150 No

Table 7.1: The stable ionic or oxide species formed for SC-1 conditions and the
experimentally observed deposition tendency.

the deposition tendency is discussed in detail in the next section.

In conclusion, E-pH diagrams delineate the regions in the solution composition
domain where a contamination tendency by cxide formation exists. They can be
used to predict the deposition tendency of metals in cleaning solutions of arbitrary
pH and oxidant content. Conversely, they allow the design of a cleaning chemistry
capable of removing a given metallic contaminant. Since contamination effects due
to changes in solution conditions (concentration and temperature) can readily be
modeled, E-pH diagrams are expected to be of significant value for optimizing the

cleaning effectiveness of wet chemical systems.

7.3 Kinetics of metal deposition and removal in

oxidizing cleaning mixtures

7.3.1 The deposition mechanism

As pointed out by Hurd and coworkers [150], the reactivity of metal ions towards

silica gels has been recognized as far back as 1925 {151]. Because the silanol group is
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weakly acidic, it can be substituted by a metal ion. Based on this earlier work, we
propose the following mechanisms for the reversibie adsorption of a metal ion (e.g.,

Cu) onto a hydroxylated silica surface:

e at low pH (<7):

Cu®* +2(Si— OH) — Cu: (Si— O), +2H* (7.4)
e at high pH (>7):
HCuO; +Si -OH — Cu0O: Si- 0~ + H,0 (7.5)

After bonding on the silica surface, copper has retained its oxidation state (2+),
and is bonded to oxygen, which itself is bonded to silicon. Thus, bonding state of
the metal resembles a silicate. In the following, we present a phenomenological model
for the kinetics of the deposition process, based on the thermodynamics of condensed
phases.

7.3.2 Driving force for deposition

The free energy of the ion as it becomes included in the silicon oxide is shown in
Figure 7.7 as a function of reaction coordinate. AG" is activation energy of the depo-
sition reaction. AGp is the difference in chemical potential between the metal oxide
dissolved in the silicon oxide and the metal ion in solution. - AGpy is the thermo-
dynamic driving force for deposition and can be expressed in terms of fundamental
thermochemical properties of the depositing metal as shown below.

For example, for the case of copper in SC-1, the E-pH diagram can be used to
determine the dissolved ionic species (HCuO3 ) in equilibrium with the SC-1 cleaning
solution. Thus, deposition will occur as expressed by reaction (7.5). AGg for Cu
deposition can be be expressed in terms of the standard reaction free energy, AG%,
of reaction (7.5) as follows :

ah(CuO : Si0~)
a*(HCuO3) )

AGg = AG% + RTlIn( (7.6)
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Gibbs Free Energy

MS urface

Reaction Coordinate

Figure 7-7: The Gibbs free energy of a metal ion undergoing incorporation in the
silicon oxide. as a function of reaction coordinate. The energy barriers for the forward
and reverse reaction are AG® and AG* - AGp.

where the a* are Henrvan activities. Using equation (4). AG% can be written as :
AGL = AG°(H20) + AG°(CuO : Si0O~) + RTpH —~ AG°(HCuOs) (v.7)

where AG°(CuO : SiO~) is the Gibbs free energy in the Fenrvan reference state. This

value is different from the free energy of formation of the pure oxide. AG°(C u0O) 106):
AG®°(Cu0 : Si07) = AG°(CuO) — RTInv2,0 (7.8)

Where 42,0 is the Raoultian activity coefficient for CuO on the silica surface at
infinite dilution. The phenomenological constant “Cuo 1S related to the bond stability
of the silicate-like final bonding state on the silicon surface. An estimate for “euwo tan

be obtained from the standard Gibbs energy. AG?,,.. for the formation of a silicate

S
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from the metal oxide and SiO;:

Yeuo = ezp(AGH;./RT) (7.9)

Where AGY,,, is the standard Gibbs free energy of the following reaction:

CuO + Si0; — Cu0.Si0, (7.10)

Some values for AGY,;,. are shown in in Table 7.2.

silicate AGY,;. (kcal/mol)

Zn0.SiO,
Ni0.1/2Si0, -8.55
A1,0,.5i0; -145.83
FeO.1/2Si0, -12.35 ﬂ

Table 7.2: Standard free energies for the formation of a silicate from the metal oxide

As long as we are dealing with sufficiently dilute solutions, the Henryan activity

coefficients approach unity and expression (7.6) becomes :

¢(CuO : Si0,)
c(CuOy3)

AGpr = AG% + RTn( ) = AGS, + RTzn(cﬁ) (7.11)

where ¢ and c, are shorthand notations for the metal concentrations in the oxide and
the cleaning solution respectively. They are expressed as atoms/cm?.

Expressions (7.7), (7.8) and (7.9) define -AGpg, the instantaneous thermodynamic
driving force for Cu deposition, in terms of c, c,, and the fundamental thermodynamic
properties 7%,, and AG® of the oxide and ion species involved.

The steady-state segregation coefficient k between the cleaning solution and the oxide
is defined as :

_ Gt
k=2 (7.12)

Where c,,, is the surface contaminant concentration at t = oo after immersion in the
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cleaning solution. At thermodynamic reaction equilibrium (AGg = 0), (7.11) yields

keq = exp(-AG%/RT) (7.13)

Where k., = c.q/c, is the equilibrium segregation coefficient between the cleaning
solution and the oxide. Equation (7.13) signifies that, at thermodynamic equilibrium,
the contaminant concentration in the oxide scales linearly with the concentration in

the cleaning solution.

7.3.3 Model for simultaneous etching, deposition and oxi-

dation

A simple model for the cleaning solution-wafer interface which combines oxidation,
etching and deposition is shown in Figure 7.8. The model builds on the following

assumptions :

e 1. An oxide layer with thickness d (cm) is present c. the wafer. \We assume
that a uniform contaminant concentration c, (atoms/cm?) is present in a layer

of thickness a within the oxide.

e 2. The oxide is etched at a constant rate r (cm/s). The etch rate depends on the
nature of the cleaning solution. In SC-2 and Piranha, the etch rate is close to
zero. In SC-1, the etch rate is small and depends on the NH;OH concentration.

In HF/HNQOj3; and HF /H,0,, the etch rates can be quite high.

e 3. For positive values of the thermodynamic driving force (AGgr < 0), a de-
position flux, ®4,p, of metal ions will be included in the chemical oxide (layer
thickness a) as it is formed. For negative values of the thermodynamic driving
force ( AGr > 0 ), metals are being leached out of the oxide, while at the same

time it is being etched by the cleaning solution.

e 4. We assume that surface reaction is slow compared to diffusion in the liquid.
Consequently, the concentration profile will be flat and surface reaction will

controi the deposition process.
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Figure 7-8: \Model for the cleaning solution-wafer interface (r=etching speed ; d =
oxide thickness ; & = flux of contaminant atoms). The contamination is concentrated
in the outer layer (thickness a) of the chemical oxide.

Using the energy diagram of Figure 7.7, the forward and reverse reaction flux
(atoms/cm?®s) of contaminant atoms can be related to the height of the free energy
barriers AG* and AG®* — AGp, as follows :

-AG*

®* = foezp( 7T (7.14)
& = fexp( _AG;Z;AGR) (7.15)

With f° representing a constant. Summation of (7.14) and (7.15) yields the net

deposition flux (atoms/cm?) of contaminant into the oxide :

Duep = Bt — &~ = foezp( -I/-;]C:“ )(1 — exp( A}?I,n)) (7.16)
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7.3.4 Time dependence of the surface contaminant level

Since the etching of silicon dioxide, containing c metal atoms/cm?, at a rate r (cm/s)

results in a removal of r.c atoms/cm?s we can define an etch flux ®,.; as
Sper =1 (7.17)

The change of the metal concentration in the chemical oxide can then be found from

the continuity equation :
dc(t)

a. dt = Qm - ‘b,gd. (7.18)

Since the concentration in the liquid at the surface is assumed to be equal to the

value in the bulk of the liquid, the equilibrium surface contaminant level is given by :

Ry (7.19)

RT

Ceq = Cs.€ZP(

By substituting (7.11) in (7.16), we obtain the following expression for the net flux,

as a function of the instantaneous (c) and equilibrium (c.,) surface contaminant level

Buep = [exp( R (1 = c/eeq) (7.20)

Substitution in (7.18), with initial condition :
c(t=0)=cy (7.21)

where ¢y (atoms/cm?) is the initial surface concentration. vields the following differ-

ential equation :

dc(t) r &, &
a *OG L) =T (r22)
where :
B = fezp(—r—) (7.23)
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Solving the differential equation yields the deposition transient :
t
c(t) = ¢o + (Csat — Co)(1 — e::p(—;)) (7.24)

where c,,;, the saturation surface concentration of contaminant, is given by :

(I 1
Csat = (‘bo + Ceq) (725)
And 7 is a time constant given by :
r=(rfa+ o) (7.26)

G.Ceq

In this expression, the terms r/a and ®,/a.c., characterize the etch rate and deposi-
tion rate, respectively.

If diffusion between the bulk liquid and the liquid layer adjacent to the surface is
the rate limiting step of the deposition reaction, then the process is under diffusion-
control. For AG% < 0, an approximate solution can be found by assuming that the
contaminant concentration drops from its value in the bulk of the liquid, c°, to zero at
the solid/liquid interface over a boundary layer with thickness 4. Thus, the reaction

flux becomes independent of the contaminant level in the oxide, ¢ :

_ Dcp?

Puep = — T (7.27)

R

where c2° is the contaminant concentration in the bulk of the solution and D is the
diffusivity of the metal ion in the cleaning solution. Solving the continuity equation

(7.18) using equation (7.27) vields a saturation contaminant level :

Coat = Bfr = =2 (7.28)

The time constant of the deposition transient (equatior 7.24) is given by :

T=afr (7.29)
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7.3.5 Discussion of model results

Some results of the model for the case of surface reaction control are shown in Figures
9 and 10.

Figure 7.9 shows the time dependence of the surface contaminant concentration, i.e.
the deposition transient, equation (7.24). The parameter k., (equation (7.10)) is a
measure for the strength of the driving force. For high k.4, the saturation contaminant
level c,q (equation (7.25)) is largely determined by the magnitude of the etch rate,
r. and only weakly dependent on k.,. For nonzero etch rate, c,,; will be smaller than

the thermodynamic equilibrium value c.,.

0.2 Tttt
I
L kgq = exp(-AGoY/RT) = 104

o

-
~

L

_— deposition
_— total flux
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i
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o
o

[ g a1 . . 4 3 5 1 4 4, 4 1 4 4
0 200 400 600 800
Time immersed in solution [s]

Ll

Figure 7-9: Effect of the magnitude of the driving force on the deposition tran-
sient. The following mode! parameters were used : k., = exp(- AG%/RT), c,=10"
atoms/cm?, a = 2 nm, $,=10''/cm?, r=0.01 nm/s.

Deposition and etching are competing processes. The time-dependence of the
etching and deposition fluxes is shown in Figure 7.10. The change in contaminant
concentration over time, dc(t)/dt, is determined by the difference between deposition

and etch flux (equation (7.18)). In steady state, the deposition flux ®4., is compen-
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sated entirely by the etch flux @, and hence dc(t)/dt = 0.

In the‘case where diffusion controls the deposition process, the final contaminant level
is dependent on the diffusivity of metal ions in the liquid, the boundary layer thickness
and the etch rate (equation (7.28)), rather than on the value of the thermodynamic
driving force. In conclusion, both etching and mass transport effects will cause the
steady-state segregation coefficient (k = c,a/c,) to deviate from its equilibrium value

ke, predicted by thermodynamics.

40 e
- k = exp(-AG®/RT)
g [ .
°=f-— 30 |- -
8E | 4 k=100 k=10°
532 | k=10 \ \ J
Q =103
§E 20f k=10 .
T ]
£2 .l
7] I \

O30 70 600 80O 7000

Time immersed in solution [s]

Figure 7-10: The total contaminant flux as the sum of deposition (®aep) and etching
(®etcn) fluxes. The following model parameters were used : ke, = 104, ¢,=20-10'2
atoms/cm?, a = 2 nm, $,=10"! /cm?, r=0.01 nm/s.

7.4 Conclusions

In this chapter we demonstrated the use of condensed phase thermodynamics for
studying metallic contaminants in the various mixtures used for wafer cleaning. Met-

als deposit on a hydrophilic surface by deprotonation of surface silanol groups, leading
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to a silicate-like bonding arrangement. E-pH diagrams map the ionic solubility as a
function of solution conditions (oxidizing potential, E, and pH). Using E-pH diagrams,
the tendencies of different metals to deposit from the various commonly used cleaning
solutions can be predicted with reasonable accuracy, based on the assumption that
an oxide is formed. Excellent agreement with experiment is obtained when silicate
formation is included.

The strong deposition tendencies of Al, Fe, Zn and to a lesser extent Ni and
Cu in the basic cleaning solution SC-1 arise from the high driving force for oxide
formation from the stable ionic species. For certain metals such as Zn, Ni, Fe, and
most notably Al, contribution of the silicate formation reaction to the driving force
has to be considered. The effect of silicate formation on the deposition tendency of
Al from SC-1 is illustrated in Figure 7.11 using the Al-H,O and the Al-Si-H,0 E-pH
diagrams.

E-pH diagrams are a universal tool for analyzing the behavior of metallic con-
taminants in cleaning solutions. They allow a quick assessment of the impact of
compositional changes on cleaning effectiveness. For example, we predict that de-
creasing the pH will reduce Ca deposition from SC-1. Meanwhile, Cu, Al, Ni and
Zn deposition will be increased. Fe deposition from SC-1 is hard to avoid and acidic
cleaning solutions are needed to remove Fe after SC-1. Fe deposition will occur more
easily in acidic solutions with a high oxidizing potential (E > 1V)Z.

We presented a kinetic model for metal removal and deposition in oxidizing so-
lutions. Cleaning or contamination occur by virtue of a gradient in the Gibbs free
energy, which acts to redistribute contaminants between the oxide and the solution;
etching of the growing oxide constitutes an additional mechanism for contaminant
removal. Due to etching and mass transport effects, the saturation contaminant level
on the surface may deviate from its thermodynamic equilibrium value.

In this chapter. we did not consider reactions involving charge transfer between
the silicon bands and ions in solution. As mentioned earlier, this approach is uniquely

useful for oxidizing cleaning solutions, where the presence of an insulating chemical

2This prediction has been verified experimentally [152].
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Figure 7-11: The E-pH diagram for the Al-H,O system at 75°C. (a) without taking
into account silicate formation and (b) assuming the formation of the silicate phase
Al;03.5i0,. Phase boundaries for 1073, 1076, and 10~? molal concentration are
shown.
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oxide makes the occurrance of such reactions highly unlikely. Effects of complex-
ing and chelating compounds on deposition equilibria [153, 8] were not discussed in
the present chapter, but their effects can readily be included provided the requisite

thermodynamic data is available.
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Chapter 8

Research Achievements,
Applications and Future

Strategies

8.1 Summary

Radio-Frequency Photoconductance Decay (RFPCD) is a noninvasive technique to
measure carrier lifetime in silicon. Using high bulk lifetime (> 1 ms), unpatterned
Czochralski material, RFPCD allows the measurement of very low levels of surface
defects (detection limit =~ 10® cm?). We have used RFPCD for in situ studies of
silicon surface reactions in various ambients.

To ensure accurate quantification of surface state density, control of injection level
during the RFPCD measurement is important. \We have developed a detailed the-
oretical model for the dependence of the surface recombination velocity (SRV) on
injection level in the presence of surface charge. SRV is modulated by the band-
bending potential, ¢, reaching a maximum at full depletion. In turn, ¢, varies with
instantaneous injection level, as the bands are flattened under the influence of excess
carriers. We propose a straightforward model for the dependence of SRV on An in

the presence of surface charge. Our model assumes high bulk lifetime, 7, and low
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SRV, su that quasi-equilibrium holds throughout the wafer thickness. Because SRV
is small, we may assume that the photoresponse of the bands obeys pn junction-type
behavior.

For bands bent into accumulation by an amount ¢,. surface recombination is
decreased by a factor exp(q¢,/kT). Bands bent into depletion will increase surface
recombination, but this effect is easily thwarted by bias illumination which acts to
flatten the bands. For bias iight levels corresponding to low level injection, band
bending in inversion gives rise to a decrease in surface recombination velocity (increase
in surface lifetime) as the injection level is increased in the low injection level regime
(An << doping level).

We have verified the correctness of this model by measurements on a p-type oxi-
dized wafer using a pulsed infrared LED source for carrier excitation. At the highest
injection levels, the high injection lifetime 7, + 7, is recovered. Intermediate injection
levels, corresponding to flatband conditions, provide 7,. The ratio of minority to
majority carrier lifetimes establishes the cross section ratio, 7, /7, = 0,/0,. At the
lowest injection levels, the bands at the surface relax back towards their equilibrium
position in the dark and the surface recombination is increased. We show that the
dependence of the effective lifetime on injection level in the bandbending regime can
be used to extract surface charge. We found a value of 9x10''cm~2, which we at-
tribute to fixed oxide charge resulting from the thermal oxidation with no anneal.
Reasonable agreement with the predictions by Deal et al. [70] was obtained.

We have studied the kinetics of surface reactions on monolayer terminated Si
(100) based on the results of electronic structure calculations at the Hartree-Fock
level. The reactivity of chemisorbed halogens towards polar molecules such as water
and HF easily gives rise to etching by backbond insertion (in HF) and the formation
of silanol groups by hvdrolysis (in air and water). The kinetics of both reactions for
the different halogens can be understood based on the bond polarity and bond order
of silicon-halogen bons.

Surface silanols undergo a condensation reaction, catalyzed by moisture, which

leads to a bridgebonded oxygen atom and two silicon dangling bonds. The surface
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states, introduced by the dangling bonds, are close to midgap and can therefore be
detected by means of surface lifetime measurements. Chemisorption of reducible
metals such as Cu also introduces surface states, which are due to orbitals localised
on the metal atom.

Metal deposition from dilute HF was studied in detail using TXRF, ICP-MS,
and AFM. On thermodynamic grounds, the reduction reaction of metal ions at the
silicon surface is only possible for metals with sufficieatly positive standard reduction
potential, such 2s Cu and the noble metals. Less electronegative metals, such as
Fe and V, do not undergo reduction, although physisorption of the ion onto the
hydrogen passivated surface does occur. For copper, the thermodynamic driving
force for reduction at the Si/solution interface is relatively small and nucleation is
required. For gold ions, with a much higher driving force for reduction, the critical
nucleus size is smaller than one atom and therefore deposition occurs atom by atom.
Bzcause the free energy of gold ions in solution overlap with the silicon valence band,
gold ions can inject holes into the valence band and are reduced instantaneously upon
adsorption. The deposition of gold on silicon is rate-limited by gold ion diffusion in
the liquid.

Reduction of copper ions is mediated by electron capture from surface states
by the Cu**/Cu* couple. Because of the low density of bandgap states on HF-
immersed silicon, this reduction mechanism occurs much more slowly than the hole
injection observed for gold ions. The nucleation rate of copper nuclei on n-type is
considerably larger than on p-type because the areal density of filled surface states is
larger on n-type. Low intensity illumination increases the driving force for deposition
by increasing the fermi energy (for n-type) or the quasi-fermi energy for electrons (for
p-type) with respect to ion levels in solution. The increase in driving force is reflected
in an increase in the nucleation rate for material of both types under illumination.
Simultaneously, light increases the growth rate of cop_er nuclei as the concentration
of holes at the surface is increased.

For prolonged exposure or high copper concentrations, the deposition reaction be-

comes dominated by precipitate growth, and copper reduction occurs predominantly
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at the Cu/HF solution interface. Reduction of copper ions at the Cu/dilute HF
interface is fast, and therefore the copper deposition is rate limited by copper ion dif-
fusion in the liquid ia this regime. Small amounts of chlorine (ppm) increase the the
nucleation rate, by reducing the overpotential of the Cu** + e~ — Cu™ reaction.

Using RFPCD in combination with AFM we showed that SRV on copper contam-
inated wafer scales with the areal density of copper precipitates. Because the anodic
reaction rate is higher on p-type material, larger precipitates are formed on p-type
inaterial, and the sensitivity of RFPCD for copper detection is reduced. The cross
section per precipitate is approximately 10~!* cm?. For less than 10*° cm~2 copper
coverage, we measure a capture cross section of 8x10~'7 cm? for holes and 5x10~'7
cm? for electrons, consistent with a larger critical nucleus size on p-type material.
Air exposure has a large effect on the surface lifetime response for low copper ievels
(less than 10" cm~2). We attribute this effect to the reduction of physisorbed copper
ions at surface states, introduced by incipient native oxide growth. With ambient
exposure, the crcss section per copper atom becomes approximately 10~!° cm? and
copper levels as low as 10® cm~2 can be detected. For gold, the cross section is ap-
proximately 10'7 cm?, independent of carrier type, resulting in a lower detection limit
of 10!° cm~2.

A quantitative description of metal removal and deposition phenomena in oxi-
dizing cleaning solutions is possible using E-pH diagrams. These diagrams define
a thermodynamic driving force for deposition, which is the difference between the
chemical potential of the metal ion in the cleaning mixture and the metal or metal
oxide on the silicon surface. Metals which form stable ions in solution will easily
be removed; meanwhile, metals that form stable oxides or silicates will have a high
tendency to deposit. A kinetic model, which combines the thermodynamic driving

force with etching and mass transport effects, was presented.
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8.2 Applications

The increases in process complexity in silicon IC manufacturing have intensified the
need for rapid. nondestructive wafer characterization tools to prevent yield loss by
timely detection of process contamination. In-line detection of contaminants requires
an analysis technology which is fast, sensitive. and noninvasive [15]. For effective
control of IC manufacturing processes, defect identification is desirable, but less
important than detection sensitivity. Because surface cleanliness prior to thermal
front-end-of-line (FEOL) process steps is especially critical in ULSI processes. early
detection of contaminants in wet chemical solutions has received increased attention
recently [154, 133).

Though lifetime measurements have been widely used for in-line detection of de-
fects and impurities, their scope has so far been limited to measurement of bulk
lifetime for characterization of process purity [49]. To detect surface impurities, a
timeconsuming drive-in step is needed, as well as effective surface passivation dur-
ing the measurement. In this thesis we have reported, for the first time, in situ
lifetime measurements during wet cleaning. \Ve demonstrated the use of RFPCD
measurements on wafers residing in the cleaning solution, elimininating the need for
“monitor” wafers for ez situ surface analyses.

The capability to detect low levels of surface defects with RFPCD is critically
dependent upon the bulk lifetime of the material analyzed. Table 8.1 lists the bulk
lifetimes measured on today’s commercial CZ silicon material. The extraordinary
bulk quality of today’s prime CZ material has enabled us to detect surface defects
at concentrations well below the detection limit of state-of-the-art surface analysis

techniques. \We can define N,4, the lower detection limit for surface defects, as:

d
20 UehTo

(8.1)

N is the density of surface defects that will result in a 50 % degradation in
effective lifetime. According to Equation 8.1, the detection limit for surface defects

depends on their cross section, the thickness of the wafer, aud its bulk lifetime. Table
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““ Vendor | size(in) | polish T thickness (um) | Nja(cm~2)
4 ssp | 80us 575 4-10'°
5 ssp | 100us 625 3.101° II
6 ssp | 800 us 675 4-10°
8 ssp 17ms 725 2-108
SEH 5 dsp | 7ms 625 4-108
SEH 5 ssp | 7ms 625 4-108
SEH 6 dsp 10ms 675 3-10%
SEH 6 ssp | 10ms 675 3-108

Table 8.1: Typical bulk lifetimes of commercial CZ material (dsp = double side
polished; ssp = single side polished) and their influence on the lower detection limit
for surface defects, \a.
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7.1 lists the detection limit for 'typical’ defects (cross section 0=10"'3cm?).

If the purpose is to monitor the cleanliness of a cleaning solution, not the wafer
surface, improved detection sensitivity for copper is possible using a thin, high lifetime
silicon sample !. As expressed by Equation 8.1, the detection limit of the RFPCD
technique scal~s with sample thickness. By making use of 10 um samples, the sensi-
tivity of RFPCD to surface defects can be improved by a factor of 50, boosting the
sensitivity to 10® cm~2 for in situ detection and 2x10® cm~2 for ez situ measurements
in 48 % HF. These values are predictions which will have to be verified by careful
exposure tests in ..zZh purity solutions.

As pointed out earlier, a prerequisite for detection of ions is their reduction from
solution. Physisorbed ions do not introduce surface states and will not be detected.
For metals such as Fe and V which are less noble than Cu, reduction from solution
does not occur spontaneously, but a cathodic bias to the silicon during immersion will
likely allow detection. While the surface lifetime measurement does not allow impurity
identification, measurement of the variation of the lifetime with small sample bias can
be used to establish the energy position of the defect introduced by the impurity, and
hence its identity (Section 4.4).

8.3 Future strategies

After three decades of continual exponential growth, the global semiconductor in-
dustry has reached a point where future growth prospects are threatened, not by
demand saturation, but by the significant environmental impact of its manufacturing
operations. As other industries are reducing their emissions, the growth in the semi-
conductor industry leads to a rising share in the generation of hazardous chemical
waste, volatile hydrocarbons and ozone depleting chemicals. Because this trend is
hard to justify in an environmentally conscious world, the need to include the to-
tal environmental impact in the cost of ownership of a manufacturing tool has been

realized. Since wet cleaning operations contribute significantly to the generation of

'FZ wafers with thickness in the 10 um range are commercially available [156].
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hazardous waste, new cleaning approaches with reduced environmental impact wiil
become a priority in future cleaning research.

Stringent purity standards are a major factor in the volume of waste chemicais
generated. Therefore, a “just clean enough” philosophy is key to minimizing chemicals
usage [157]. Here, in situ monitoring of chemical purity, as was demonstrated in this
thesis using RFPCD, has a major role to play, because it allows better assessment
of process risk from trace contaminants in the cleaning bath, and hence reduction
of waste generated by unnecessary bath changes. In addition, the design of more
“robust” cleaning solutions, i.e. chemistries which achieve satisfactory contaminant
removal even when liquid purity specificaticns are relaxed, could add significantly to
the lifetime of cleaning solutions.

Our research provides a firm theoretical framework for designing new cleaning
methods with improved metal removal efficiency and relaxed purity constraints. We
have introduced E-pH diagrams for ready assessment of contamination risk based on
the ionic solubility limit. Future uses of E-pH diagrams include the design and control
of more robust cleaning chemistries, e.g. electrolytic wafer cleaning , and the use of
complexants to improve metal removal efficiency. For HF-based solutions, we showed
that increasing the oxidation potential of the solution or reducing the light level on the
wafer will decrease the driving force for copper deposition by lowering the energy of
electrons in the silicon with respect to reducible ions in solution. A related approach
to mimimize metallic contaminant deposition is to increase the electrode potential
of the silicon by draining electrons to an external source, be it a potentiostat or a
noble metal electrode immersed in the HF soiution. While the use of electrochemistry
opens interesting opportunities for wafer cleaning, process integration issues, as well
as the effect of (small) anodic biases on silicon dissolution and surface roughening,
will have to be carefully addressed.
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