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ABSTRACT

A sensitivity study of a nuclear utility model was performed to determine whether the
formulated model factors could produce precise dynamic interactions with each other so
that policy makers can use the model in a real-life situation. The nuclear utility model has
been created to analyze the impacts of utility manager’s decisions on the performance and
relative safety of the nuclear power plant with the system Jdynamics(SD) method. The
model has been developed by other model builders who were sponsored by the MIT
international Program for Enhanced Nuclear Power Plant Safety, a project within the MIT
Center for Energy Policy Research.

The sensitivity analysis was performed on the all 221 parameters of the model, which were
simulated with several different plausible assumptions. The sensitivity test of the model
provided the reliability on the assumptions of the model structure or policies and model
factors estimated from information gathered from industry. Additionally, it was shown that
sensitivity analysis can be a useful tool for attaining an understanding of relation between
the structure and behavior of the model, and the real-world system.

As a result of the sensitivity study, it was found that the nuclear utility system dynamics
model can be an effective tool for policy makers only if a few variables get more precise
data from the industry.

Thesis Supervisor: Dr. Kent F. Hansen
Title: Professor of Nuclear Engineering
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Chapter I

1.1 Introduction

In the work reported here, we have tested the sensitivity of the Nuclear Utility
Model. This Model is a system dynamics (SD) model which has been created to analyze
the impacts of utility manager’s decisions on the performance and relative safety of the

plant.

The management structure of a nuclear power plant has all the characteristics of a
large, complex system with many elements. This complex system has many interactions
among the different elements, and it can be subject to many sources of unpredictable

internal and external change. These interactions and responses to change are often non-
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linear and time-dependent. Therefore, it is very difficult for utility managers to predict
precise impacts of their managerial decisions. However, SD can provide a mathematical
tool to analyze such dynamic systems and the consequences of policy changes in the
systems. The Nuclear Utility Model makes it much easier to predict the plant’s behavior

in at least qualitative terms through computer simulation.

The Nuclear Utility Model has been developed by three other model builders since
the project began in 1991. The MIT international Program for Enhanced Nuclear Power
Plant Safety, a project within the MIT Center for Energy Policy Research, sponsored this
research to study the factors that affect nuclear plant operation. The numerous factors of
the model, such as time delays and personnel usage, were estimated as best as possible

from information gathered from various individuals at the sponsoring utilities.

The question addressed here is whether the model factors formulated from the
information gathered could produce precise dynamic interactions with each other so that
policy makers can use the model in a real-life situation. Although the model has been
simulated to test different assumptions of the model structure or policies, we are not
aware of their reliability. To wipe out this lack of confidence, we should be able to explain
the causes of undesirable behavior mode, identify policy variables that are capable of
eliminating the undesirable behavior, and attain an understanding of the relation between
structure and behavior, and real world. All these purposes have been achieved through

sensitivity analysis.

In performing the sensitivity testing of the model, we simulated all parameters
except the initial variable of all stock variables with the different plausible assumptions.
We represented all the results of sensitivity analysis through a graph for the plant capacity
on-line. We reviewed all the results of simulations to identify the important variables and

understand the relation between behavior and parameter’s change.
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The work presented here discusses whether or not the Nuclear Utility Model has
the plausibility of the causal mechanisms chosen to represent the real world, the
plausibility of the numerical values of the model parameters, the compatibility of individual

assumptions with established knowledge, and the internal consistency of the full structure.

In the remainder of this report, we will describe the Nuclear Utility Model
deveioped in Chapter 2, discuss the results of sensitivity testing in Chapter 3, and then
present our conclusions in Chapter 4. The stock-flow diagrams, equations, and simulation

results are given in three appendixes.
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Chapter 2

2.1 Nuclear Utility Model

This chapter presents the overall description of the Nuclear Utility Model. The
description is divided into the five main sectors; the nuclear power plant sector, the social
sector, the governmental sector, the information sector, and the financial resources sector.
The functional description, including computer representations and main casual
relationships, for each of these sectors and their sub-sectors will be presented. The: main

sectors and their sub-sectors are shown in Table 2.1.

Model development began in 1991 at first by identifying the social and political
factors that affect utility decisions regarding nuclear power plants. During 1991 - 1992,
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Policy Influence Path (PIP) charts were developed to analyze the external stakeholders
that affect utility decisions. During 1993 - 1994, these research results were organized
into a system dynamics model by C.K. Eubanks who concentrated on the social system
and its responses to the performance of a nuclear power plant. During 1994 - 1995, the
information sector was created by L.D. Simon, and the financial resources sector was built

by M.G. Turek, who also connected all the sectors together.

The work so far has been developed through the “iThink/stella” ' si}ﬁware which
utilizes visualized techniques for modeling. In this thesis, the Nuclear Utility Model has
been reformulated via “Vensim” ? software, which provides many effective tools for

structure analysis, simulation results analysis and interfaces with other software.

' The commercial software produced by High Performance System, Inc., 45 Lyme Road, Hanover, NH
03755.
? The commercial software produced by Ventana Systems, Inc., 149 Waverley Street, Belmont, MA
02178.
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Table 2.1 The main sector and their sub-sectors of the Nuclear Utility Model

main sector

sub-sector

Nuclear Plant Sector

Nelie RS Be NV N S

. Equipment Flow

. Capacity Calculation

. Defect Flows

. Defect Sources

. Learning Curves

. Flow of Scheduled Work Orders

. Flow of Unscheduled Work Orders

. Maintenance Staff, Hiring Allocation and Overtime
. Mechanics Time Allocation

10. Planners

11. Mandatory and Discretionary Inspections
12. Materials Specifications and Inventory
13. Engineer Allocation

14. Manager Allocation

15. Safety

Social Sector

1.
. Media
. Interest Groups

Local and National Public Concern

Government Sector

.NRC
. Congress
.SALP

Information Sector

. Industry Events
. Industry Problem Reporting

INPO

. Report Screening

Problem Screening

. Evaluation

. Corrective Action Process
. Interactions with NRC

. Information Labor

10. Information Learning Curve
11. Information SALP Effect

Financial Resources Sector

l.
. PUC

. Budgeting and Allocation

. Stock

. Bond Rating Institutions

. Economic and Random Effects
. Perceived Financial Safety

. Debt

CO 9N bW

Internal Finance
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2.2 Nuclear Plant Secter

The nuclear plant sector was derived from the DuPont Maintenance Model. It is
composed of fifteen sub-sectors. Basic calculations in this sector are the plant capacity
factor and relative safety level. In order to determine capacity factor, we must determine
how much equipment is functional. Thus, we must know how defects are being created
and eliminated in the functional equipment. Defects are created by plant operations and are
eliminated by maintenance, which is performed by personnel. Personnel levels and

assignments are determined by budget allocations and work procedures.

The main causal loop of the nuclear plant sector, which is a dynariic hypothesis for
developing the model, is shown in Figure 2.1. The two negative feedback loops in the
causal loop diagram baiance the relationship between the capacity and equipment which is
affected by maintenance work. The nuclear plant sector can be used to determine the
value of preventative maintenance (PM) and to test methods for gradually implementing a

successful preventative maintenance program (PMP) with limited resources.

2.2.1 Equipment Flow (view 1)

The equipment flow sub-sector conirols the states of the total pieces of equipment;
fully functional, broken down, or taken down for PM. The flows among these three states
are controlled by the other sub-sectors within the nuclear plant sector, such as equipment
repair rate, inspection rate, and breakdown rate. The model diagram of this sub-sector is

shown in the view 1 in the Appendix A.

Pieces of equipment to broken down and pieces of equipment perceived fully
functional determine the fraction of equipment that is broken down, frac equip bdwn. If

JSrac equip bdwn increases, the capacity decreases due to the pieces of equipment broken

} The DuPont Maintenance Model was developed to determine the reasons for low capacity factors at

chemical plant.
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down. The uses of a variable, Equip Brokendown can be explained easily through tree

diagram of it, which is shown in Figure 2.2.

" Demand
Total Equipmen Plant capacity man

Functional Equipment Production
. O @ NRC Actions
+ +

Non Functional Equipment Equipment Wear and Tear

+
+ 4
+ 0
Broken Equipment datory Inspections
(D " Discretionary Inspections
.{
Reactive Maintenance P
Equipment Taken Down O Preventative and inspection Maintenance
+

Figure 2.1 Causal Loop Diagram of Nuclear power plant sector

Equipment Brokendown & frac equip bdwn =cgpacity bdwn

Figure 2.2 Tree Diagram of Equip Brokendown

Figure 2.3 and 2.4 shows respectively the uses of the variables, Equip Perceived
Fully Function and Equip Tagged for PM through each tree diagram. The variable, Equip
Perceived Fully Function, influences values of other variable such as manpower
assignments with determining the number of pieces of equipment requiring inspections
with the fraction of equipment requiring inspections. The variable, Equip Tagged for PM,
is used in calculating ;/alues of the other variables such as the number of defects per

equipment in PM system, dfct per equip PM sys.
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desired dinsp ~&desired staft for dinsp

dfct equip PFF e dfcts per dfct equip PFF
Equip Perceive Fully Functiom——==~dfcts per equip PFF ©FRAC EQUIP PFF DFCT
EFF DEF ID BDWN etagged PM cquip bdwns

eff ManRem insp

minsp_i’:—-/:minsp staff
\
minsp W tdwn
minsp WT tdwn

total equip perceived avail for ops—————e=new dfcts ops

Figure 2.3 Tree Diagram of Equip Perceived Fully Function (PFF)

dfct equip PM sys = dfcts per dfct equip PM
Equip Tagged for PM———————e=fcts per equip PM sys *FRAC EQUIP PM DFCT
‘\EH;DEF ID BDWN 2 tagged PM equip bdwns
New dfct PM equi
equip tag PM____:_._p equip
‘ New dicts un ID

total equip perceived avail for ops ———e=new dfcts ops

Figure 2.4 Tree Diagram of Equip Tagged for PM

2.2.2 Capacity Calculation (view 2)

The capacity on-line is a graphical function based on the percentage of equipment

broken down or taken down by maintenance personnel. If equipment is taken down, it is

expected that some prior planning has occurred so that it does not affect capacity on-line

as severely. Forced outages affects the fraction of equipment that has been removed from

service due to maintenance. As more forced outages occur, more pieces of equipment

operating are taken down. The chance that broken equipment will cause a forced outage is

described with a probability function. As more pieces of equipment break, the probability

of one of those pieces causing a forced outage increases. Periodic outages also affect
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capacity in this sub-sector. Capacity on-line is calculated by the following equation.
capacity on line = MAX((I - capacity bdwn - capacity tdwn) * 100, 0) * (1 - Periodic
Outage)

2.2.3 Defect Flows (view 3, 4)

The defect flows sub-sector describes the generation of defects, the mechanism of
breakdowns due to defects, and the recovery process of defects through repair. The
created defects stay in the equipment until they are identified or cause a breakdown. If not
identified through inspections, defects will eventually cause a piece of equipment to
breakdown. Likewise, even after mechanics identify a defect, it may causes a breakdown

before repaired through scheduled maintenance.

2.2.4 Defect Sources (view 5)

In this sub-sector, defect generations are formulated. Defects are generated
through normal operation of the plant, working on repairs or inspections, installing
defective parts, or breakdowns of other equipment. As the plant ages, the rate of

operation defects due to the wearing out of some equipment is increased.

2.2.5 Learning Curves (view 6)

2.2.5.1 Description

Learning curves are included in order to reflect some reduction mechanisms in
defect generation over the plant life. There are many different types of learning within the
plant but 6 important learning factors are considered in this model. As plant operation
hours accumulate, operators learn how to reduce stress on components, and also wear and
tear on components declines due to break-in of equipment. As mechanics accumulate
repair hours, they make fewer mistakes. As personnel inspect more equipmernt, their
inspection skills improve, so more defects are found at an earlier time. The impact of
information and training on the nuclear plant sector is exerted mainly through this sub-
sector. As training hours increase, the learning curves improve, and as the utility invests

more in information use, defects decrease.
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2.2.5.2 Computer Preseniation

This sector was unified and simplified by using the subscript function of Vensim in
order to give an optimized visual view and model structure. Subscripts allow a single
variable name to represent more than one variable. Six different subscript constants such
as WO, BE. DR, OE, IN and FO are introduced to represent the six learning mechanisms
mentioned earlier. WO, BE, DR, OE, IN and FO respectively represent the learning
mechanisms from the cumulative value of work orders completed, break-in of equipment,
parts used, operator errors, events with corrective actions through information process,
and forced outages. OE represents the learning mechanism from the cumulative value of
The variable names using subscripts in this sub-sector are shown in Table 2.2. XLearning

and Training: WO, BE, DR, OE, IN, FO.

Table 2.2 Variable Namies of Learning Curves Sector

Variable Name Variable Type Units
CUM Correct Action stock corrective actions
INT CUM Correct Action initial value corrective actions
Event Occurance Rate stock event/week
INT Event Occurance Rate | initial value event/week
Completed PM rate flow corrective actions/week
Rate decreasing flow event/week/week
learning curve converter fraction
MOD learning curve converter fraction
frac analysis converter fraction

Each of these variable names represents the six different variables. For example,
the equation, MOD learning curve[WG] = -LN(I- learning curve[WO]) / LN{2), shows
how to calculate one of the six ‘MOD learning curve’ variables represented by the variable

name. The Vensim representation of this sub-sector appears in Figure 2.5.
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Figure 2.5 Vensim Diagram of Learning Curves Sector

2.2.6 Flow of Scheduled Work Orders (view 7 - 11)

2.2.6.1 Description

This sub-sector controls PM repairs. The flow of scheduled work orders inciudes
work order creation, engineer review, manager review, material acquisition, equipment
take down, and work in pregress. Once the taken down equipment flows out of ‘work in

progress’ (Schd Work Order([S5]), it is considered fully functional.

Discretionary inspections determine necessary repairs. The repairs are then
scheduled, reviewed, and performed. Meanwhile, plans are created and materials are
acquired for ihe job. The whole process is more efficient since the work is scheduied in
advance. Additionally, workers introduce fewer new defects into the equipment, but the
taken down equipment results in reduction of the plant capacity. Because of these two
competing aspects of scheduled maintenance program, a balance has to be maintained in
allocating mechanics and engineers between unscheduled and schecuicd maintenance
programs. If managers allocate too many people to the PM program, the broken

equipment will not have a chance to be repaired.
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2.2.6.2 Computer Presentation

The stock variables of work order are represented by using a subscript variable,
Xsched Work Order: S1, S2, §3, 54, S5. Schd Work Order[S!] is a stock which includes
work orders created and waiting for engineer review. Schd Work Order[S2] is the
amount of work orders waiting for manager review. Schd Work Order(S3] is the number
of work orders waiting equipment to become available before work may proceed. Schd
Work Order[S4] is the amount of work orders waiting for material acquisition and
equipment take down and Schd Work Order[S5] is the number of schedvled work orders
in progress. Variables regarding this subscript variable are shown in Table 2.3 and a stock

- flow diagram for the flows of work order is depicted in F igure 2.6.

Table 2.3 Variable Names of Flow of Scheduled Werk Orders Sector

Variable Name Variable Type Units
Schd Work Order stock work order
INT Schd Work Order | initial value work order
New schd WO flow work order/week
Forget schd WO flow work order/week
Completed schd WO flow work order/week
schd WO comp converter work order/week

D schd WO per mod CA

C\appied  INT Schd Work Order
DI catsp per WO
Gt cqurp reg rdan

Aabend N0 e ey a i
Schd Woik
£3 % = Order 03
New schd W < Completed schd WO
-
schd total worked eng schd WO ey comp
A — it adhd WO ey comp
schd WO aw eg forgotte Forget schd WO sehd WO il Wi
schd WD comp ~ermal sehd WOy conspicied
é hunin ctis on WO cop
D schd WO memory D time{to tdwn
eff schd work : T Hcly\?/}\{j[':‘[‘c]' [EALEEhT;I?’A!{E(B%——— production pressurs:-
T W e hldibn AT eguip
D eng and afar torget tinee

Pereara i trac schd WO W TBD avail»

Figure 2.6 Vensim Diagram of Flow of Scheduled Work Orders Sector
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2.2.7 Flow of Unscheduled Work Orders (view 13 - 15)

2.2.7.1 Description

This sub-sector accounts for the repair processes of all broken equipment. Once
equipment breaks down, its repair process is simplified since it does not need to be
inspected or scheduled first. However, since worker productivity is lower when fixing
broken equipment, equipment stays down longer. Also, since equipment can not be taken
down at desirable times, such as during a periodic outages, and ordering parts consumes
more time, each down piece of equipment has a greater impact on plant capacity

(M.G.Turek, 1995, p32).

The flows of unscheduled work orders has the same flows of scheduled work
order stch as work order creation, engineer and manager review, material acquisition,
broken equipment take down, and work in progress. Once, the breken equipment flows
out of ‘work in progress’, Unschd Work Order[U4], it is considered fully functional.

However, new defects could have been introduced during the repair process.

2.2.7.2 Computer Presentation

The number of unscheduled work orders using subscript variable, Xunschd Work
Order: Ul, U2, U3, U4, are also created. A stock, Unschd Work Order[Ul], is the
number of unscheduled work orders created, and Unschd Work Order{U2] is concerned
about engineer review. Unschd Work Order{U3] includes the material acquisition and
broken equipment take down, and Unschd Work Order{U4] is the number of unscheduled
work orders in progress. The variables using this subscript variable in this sub-sector are
shown in Table 2.4 and a stock - flow diagram for the flows of unscheduled work orders is
depicted in Figure 2.7.
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Table 2.4 Variable Names of Flow of Scheduled Work Orders Sector

Variable Name Variable Type Uhiis
Unschd Work Order stock work order
INT Unschd Work Order initial value work order
New unschd WO flow work order/week
Completed unschd WO flow work order/week
Forget unschd WO flow work order/week

total unschd WO————g>unschd WO part func eq

A
INT Unschd Work Order
Unschd Work

Order

New unschd WO Completed unschd WO
onlingbdwns c' Forget unschd W( DRunschd backlog time
DR equap per WO humdg etls on WO comp.
eng dpschd WO rev comp -

nfer uischd WO res comp:
‘fnormal uhschd WO completed

Plantfed Unschd WO Reg M
D eng and mgr forget time

tageed PM equip bdwns: g

Figure 2.7 Vensim Diagram of Flow of Unscheduled Work Orders Sector

2.2.8 Maintenance Staff, Hiring Allocation and Overtime (view 16, 17)

This sub-sector is the core of personnel allocation. The allocation scheme of
managers and engineers is similar. Only the functions of the personnel are different. Based
on the budgeted allocation of resources, maintenance workers will be allocated into
various tasks; maintenance, performing inspections, being trained or planning work orders.
So, maintenance staffs are composed of mechanics for discretionary and mandatory
inspections, maintenance workers, and planners. Other overhead type jobs are assumed to

be a part cf the all above tasks.
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In this model, the maximum rate of hiring of maintenance staff is limited by fixed
maintenance budget limit. Training has a short term adverse effect of reducing work time,
but can provide a long term learning benefit. It is assumed that workers have to do
overtime in case of a manpower shortage. As overtime increases, hiring increases.
However, overtime has feedback on worker productivity with time delays. As overtime
increases, worker productivity drops substantially. Alternately, if workers are under-

utilized, their productivity will drop to fill the available time.

2.2.9 Mechanics Time Allocation (view 18)

This sub-sector determines the total number of weeks of maintenance work to be
done (week work TBD), which determines the workload. The division of mechanics’ time
between scheduled and unscheduled maintenance is assumed as a fixed fraction. The
mechanics react to the incoming workload each week by assigning the regried number of
mechanics to the work. If there are too few mechanics, broken equipment receives

priority. Eventually, they will attempt to do all the required work by increasing overtime.

The number of backlogged work orders controls the capacity of the plant. This
backlog represents the pieces of equipment that were not fixed at the end of the week. The

pieces that are still broken reduce capacity.

2.2.10 Pilznners (view 19)

This sub-sector controls the creation and review process of maintenance plans.
There can be a delay in performing a work order because of time spent waiting for a
correct plan for the job. If a plan for a job already exists in the plan library, the job is
expedited. Otherwise, the worker must wait for a plan to be written and reviewed. The
number of the plans which are completed is determined by the planners available to create
a plan and their productivity.
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2.2.11 Mandatory and Discretionary Inspections (view 20, 21)

The budget allocator has the greatest direct impact on plant performance in this
sub-sector. The ‘budget allocator’ mentioned throughout this discussion is the person
who chooses budget parameters before the running the model. The budget allocator can
control the number of discretionary inspec.ions by assigning more mechanics. The Nuclear
Regulatory Commission (NRC) can also affect more on the scheduled maintenance
through mandatory inspections. As mandatory or discretionary inspections increase, the
number of defects found increases, which will increase the number of scheduled work
orders. The total number of defects which are identified from mandatory and discretionary

inspections, dfet ID from insp, is determined in this sub-sector.

2.2.12 Materials Specifications and Inventory (view 22, 23)

A mechanic needs repair parts to do his task. One can invest money in new capital
equipment or improve specifications of existing equipment and repair parts in this sub-
sector. Improving parts quality specifications reduces the number of defects per part.
Buying ail new equipment reduces the average age of equipment in the plant, reducing
operations defects in that equipment. In this model, a proper Stores Inventory should be
maintained by allocating some money. If Stores Inventory do not have quantities enough
to supply the amount of parts needed, it is assumed that as many parts as in the inventory
are consumed. Also, The total number of parts in the Stores Inventory is increased by

accepting parts first, and then decreased by the number of parts consumed.

2.2.13 Engineer Allocation (view 24 - 26)

The model allocates engineers as it does mechanics. They are categorized into two
different groups, Rookie Engineers and Pro Engineers. The maximum number of
engineers allowed to be hired is limited due to allocated budget, max bud eng. Engineers
are allocated to maintenance, planning and information tasks. They also werk overtime
with lower productivity. One can allocate engineers among the different tasks such as

maintenance, planning, and information.
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2.2.14 Manager Allecation (view 27 - 29)

Managers are also allocated in a similar manner. They are just more expensive and

there are fewer. Their tasks are finance, maintenance, and information.

2.2.15 Safety (view 30, 31)

The safety sub-sector includes calculations of Man-Rem, Forced Outage
Frequency and Estimated Core Melt Frequency, which are the measures of the safety. The
Man-Rem estimate is determined by multiplying the amount of maintenance done by an
average Rem per work order. The Forced Outage Frequency is a probabilistic calculation
based on the current average forced outage frequency for nuclear power plants multiplied
by a ratio of broken equipnient and operator astuteness. Operator astuteness is determined
primarily by training and information. The Estimated Core Melt Frequency is detertnined
by multiplying the current base core melt frequency (1/20,000 reactor-years) by operator
astuteness, broken equipment, total defects, and forced outage frequency factors. This
calculation is not rigorous, but it provides a consistent simplified effect on overall core

safety (M.G.Turek, 1995, p34-35).
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2.3 Social Sector

The social sector concerns impacts on plant operations due to public concern. The
impacts are through NRC actions. Factors that cause NRC actions are relative to activities
of interest groups. Interest groups stimulate the media and Congress to put pressure o

the NRC.

The social sector includes the local public, national public, media and interest
groups sub-sectors. Each of these sub-sectors provides a positive feedback effect on the
others, which can lead to rapid saturation during a simulated accident. The social sector
represents the agitation which follows any nuclear accident and the long term attention to
forced outages, SALP scores, and government feedback which the social and
governmental stakeholders experience. The strong positive feedback effects among each

factor of social and government sectors is shown in Figure 2.8.

Plant Perfonnance

K% ol

NRC Actxons Congrcsswnal Conce

+

Figure 2.8 Casual Loop Diagram of Social and Government Sector
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The negative feedback loop dominates the overall social and government sector.
The public at large expresses concern over nuclear power plant safety. The media
dominates as a public source of information. Public aciion occurs through interest groups

which influence the government and utility.

2.3.1 Locsal and National Public Concern (view 32, 33)

2.3.1.1 Description

Local public concern, Public Opposition[LO], represents the public in the
community served by the nuclear power plant. Local public concern is capable of being
much more variable than national public concern because of the reactor’s operating
history, local goodwill efforts, and local politics. The local public concern has a direct
impact on the Public Utility Commission (PUC), local media, stock prices, and interest
groups. Local public concem is heavily influenced by national public concern, but the
effect of an accident at another plant is not as great on local public concern if the local

utility has performed well.

National public concern, Public Opposition[NA], represents the public at large. It
does not change as rapidly as local public concern. However, its effect on the finance of
the utility can be greater because of the possibilities for increased inspections, regulations,

interest group lawsuits, and media activities.

2.3.1.2 Computer Presentation

This sub-sector was unified and simplified with a subscript variable, XPublic
Concern: NA, LO. The variable names using this subscript variable are shown in Table 2.5

and stock - flow diagram is appeared in Figure 2.9.
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Table 2.5 Variable Names of Public Concern Sector

Variable Name Variable Type Units
Public Oppositicn stock concerns
INT Public Opposition initiai value concerns
Chg pub opp flow concerns/week
Fading pub opp flow concerns/weels
bound PO converter concerns
time to chg opp converter weeks
ind pub opp converter concerns
net effect converter dimensicnless
D ave desensitization converter weeks
EFF NPO StRISK EFF LPO SIRISK
EFF NPO PER sk F LPO PER SAF
EFF NPO LPO . . FF LPO CUS SAT
EFF NPO P Pubbc Oppos EFFLPO M
EFF NPO LM EFF LPO PI
EFF NPO M\ / EFF LPO GW

St % £ Public Opp = 263

Chg pub opp \ﬁﬂ pub opp

ol ” :;.:: ,‘ Y
- D ave desensmzation
bound P tme hg
md pub opp : .
/5‘3 UG

Dl e =~ EFF UT GOODWILL LPO

Figure 2.9 Vensim Diagram of Public Concern Sector

2.3.2 Media (view 34)

The media monitors interest group activities, government reaction, congressional
concern, public concern, and utility operations. Based on these measures, the media

produces reports and follow-up stories that influence the concerned groups again. This

effect can cause a strong positive feedback (L.D.Simon, 1995, p47).

2.3.3 Interest Groups (view 35, 36)

Anti-nuclear interest groups are constantly at work monitoring utility operations,

government actions and public concern. These groups need funding to operate. It is the
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primary driver of group actions. Although the financial resources limit group actions,
nuclear events directly affect the rate, efficiency, ana timing of such expenditures of the
group. There exist two sources of funding such as private foundations and public support.
Especially, public support is directly coupled to public concern. As public interest grows,
financial donations to support group actions increase. These contributions improve their
ability to wage lawsuits, demonstrations and lobbying efforts. These interest group actions
affect public concern, congressional concern, media attention and NRC actions. In some

cases, these groups also have considerable influence on the PUCs.
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2.4 Government Sector

The government sector concerns the actions of the national government. It
includes the NRC, Congress, and SALP ratings sub-sector. The causal relations in the

government sector are shown in Figure 2.8.

2.4.1 NRC (view 37 - 39)

Since government oversight falls to the Nuclear Regulatory Commission (NRC),
all efforts at guiding government nuclear pdlicy ultimately target NRC. Because the NRC
seeks safety in nuclear operations, NRC concerns have influence on plant performance.
Not only do accidents and major events cause NRC concern to rise, but also any
information which indicates a higher probability of such an occurrence increases NRC
concern. NRC policies, and perceptions of such policies, affect the interest of various
groups associated with the nuclear industry. Because of this, several groups actively seek
to alter NRC policy by presenting different perspectives on NRC actions, utility

performance, and operation consequences.

The NRC controls inspections, regulations, and information transmission between
utilities. After an accident, the NRC increases investigations, research, and regulation
production. Direct effects on a utility are mandatory inspections, worker distractions due
to NRC inspection work, and increased workload in the information sector This sub-
sector provides regulators with an opportunity to gauge effects of new regulations and

inspections. The NRC actions work to appease Congress, media, the public and interest

groups.

The utility can influence the NRC by investing in regulation abandonment,
conducting its own inspections, or improving its SALP scores. The model provides a good
method for testing the return on investment in each of these areas (L.D.Simon, 1995,

p48).
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2.4.2 Congress (view 40)

The lcgal mandate for government involvement in the nuclear industry originates
in the Congress. It writes the laws which create both regulations and regulators.
Consequently, Congress exhibits much influence upon the industry both directly in laws
passed and indirectly through the commentary of individual lawmakers (C.K.Eubanks,
1994, p40).

Congressional concern is influenced by public concern, media, interest group
lobbying, utility lobbying, NRC responses and utility performance. As public concernt
increases, the number of concerned lawmakers increase. This increase directly affects the
NRC by influencing them to conduct more investigations and write more regulations.
Congressional concern naturaily decays as other issues enter the political field

(L.D.Simon, 1995, p48).

2.4.3 SALP (view 41)

The Systematic Assessment of Licensee Performance (SALP) sub-sector
represents the calculation of the utility’s SALP score. This score determination is done by
the NRC and is based on Engineering, Maintenance, Operations, and Support factors. The
engineering score is based on engineer workload and quality design specifications achieved
for parts. The maintenance score is determined by mechanics workload and broken
equipment. Operations is based on training forced outage frequency and operator
astuteness. Support is based on manager workload and information usage. The model
does not calculate all of the factors that enter into SALP scores, such as operator drill
performance, sccurity, or safety analysis performance. These additional factors are
assumed to average and have the effects of reducing the range of the SALP score

somewhat.
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2.5 Information Sector

The information sector was developed in order to represent the plant’s processing
of information, and the associated costs and benefits of information use. The information
sector concentrates upon the information exchange aspects of the nuclear industry, but is
able to affect performance, safety ratings and financial costs. Essentially, this sector helps

to reduce plant problems and breakdowns through procedure revisions, training, and plant

modifications.
Inspections

'
,NRC Regulations
0
* Information Usage % - ‘ : Masntenance Work

- ' +
Information Available > \UJ i ,
‘ Information Budget { Maintenance Budget
h ¢ . Net Income 7
INPO and Others
¥
Drscretionary Budget

Figure 2.10 Causal Loop Diagram of Information Sector

The main causal relationships between information usage and capacity within the
plant are shown in Figure 2.10. There are two main positive loops, which shows the effect
on capacity of information usage and performing maintenance work. A positive loop
related to information usage can improve plant capacity by reducing defects which cause
breakdowns in plant equipment. Defects are diminished because their causes are reduced
in the plant by taking corrective actions in the information sector. The effectiveness of
information usage in the model is driven mainly by the number of engineers and managers

allocated to performing the information work. Another key use of professional staff in the
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plant is a job review and approval in the maintenance sector. The allocation of the budget
between maintenance and information personnel is the variable that controls and limits
these two positive loops. Additionally, if information staffs are effective in the process of
reducing the number of NRC regulations put on the books, unnecessary maintenance work
can be reduced. This can be positively effect capacity, because less equipment is taken
down during the unnecessary work. The information sector is composed of 11 sub-

sectors.

2.5.1 Industry Events (view 42, 43)

The main source of information is made available from events that occur at other
nuclear power plants. It is these events that produce information about problems in the
industry. These problems come from various sources, such as operations, training,
equipment, and maintenance. Events classified by the NRC event classification levels are
unusual events, site alerts, and site emergencies. Additionally, there is an exogenous major
event, which is defined as an event as threatening as TMI. In this sector, the total number
of identified problems from the four different types of event occurrences is determined.
The identified problems will be sent to the various organizations for analysis and

reporting. A problem can be thought of as pages of issues identified at the plants.

2.5.2 Industry Problem Reporting (view 44)

2.5.2.1 Description

After the problems are identified at the plants, they are sent to various national
organizations for review. These organizations process the information into reports and
notifications that the utilities use in their information processing systems. This sub-sector
includes problem reporting, and distributing problems to the organizations. There are four

national and international organizations, such as EPRI, NRC, WANO and utility vendors.
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2.5.2.2 Computer Presentation

The processes of problem analysis and research projects of these four organization
are unified by using a subscript variable, Xprob Reporting: VEN, NRC, EPR, WAN. VEN,
NRC, EPR, and WAN indicates utility vendors, NRC, EPRI, and WANO as mentioned
before. The stock - flow diagram about this is represented in Figure 2.11. The variable

names using these vectors is also shown in Table 2.6.

Table 2.6 Variable Names of Industry Problem Reporting Sector

Variable Name Variable Type Units

Research in Progress stock reports

INT Research in Progress initial reports
Research initiation flow reports/week
Research completion flow reports/week
D time to completion converter weeks

.
DR frac probg sent to INPO DR frac probs sent to NRC DR frac probspsent to vendors
v
ident probs sent to INPO ident probs sent to NRC ident probs sent to vendors

INT Research in Progress

0 2 P Research in 23
Progress

Research initiatio

Research completion

D time to completion

Figure 2.11 Vensim Diagram of Industry Problem Reporting Sector

2.5.3 INPO (view 45 - 47)

This sub-sector shows how INPO processes problems through its SEE-IN
network. Because INPO is the most effective and influential information exchange
organization in the industry, it is modeled separately. It includes the problem reviews and

report productions (Rees, 1994, p127).
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INPO produces three different types of report in this sub-sector. They are; SEN-
Significant Event Notitication. These alert plants as promptly as possible that a significant
event has occurred. Further information may be followed on SER- Significant Event
Report. These provide a brief description of a significant event or problem and comments
on why it was significant. SOER- Significant Operating Experience Report. When INPO
recommendations result from evaluations of the identified problems, they are incurporated
into a SOER. A SOER is prepared for problems that require the most focused utility
attention (Boston Edison, 1992, p6).

2.5.4 Report Screening (view 48)

All reports coming into the utility, are quickly screened by an available information
engineer. Screening is performed to determine whether the problems addresses in the
reports are applicable to the plant or have been analyzed previously. SOER’s are screened
separately from the other reports because the information in them is usually of high
importance to the utility, and needs to be screened as quickly as possible (L.D.Simon,

1995, p82).

2.5.5 Problem Screening (view 49)

This sub-sector provides the ability to study internal plant problems. When defects
are discovered, they are fixed through the maintenance work. With the information sector,
the plant studies what causes the defects, and takes corrective actions to preveﬁt them
from occurring again. There are two screenings in this process. Initially, the problems are
screened by the head shift nuclear engineer (usually called the Nuclear Watch Engineer or
NWE), and then screened by the technical group designated for reviewing in-plant
problems. The NWE screening is included because some problems dictate the initiation of

immediate corrective actions.
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2.5.6 Evaluation (view 50)

Once reports and in-plant problems are screened for applicability or redundancy,
they are sent to engineers to be evaluated further. These evaluations consist of reviewing
plant-specific design, procedures, practices, and operating history to identify weaknesses
or vulnerabilities that could result in similar events at the plant. Before any further actions

can be taken, the evaluations are then validated by managers for correctness.

2.5.7 Corrective Action Process (view 51, 52)

2.5.7.1 Description

Corrective actions are taken when evaluations determine that changes must be
made in the plant to prevent the problems from surfacing. Three types of corrective
actions are taken within the plant: procedures are written or revised, new training methods
and procedures are created, and plant modifications are made. New and revised
procedures can help to reduce defect causes because workers have more complete and less
crroneous procedures available for maintenance work and operations. Enhancing worker
training makes staff more knowledgeable and less error prone in the work they perform
Modifications increase plant specifications for materials and reduce defects in completing

new scheduled work orders.

This sub-sector has two major processes. In the first, a manager assigns an
appropriate engineer to perform the corrective actions. The second process is the
completion of the corrective action. This may include writing a procedure, creating and
planning a meodification, or reviewing and changing training procedures. These are
performed by engineers, and reviewed for correctness by managers before they can effect
the plant (L.D.Simon, 1995, p95).

2.5.7.2 Computer Presentation

These processes of performing the corrective actions were reproduced from iThink
utility model with a subscript variable, Xcorrective Action: PRO, MOD, TRA. Here, PRO



represents the process of writing a procedure. MOD indicates the process of creating and
planning a modification. Finally, TRA represents the process of reviewing and changing

training procedures. Table 2.7 shows variable names using this subscript variable and the

stock - flow diagram of this sub-sector reproduced is shown in the Figure 2.12.

Tsable 2.7 Variable Names of Corrective Action Process Sector

Variable Name Variable Type Units
CA in Progress stock corrective actions
INT CA in Progress initial value corrective actions
CA Waiting for Validation stock corrective actions
INT CA Waiting for Validation initial value corrective actions
CA change flow corrective actions/week
CA cmplted flow corrective actions/week
CA incorrect flow corrective actions/week
CA validated flow corrective actions/week
frac CA converter fraction
frac CA correct converter fraction
adj time to comp CA converter weeks
time to comp CA converter weeks
adj time to val CA converter weeks
time to val CA converter weeks
FEE O PTG G
INT CA in Progress INT CA Waiting for Validation
203
CA incorrect
{l frac procgf A correct
: ain CA correct
CA Waiting for
Validaiti
CA change CA cmplted aicaition
C\ assignment N
adj time % compCA CA validated
fraCA é
) . Snte eng unaval vatio.
SEEENAIN O T INFO N
DR frac|CA proc time Qmp CA adj timezto val CA time t&val CA
DR frac/CA mod
DR frac CA train
DR time to domp proc CA o ) DR time to]val - CA
DR time to plan mod CA o mor unas il :'"““DR tlil:; t(()) ‘\//z;l ?::l; CA

DR time to comp train CA

Figure 2.12 Vensim Diagram of Corrective Action Process Sector
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2.5.8 Interactions with NRC (view 53, 54)

This sub-sector provides some of a nuclear power plant’s interactions with the
NRC for new regulation development. Nuclear power plants include information groups
to oversee the NRC regulation process. These groups perform technical reviews of
regulations under development at the NRC, interact with NEI for this development, and
perform extensive evaluations of regulations impacts on the plant. The developed new
regulations are first given to managers to assign technical reviews for regulations under
development. Sometimes, concerns about regulations impact are brought to surface at the
utility. These concerns are brought to the NRC through the NEI, who helps work with the
utility to modify or get rid of the regulations. Once regulations are put on the books at the
NRC, the plant will again review them and follow through on inspections, material
specification changes, and corrective actions they outline (L.D.Simon, 1995, pl01).

2.5.9 Infermation Labor (view 55)

This sub-sector calculates the information engineer and manager unavailability
ratios that are used to adjust the numerous time delays in the information process. The
stocks of information being screened, evaluated, and undergoing corrective actions are
bought into this sector to calculate the amount of work to be done in the information
sector. Eng unavail ratio and info mgr unavail ratio are the ratios of work to be done in

the informatign sector to the amount of information work completed.

2.5.10 Information Learning Curve (view 56)

The most influential information use is its effect on reducing the causes or
precursors of defects within the plant. Reducing defect causes helps to increase plant
performance and improve safety. Both procedural and training corrective actions work to
do this. More complete and correct procedures give mechanics, operators, and planners
better guidelines for performing work that affects performance and safety. Training helps
to make workers more informed, efficient and less error prone in their actions. Both of
these effects can be thought of as reducing defect causes. In the nuclear plant sector, there

are few direct places to make improvements for procedure training changes, so a learning
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curve was added to reduce defect causes from information learning (L.D.Simon, 1995,

pl1l).

2.5.11 Information SALP Effect (view 58)

This sub-sector calculates the direct effect of using information on SALP score.
Because it could improve performance and safety of the nuclear power plant, the NRC
believes using information is a sign of good management behavior. For this reason, if the
reports are analyzed correctly, the NRC will increase parts of the SALF score. This sub-
sector tracts the number of available reports and the reports/information that are
abandoned because of lack of manpower. The ratio of reports completed to total reports,
report analysis ratio, is used in a converter that effects the SALP score in the nuclear

plant sector.
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2.6 Financial Resources Sector

The financial resources sector develops the relations which lead to limiting utility
financial resources. In this sector, how public opposition, PUC (Public Utility
Commission) decisions, or increased regulation affect the utility’s ability to budget for
safety is determined. This sector includes all aspects of utility financial operations such as
accounting, capital markets, PUC and competition, etc. This sector is composed of eight
sub-sectors. The main causal loop of this sector on utility’s equity is shown in Figure

2.13.

Stock Price
- +
PUC's Fair Rate of Retumn
+
Shares sold *
Retained Eamnings
+ . + . .
_—""""Net Income
Debt f _ +
+ Revenues Customer Satisfaction
Costs +
+
Investment )

. . Capacity

Inspections and Regulations +

+~Plant Safety

Figure 2.13 Causal Loop Diagram of Return on Equity in the Financial Resources Sector

There are two negative loops which have an effect on baiancing the relationship
between PUC’s fair rate of return and stockholder’s return on equity in this diagram. The
PUC controls the negative feedback loop limiting the stockholder’s return on equity to a

fair return in exchange fos the utility’s guaranteed delivery of electricity.
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Stockholder’s return on equity positively affects perceived financial soundness.
Under regulation, an increase in perceived financial soundness causes the utility to lower
the market price of electricity which is based on PUC’s fair rate of return. If the market
price is lowered, revenue is going to drop, which causes net income to decrease. As net
income drops, dividend and retained earnings decrease. Decreasing retained earnings and
dividends causes the stock price to drop which causes the stockholder’s return on equity

to drop.

Secondly, as safety improves, capacity improves overall since less equipment is
broken and customer satisfaction is improved as thie local public is less concerned about
the utility’s operation. Al! these effects can have the overall effect of increasing net income

by reducing costs and raising revenue.

2.6.1 Internal Finance (view 59 - 63)

This sub-sector determines the cash flows and the overall balance sheet. Costs are
summed each week and subtracted off of revenues to determine the gross margin.
Investment, property taxes and then income taxes are subtracted off of the gross margin.
The remaining, net income minus dividends are forwarded to retained earnings. .The
retained earnings absorb the remaining cash after all other expenses are complete. The
weekly revenues are generated based on produced revenues, which is earned from power
produced in the plant itself and bought power revenues, which is earned from bought
power. They flows into Liguid Assets as cash, but costs flow out of Liquid Assets. Costs
include O&M costs and capital costs, which are debt payments. O& M costs are
determined by adding all of the individual weekly costs together. Investment by the utility
can be made by improving the quality of parts and design or by buying all new equipment.
Taxes include property taxes and income taxes. Dividends are determined by multiplying

net income by the utility’s dividend factor.
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2.6.2 PUC (view 64 - 66

The PUC (Public Utility Commission) is influenced by customer satisfaction, utility
performance, interest groups, and political ideas in determining a perceived prudence of
the utility. This prudence translates into an allowed return on equity and an allowed rate
base. Once the allowed return on equity is determined, it is translated into a cash value and
compared with the utility’s requested return. Combined with pass through costs such as
fuel costs and NRC regulation costs, a PUC price is determined after a delay to account
for the time between rate case proceedings. In this sub-sector, PUC Rate is the maximum
legal cost per kilowatt-hour that utility may be charged based on the utility’s fair rate of

return.

If there is competition, this price represents only an allowed price. The price the
utility must actually charge is a competitor’s price, which can be multiplied by a small
increase based on proven reliable service. Additionally, the PUC can change from

benevolent to evil in the eyes of the utility based on political changes.

2.6.3 Budgeting and Allocation (view 68, 69)

This sub-sector would be used most frequently for managers to test spending
decisions to analyze strategic decisions. Utility operations are controlled through
allocation of dollars. One can decide to spend more money on inspections, capital

equipment, information, personnel, goodwill or lobbying.

The discretionary budget which is divided into various spending pieces is
determined by subtracting desired weekly profit and required cost from the week budget.
Based on allocation, the maximum allowed number of maintenance workers, engineers,
planners, and managers is determined. Also determined is the amount of the budget spent
on discretionary budget, frac labor bud alloc disc insp. Additional spending decisions are

made in training, lobbying, layoffs, dividends, parts, and overall cutbacks.
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2.6.4 Stock (view 69, 70)

This sub-sector represents the stock market, capital costs and the utility’s ability to
raise equity through sales of shares. The stock market is represented by a Capital Asset
Pricing Model. The risk of investing in the utility is compared to Treasury Bills. This
results in a cost of capital, which is the required return on equity by an investor. This cost
of capital is compared to the present value of estimated future cash flows of dividends to
estimate a stock price. Combined with random variations and economic effects, this
estimated stock price is converted into daily stock price. Comparing book value of the
utility with daily stock price determines whether the utility can raise equity or not. If it can

sell shares to raise equity, the utility maintain a 40% ratio of equity to debt.

The beta used in the variable names means the relative risk of investing in the
utility. This risk is compared to the interest rate of zero risk securities such as T-bills and
relatively risky items such as the rest of the stock market to obtain the stock discount rate.
This rate is the required interest rate the stock should pay to compensate investors for

overall risk.

2.6.5 Bond Rating Institutions (view 71)

Bond raters constantly monitor the financial position of utilities to determine their
ability to repay long-term notes. The bond rating is on 1-12 scale from default, CCC to
AAA+. In this sub-sector, the indicated bond rating, based on current financial elements, is
driven from several factors based on financial indicators which bond rating institutions use
to rate companies. The bond rating is delayed by the interval between doing bond rating
analysis. The Credit Agency’s Perceived Financial Soundness is adjusted to fitona 1 - 12
scale. (Duff and Phelps Credit Rating Co., 1994)

2.6.6 Economic and Random Effects (view 72)

This sub-sector is the optional sector which inserts recessions, interest rate hikes,
inflation and random effects onto the utility. It is usually off with inflation set to zero to

facilitate interpretation of the model.
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2.6.7 Perceived Financial Safety (view 73)

This sub-sector represents an investor’s perceived risk of losing investment due to
a major accident at the nuclear power plant. This risk influences the total risk of investing
in the utility and affects the bond rating. It is determined by monitoring operations, SALP
scores and forced outage frequency. Risks due to the PUC and economy are determined in
the stock sector (M.K.Turek, 1995, p68).

2.6.8 Debt (view 74)

The utility manages cash shortfalls and capital investments by financing 60%
through long term debt. Since so much debt is incorporated during construction of the
plant, approximately 70% of costs go to debt payments in the model. If a utility
censistently overspends, it will enter a death spiral of debt (M.K.Turek, 1995, p68).
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Chapter 3

3.1 Sensitivity Analysis of The Model

The Nuclear Utility Model is not precise enough to make exact predictions of
future behavior. This is why many of the 1,200 variables used in the model have not been
validated with data from the industry. Because of this uncertainty of the data, the model
output provides only a general guide of utility behavior, not an exact tool for managerial
decisions. The variables, therefore, are required to be checked for their validity prior to
gaininig the precise data from the utility, and to be analyzed for identifying what variables
have the potential to alter the model’s behavior mode. This analysis of variables plays a
critical role in developing the model which represents more accurate behavior. Sensitivity

analysis is used as an analytical tool giving such intuition in this thesis.
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Sensitivity analysis can be defined as the study of model responses to model
changes. Here, it means simulating the model with the different assumptions about the
constant variables, namely parameters. The sensitivity analysis results about each of
parameters will be analyzed and discussed in this chapter. A few important variables will

be discussed further ir: detail and presented in comparative graphs over time.

3.1.1 The objectives of Sensitivity Analysis

The most focused purposes of the sensitivity analysis for the Nuclear Utility Model
are to test the effects of uncertainties in the parameters and generate insights about

structure and behavior of the model.

Uncertainties in the nuclear utility model’s parameter values may affect its
response and thereby the conclusions derived from the model. As SD models tend to (1)
include parameters for which ro observations exist and (2) analyze such a long time span
that most quantities tend to be variables rather than parameters with stable values,
uncertainties in the model parameters are common. Typically, their values will be known
within a range, but not precisely (J. Randers, 1980, p188). Testing alternative parameter
values within the assumed range of uncertainty will provide the evaluation about the

impact on the utility model conclusions.

An understanding of the relation between model structure and model parameters,
on the one hand, and model’s behavior, on the other, forms the basis for suggesting
effective policies to deal with the problem at hand. We can discover which behavior modes
the model can generate, identify which parameters whose precise values are of critical

importanice for the model’s behavior, and identify the active and dormant parts of the
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model structure to establish a basis for finding the simplest recognizable structure that can

generate the reference mode”.

3.1.2 Type of Model Changes

Only parameters not including initial values of the stock variables were changed for
sensitivity analysis. SD models are usually rather insensitive to parameter changes, as are
real complex systems, because of dynamic properties in the negative feedback loop in ¢ :
model structure which counteract any alternations imposed by parameter changes and
generation of the model’s behavior by a few feedback loops. There exists, however, the

sensitive key parameters which greatly affect the model’s behavior.

In order to find these key parameters, each parameter has been simulated three or
four times respectively with the different assumptions. The changes of the values of each
parameter are made with the plausible alternative assumptions. The values of any delay
time or time constant usually are chosen between 50% and 200% - 300% of those values.
For example, a constant variable, DR mat acq delay indicates the time it takes to get any
extra materials for completing work orders. It has a base case value of 0.5 weeks and was

simulated with three different assumptions such as 0.25, 1, 2 weeks.

The values of the other parameters, except delay times or time constants, are
assumed approximately from 50% to 150% - 200% of those values. Of course, most
assumed values of those variables are also assumed plausible enough to observe their
sensitivity. For example, DR equip per WO with its base case value of 4 pieces of
equipment per work order, which is the average number of pieces of equipment covered

by a work order, was set tc 3 and 5 pieces of equipment per work order. Even though

* Reference mode is a clear idea of the behavior that one is trying to understand. It helps one set the
boundary and level of aggregation of the model and keep a model simple. It shows a pattern of behavior
tkrough a graph.
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small changes in its value assumed were made, cach simulation produces good enough

results to be analyzed.

Parameters which are simulated in this study are categorized into two groups.
First, One is a kind of the variables whose value are required to be obtained from the
industry. They can be obtained through the various ways such as interview with the
workers and managers , etc. Their variable names begin with the capitals, ‘DR’ such as DR
equip per WO. The other type represents the test variables whose value are assumed for
the simulation test. Their variable names begin with the capital letter, ‘D’ such as D layoff
Jraction. The alternative assumptions of all parameter values in this study are shown in

Appendix C.
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3.2 Scope of the Sensitivity Test

This section presents how to perform the sensitivity test, assess the simulation
results. and figure out a few important variabies which affect the behavior and structure of’
the model. All constant variables from the utility model have been simulated several times.
To show behavior responses, each of the simulation results will be shown in comparative
graphs over time. Each simulation is run for ten years with a time step set at one quarter
of one week. All simulations of one variabie will be graphed together in order to provide

a comparative view. The graphs of all variables simulated are also shown in Appendix C.

3.2.1 Indicator of Sensitivity Analysis

To test the model’s sensitivity through varying parameter’s values, the effect on
capacity on-line, which is the most important indicator of performance and relative safety
of the plant, will be considered. Since capacity on-line has a direct impact on net inccme
which is the largest factor in determining the financial robustness of the utility, we do not
have to analyze the effect of varying parameter’s value on net income. Capacity on-line,

therefore, is a good enough indicator to accomplish the sensitivity analysis.

3.2.2 Base Case

Wheiher or not the model is sensitive to a variable will be decided through the
comparison of the base case with other simulation results within the graph. The base case
refers to a case which has no parameter changes under a situation in which the utility
operates in a stable social and political environment, stabie financial environment, and no
major accidents within the industry. The fundamental pattern of capacity on-line in the

base case, which is a base line for sensitivity analysis, is presented in Figure 3.1.
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Figure 3.1 Graph for Capacity on-line with Base Case

The first 104 weeks of each simulation will be called the ‘initial transition period’
throughout the discussions because the model is not yet in equilibrium. At 104 weeks,
capacity on-line reaches the equilibrium state and then gradually increases by the end of
simulation due to learning curve effects. This period is called the ‘steady state period’.

These two periods are considered together in this sensitivity analysis.

3.2.3 Modes of Sensitivity Analysis

First, ‘whether a parameter has sensitivity to capacity on-line during the initial
transition period is determined according to whether there are any changes of shapes in the
graph for capacity on-line with comparison with base case during that period. There are

two cases such as ‘change’ and ‘no change’ during the initial transition period.

During the steady state period, there are three different types of sensitivity; no
change, numerical sensitivity, and behavior mode sensitivity. ‘No change’ is called when
there is not any change of numerical values of the simulation results or exists only a
numerical change which is too small to be figured out. It means the Nuclear Utility Model

has no sensitivity to the different assumptions of the parameter.
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Numerical sensitivity exists when a change in assumptions changes only the
numerical values of the results, not the shapes of the graph of the results. For example,
changing the DR base dejects from workmanship from 0.35 defects/equipment in the base
case to 3.0 or 4.0 defects/equipment numerically changes capacity on-line of the plant
without any change of the pattern of capacity on-line over time. This is presented in Figure
3.2. The graph shows that even though there are changes during the initial transition

period, there are only changes of numerical values in the model during the steady state.

Graph for capacity online
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Base case: DR base defects from wmanship = 0.35 defects/equipment
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Figure 3.2 Graph for Capacity on-line with DR base defects from wmanship

When the pattern of behavior produced by the model is changed, behavior mode
sensitivity exists. If alternative assumptions change the pattern of grapn for capacity on-
line, the utility model would exhibit behavior mode sensitivity. The graph which shows the
changed pattern of capacity on-line with alternative assumptions of the average number of
required equipment to proceed work order , DR equir per WO, will be shown in Figure
3.3.

Behavior mode sensitivity may be a serious threat to the adequacy and the utility of

the model. If a variable exhibits the behavior mode sensitivity during the steady state
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period, this variable can be classified into a ‘key variable> which can change the behavior
mode of the model. If there are no change of the numerical values or the pattern of
behavior during whole simulation periods, it means that the Nuclear Utility Model does
not have any sensitivity to the alternative assumptions of a variable in the model. Since the
variables of this type do not affect the results of the model for managerial decisions, they
are not important parameters in obtaining the data in the industry. On the other hand, key
variables need to get precise data in the industry. The analyzed resuits will be presented as
the table in Appendix C.

Graph for capacity online
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Figure 3.3 Graph for Capacity on-line with DR equip per WO

3.2.4 Key Variables

As the results of analysis, only the twenty-six variables among the total 221
constant variables were categorized into the key variables. These key variables are

represented in the Table 3.1.
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Table 3.1 The Key Variables of the Nuclear Utility Model

Variable Sector Initial Transition Steady State
DR 2quip per WO plant Change Behavior mode
DR customer demand plant Chauge Behavior mode
DR frac dfct bdwn plant Change Behavior mode
DR base dfcts ops per week plant Change Behavior mode
DR mech experience cost factor plant Change Behavior mode
DR mat acq delay plant Change Behavior mode
DR unschd backlog time plant Change Behavior mode
D layoff fraction plant No change Behavior mode
D target weeks work plant Change Behavior mode
DR planners per WO mat req plant Change Behavior mode
DR frac eng info plant Change Behavior mode
D eng layoff fraction plant No change Behavior mode
DR maint rev per eng per week plant Change Behavior mode
D mgr layoff fraction plant No change Behavior mode
DR maint rev per mgr per week plant Change Behavior mode
DR ave no reports per res proj government Change Behavior mode
DR ave regulations sought per report government Change Behavior mode
DR info learning curve fraction information Change Behavior mode
DR HL waste mgt financial Change Behavior mode
DR ops overhead financial Change Behavior mode
DR unit $ fuel financial Change Behavior mode
DR hrly cost labor financial Change Behavior mode
DR annual fixed costs financial Change Behavior mode
DR frac bud training financial Change Behavior mode
DR mgr annual salary financial Change Behavior mode
D desired return on equity financial Change Behavior mode
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3.3 Discussicns of Model Behaviors

[n this section, it will be discussed respectively for each of key variable why the
model shows such a dynamic response to the alternative assumptions of them. The
discussions will present how the interactions derived from different combinations of
assumptions have influence on the dynamics of the model. Behavior and structure of the

model is figured out through these discussions.

3.3.1 Time Step

The Time Step in the SD model represents an instant of time, which is the interval
of time between calculations. In the real world an instant is infinitesimally small. In order
for the simulation to conclude, the modeled instant can not be a real instant. Roughly
speaking, as the value of a model’s time step decreases, simulation accuracy increases, but
the simulation takes longer to run. It is, therefore, necessary to check whether the
simulation results are affected by the combination of different assumptions for the time

step. The graph in the Figure 3.4 on the next page shows the sensitivity to the time step.

The time step does not affect the results of simulation for sensitivity test. The
negligible difference between each simulation is due to the interactions made by variabies
whose equations use the time step, such as DR base prob sa and DR base prob se. DR
base prob sa indicates the base probability for site alert and DR base prob se is the base
probability for site emergency. These two variables directly change the number of
identified problems due to event occurrences. The change of the number of identified

problems affects the plant performance through the information process.

3.3.2 DR equip per WO

The variable, DR equip per WO, represents the average number of pieces of
equipment covered by a work order. In base case, the value of DR equip per WO is 4
equipments/work order, and simulations for two different assumptions of 3 and 5

equipments/work order were also performed.
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Graph for capacity online
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Figure 3.4 Graph for Capacity on-line with Time Step

The simulation results for DR equip per WO is shown in Figure 3.3 on page 60. It
shows that the average number of pieces of equipment covered by a work order has a
serious impact on capacity on-line. If DR equip per WO decreases, the number of new
scheduled work orders created has to be increased. This is because a work order covers
less pieces of equipment required to be taken down. Thus, this makes the number of work
orders in progress increase. The increase of the work orders in progress requires more
maintenance staff. However, since the maximum number of maintenance staff is limited
due to limitation of budget allocated on mechanics, there is a shortage of manpower for
maintenance. This causes an increase in defects, which causes pieces of equipment broken

down. More pieces of equipment broken down leads to much capacity down.

Eventually, since DR equip per WO is the important variable which determines the
amount of work, it is necessary to acquire more accurate data in the industry. Figure 3.5
shows the effect of varying the average number of pieces of equipment covered by a work

order on identified defects.
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Graph for Defects ID
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Figure 3.5 Graph on Defects ID with DR equip per WO
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3.3.3 DR customer demand

The variable, DR customer demand, is the level of customer demand for power,
which it is quantified as a percentage toward to the plant capacity available. Four different

simulations set to 70%, 80%, 90%, and 95% were run.

Figure 3.6 shows the effect of varying the percentage of customer demand on
capacity on-line. When customer demand is less than customer demand of 80% in the base
case, there is no reduction of capacity on-line. Because there is no power to be bought by
the utility to make up for power not generated, the plant does not have to spend a
supplementary budget. As customer demand increases over 80%, the power to be bought
occurs. The plant should bear the additional costs for power to be bought. This causes
decrease in the discretionary budget, which is the amount of money the manager can play
with each week. Eventually, the reduction of discretionary budget determinc- the
reduction of budget for maintenance work. Discretionary budget have a great impact on
the various budgets such as personnel allocation, inspection, and training budget, etc. The
tree diagram of uses of discreticnary budget are shown in Figure 3.7 and the effect of
varying customer demand on discretionary budget in Figure 3.8.

desired profit margin
. insp budget

max bud eng

max bud lobby

discretionary budge

max bud mgr

max bud parts

max budget maint

training budget

Figure 3.7 Tree Diagram of Discretionary Budget
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Graph for discretionary budget
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Figure 3.8 Graph for Discretionary budget with DR customer demand

With 90% case, decreased budget for parts causes the reduction in new defects
determined from parts consumed. This decreases unidentified defects which cauvse on-line
breakdowns. So, even though there are less maintenance staffs in 90% case, the model can
overcome initial capacity down due to less maintenance staffs. But, with 95% case, the
model can not overcome the capacity down. This is why the lack of maintenance
manpower to maintain plant capacity affects the plant performance more than positive

effect due to the reduction in unidentified defects.
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3.3.4 DR frac dfct bdwn
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Figure 3.9 Graph for Capacity on-line with DR frac dfct bdwn

The variable, DR frac dfct bdwn, is the fraction of defecis that cause breakdowns
per week. All defects will cause breakdowns in 12 weeks if this fraction is 1/12. Five
different simulations set to 1/6, 1/9/, 1/12, 1/15, and 1/18 were run.

The simulation results for DR frac dfct bdwn is shown in Figure 3.9. The larger is
the fraction of defects that cause breakdowns per week, the larger is the reduction in
capacity on-line. This is why DR frac dfct bdwn directly determines the number of pieces
of equipment broken down. If denominator of DR frac dfct bdwn decreases, it means an
increase of the fraction of defects that cause breakdowns. It leads to an increase of the

number of pieces of equipment broken down. This causes more capacity down.
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3.3.5 DR base dfcts ops per week

The variable, DR base dfcts ops per week, represents the base level of defects
which result from wear and tear of normal operations. Four different simulations set to

0.1,0.115,0.12, and 0.15 * (I-frac new equipment).

Figure 3.10 shows the effect of varying the base level of defects from wear and
tear of normal operations on capacity on-line. As the value of base level of defects which
result from operations increases, the number of defects unidentified or identified increases.
This increases the number of pieces of equipment broken down or equipment taken down.
Eventually, as the base level of defects from wear and tear of normal operations increases,

the reduction in capacity on-line increases.

Graph for capacity online
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Figure 3.10 Graph for Capacity on-line with DR base dfcts ops per week
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3.3.6 DR mech experience cost factor

DR mech experience cost factor is the mechanic’s experience cost factor, which is
the multiplier that managers can use to hire more experienced mechanics for more money.

Four different simulations set to C.5, 1.05, 1.5, and 2.0 were run.

Figure 3.11 shows the effects of varying the mechanics’ experience cost factor on
capacity on-line. As DR mech experience cost factor increases, manager should spend
more money to hire more experienced mechanics. It means that the number of mechanics
to be hired under fixed budget decreases. The plant, therefore, can not complete the
maintenance work to maintain capacity due to the lack of manpower for maintenance. This

causes capacity down.
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Figure 3.11 Graph for Capacity on-line with DR mech experience cost factor

69




3.3.7 DR mat acq delay

The variable, DR mat acq delay, represents the time delay that it takes to acquire
material for scheduled and planned work orders that require materials. Three different

simulations set to 0.5, 1, and 1.5 were run.
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Figure 3.12 Graph for Capacity on-line with DR mat acq delay

Figure 3.12 shows the effects of varying the delayed time in acquiring materials on
capacity on-line. During the initial transition period, two runs except base case show the
big dips, which are caused by the delayed effect of completion of work orders requiring
additional materials. These additional materials were unforeseen in the planning process or
were not recognized as being required until work was under way. The delayed effect of
acquiring materials has kept work orders waiting for being completed so long. This causes
an increase of the number of work orders that are currently being worked on. Since in this
state, the equipment is off-line, the number of pieces of equipment fully functional

decreases. Eventually, capacity is reduced due to more equipment taken down.
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3.3.8 DR unschd backlog time

The variable, DR unschd backlog time, indicates the time between noticing a piece
of equipment begins to fail and the time when a work on unscheduled work orders is
begun. This variable controls the flows of unscheduled work orders from unscheduled
work orders waiting equipment, Unschd Work Order[U3], into the category of the work
in progress, Unschd Work Order[U4].

Graph for capacity online
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Figure 3.13 Graph for Capacity on-line with DR unschd backlog time

Four different simulaticns set to 0.5, 1.0, 1.5, and 2.0 were run. Figure 3.13 shows
the effect of varying the backlog time for unscheduled work orders on capacity on-line. As
the backlog time increases, it takes longer for work orders to flow into work in progress
category. It means that equipment broken down should stay much longer until work on its
repair is begun. Eventually, increase of the backlog time causes the number of pieces of
equipment broken dewn to increase. Figure 3.14 shows the number of pieces of equipment

broken down due to varying the backlog time for unscheduled work order.
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Graph for Equip Brokendown
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Figure 3.14 Graph for Equip Brokendown with DR unschd backlog time
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3.3.9 D layoff fraction

The variable, D layoff fraction, is the fraction of maintenance staff laid off. The

fraction of maintenance staff laid off was set to zero until week 100. At week 100. it was

then set to 0%, 10%. 20% and 30%.

Figure 3.15 shows the effect of varying the number of maintenance staffs laid off
on capacity on-line. There is no change of capacity on-line with the case of 10% layoff.
With 20% case, the model shows the behavior mode sensitivity to the layoff fraction of
maintenance staff. With 30% case, the model exhibits policy sensitivity’. Reducing the
manpower for maintenance by a 20% layoff decreased capacity on-line of the plant. But,
for a 30% layoff capacity increased. At week 260, capacity on-Lne of 30% case exceeds

the one of no layoff case and 20% layoff case. This shows the reverse effect which is

caused by changes in assumptions about model boundary.
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Figure 3.16 Graph for Maintenance Staff with D layoff fraction

Once the maintenance staffs are laid off at week 100, there are big drops in

capacity on-line. This is caused by a lack of manpower for maintenance works. The lack of

* Policy sensitivity exists when a change in assumptions reverses the desirability or impacts of a proposed

policy. It tends to arise when one considers changes in assumptions about model boundary and time

............... pcople

horizon. Obviously policy sensitivity is far more important than numerical sensitivity.
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manpower for maintenance works causes increases in defects unidentified. This causes an
increase of the number of pieces of equipment broken down. The plant, therefore, focuses
by far on repairing the equipment broken down, not PM. Especially, work load and
overtime hours of mechanics for unscheduled works increases. As the work load and
overtime hours of mechanics increases, the plant increases capacity. But, since excessive
overtime gradually causes fatigue and reduces productivity, the plant should hire more
mechanics to maintain capacity. In case of the big lack of manpower for maintenance
works by a 30% layoff, since workers overworked, more mechanics should be hired. In
this model, if overtime exceeds 10 hours per week, two mechanics are hired with a time
delav in “hiring. The overtime of 30% layoff case exceeds 10 hours per week from week
110 to week 220. As a result, the plant maintains almost the same level of manpower of
the case of 20% layoff after week 230. But, since overwork of mechanics continues after
reaching at the same level of manpower of the case of 20% layoff, the plant maintains
higher capacity due to no pieces of equipment broken down. The effect of varying layoff
fraction on maintenance staff is represents in Figure 3.16, and the effect on the indicated
overtime of the maintenance staff is shown in Figure 3.17. Figure 3.18 shows the effect on

equipment broken down.
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Figure 3.18 Graph for Equipment broken down with D layoff fraction

3.3.10 D target weeks work
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Figure 3.19 Graph for Capacity on-line with D target weeks work
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The variable, D target weeks work, represents the target backlog, in time, of
maintenance work to be maintained. Four different simulations set to 1, 2, 3, and 4 were
run. Figure 3.19 shows the effect of varying the target weeks work on capacity on-line. D
target weeks work determines the workload of maintenance staffs by dividing work to be
done in time. If D target weeks work decreases, workload increases. As workload
increases, it has a positive effect on overtime, and overall productivity of the maintenance
workers on work order is getting better. As productivity of workers increases, it has a
great positive effect on capacity. If capacity increases, production pressure according to
plant demand goes down. This again reduces overtime hours of the maintenance workers.
Figure 3.20 shows the effect of varying the target weeks work on workers’ productivity,
human effs on WO comp.

Graph for human effs on WO comp
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Figure 3.20 Graph for Human effs on WO comp with D target weeks work
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Graph for capacity online
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Figure 3.21 Graph for Capacity on-line with DR planners per WQ mat req

3.3.11 DR planners per WO mat req

The variable, DR planners per WO mat req, represents the number of maintenance
staffs assigned to planning an unplanned work order requiring materials. Four different
simulations set to 1.5/40, 2.5/40, 5.0/40, and 7.5/40 people/ work order were run.

The effect of varying the planners needed to plan a unplanned work order requiring
mate  on capacity on-line in Figure 3.21. With 5.0/40 and 7.5/40 cases, the plant model
shows the policy sensitivity. As DR planners per WO mat req increases, more planners are
needed to create plans and acquire materials for work orders requiring materials. Since the
fraction of maintenance personnel dedicated to planning is fixed in the model, the plant

must hire more maintenance personnei. In both 5.0/40 and 7.5/40 cases, there is a lack of

planners available to create plans. This is why planners must be focused on material
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acquisition for work orders requiring materials. This makes the delay in the process of
which work orders are completed. Figure 3.22 shows the effect of varying DR planners

per WO mat req on normal completion rate of scheduled work order.

But, the actual completion rate of work order considered by worker’s productivity
shows the reverse effect. This reverse effect is caused by too much strong effect of
workload factor among the other factors on worker’s performance. With 5.0/40 and
7.5/40 cases, as more planners are needed, their workload increases. Increased workload
makes the positive effect on worker’s performance. These two simulations are performed
with the sets of assumptions for model boundary. The effect of varying DR planners per
WO mat req on compietion rate of scheduled work order is shown in Figure 3.23. The

completion rate of scheduled work order dir :ly controls the number of defects identified.
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Figure 3.22 Graph for normal schd WO completed with DR planners per WO req mat
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Graph for Completed schd WO
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Figure 3.23 Graph for completed schd WO[S5] with DR planners per WO req mat

3.3.12 DR frac eng info

The variable, DR frac eng info, is the fraction of engineers allocated to information

i work. Four different simulations set to 10%, 20%, 30% and 40% were run.
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Figure 3.24 Graph for Capacity on-line with DR frac eng info
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Figure 3.24 shows the effect of varying the number of information engineers on
capacity on-line. As the number of engineers allocated to information increases, more
engineers should be taken away from maintenance. The plant does not complete enough
maintenance work to maintain capacity. So, capacity on-line goes down. The model can
not overcome capacity down by the lack of manpower for maintenance even though more
defects can be reduced through information process by increased information engineers. A
graph for a multiplier of defect reduction on all defect causes through information process
is shown in Figure 3.25. If it is 0.7, defects are reduced by 30%. Eventually, even though
reduction in defects causes less on-line breakdowns, much less equipment broken down is

repaired due to decreased maintenance work.
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Figure 3.25 Graph for Defect Reduction with DR frac eng info

3.3.13 D eng layoff fraction

The variable, D eng layoff fraction, is the fraction of engineer laid off. The fraction
of engineer laid off was set to zero until week 100. At 100 week, it was then set to 0%,

10%, 20% and 30%.

Figure 3.26 shows the effect of varying the number of engineers laid off on

capacity on-line. As more engineers are laid off, overtime and the workload of remaining
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engineers increases. After layoffs, average overtime of remained engineers is shown in

rigure 3.27. The plant intends to increase capacity through hiring new engineers because

too much overtime and workload finally causes lower worker’s productivity. As hiring

new engineers increases, capacity on-line gradually goes up.
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3.3.14 DR maint rev per eng per week

The variable , DR maint rev per eng per week, is the average number of work

orders which an engineer allocated to maintenance work can review during a week. Four

different simulations set to 4, 6, 3, and 12 review per engineer per week were run. The

simulation results are shown in Figure 3.28.
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Base Case: DR maint rev per eng per week = 8 reviews/engineer/week
MRP4: DR maint rev per eng per week = 4 reviews/engineer/week
MRP6: DR maint rev per eng per week = 6 reviews/engineer/week

MRP12: DR maint rev per eng per week = 12 reviews/engineer/week

Figure 3.28 Graph for Capacity on-line with DR maint rev per eng per week

, This variable determines the flow of work orders moved from the stock of work
orders needed to engineer review into the stock of work orders needed to manager

review. As DR maint rev per eng per week increases, more scheduled and unscheduled
work orders are completed for getting rid of defects. If DR maint rev per eng per week
:" decreases, workload of engineers allocated to maintenance work increases. The plant must

hire more engineers to maintain capacity. With 4 reviews per engineer per week case,

there is a big drop in capacity. This is because as the flow of work orders due to delayed
engineer’s review process is delayed, engineer’s workload and fatigue rises up, and this

lower seriously engincer’s performance. But, the plant model gradually increases capacity

by more hiring new engineers.
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3.3.15 D mgr layoff fraction

The variable, D mgr layoff fraction, is the fraction of managers laid off. The

fraction of managers laid off was set to zero until week 100. At 100 week, it was then set

to 0%, 10%, 20% and 30%.

Graph for capacity online

100

90

80

0 . . .

60 i :

0 52 10« 156 208 260 312 364 416 468 520
Time (week)

capacity online - BASE percentage
capacity online - MLFOL ~------memmemrmmmeesercomececeeeee percentage
capacity online - MLF02 - -=-----~-=---==~-=—-—————- percentage
capacity online - MLFO3 ---—-—-=---—- === —-—omm oo percentage

Base Case: D mgr layoff fraction = 0%
MLFO1: D mgr layoff fraction = 10%
MLF02: D mgr layoff fraction = 20%
MLFO03: D mgr layoff fraction = 30%

Figure 3.29 Graph for Capacity on-line with D mgr layoff fraction

Figure 3.29 shows the effect of varying the number of managers laid off on

capacity on-line. As more managers are laid off, overtime and workload of remaining

managers increases. Because too much overtime and workload of managers causes fatigue

and lower performance, and decreases capacity on-line intends to increase capacity

through hiring new managers. With 30% case, there is a big drop in capacity, which is

caused by very lower managers’ performance from too much workload.

3.3.16 DR maint rev per mgr per week

The variable, DR maint rev per mgr per week, is the average number of work

order which a manager allocated to maintenance work can review during a week. This

determines the flow of work orders from the stock of manager’s review to the stock of
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scheduled work order awaiting equipment. Four different simulations set to 15, 18, 20 and

25 reviews/ manager/week were run.

Graph for capacity oniine
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Base Case: DR maint rev per mgr per week = 20 reviews/manager/week
MRM15: DR maint rev per mgr per week = 15 reviews/manager/week
MRM18: DR maint rev per mgr per week = 18 reviews/manager/week
MRM25: DR maint rev per gr per week = 25 reviews/manager/week

Figure 3.30 Graph for Capacity on-line with DR maint rev per mgr per week

Figure 3.30 shows the effect of varying the average number of work order to be
reviewed by a manager during a veek on capacity on-line. As DR maint rev per mgr per
week increases, more scheduled and unscheduled work orders are completed. This
removes more defects. If DR maint rev per mgr per week decreases, workload of
managers allocated to maintenance work like engineer case increases. The plant must hire
more managers to maintain capacity. With 25 reviews per manager per week case, there is
a big drop in capacity. This is caused by the same mechanism as the one of engineer case

mentioned in section 3.3.14.

3.3.17 DR ave no reports per res proj

The variable, DR ave no reports per res proj, represents the average number of
NRC reports per research project. Four different simulation set to 1, 2, 3 and §

reports/project were performed.
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Graph for capacity online
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Base Case: DR ave no reports per res proj = | reports/project
ANR2: DR ave no reports per res proj = 2 reports/project
ANR3: DR ave no reports per res proj = 3 reports/project
ANRS: DR ave no reports per res proj = 5 reports/praject

Figure 3.31 Graph for Capacity on-line with DR ave no reports per res proj

Figure 3.31 shows the effect of varying the average number of NRC reports per
research project on capacity on-line. The increase of DR ave no reports per res proj
causes the increase of the number of NRC -eports in progress and NRC regulation in
development. These two factors directly affects the mandatory and discretionary
inspections in the plant. Ultimately, the increase of the average number of NRC reports

per research project leads to the increase of inspection.
With 2 reports/project case, defects effectively are removed through increased

inspections. There is a small drop in capacity due to the increase of equipment taken down

for inspections, but capacity gradually increases through reduction in defects.
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Graph for Equip Tagged for PM
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Figure 3.32 Graph for Equipment taken down with DR ave no reports per res proj

Graph for Equip Brokendown
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Figure 3.33 Graph for Equipment broken down with DR ave no reports per res proj

With 3 or 5 report/project case, there exists a policy sensitivity. Two assumptions
causes too much of increase of inspections. Because the labor budget which is spent on
discretionary inspection is fixed in the model, the number of mechanics for discretionary
inspections is limited. This leads to a lack of manpower for inspections. Ultimately, a
number of pieces of equipment is taken down. Figure 3.32 shows the stock of equipment

taken down and Figure 3.33 shows the stock of equipment broken down. The increase of
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number of pieces of equipment broken down is caused by the decrease of repair rate in
spite of decrease in on-line breakdown. This is because the plant must allocate more
mechanics into inspection work than other maintenance work. The following graphs show
the number of on-line breakdown and the completion rate of unscheduled maintenance

work.
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Figure 3.34 Graph for On-line breakdown with DR ave no reports per res proj
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Figure 3.35 Graph for Unscheduled work order completed

with DR ave no reports per res proj
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3.3.18 DR ave regulations sought per report

The variable, DR ave regulations sought per report, represents the average
number of regulations sought per report. Four different simulation set to 0.05,0.1, 0.2 and

0.3 regulations/report were run.

Graph for capacity online
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ARSO02: DR ave regulations sought per report = 0.2 regulations/report g
ARS03: DR ave regulations sought per report = 0.3 regulations/report

Figure 3.36 Graph for Capacity on-line with DR ave regulations sought per report

Figure. 3.36 shows the effect of varying DR ave regulations sought per report on
, capacity on-line. DR ave regulations sought per report directly affects both discretionary
and mandatory inspections. Increased inspections due to an increase of DR ave
regulations sought per report reduce defects. But, since inspections abruptly increase,

more equipment is needed to be taken down. This causes delayed effect on capacity on-

line.

With 0.3 regulations/report case, a big drop is caused by limited number of

mechanics for discretionary inspections. Due to fixed budget for discretionary inspections,
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there is a shortage of manpower for inspections. This makes a jump of equipment taken

down.

3.3.19 DR info learning curve fraction

The variable, DR info learning curve fraction, is a converter that represents
fractional reduction in defect causes for a doubling of corrective actions. Four different

simulations set to 0.015, 0.03, 0.04 and 0.05 were performed.

Graph for capacity online
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Base Case: DR info learning curve fraction = 0.03
ILCO0015: DR info learning curve fraction = 0.015
ILC004: DR info learning curve fraction = 0.04
ILC006: DR info leaming curve fraction = 0.06

Figure 3.37 Graph for Capacity on-line with DR info learning curve fraction

The larger value of DR info learning curve fraction, the more reduction in defect
causes. Therefore, as DR info learning curve fraction increases, defects decreases.
Decreased defects leads to less equipment broken down. Figure 3.37. shows the effect of
varying DR info learning curve fraction on capacity on-line, and Figure 3.38 shows the

effect of varying DR info learning curve fraction on defects unidentified.
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Figure 3.38 Graph for Unidentified defects with DR info learning curve fraction
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Figure 3.39 Graph for Capacity on-line with DR HL waste gt
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3.3.20 DR HL waste mgt

The variable, DR HL waste mgt, is a converter that represents waste management
cost of the plant. Four different simulations set to 3, 5, 7 and 10 $/MWe-hr were run.

Figure 3.39 shows the effect of varying DR HL waste mgt on capacity on-line.

Waste management cost determines fuel cost. Fuel cost determines operation cost.
If waste management cost goes up, fuel cost and operation cost also increases. The initial
value of operation cost with initial values of other varicbles determines required costs,
which are costs that has little control over in the model. Factors which determines
required costs are shown as uses tree diagram in Figure 3.40. Finally, when waste
management cost increased, required costs also rises up. This directly brings up the effect
which lessens the discretionary budget, which is the amount of money the manager can
play. The discretionary budget determines the maximum amount of money to be spent on
personnel allocation, inspection, and training etc. The discretionary budget, therefore.
enormously affects plant performance. Decreased discretionary budget drives to lower
capacity. This again affects fuel and operation cost. A graph on fuel cost is shown in

Figure 3.41.

bought power cost————= init BPC

budgeted taxes ——~ init BT \

debt payments ———* init DP ———* required costs

operation cost  ———> init OPS /

week fixed cost ———sinit WFC
Figure 3.40 Tree Diagram of Required Costs
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Graph for fuel costs
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Figure 3.41 Graph for Fuel costs with DR HL waste mgt
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Figure 3.42 Graph for Capacity on-line with DR ops overhead
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3.3.21 DR ops overhead

The variable, DR ops overhead, represents the additional costs incurred in
operations such as janitorial services, some paperwork. This variable determines the
operation costs. The change of DR ops overhead affects the required costs and
discretionary budget through the same mechanism as the one of DR HL waste mgt
mentioned in the preceding section. Figure 3.42 shows the effect of varying DR ops
overhead on capacity on-line. Figure 3.42 shows an identical pattern of capacity like the

graph for capacity with DR HL waste mgt.

3.3.22 DR unit $ fuel

Graph for capacity online
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Base Case: DR unit $ fuel = (0.005*1000)/10E6 million $/MWe-hr
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UF00075: DR unit $ fuel = (0.0075*1000)/10E6 million $/MWe-hr
UF00100: DR unit $ fuel = (0.0100*1000)/10E6 million $/MWe-hr

Figure 3.43 Graph for Capacity on-line with DR unit $ fuel
The variable, DR unit 3 fuel, represents the unit price of fuel required to produce
the power of 1 MWe-hr. This variable determines the fuel costs in a week based on

capacity. The change of DR unit 3 fuel also affects operaticn cost factor and required cost

factor through the same mechanism as the one of DR HL waste mgt or DR ops overhead.
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The simulation results shown in Figure 3.43 can be explained identically as the preceding

section.

3.3.23 DR hriy cost iabor

The variable, DR hrly cost labor, is a converter which represents hourly cost of
maintenance personnel so as to account for increasing cost of overtime etc. Four different

simulations set to 25, 30.59, 35 and 45 dollars per hour were run.
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HCL35: DR hrly cost labor = 35/10E6 million $/hour
HCLAS: DR hrly cost labor = 45/10E6 million $/hour

Figure 3.44 Graph for Capacity on-line with DR hrly cost labor

Figure 3.44 shows the effect of varying hourly cost of maintenance personnel on
capacity on-line. As hourly cost of maintenance personnel increases, the maximum number
of maintenance staff based on budget decreases. The plant can not complete the
maintenance work to maintain capacity due to manpower shortage. The big drop in the
initial stage is caused by this manpower shortage. The manpower shortage causes an

increase of number of pieces of equipment broken down. As equipment broken down
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increases, NRC pressure the plant into more inspections. The plant removes the defects in

the equipment though reinforced inspections and gradually increases capacity.

3.3.24 DR annuaul fixed costs

The variable, DR annual fixed costs, represents the annual costs of maintaining the
plant, grounds and bus equipment. It is the same whether or not the plant produces
electricity. Four different simulations set to 20, 40, 50, and 60 million dollars per year

were run.
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Figure 3.45 Graph for Capacity on-line with DR annual fixed costs

Figure 3.45 shows the effect of varying DR annual fixed costs on capacity on-line.
Annual fixed costs positively affects weekly fixed costs. As annual fixed costs increase, the
required costs based on the initial value of weekly fixed costs and the initial value of other
variables increase. Annual fixed costs affect on discretionary budget through the same
mechanism as the one of the variable, DR HL waste mg, etc. Lessen discretionary budget
brings up a lack of maintenance manpower. Therefore, during initial transition period there

is a big drop in capacity on-line because of increased equipment broken down. This



stimulates NRC actions such as reports, regulations, etc. Through NRC actions, the plant

is forced to increase mandatory inspections. Finally, more defects are reduced. This leads

to a gradual increase of capacity on-line.

Figure 3.46 shows the effect by the change of annual fixed cost on the equipment
brokendown and Figure 3.47 shows the effect by the change of annual fixed cost on the

total inspection manpower.
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Figure 3.46 Graph for Equipment Broken down with DR annual fixed cost

Graph for total insp manpower

80 e a R R
e oty P
i - | T i B
60 I - i I
; ﬂ;_ _’;-;--N»\%.; ! '
Y AN | T L L
e /‘7‘ ........................
40 St B e
- F
R Lo i | I
20 SRt - - - b .
T AR i T T
! !
A oo i | [ . !
0 52 104 156 208 260 312 364 416 468 520
Time (week)
total insp -BASE - e peoole
total insp manpower - AF20 T e © pecole
total insp manpower - AFSQ === === - oo -msmm oo oo ocople
total insp manm_,ﬂ;w ........... et m i — i — cmemrmima fmemimimrm s me——_ people

Figure 3.47 Graph for Total inspection manpower with DR annual fixed cost
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3.3.25 DR frac bud training

The variable. DR frac bud training, represents the portion cf the discretionary

budget for training. Four ditferent simulations set to 0.05, 0.1, 0.15. and 0.20 were run.
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Base Case: DR frac bud training = 0.1
FBTO005: DR frac bud training = 0.03
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FBT020: DR frac bud training = 0.20

Figure 3.48 Graph for Capacity on-line with DR frac bud training

Figure 3.48 shows the effect of varying the portion of the discretionary budget for
training on capacity on-line. An increase of training budget causes an increase of the
maximum amount of budget for maintenance staff. As the maximum amount of budget for
maintenance staff goes up, the plant can hire more maintenance staffs. On the one hand,
this activates the maintenance works and eventually increases the capacity on-line. On the
other hand, since there is a shortage of manpower for maintenance work due to training

during the initial transition period, a big drop in capacity on-line occurs.
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3.3.26 DR mgr annual salary

The variable, DR mgr annual salary, represents manager’s annual salary. Four
different simulations set to 75,000, 100,000, 125,000, 150,000, and 175,000 $/year were

rumn.
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MAS150000: DR mgr annual salary = 150,000/10Eé million $/year
MAS175000: DR mgr annual salary = 175,000/10E6 million $/year

Fi.gure 3.49 Graph for Capacity on-line with DR mgr annual salary

Figure 3.49 shows the effect of varying manager’s annual salary on capacity on-
line. Manager’s annual salary determines the maximum number of managers allowed to be
hired based on budget. As manager’s annual salary increases, the maximum number of
managers decreases. The total number of managers determined by varying manager’s

annual salary is shown in Figure 3. 50. The determined total number of managers directly

affect plant performance.
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Graph for total managers
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Figure 3.50 Graph for Total managers with DR mgr annual saiary

As the total number of managers is reduced, the completion rate of manager’s
review about scheduled work order decreases. This causes increase in the number of

defects identified. Figure 3.51 shows the completion rate of scheduled work order.
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Consequently, while it is waiting to be inspected or repaired, equipment in the PM
system that breaks down increases. The following graph shows the break down rate of the

tagged equipment for PM.

Graph for Tagged PM equip bdwn
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Figure 3.52 Graph for Tagged PM equip bdwn with DR mgr annual salary
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3.3.27 D desired return on equity

The variable, D desired return on equity, represents the utility’s goal for return on
equity. Four different simulations set to 5%, 5.5%, 6%, and 7% were run. Figure 3.53
shows the effect of varying D desired return on equity on capacity on-line. As the utility’s
goal for return on equity increases, desired weekly profit increases. This desired weekly
profit negatively determines the discretionary budget. Therefore, as the desired return on
equity increases, discretionary budget decreases. This is shown in Figure 3.54. Finally,
Under decreased budget, the plant is affected by the same mechanism through

discretionary budget as mentioned in section 3.3.20.
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3.4 Discussions of Sensitivity Studies

So far, we have studied the effect of changes of various parameters including
budgeting parameters, materials delay, work approval delay, personnel allocation and
layoffs, etc. Comparisons between base case and other cases give insights about structure
and behavior of the model. This section discusses identifying the major factors as a
mechanism which alters behavior of the model, active parts of the model, uncertainty of

the simulation results, and further work in the sensitivity analysis.

3.4.1 Major Mechanisms

As for the changes of parameters, only twenty-six ‘key variables’ have great
impacts on behavior of the model. It was also found that behavior of the model mainly
depends on several factors; discretionary budget, productivity, defect causes, manpower,
and work to be done. In general, the changes of one key variable directly influence on
behavior of the model through one factor above. In other words, the plant performance
mainly is determined by these factors in the Nuclear Utility Model.

Discretionary budget is the most important factor in the financial resources of the
plant. This is why discretionary budget determines various budget for manager to maintain
the plant performance and relative safety. The plant can also control the manpower for
maintenance work through discretionary budget. By the discretionary budget, the

maximum number of manpower to be hired is determined.

Worker’s productivity directly affects the completion rate of work orders. The
model assumes that it is affected by three productivity factors such as motivation, fatigue
and workload. The model assumes that the motivation factor is fixed, high fatigue
according to overtime lower productivity, and high workload raise productivity. Workload
is defined as people’s desire to make the available work fit the available time. But, as
people’s desire to make the available work fit the available time increases, the stress of

people also increase. So, this reverse effect on productivity should be considered in
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determining the productivity. Workload positively affects average overtime hours per
worker per week. That is, as workload increases, overtime increases. As a result,
productivity is determined by balancing between the effect of workload factor and the

effect of overtime factor on productivity.

Since various factors are not considered as productivity factors, we can just
approximately figure out worker’s productivity. Consequently, due to the effect of
unreliable productivity we can get an unpredictable results about behavior of the model.
For example, with a variable, DR planners per WO mat req, case in the section 3.3.11, the
actual completion rate of work order considered the worker’s productivity bear the

different results with normal completion rate of work order not considered it.

The different assumptions of some variables changed the behavior of the model by
changing defect causes. The creation rate of defect determines breakdown rate of

equipment, which directly affects capacity on-line.

Many parameters simulated are related to a mechanism through the amount of
manpower. Manpower determines how fast worker can complete his work. A shortage of
manpower causes high workload and overtime work. A shortage of manpower occurs in
case that few worker can be hired under limited budget or in case that too many workers

are allocated to the other work.

Finally, some parameters change behavior of the model by changing the amount of
work to be done. The change of maintenance work to be done which is made by
controlling the flows of work orders affects manpower demand for maintenance work or

equipment taken down or equipment broken down.
Five main factors affect each other, and besides there can be other factors that
affect behavior of the model. But, since these factors have relatively great influences on

the behavior of the model, five factors can be considered as dominant factors which affect
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behavior of the model. Therefore, parameters related to these factors are required to
obtain thoroughly precise data in the industry. All key variables can be categorized into
factors which they mainly affect. Table 3.2 represents relationship between the main
factors and key variables which affect behavior of the model by mechanisms of main

factors.

Table 3.2 Main Factors affected by Key Variables

Factors Key Variables
Discretionary budget factor DR customer demand
DR HL waste mgt
DR ops overhead
DR unit $ fuel

DR hrly cost labor

DR annual fixed costs

DR frac bud training

D desired return on equity

Productivity factor D layoff fraction

D target weeks work

DR planners per WO mat req
D eng layoff fraction

DR maint rev per eng per week
D mgr layoff fraction

DR maint rev per mgr per week

Defect Causes factor DR frac dfct bdwn
DR base dfcts ops per week
DR info learning curve fraction

Manpower factor DR mech experience cost factor

DR frac eng info

DR ave no reports per res proj

DR ave regulations sought per report
DR mgr annual salary

Work to be done factor DR equip per WO
DR mat acq delay
DR unschd backlog time
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3.4.2 Active Parts of the Model

Through sensitivity analysis, the active and dominant parts of this utility model
were identified. The most important parts which have great impacts on plant performance
includes the internal area of the utility such as the nuclear power plant sector and the
financial resources sector. The key variables from these sectors changes capacity on-line
with large amplitude and different pattern of behavior of the model. However, parameters
from the social sector almost does not affect capacity on-line. In the government sector
parameters which control the NRC regulation system produce a great effect on plant
performance. Parameters included in the information sector only have indirect impacts

upon plant performance

In conclusion, the validity of all parameters in the active parts of the model must be
thoroughly investigated before simulating the model. This is why simulation results are
sensitive to values of these parameters. Effort should be put into estimating or
reformulating these parameters, while the other parameters are left at their low level of

precision, which still is sufficient to let the model fulfill its purpose.

3.4.3 Uncertainty of Simuiation Resuits

So far we have discussed various mechanisms which change behavior of the model.
The discussions in section 3.3 show that the important variables behave reasonably as
expected based on the different assumptions. But it was found that simulation results can
be changed depending on the various assumptions introduced. The simulation results
depend on both the magnitudes and the rates of changes of parameters. Therefore, the
process of verifying whether or not the simulated results are consistent with the data in the

industry is required.

Furthermore, there is no fixed measure for analysis of simulation results. In this
thesis, we have only considered relative changes of pattern of plant performance over the
time as for sensitivity analysis. It can provide us which variables are relatively important.

However, it can not give us how much sensitive the variables are. A specific indicator
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which tell the absolute degree of sensitivity of the variables to simulation results is

required in the sensitivity analysis.

3.4.4 Further Work on Sensitivity Analysis

As mentioned before, for the purpose of this thesis, only parameter not including
initial value of the stock were simulated for sensitivity analysis. Broadly speaking,
sensitivity can extend beyond parameters. First, we must examine the initial value of the
stock variables, other model equations, and table function graphs such as lookup functions
through identical process introduced. We must not only consider sensitivity to numerical

assumptions such as parameter values, but also sensitivity to assumptions about the model

boundary.
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Chapter 4

4.1 Summary and Conclusions

The Nuclear Utility Model has been developed for policy makers who need to use
it as a tool to make accurate managerial decisions. Before the model is used as a reliable
tool, its structure should be analyzed to verify whether patterns of behavior of the model
truly depict behavior of a certain utility or not. Also validation of the model variables
whose values have uncertainty is required to be investigated prior to obtaining the precise
data from the utility. Sensitivity analysis is used as an analytical tool for understanding the
model’s structure and identifying the key variables of the model. The key variables are the
variables that have the potential to alter the model’s behavior mode.
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In this sensitivity study, only 221 parameters which are not including initial values
of the stock variables were changed. To find key parameters, each parameter has been
simulated three or four times respectively with the different assumptions. The changes of
the values ot each parameter were made with plausible enough alternative assumptions to
be analyzed. To accomplish the sensitivity analysis, the effect on capacity on-line of
varying parameter’s values was considered. This is why capacity on-line is the most

important indicator of performance and relative safety of the utility.

As the results of sensitivity analysis, only 26 parameters among the total 221
parameters were categorized into the key variables which have great impact on the
behavior of the model. Several mechanisms which primarily govern the relation between
pararneter’s change and change of the behavior of the model were revealed through

understanding change of the behavior mode of the model due to key parameter’s change.

The major mechanisms can be summarized as follows:

Discretionary budget determines various budget for manager to maintain the plant

performance and relative safety, and the maximum hiring rate of manpower for

maintenance work through the budget determined.

e Worker’s ‘productivity directly affects the completion rate of work orders for
maintenance work.

o The change of defect causes affects the creation rate of defects which determines the
break-down rate of equipment.

e The amount of manpower controls the relation between workload ard overtime.

e The change of maintenance work to be done, which is made by controlling the flows

of work orders, affects manpower demand for maintenance work or eguipment taken

down or equipment broken down.

The dominant and active parts of the model were identified as the internal area of

the utility model including the nuclear power plant and financial resources sector. All
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parameters in these active parts must be thoroughly investigated and reformulated before

simulating the model for accurate simulation results.

Further work is needed on the utility model before it can be used as an effective
tool for policy makers. The mechanism of worker’s productivity importantly affects the
plant performance. However, the current utility model is not real in the worker’s
productivity. Refinement of this productivity factor is required to depict real-life.
Sensitivity analysis should also extend to inmitial values of the stock variables and

assumptions about the model boundary beyond parameters for validation of the model.

In conclusion, sensitivity analysis is a useful method for model builders and
managers to understand the behavior and structure of the model, and the real-world
system. It also allows them to determine the variables needed to get more precise data
from the industry by determining the key model variables which have great impact on the

simulation results.
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Appendix A: Stock-Flow Diagram of the Nuclear Utility Model

1. Nuclear Power Plant Sector: View 1 - 31
2. Social Sector: View 32 - 36

3. Government Sector: View 37 - 41

4. Information Sector: View 42 - 58

5. Financial Resources Sector: View 59 - 74
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