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Multi-scale chromatin state annotation using
a hierarchical hidden Markov model

Eugenio Marco"*, Wouter Meuleman?*, Jialiang Huang'*, Kimberly Glass3, Luca Pinello!, Jianrong Wang?,
Manolis Kellis? & Guo-Cheng Yuan'

Chromatin-state analysis is widely applied in the studies of development and diseases.
However, existing methods operate at a single length scale, and therefore cannot distinguish
large domains from isolated elements of the same type. To overcome this limitation, we
present a hierarchical hidden Markov model, diIHMM, to systematically annotate chromatin
states at multiple length scales. We apply diHMM to analyse a public ChIP-seq data set.
diHMM not only accurately captures nucleosome-level information, but identifies domain-
level states that vary in nucleosome-level state composition, spatial distribution and func-
tionality. The domain-level states recapitulate known patterns such as super-enhancers,
bivalent promoters and Polycomb repressed regions, and identify additional patterns whose
biological functions are not yet characterized. By integrating chromatin-state information with
gene expression and Hi-C data, we identify context-dependent functions of nucleosome-level
states. Thus, diHMM provides a powerful tool for investigating the role of higher-order
chromatin structure in gene regulation.
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ore than a decade since the completion of the Human

Genome Project!, our understanding of genome

function remains incomplete. One of the main
reasons is that, although the majority of the genome does not
code for genes, many noncoding regions have important
regulatory functions®3. This is mechanistically achieved in part
by packing the genome into chromatin, whose cell-type-specific
states reflect the accessibility of transcriptional factors and their
proximity to target genes. At the basic level, chromatin structure
contains multidimensional nucleosome structural information
along the single-dimension genomic coordinates. To elucidate the
biological role of these basic structures, several computational
analysis tools have been developed to systematically classify
nucleosome-level chromatin states*-®. These tools have been very
successful in the discovery and annotation of millions of
regulatory regions, such as enhancers and promoters, in various
cell types’~1°, However, they have been unable to unravel higher-
order chromatin structures.

Chromatin forms higher-order three-dimensional structures by
folding and looping!!, facilitating long-range interactions
between enhancers and target genes'?. While the factors
determining such long-range interactions remain poorly
understood, the process is likely related to the distribution of
histone marks over broad domains!**1>. Recently, the
identification of broad domains has drawn considerable
interest!>141617 and a number of computational methods in
the literature can be used to segment chromatin at large scales.
For example, in Graph-Based Regularization, Libbrecht et al.'®
combine a chromatin-state segmentation algorithm with Hi-C
data, with the underlying idea that regions of the genome that are
in close physical proximity will share the same chromatin-state
annotation. However, this method is only applicable to cell types
for which high-resolution Hi-C data are available that is still a
stringent constraint due to the technical difficulty and formidable
cost of Hi-C experiments. Knijnenburg et al!® developed a
multiscale approach to visualize and analyse genomic signals;
however, this method is limited to analysing a single genomic
feature at a time. Chen et al.® developed a multivariate Bayesian
change point (BCP) model to identify break points of broad
chromatin domains that they called BLOCKs; however, this
method does not provide information about the biological
function of BLOCKSs.

To systematically annotate the chromatin states at multiple
length scales, we have developed a new computational method
called hierarchical hidden Markov model (diHMM). Our method
not only inherits the advantage of ChromHMM in integrating
multiple chromatin data sets and discovering reoccurring
combinatorial and spatial patterns de novo, but further extends
by providing a modelling framework that systematically identifies
combinatorial patterns at multiple length scales, thereby enabling
the detection of latent domain states and their associations with
nucleosome-scale chromatin states.

Results
diHMM is a hierarchical hidden Markov model. diHMM differs
from existing methods in that it uses a hierarchical hidden
Markov model framework, where each level of hidden states
corresponds to a distinct length-scale (Fig. 1). It can be used to
analyse any number of levels of chromatin states (Methods).
diHMM takes multiple ChIP-seq (chromatin immunoprecipita-
tion with sequencing) data as input, and outputs a genome-wide
segmentation of the genome into functionally annotated, multi-
level chromatin states, each corresponding to a specific length
scale.

For simplicity, we focus on a two-level model (see Methods for
discussion regarding extension to incorporate additional layers),
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where the lower level corresponds to nucleosome-level states and
the upper level corresponds to broader domain-level states
(Fig. 1a and Supglementary Fig. 1). Following the approach taken
by ChromHMM?!, we first binarize each data track at a 200-base
pair (bp) resolution, approximately the size of a nucleosome. The
combinatorial patterns of chromatin marks at the 200 bp bins are
classified by a discrete set of nucleosome-level states. Domain-
level states are used to annotate the transition patterns between
nucleosome-level states over regions covered by 20 consecutive
200bp bins and thus have a 4kb resolution. At each genomic
locus, the assignment of domain-level and nucleosome-level
states is interdependent: with domain states informing the overall
frequency of different nucleosome states, whereas nucleosome-
level states over multiple 200bp bins provide the transitional
grammar for domain-level state classification. These two levels of
chromatin states can be identified simultaneously using an
iterative algorithm (see Methods for details). For functional
analysis, we consider the combination of both levels of chromatin
states. By using a relatively small number of states in each level,
diHMM can effectively capture a large number of combinatorial
patterns.

We applied diHMM to annotate multi-scale chromatin states in
the three ENCODE tier 1 cell lines, H1 (human embryonic stem
cells), GM12878 (B cell-derived lymphoblastoid cells) and K562
(erythroleukemia cells), using a public ChIP-seq data set contain-
ing 9 marks: CTCF, H3K4me3, H3K4me2, H3K4mel, H3K9ac,
H3K27ac, H3K36me3, H4K20mel and H3K27me3 (ref. 2).
Following previous studies””'?, we determined the number of
chromatin states based on a balance between biological complexity,
model interpretability and speed. As a result, we constructed a
model containing 30 nucleosome-level and 30 domain-level states.
As discussed later, the results are not significantly affected by the
number of chromatin states. diHMM provides genome-wide
annotations of chromatin states. However, due to the lack of
numerical efficiency, it is infeasible to train a diHMM model using
genome-wide data. Therefore, we selected a short chromosome
(chromosome 17) as training set, combining information from all
three cell lines. The model was then applied to annotate the entire
genome. To test the robustness of diHMM, we retrained a model
based on data from chromosome 20. The results are in
good agreement (Supplementary Fig. 2). Compared with the
nucleosome-level states, the domain-level states are less robust,
likely reflecting the smaller sample size in the training data. In
addition, we varied the number of nucleosome-level (at 20, 25 and
35, respectively) and domain-level (at 20, 25 and 35, respectively)
states. The resulting states are also similar (Supplementary Figs 3
and 4).

After segmentation, consecutive identical states were stitched
together, forming regions of variable size. Although the median
size for a nucleosome-level state was ~600bp (Supplementary
Fig. 5a), a domain-level state may extend to over 100 kb regions,
as is the case of the HOXB cluster (Fig. 1b,c). Importantly, these
small- and large-scale structures were identified from a single
model that decomposes the input signals into components of
different spatial resolutions.

Nucleosome-level states detect small-scale structure. Using a
similar strategy as in ChromHMM’, we functionally annotated the
nucleosome-level states, based on the combinatorial pattern of
ChIP-seq signals (Fig. 2a), the spatial distribution (Supplementary
Fig. 5¢) as well as the enrichment of various functionally relevant
elements (Fig. 2b). In the end, these 30 nucleosome-level states
were annotated as 14 distinct functional categories (Fig. 2a).
Specifically, states N1 and N2 were characterized by high intensity
of H3K4me2 and H3K4me3, and therefore were annotated as
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Figure 1 | A schematic overview of diHMM. (a) Shown is the underlying graphic model for diHMM with two levels of hidden states corresponding to the
domain level (represented by rectangles) and nucleosome level (represented by squares), respectively. Multidimensional input ChIP-seq data are
represented by circles. Arrows indicate the conditional dependence structure of diHMM. Nucleosome-level state transitions are dependent on the domain-
level state at the end but not the initial position. The emission probability is conditionally independent of the domain-level state given the nucleosome-level
state (see methods and Supplementary Fig. 1 for additional details). (b) Genome tracks displaying diHMM state calls in H1 cells for domain- and
nucleosome-level states, and nine histone marks in the HOXB cluster region in chromosome 17. Grey box is expanded in ¢ and shows a region of ~8kb. In
the domain-level track black bars indicate transitions between different domains.

active promoters. Promoter flanking states (N3-N6) had
predominantly H3K4me2, and were enriched around
transcription start sites (TSSs) (Supplementary Fig. 5¢). diHMM
identified two nucleosome-level states (N7-N8) that were enriched
in a repressive marker, H3K27me3, and an active marker,
H3K4me2 or H3K4mel. Due to the spatial distribution
difference, these states are annotated differently as bivalent
promoters (N7) and poised enhancers (N8), respectively. Strong
enhancer states (N9-N11) were associated with high H3K27ac and
H3K4mel signals, whereas weak enhancers (N12-N13) were
enriched in H3K4mel. We found a category of transcribed
enhancer states (N14-N19) that were enriched in gene body
regions (Supplementary Fig. 5¢), often associated with H3K36me3,
H3K4mel and sometimes in conjunction with H3K4me2.
Transcriptional elongation states (N20-N21) were enriched in
H3K36me3 but depleted in the enhancer markers. diHMM also
found three states enriched in CTCF (N22-N24). Based on the
spatial distributions, these states are further divided into two
subcategories: CTCF promoter (N22) and CTCF (N23-N24)
(Supplementary Fig. 5c). We also found a state (N25) that was
enriched in only H4K20mel and located downstream from TSS
(Supplementary Fig. 5c). The polycomb repressed state (N26) was
characterized by the enrichment of H3K27me3 and no other
marks. The vast majority of the genome was characterized by a
heterochromatin/low signal state (N27-N28). Finally, there were
two infrequent states (N29-N30) characterized by the abundance
of nearly all marks. These states typically fell in repetitive regions
and therefore referred to as the repetitive/copy number variation
(CNV) state.

Comparison of genomic coverage for nucleosome-level states
in different cell types revealed some interesting features of
chromatin organization (Fig. 2c). For instance, the bivalent

promoter state was more prevalent in H1 cells, whereas strong
enhancer and polycomb repressed states were more prevalent in
GM12878 and K562 cells. Despite these notable differences,
overall, nucleosome-level state usage was fairly similar between
the different cell types considered in this study.

Domain-level states detect large-scale structure. Next, we
annotated domain-level states based on their enrichment
into different nucleosome-level states (Fig. 2d), transitions
(Supplementary Fig. 6) and spatial distributions (Supplementary
Fig. 5d). In total, we divided the domain-level states into 13
distinct functional categories. We found two kinds of domains
enriched in nucleosome-level promoter states. One highly
enriched in active promoter/promoter flanking states (N1-N5),
and therefore called broad promoters domain (D1-D3); another
one enriched in the flanking promoter state (N6) and with a
significant overlap with exons, and therefore called promoters/
exons domain (D4 and D5). Next, we identified two categories
enriched in various repression-associated nucleosome-level states
(bivalent promoter, poised enhancer, polycomb), and labelled
them accordingly as bivalent promoter (D6-D8) and poised
enhancer domains (D9), respectively. Attesting to the importance
and complexity of enhancers in gene regulation, diHMM found
nine domain-level states (D10-D18) enriched in enhancers that
were further classified into three subcategories. super-enhancer
domains (D10-D13) were highly enriched in strong enhancer
(N9-N11), whereas upstream enhancer domains (D14 and D15)
were enriched in weak enhancer (N12 and N13) and associated
with being upstream from annotated TSS. A third enhancer
domain category, which we called intron/enhancer (D16-D18),
was mostly enriched in transcribed enhancer states (N14-N19)
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Figure 2 | Annotation of the chromatin states identified by diHMM. (a) Emission probability matrix for our diHMM model that contains 30 domain-level
and 30 nucleosome-level states. The scale varies linearly between O (white) and 1 (dark purple). Colour legend on the left shows our nucleosome-level
state annotations. (b) Genomic annotation enrichment for our 30 nucleosome-level states in all cell types combined. Each column shows relative
enrichment in a linear scale between O (white) and 1 (dark orange). (c) Fraction of genomic coverage in each cell type for each nucleosome-level state. The
scale varies logarithmically between 10 ~# (white) and 1 (dark blue). (d) Significant fold enrichments for nucleosome- and domain-level combinations. Only
combinations for which false discovery rate (FDR) <0.01 (Fisher's exact test) are displayed above background level. The scale varies logarithmically
between 1 (white) and 50 (dark green). Colour legend on the left shows our domain-level annotations. (e) Fraction of genomic coverage in each cell type
for each domain-level state. The scale varies logarithmically between 10 ~% (white) and 1 (dark blue).

and primarily located downstream from TSS. We found a tran-
scribed domain (D19 and D20), which was enriched in the
transcribed elongation state (N21) and distributed over a broad
region downstream from TSS. The next category, which we called
boundary domains, contained two domain-level states (D21 and
D22) that were enriched in CTCF and located upstream from
TSS. We found two polycomb repressed domains (D23 and D24)
and two heterochromatin/low signal domains (D25 and D26) that
were enriched in nucleosome-level polycomb and hetero-
chromatin/low signal states, respectively. diHMM also captured
regions enriched in satellite DNA and repetitive elements that
were annotated as repetitive/CNV domains (D27). The last three
domain-level states (D28-D30) were infrequent in the genome
and assigned as low coverage states (Fig. 2e).

The overall usage of super-enhancer states (D10-D13) was
much more prevalent in GM12878 and K562 cells compared with
H1 (Fig. 2e) that agreed with previous observations?2. Among
these four states, only D13 was moderately enriched in H1 cells,
whereas the other super-enhancer states were exclusively present
in GM12878 and K562. Of note, D13 was distributed upstream
from TSS, whereas the others were located in intronic regions

4

(Supplementary Fig. 5d), suggesting they may have different
biological functions. Furthermore, poised enhancer and bivalent
promoter states were more prevalent in H1. A subset of the
corresponding loci, such as the HOXB gene cluster, switched to
super-enhancer domains in differentiated cells (Supplementary
Fig. 7a), and such transitions were associated with cell type-
specific gene activation. In the meantime, polycomb repressed
states were more prevalent in GM12878 and K562. Cell
type-specific repression of these loci, such as BLK in K562
(Supplementary Fig. 7b) and the B-globin locus in GM12878
(Supplementary Fig. 7c), may play a role in suppressing gene
expression program from alternative cell lineages. Altogether,
these results show that our domains are able to capture functional
differences among diverse regulatory elements in a cell type-
specific manner.

Context-dependent function of nucleosome-level states.
diHMM provides an opportunity to systematically investigate
how the function of enhancer elements is influenced by the large-
scale chromatin organization, an effect that cannot be evaluated
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based on a single-scale model. For example, the enhancer state
N13 was used in both poised enhancer (D8) and super-enhancer
(D10) domains (Fig. 2d and Supplementary Fig. 6), but its spatial
context was very different in these domains. In D8, it transitions
to heterochromatin (N27, N28) and polycomb repressed state
(N26), whereas in D10 it often transitions to strong enhancer
states (N9-N11) or transcribed enhancer states (N14-N19).
To test whether such contextual differences were functionally
relevant, we divided the nucleosome-level enhancer states
(N9-N13) into two broad categories, one associated with super-
enhancer domains and the other with other domains, and
compared the expression levels of their target genes. Remarkably,
the gene expression levels corresponding to super-enhancer
domain associated enhancers were much more cell-type specific
(Fig. 3), indicating this subset of enhancers may play a more
important role in maintenance of cell identity than other
enhancers. This difference was not obvious for other enhancer-
associated domains (poised enhancer, upstream enhancer and
intron/enhancer) (Supplementary Fig. 8). We also compared our
super-enhancer domains with the super-enhancers originally
identified by the Lab of Young and colleagues?® and found a high
degree of overlap, hence justifying its name (Supplementary
Figs 9a and 10). These domains also had a high degree of overla

with stretch enhancers?” and broad H3K4me3 domains**
(Supplementary Fig. 10). Next, we observed that downregulated
genes were typically associated with Dbivalent promoter
nucleosome-level states in the context of polycomb repressed
domains (Fig. 3b). We repeated this analysis for other domain-

level contexts and found a weaker trend for bivalent promoter
domains (Fig. 3).

Although diHMM is not designed to predict long-range
chromatin interactions, we expected certain relationships between
diHMM domains and chromatin interaction patterns. A distinct
feature in higher-order chromatin structure is that the compart-
mentalization into topologically associated domains (TADs),
whose boundaries insulate chromatin interactions!>, While
diHMM domains are much smaller, we hypothesized that there
may be distinct patterns associated with TAD boundaries that can
be resolved at a 10kb resolution. To test this hypothesis, we
analysed a publicly available data set'> containing high-resolution
Hi-C data in two cell-types, GM12878 and K562, that are
analyzed in this study. We found a strong bias of domain-level
state transitions at TAD boundaries compared with the genomic
background (for GM12878, fold change=1.9; for K562, fold
change =1.8; in both cases P value <2.2e— 16, Fisher’s Exact
test) (Supplementary Fig. 11a). Similar bias were also found at
chromatin loop anchors (for GM12878, fold change=1.6; for
K562, fold change=1.8; in both cases, P value <2.2e—16)
(Supplementary Fig. 11b). We further analysed the association
between domain-level states and chromatin interaction hubs,
regions that are most enriched in chromatin interactions. Our
previous analysis showed a significant association between
chromatin interaction hubs and nucleosome-level enhancer
elements?®. Here we extended the analysis by comparing with
the domain-level states. We found that the super-enhancer
domains were moderate but statistically significantly (for

diHMM super-enhancer domains
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Figure 3 | Context-specific functionality of diHMM nucleosome-level states. (a,b) Heatmaps represent average gene expression (z-score for each gene
and cell line obtained from a panel of 17 cell lines studied by ENCODE2) for genes mapped to enhancers in different domain contexts. In each row, genes
are selected by proximity (£ 2 kb from TSS) to nucleosome-level enhancers (states N9 to N13) in super-enhancer domains (D10-D13) or in the rest of the
domains, as indicated by the small cartoon in each heatmap. Each column represents the average gene expression values for the different sets of genes
when estimated in different cell lines. Numbers indicate the fraction of enhancers distributed between the different domains. (c-e) Heatmaps represent
average gene expression for genes mapped to bivalent promoter state N7 in different domain contexts as indicated.
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GM12878, fold change = 1.3; for K562, fold change = 1.2; in both
cases, P value <2.2e — 16, Fisher’s Exact test) enriched in hubs
(Supplementary Fig. 11c). Overall, these results strongly indicate
the regulatory potential of a genomic element is dependent not
only on its associated marks but also on the broader spatial
context.

Comparison of diHMM with existing methods. Existing chro-
matin-state annotation methods usually focus on a specific length
scale. To see whether diHMM provides new insights, we selected
a few representative methods and compared their results with
diHMM. First, we compared the nucleosome-level annotations
with chromHMM and Segway'?, two widely used methods for
nucleosome-level chromatin-state annotations. We applied a 30-
state ChromHMM to analyse the same data, and found that the
nucleosome-level states agreed very well between diHMM and
ChromHMM (Supplementary Fig. 12a,b). Segway is a dynamic
Bayesian network-based chromatin-state segmentation method. It
also has higher spatial resolution (at 10bp) than chromHMM.
We compared the chromatin-state annotations identified by
diHMM and Segway. As expected, the agreement between the
nucleosome-level chromatin states is significantly weaker, but the
overall functional annotations are quite similar (Supplementary
Fig. 13).

We wondered whether similar results regarding chromatin
domains could be obtained by applying traditional models with
different parameter settings. To this end, we adapted
ChromHMM to identify domain-level states, using two alter-
native approaches: (1) We divided the genome into 4 kb bins, and
applied a 30-state ChromHMM to segment the genome; and (2),
we first applied ChromHMM to identify nucleosome-level states
(with 200 bp resolution), stitched each set of 20 consecutive bins
into a block, and applied k-centre to cluster the block-wide
nucleosome-state patterns. We chose k=30 so that the results
were comparable.

We found significant discrepancies at the domain level between
diHMM and the results for both (1) and (2) (Supplementary
Fig. 12¢,d). For both (1) and (2) the domain-level segmentations
were more fragmented compared with diHMM (Supplementary
Figs 5b and 14), and had lower enrichment in regulatory elements
(Supplementary Fig. 8). In addition, although there was still
significant bias of gene expression among different ChromHMM-
derived domains in (1) and (2), the trend was much weaker
compared with diHMM (Supplementary Fig. 15). Taken together,
these results suggest the domain-level states identified by diHMM
are more biologically meaningful.

Recently, a BCP model was developed to identify local domains
(called BLOCKS) with similar histone modification patternszo.
BCP is computationally less efficient than diHMM, and therefore
we only trained a BCP model on 20kb resolution signal on
chromosome 17. This resulted in 25 BLOCKS with an average
size of 3.2 Mb, which is about two orders of magnitude wider than
diHMM. For comparison, we examined the diHMM domain-
level state distribution near BLOCKS boundaries but were unable
to find a significant association between the two methods,
suggesting these two methods may identify complementary
chromatin structures.

Discussion

Cell-fate transitions are accompanied by extensive remodelling of
chromatin architecture. While most studies have focused on
nucleosome-scale dynamics, several experimental methods have
revealed higher-order chromatin reorganization?®%, On the

other hand, computational methods for chromatin-state
annotation®>?° analyse the data at a single length scale.
6

Therefore, diHMM fills an important methodological gap by
providing a systematic modelling framework to simultaneously
annotate chromatin states at multiple length scales. There are no
minimum data requirement of diHMM. Indeed, it can even be
applied to analyse a single mark. Here the domain-level states can
be used to identify broad regions occupied by the mark
(Supplementary Fig. 16). If a few marks are not measured for a
cell type of interest, ChromImpute® can be used to impute the
missing data before applying diHMM. Finally, while we have only
focused on a two-level model implementation in this paper, it can
be naturally extended to incorporate additional levels (see
Methods for details).

The most extensively investigated chromatin state is the
enhancer that plays an important role in cell type-specific gene
regulation. At the nucleosome scale, enhancers are distinctly
marked by H3K27ac and H3K4mel (refs 9,31). At the domain
level, our diHMM analysis has identified three distinct patterns of
enhancer domains, super-enhancer, upstream enhancer and
intron/enhancer, thereby unravelling significant complexity
among different enhancers. We further find that the functionality
of an enhancer strongly depends on the domain-level chromatin-
state context, with the super-enhancer domain conferring the
strongest regulatory potential. Our analysis is consistent with the
recent discovery that multiple regulatory elements may cluster
together, spanning over 10kb regions, and cooperatively regulate
cell identity*>2332, Of note, the super-enhancer domain identified
by diHMM differs from the traditional definition of super-
enhancers, in that it describes a combinatorial pattern of multiple
chromatin marks whereas the traditional definition is based on
H3K27ac alone.

Long-range chromatin interactions play important roles in
diverse biological processes including gene regulation,
DNA replication and regair. Despite the rapid development
of genomic technologies!*33, it remains costly and challenging to
profile genome-wide chromatin interactions at a high resolution.
In the meantime, new computational methods have shown
promise to predict chromatin interactions from ChIP-seq
experiments®®. The chromatin states identified by diHMM will
provide useful features that will aid the development of new tools
for predicting chromatin interactions, since the spatial resolution
of the chromatin states at each level can be independently tuned
to match the length scale of chromatin interactions.

Genome-wide association studies have shown that many of the
disease-causing genetic variants are associated with noncoding
regions®!. While the function of the majority of these variants
remains unknown, integration of genomic, epigenomic and
transcriptomic data has strongly indicated that many play an
important role in gene regulation®. It is important to recognize
the intrinsic differences in temporal and spatial length scales
among different data types. diHMM provides a coherent
modelling framework to incorporate such differences.

Methods
Mathematical details of diHMM. diHMM is a hierarchical hidden Markov model
and can be used to incorporate multiple levels of hidden states. For simplicity, we
only consider a two-level (nucleosome-level and domain-level) model in this paper
(Fig. 1 and Supplementary Fig. 1), although the model can be generalized to include
any number of layers as described in the following section. The ChIP-seq data were
binarized in 200-base-pair bins with ChromHMM?! using a Poisson background
model and a threshold of P value = 10 ~ %, and the values at the ith bin are denoted
by x;, whereas the associated chromatin state is denoted by 7; that contains two
components, j and y, corresponding to the nucleosome- and domain-level state,
respectively. We use Latin indices for nucleosome-level states and Greek indices for
domain-level states.

The basic assumptions in diHMM are similar to traditional HMMs3¢:

- Markov property P(m; 1 |m1, ... ,7;) = P(m; 4 1|m;)

- Independence of observations P(x;, ... ,xy|my, ..., 1) = HIL:1 P(x;|m;).
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In addition, we also make the following specific assumptions about the
relationship between different levels of hidden states:

- The emission probability, denoted by e(b), is independent of the domain-
level state, conditioned on the nucleosome-level state. That is,

ex(b) = P(x; = blm; = {k,v}) = P(x; = b|m; = {k}).
- Nucleosome-level transitions are domain dependent (indicated by TY, ;, see
later).
- Domain-level transitions can only occur at the end of blocks of size Dg, set to
be 20 in this paper, that is, domain-level transitions can only occur every 20

bins. Since we use a bin size of 200 bp, this implies that the minimum domain
size is 4 kb.

With these assumptions, transitions between states can be decomposed into
nucleosome-level (T} ;) and domain-level (T}, transition matrices as follows:

- For positions for which i is not a multiple of Ds, domain-level transitions are
not possible, Tjy; = 0*", where 6" is the Kronecker delta and thus

P(ni1 = {k,v}[mi = {j,v}) = N}k

- For positions for which i is a multiple of D,, domain-level transitions are
permitted, and thus

P(miyr = {k,vHmi = {j,u}) = Tp) Ty e

Where we have taken the convention of using the nucleosome-level transitions
corresponding to the final domain-level state v.
Finally, the initial state probabilities are

my = Plm = {j,1}).

To train diHMM we extend standard dynamic programming techniques in
HMMs>®, based on a combination of forward and backward algorithms. To avoid
rounding errors it is important to scale the variables.

Forward algorithm. We define the forward variable for state {j, u}, at position i, on
chromosome #n (of length L) as:

£

The forward variable can be calculated recursively:
Initialization:

= P(x;‘,x;‘, ={j, /‘})

7171

Q1) = e (x),
Induction (i=2, L):

Z [f-nu

Ji

"= Y.
Il

To avoid underflow errors we rescale the forward variables by using a series of
scaling factors s}, whose values will be determined later, so that the rescaled
variables,

Y
0 1)Tp; TN}k]

Termination:

£

A'Yl.;l i
f0 = A

satisfy the following normalizing property,

ijjn.,z(i) -1

Jm

The induction formula for the rescaled variables becomes

) = ) Y, - 0T T

Therefore, the values of s!'can be solved as

0= % faten Sl ]

ot
The probability of the observed sequence can be calculated from the scaling
variables as:

=3 f = Z[ s } =11
i

ik

Backward algorithm. We define the backward variable for state {j, u}, at position I,

on chromosome n (with L bins) as:
BG) = PSS 10X X = ).

The backward variable can be calculated recursively:
Initialization:

b (L) = 1.
Induction (i=L—1,1):
B =Y [ng; T b i+ e (x1 1)} .
v
Termination:
Px) =% [bj"-“(l)ej (x;‘)],
Jobt

As in the forward algorithm, it is beneficial to rescale the backward variables. In
fact, using the scaling factors obtained from the forward algorithm,

A. i) = l,’_;#(i) .
! [T st
It can be shown that the following normalizing property holds:
St =1
Jilt
The induction formula for the rescaled backward variables is:
n B 1 oy RV n
B (0) = 5 D [T T b o+ Dew(x, )]

i
Sit1 %y

Posterior probabilities. We use the rescaled forward and backward variables to
calculate the posterior probabilities

by R
P(m} = {j n}[x") e P({j;f}, - Fi:f)::%?(l)
LM B0
Fl = fM ()b ().

Hk 1% Hk i1k

Baum- Welch algorithm. We train the model using the iterative Baum-Welch
algorithm3® with extension to incorporate the multilevel state structure. In this
procedure, the training consists of a series of iterations in which the model
parameters and state assignments are re-estimated sequentially, until convergence.
In our model we start by using a state assignment obtained by clustering the bins at
the 200 base-pair and 4 kb scales using the k-centre algorithm3” and select the
number of nucleosome and domains states. After the initial state assignment, the
model parameters are re-estimated in the following way. At every iteration, we
calculate the probabilities of finding two consecutive states

P(T[? ={iub i, = {k,v}|x"70),

where 6 represents all model parameters, by using the forward and backward
variables as follows

&, uds {kv}) = P(af = {j.pudomly ) = {k,v}Ix", 0)
P 7t = G = Uk vHO)

P(x")
_fjn (i) Tpy; Ty ji b i+ Dex(x7 )

- P(x")
FG) T T b (i Ve (x x+1)

x+1

To update the domain-level transition probabilityT4’, we sum over the marginal
probabilities at the domain boundaries,

2 ) = P(=2 = o, = i, 0)
= ZP(H? = {J-,H}aﬂ?H = {k,v}[x".0)

Z ({1}, {k; v}).-

We have then
>on Z(i\mod(,‘ps):o} 20 {ud, {vh)
D0 2w L gjimodine—oy 4 {1 {p})”

To update the nucleosome-level transition probability Ty, ;, we use a similar
strategy, while marginalizing out p

Vi Ak v}) = P(af = {j},m} ) = {k,v}x",0)

TR
T, =

=& u} {kv}),
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thus

7o Ll VI kD)
NS S S e (Y v

To re-estimate the initial probabilities we average over the posterior probabilities at
the first bin and for all chromosomes

1 . on.
= SR,

where N is the total number of chromosomes.
The emission probabilities are updated by marginalizing out x since in our
model emissions only depend on the nucleosome-level state

IACED DDA OLATON
n{ixi=b} #
giving
& (b) = Lb)/
2w E(b')
We apply the above procedure to analyse the combined ChIP-seq data set for
Hilhesc, GM12878 and K562, and obtain a single model that simultaneous
annotates the chromatin states in these three cell lines. Due to computational
constraints, we use chromosome 17 as the training data. It takes about 10 computer
days to train the diHMM model on a computer with Linux CentOS release 6.6
(final), CPU Intel(R) Xeon(R) CPU X5650 @ 2.67 GHz, Mem 48G. The resulting
model is applied to infer chromatin states in the whole genome that takes <2h.

We test the robustness of diHMM by varying a number of parameters: (1) using
chromosome 20 as the training data; (2) setting the number of nucleosome-level
states at 20, 25 or 35; and (3) setting the number of domain-level states at 20, 25 or
35. The resulting chromatin-state assignment is compared with the original model
(Supplementary Figs 3 and 4).

To quantify the degree of agreement between the chromatin-state annotations
obtained from different models, or different parameter settings of the same model,
we define a composite ‘similarity score’ that takes into account two complementary
factors: (1) the similarity between the closest matching states and (2) the overall
specificity of chromatin-state mapping. Mathematically, we represent the genome-
wide distributions of each state k as a numerical vector X, whose values are
determined by the frequency of the state within each 4kb window along the
genome. To compare the annotations obtained from two models or settings,
represented by X and Y respectively, we define the similarity score by using the
following formula

1 &
Similarity S = PCC(Xy, Y;)Gini(k, Y
imilarity Score Kkz;(m}ax (X, Y;) Gini(k, ))

where PCC(X;, Y)) represents Pearson’s correlation coefficient between the two
vectors, and Gini(k, Y) represents the Gini index of Y conditioning on X =k.

Generalization for incorporating additional levels of chromatin states. In this
paper, we focus on a two-level diHMM, but the modelling framework can be
extended to incorporate any number of chromatin-state levels. Here we briefly
outline the necessary steps for incorporating more than two levels. As in the two-
level model, a higher-order chromatin state is assigned to each block of consecutive
bins based on the combinatorial pattern of chromatin states at a lower level. The
emission probability is solely determined by the chromatin states at the lowest
level, whereas the state transition matrix is composed of multiple levels of tran-
sitions. We further assume that the interlevel coupling is restricted to neighbouring
levels, that is, the nucleosome-level transition matrix is only dependent on the
domain level, and so on. Model inference can be achieved in the same manner as
described in the previous section—using the corresponding transition matrices. Of
note, higher-level state transitions are only permitted at block boundaries.

Data visualization. To visualize genomic data and diHMM state calls we use
Integrative Genomics Viewer>$3%, To visualize nucleosome-level transitions for

each domain we used circos®,

Functional enrichment analysis. Enrichment of a particular functional label for a
particular nucleosome- or domain-level state is calculated as (m/n)/(M/N), where
m is the number of states overlapping the specific label, # is the total number of
200bp (for nucleosome-level enrichment) or 4kb (for domains-level enrichment)
bins of overlap, M is the number of bins that the state occupies and N is the total
number of 200 bp (for nucleosome-level enrichment) or 4 kb (for domain-level
enrichment) bins. Enrichment around TSS is calculated in a similar manner, but in
this case based on the enrichment of the nucleosome- or domain-level states in the
bins surrounding all RefSeq coding gene annotations. For visualization purposes all
enrichments around TSS are normalized in a linear scale between 0 and 1.

Gene expression analysis. Microarray gene expression data in 19 human cell
lines are obtained from ENCODE2. The gene expression values are converted into
z-scores. Chromatin states are mapped to genes whose TSS are within *2kb. For
each state, the z-scores corresponding to all mapped genes are averaged.

Relationships between diHMM domains and chromatin interaction patterns.
To compare the domain-level chromatin states with the three-dimensional chro-
matin structure, we analyse a public high-resolution Hi-C data set!®. The
chromatin interaction hubs are identified as described previously?”, Briefly, we first
normalize the raw interaction matrix using the ICE (Iterative Correction and
Eigenvector Decomposition) algorithm®!. Then, we identify statistically significant
chromatin interactions by using Fit-Hi-C*2. We rank the 5kb segments by the
interaction frequency and define the top 10% as the hubs?>.

For hub enrichment analysis, all enhancers are divided into two non-
overlapping groups: super-enhancer domains (diHMM domains D10-D13) and
non-super-enhancer domains. The fold enrichment of hubs in enhancers in super-
enhancer group over genome background (both groups) is defined as (m/n)/(M/N),
where m and M represent the number of enhancers that overlap with at least one
hub in super-enhancer group and in both groups respectively, and n and N
represent the number of enhancers in SE group and in both groups respectively.

Data availability. Aligned ChIP-seq reads for 9 chromatin marks (CTCF,
H3K4me3, H3K4me2, H3K4mel, H3K9ac, H3K27ac, H3K36me3, H4K20mel and
H3K27me3) in H1, GM12878 and K562 cell lines are obtained from University of
California at Santa Cruz ENCODE genome browser (http://genome.ucsc.edu/
ENCODE)%. BAM files are first converted to BED files using bedtools*3, and all
available replicates for each condition are subsequently merged. The microarray
data for 19 cell lines (H1, HELA, HEPG2, HMEK, HUVEC, NHEK, CACO?2,
GM12878, GM06990, SKNSHRA, HRE, SAEC, BJ, K562, NHLF, H7, NHDFAd,
NHA and HSMM) are also obtained from ENCODE at the same site. The intra-
chromosomal raw interaction matrix in GM12878 and K562 at 5kb resolution are
downloaded from Gene Expression Omnibus with accession number GSE63525.
The corresponding TAD and the chromatin loop locations are downloaded from
the publication website!®. The source code of diHMM is hosted at the following
GitHub project: http://github.com/gcyuan/diHMM.

References

1. Lander, E. S. et al. Initial sequencing and analysis of the human genome. Nature
409, 860-921 (2001).

2. ENCODE. An integrated encyclopedia of DNA elements in the human
genome. Nature 489, 57-74 (2012).

3. Kundaje, A. et al. Integrative analysis of 111 reference human epigenomes.
Nature 518, 317-330 (2015).

4. Ernst, J. & Kellis, M. Discovery and characterization of chromatin states for
systematic annotation of the human genome. Nat. Biotechnol. 28, 817-825
(2010).

5. Hoffman, M. M. et al. Unsupervised pattern discovery in human chromatin
structure through genomic segmentation. Nat. Methods 9, 473-476 (2012).

6. John, S. et al. Chromatin accessibility pre-determines glucocorticoid receptor
binding patterns. Nat. Genet. 43, 264-268 (2011).

7. Ernst, J. et al. Mapping and analysis of chromatin state dynamics in nine
human cell types. Nature 473, 43-49 (2011).

8. Thurman, R. E. et al. The accessible chromatin landscape of the human
genome. Nature 489, 75-82 (2012).

9. Heintzman, N. D. et al. Histone modifications at human enhancers reflect
global cell-type-specific gene expression. Nature 459, 108-112 (2009).

10. Hoffman, M. M. et al. Integrative annotation of chromatin elements from
ENCODE data. Nucleic Acids Res. 41, 827-841 (2013).

11. Cremer, T. & Cremer, M. Chromosome territories. Cold Spring Harb. Perspect.
Biol. 2, 2003889 (2010).

12. Sanyal, A., Lajoie, B. R, Jain, G. & Dekker, J. The long-range interaction
landscape of gene promoters. Nature 489, 109-113 (2012).

13. Dixon, J. R. et al. Topological domains in mammalian genomes identified by
analysis of chromatin interactions. Nature 485, 376-380 (2012).

14. Lieberman-Aiden, E. et al. Comprehensive mapping of long-range interactions
reveals folding principles of the human genome. Science 326, 289-293 (2009).

15. Rao, S. S. ef al. A 3D map of the human genome at kilobase resolution reveals
principles of chromatin looping. Cell 159, 1665-1680 (2014).

16. Wen, B., Wu, H., Shinkai, Y., Irizarry, R. A. & Feinberg, A. P. Large histone H3
lysine 9 dimethylated chromatin blocks distinguish differentiated from
embryonic stem cells. Nat. Genet. 41, 246-250 (2009).

17. Noordermeer, D. et al. The dynamic architecture of Hox gene clusters. Science
334, 222-225 (2011).

18. Libbrecht, M. W. et al. Joint annotation of chromatin state and chromatin
conformation reveals relationships among domain types and identifies domains
of cell-type-specific expression. Genome Res. 25, 544-557 (2015).

19. Knijnenburg, T. A. et al. Multiscale representation of genomic signals. Nat.
Methods 11, 689-694 (2014).

| 8:15011| DOI: 10.1038/ncomms15011 | www.nature.com/naturecommunications


http://genome.ucsc.edu/ENCODE
http://genome.ucsc.edu/ENCODE
https://github.com/gcyuan/diHMM
http://www.nature.com/naturecommunications

ARTICLE

20.

2

—

22.

23.

24.

25.

26.

27.

28.

29.

30.

3

—

32.

33.

34.

35.

3

=2

37.

38.
39.

40.

Chen, M., Lin, H. & Zhao, H. Change point analysis of histone modifications
reveals epigenetic blocks linking to physical domains. Ann. Appl. Stat. 10,
506-526 (2016).

. Ernst, J. & Kellis, M. ChromHMM: automating chromatin-state discovery and

characterization. Nat. Methods 9, 215-216 (2012).

Parker, S. C. et al. Chromatin stretch enhancer states drive cell-specific gene
regulation and harbor human disease risk variants. Proc. Natl Acad. Sci. USA
110, 17921-17926 (2013).

Hnisz, D. et al. Super-enhancers in the control of cell identity and disease. Cell
155, 934-947 (2013).

Benayoun, B. A. et al. H3K4me3 breadth is linked to cell identity and
transcriptional consistency. Cell 158, 673-688 (2014).

Huang, J., Marco, E., Pinello, L. & Yuan, G. C. Predicting chromatin
organization using histone marks. Genome Biol. 16, 162 (2015).

Kosak, S. T. et al. Coordinate gene regulation during hematopoiesis is related to
genomic organization. PLoS Biol. 5, €309 (2007).

Noordermeer, D. et al. Temporal dynamics and developmental memory of 3D
chromatin architecture at Hox gene loci. eLife 3, 02557 (2014).

Dixon, J. R. et al. Chromatin architecture reorganization during stem cell
differentiation. Nature 518, 331-336 (2015).

Sohn, K. A. et al. hiHMM: Bayesian non-parametric joint inference of
chromatin state maps. Bioinformatics 31, 2066-2074 (2015).

Ernst, J. & Kellis, M. Large-scale imputation of epigenomic datasets for
systematic annotation of diverse human tissues. Nat. Biotechnol. 33, 364-376
(2015).

. Rada-Iglesias, A. et al. A unique chromatin signature uncovers early

developmental enhancers in humans. Nature 470, 279-283 (2011).

Whyte, W. A. et al. Master transcription factors and mediator establish super-
enhancers at key cell identity genes. Cell 153, 307-319 (2013).

Wei, C. L. et al. A global map of p53 transcription-factor binding sites in the
human genome. Cell 124, 207-219 (2006).

Hindorff, L. A. et al. Potential etiologic and functional implications of genome-
wide association loci for human diseases and traits. Proc. Natl Acad. Sci. USA
106, 9362-9367 (2009).

Maurano, M. T. et al. Systematic localization of common disease-associated
variation in regulatory DNA. Science 337, 1190-1195 (2012).

. Rabiner, L. A tutorial on hidden Markov models and selected applications in

speech recognition. Proc. IEEE 77, 257-286 (1989).

Gonzalez, T. F. Clustering to minimize the maximum intercluster distance.
Theor. Comp. Sci. 38, 293-306 (1985).

Robinson, J. T. et al. Integrative genomics viewer. Nat. Biotech. 29, 24-26 (2011).
Thorvaldsdoéttir, H., Robinson, J. T. & Mesirov, J. P. Integrative Genomics
Viewer (IGV): high-performance genomics data visualization and exploration.
Brief. Bioinform. 14, 178-192 (2013).

Krzywinski, M. 1. et al. Circos: an information aesthetic for comparative
genomics. Genome Res. 9, 1639-1645 (2009).

41. Imakaev, M. et al. Iterative correction of Hi-C data reveals hallmarks of
chromosome organization. Nat. Methods 9, 999-1003 (2012).

42. Ay, F., Bailey, T. L. & Noble, W. S. Statistical confidence estimation for
Hi-C data reveals regulatory chromatin contacts. Genorme Res. 24, 999-1011
(2014).

43. Quinlan, A. R. & Hall, I. M. BEDTools: a flexible suite of utilities for comparing
genomic features. Bioinformatics 26, 841-842 (2010).

Acknowledgements

We thank Dr Jessica Larson for helpful discussions. This work was supported by a
Claudia Barr Award and NIH Grants R21IHG006778 and ROIHL119099 to G.-C.Y. K.G’s
research was supported by the NIH grant K25HL133599.

Author contributions

E.M. and G.-C.Y. conceived and designed the project. EM., W.M,, ].H,, K.G,, LP., JW.,
MK. and G.-C.Y. developed analytical methods. EM., J.H., K.G., and L.P. wrote the
analysis software. E.M. and J.H. analysed the data. E.M. and G.-C.Y. wrote the manu-
script. M.K. and G.-C.Y. supervised the study. All authors edited the manuscript.

Additional information
Supplementary Information accompanies this paper at http://www.nature.com/
naturecommunications

Competing interests: The authors declare no competing interests.

Reprints and permission information is available online at http://npg.nature.com/
reprintsandpermissions/

How to cite this article: Marco, E. et al. Multi-scale chromatin state annotation using a
hierarchical hidden Markov model. Nat. Commun. 8, 15011 doi: 10.1038/ncomms15011
(2017).

Publisher’s note: Springer Nature remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

article are included in the article’s Creative Commons license, unless indicated otherwise
in the credit line; if the material is not included under the Creative Commons license,

This work is licensed under a Creative Commons Attribution 4.0
International License. The images or other third party material in this

users will need to obtain permission from the license holder to reproduce the material.
To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/

© The Author(s) 2017

| 8:15011 | DOI: 10.1038/ncomms15011 | www.nature.com/naturecommunications 9


http://www.nature.com/naturecommunications
http://www.nature.com/naturecommunications
http://npg.nature.com/reprintsandpermissions/
http://npg.nature.com/reprintsandpermissions/
http://creativecommons.org/licenses/by/4.0/
http://www.nature.com/naturecommunications

	title_link
	Results
	diHMM is a hierarchical hidden Markov model
	Nucleosome-level states detect small-scale structure
	Domain-level states detect large-scale structure

	Figure™1A schematic overview of diHMM.(a) Shown is the underlying graphic model for diHMM with two levels of hidden states corresponding to the domain level (represented by rectangles) and nucleosome level (represented by squares), respectively. Multidime
	Context-dependent function of nucleosome-level states

	Figure™2Annotation of the chromatin states identified by diHMM.(a) Emission probability matrix for our diHMM model that contains 30 domain-level and 30 nucleosome-level states. The scale varies linearly between 0 (white) and 1 (dark purple). Colour legend
	Figure™3Context-specific functionality of diHMM nucleosome-level states.(a,b) Heatmaps represent average gene expression (z-score for each gene and cell line obtained from a panel of 17 cell lines studied by ENCODE2) for genes mapped to enhancers in diffe
	Comparison of diHMM with existing methods

	Discussion
	Methods
	Mathematical details of diHMM
	Generalization for incorporating additional levels of chromatin states
	Data visualization
	Functional enrichment analysis
	Gene expression analysis
	Relationships between diHMM domains and chromatin interaction patterns
	Data availability

	LanderE. S.Initial sequencing and analysis of the human genomeNature4098609212001ENCODEAn integrated encyclopedia of DNA elements in the human genomeNature48957742012KundajeA.Integrative analysis of 111 reference human epigenomesNature5183173302015ErnstJ
	We thank Dr Jessica Larson for helpful discussions. This work was supported by a Claudia Barr Award and NIH Grants R21HG006778 and R01HL119099 to G.-C.Y. K.G’s research was supported by the NIH grant K25HL133599
	ACKNOWLEDGEMENTS
	Author contributions
	Additional information




