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Abstract
Light detection and ranging (LIDAR) has become an ubiquitous ranging technology. LIDAR systems are integral to almost all autonomous vehicles and robotics. Most LIDAR systems today use discrete free-space optical components and utilize a mechanical apparatus for beam steering. Apart from the relative high cost of the system, this mechanical apparatus limits the scan rate of the LIDAR system while increasing both size and complexity. This leads to concerns about long-term reliability, especially in harsh environments.

In this thesis, the design and experimental results of an integrated chip-scale frequency-modulated continuous-wave LIDAR system are presented. This system has the capability of measuring both distance and velocity simultaneously with a 20mm resolution and a 2m range. Its functionality is then extended by utilizing optical phased arrays as a transmitter and receiver for solid-state beam steering. The phased array utilized has a grouped cascaded phase shifter architecture and is shown to have a steering range of 46°×36°. This is the first integrated coherent LIDAR system based on optical phased arrays.

In order to have a viable LIDAR system with optical phased arrays, high beam powers and large aperture sizes are needed. A silicon nitride distribution network is used to enable high on-chip power because of the low material nonlinearities. An ultra-high main beam power of 520mW is reported. A phased array is demonstrated with an ultra-large aperture size of 4×4mm², achieving a record-small and near diffraction limited spot size of 0.021°×0.021° with a side lobe suppression of 10dB. This is the largest optical phased array to date by an order of magnitude and shows the scalability of optical phased arrays. Finally, an optical phased array at a visible wavelength of 635nm is shown with an aperture size of 0.5×0.5mm² and a spot size of 0.064°×0.074°. This demonstration moves large-scale integrated photonics into the visible spectrum and has potential applications in bathymetric LIDAR.
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Chapter 1

Introduction

1.1 Background on LIDAR

Light detection and ranging (LIDAR) is a ranging technology based on light. It is similar to radio detection and ranging (RADAR), but utilizes the optical portion of the electro-magnetic spectrum instead of radio waves. This allows for a much higher ranging resolution because optical wavelengths are around 100,000 times smaller than radio waves. Because of this high resolution, applications such as robotics [1] and autonomous vehicles [2] rely heavily on LIDAR technology. LIDAR is also used in applications such as aerial mapping [3] and target tracking [4]. The range of current high-end LIDAR systems is around 100 m with a longitudinal resolution on the order of a centimeter. The angular resolutions are around 0.1°. Millions of points can be ranged in a second while scanning the field-of-view. Fig. 1-1 shows an example point cloud that arises from scanning and ranging the field-of-view of a LIDAR system that is atop a vehicle (from [5]).

LIDAR detection methods can be split up into two major categories: time-of-flight (TOF) and coherent detection methods. TOF detection methods normally involve transmitting a pulse of light and then directly detecting the time needed for the light to reflect off a target and return back to the receiver module of the LIDAR system. This requires high speed electronics since the TOF timing must be precise. For example, light travels about 0.33 m in 1 ns so GHz speed electronics are necessary.
Coherent detection methods differ from TOF methods in that they coherently beat the received signal with a local oscillator (LO). Frequency-modulated continuous-wave (FMCW) is a commonly used coherent detection method in both RADAR [6] and LIDAR [7] and is what is utilized in this work. In this method, a low-speed beat frequency that is proportional to the distance of the target is measured instead of the direct TOF. More detail on FMCW LIDAR can be found in Sec. 2.1.

A major difference between TOF and coherent detection methods is the resulting signal power. The received power that returns back to the system can be estimated by assuming that when the pulse reflects off a target, it scatters isotropically. This can be modeled by the equation

\[
P_{RX} = P_{TX} \frac{\rho A_{RX}}{4\pi R^2} \tag{1.1}
\]

where \(P_{RX}\) is the power of the received light, \(P_{TX}\) is the power of the transmitted light, \(\rho\) is the reflectivity of the target, \(A_{RX}\) is the area of the receiver, and \(R\) is the distance from the target to the receiver. The TOF methods directly measure this received power which can be very low. Because of this, Geiger mode avalanche photodiodes (APD) or photomultiplier tubes (PMT) are used [8,9]. However, for coherent detection methods, this received signal is first beaten with a LO which increases...
the signal power. Since it is coherent, the power that is observed is proportional to $\sqrt{P_{RX}P_{LO}}$, where $P_{LO}$ is the power of the LO. This signal boost from the local oscillator can allow for the use of conventional photodetectors.

Another notable difference between TOF and coherent detection methods is the effect of cross-talk from other sources, e.g. ambient light or possibly nearby LIDAR systems. Since pulsed TOF LIDAR utilizes high-gain photodetectors and looks for any received light, it is difficult for the system to know if the received signal is the reflection of the transmitted pulse. Therefore, light from nearby sources can trigger the detection routines, which results in cross-talk. On the other hand, coherent detection methods will only receive a significant signal if the received light is coherent with the local oscillator. Effectively, this means that outside light sources are rejected when the coherent beating occurs between the received signal and the local oscillator since their signal contributions are not boosted and are negligible.

Current LIDAR systems rely on rotating the device in order to scan the field-of-view in one dimension (normally horizontal). Mechanical rotation can allow for a full 360° scan. However, this mechanical rotation requires a bulky apparatus that is not intrinsically robust to harsh environments that may induce vibrations, such as an off-road vehicle. Furthermore, mechanical rotation limits the scan rate to tens of Hz. In order to scan in the other dimension (normally vertical), multiple laser sources emitting at different angles are commonly used. Though a simple solution, many laser sources ($\sim 10–64$) are needed to give an adequate field-of-view with high resolution. Fig. 1-2(a) shows the internals of a high-end LIDAR system, the Velodyne HDL-64E, and Fig. 1-2(b) shows a photograph of the LIDAR system (from [10]).

A wavelength of 905 nm is commonly used in pulsed LIDAR systems. This is for a variety of reasons. First, 905 nm has relatively good transmission through the atmosphere. Second, inexpensive laser diodes with high power outputs are available at this wavelength along with efficient silicon avalanche photodiodes. However, 905 nm is not necessarily eye safe. Currently LIDAR manufacturers mention that since the device is scanning, it is Class 1 safe, but it is unclear how safe these systems are when they are not scanning. The LIDAR devices in this work utilize light with an eye safe
wavelength of 1550 nm. 1550 nm was also chosen because silicon is transparent at this wavelength and germanium can be used as a detector. There are also inexpensive sources and other optical components at 1550 nm due to its use in telecom.

1.2 LIDAR with Optical Phased Arrays

At the moment, there is a need for a low-cost small-scale solid-state (non-mechanical) LIDAR. Silicon photonics promises a viable path to reduce the cost and form factor of LIDAR systems. The primary application of silicon photonic technology has been data communication. A plethora of work has been done on silicon photonic optical modulators and optical data links [11–15]. This work has led to silicon photonics being at the forefront of a new generation of data communication transceivers.

During the advancement of commercial large-scale silicon photonics foundry processes for data communication applications [22,23], there has also been the development of nanophotonic optical phased arrays. Phased arrays are devices that comprise of an array of antennas. The antenna amplitudes and phases are controlled in order to generate arbitrary shaped emitted radiation patterns due to interference. Phased arrays at radio frequencies have been utilized for decades and have applications in data communication [24], astronomy [25], and RADAR [26]. Electronic phased arrays are considered to be the de facto way to do solid-state electronic beam steering for
RADAR systems and have a rich history [27]. Phased arrays at optical frequencies were first brought to silicon photonics in 2009 by Prof. Roel Baets’s group at Ghent University [16]. This work actually demonstrated many of the common aspects we see in nanophotonic optical phased arrays today, including long gratings as antennas and both thermal and wavelength steering. Since 2009, there has been a variety of innovations in the silicon photonic optical phased array field. Large-scale two-dimensional phased arrays with complex radiation patterns have been shown [17]. A high-performance optical phased array created within a hybrid III/V platform with an on-chip laser and optical amplifiers was demonstrated [18]. Monolithic two-dimensional optical phased arrays have been realized in a commercial CMOS fabrication process driven by CMOS electronics on a single monolithic chip [19]. A phased array based on high-speed phase shifters for projection applications was demonstrated [20]. Finally, ultra-large-angle beam steering of has been achieved with a small spot size [21]. Images of these phased arrays are shown in Fig. 1-3(a-f).

As seen from these examples, the field of optical phased arrays is starting to focus on the system level and their use seems like an elegant solution to a solid-state LIDAR system. The usage of standard 300 mm wafer CMOS foundries that silicon photonic

Figure 1-3: (a-f) Overview of notable optical phased array systems. From [16–21].
technology currently utilizes [28] can reduce the production cost of individual chips to under $10, making LIDAR systems commercially viable for a range of applications. By combining steerable optical phased arrays with on-chip lasers [29,30] and on-chip photodetectors [31], a stand-alone chip-sized LIDAR system can be realized and is the ultimate vision of this work.

1.2.1 Phased Array Mathematics and Basic Concepts

In order to understand the operation of a phased array, the mathematics of a one-dimensional optical phased array, and the basic terms and ideas used throughout this thesis will be covered in this section. A one-dimensional phased array is comprised of an array of $N$ antennas placed along a line ($z$-axis in spherical coordinates $\{r,\theta,\phi\}$) at location $r_n$ that have an individual phase, $\psi_n$, and field amplitude, $A_n$. Assuming that we are observing the emission pattern of such an array from the far field and individual emission patterns of each antenna look similar and can be described by a single function, $E(\theta, \phi)$, the emitting electric field of a phased array can be expressed as

$$E_{tot}(\theta, \phi) = \sum_{n=0}^{N-1} e^{jk r_n \cos \theta} (A_n e^{j \psi_n} E(\theta, \phi)) = E(\theta, \phi) \sum_{n=0}^{N-1} A_n e^{j (kr_n \cos \theta + \psi_n)}$$

(1.2)

where $k = 2\pi/\lambda$. The $E(\theta, \phi)$ portion of this equation is called the element factor of the array and is determined by the emission pattern of a single antenna. The term in the sum is called the array factor which is the effect of arraying the antennas. If we assume that we have a uniform linear array with fixed spacing, $d$, and uniform amplitude, then Eq. (1.2) can be simplified to

$$E_{tot}(\theta, \phi) = E(\theta, \phi) \sum_{n=0}^{N-1} e^{j (kd \cos \theta + \psi_n)}$$

(1.3)
Finally, if we assume a linearly progressive phase from element to element, \( \alpha \), we get

\[
E_{\text{tot}}(\theta, \phi) = E(\theta, \phi) \sum_{n=0}^{N-1} e^{jn(kd \cos \theta + \alpha)} = E(\theta, \phi) \frac{e^{jN(kd \cos \theta + \alpha)}}{e^{j(kd \cos \theta + \alpha)} - 1} = 

E(\theta, \phi)e^{j(N-1)(kd \cos \theta + \alpha)/2} \sin(N(kd \cos \theta + \alpha)/2) \sin((kd \cos \theta + \alpha)/2)
\]

(1.4)

The exponential term of Eq. (1.4) is only a phase factor and is unity if the array is centered at the origin. Therefore, we are left with only the sinc()-like function as the array factor. The first thing to note from this sinc() function is that it does have a maximum point where a beam is created in the far field by the phased array. The physical reason that a beam is created by an array of antenna elements is that the emitted radiation constructive interferes only at certain angles. At other angles, it destructively interferes, and no light is observed. This is independent of the emission pattern of the antenna as seen by the factoring of the element and array factors.

The second point about this equation is that its maximum location depends on the linear phase difference, \( \alpha \), between the antennas. The maximum of this equation is when \( \sin((kd \cos \theta + \alpha)/2) = 0 \), which occurs when \( \theta = \cos^{-1}(\frac{\lambda}{2\pi d}(-\alpha \pm 2\pi m)) \), where \( m \) is an integer. Thus, by changing \( \alpha \), we are changing the \( \theta \) at which the array factor has a maximum and physically steering a beam in the \( \theta \) direction. Fig. 1-4(a-b)

![Antenna Phase Distribution](image1)
![Array Factors](image2)

Figure 1-4: (a) The phase distribution of three different \( \alpha \) values. (b) The array factors for the three different \( \alpha \) values showing steering with a change of \( \alpha \).
shows the array factor of a 30-antenna phased array with a $d = 0.4\lambda$ for three different values for $\alpha$. The beam created by the phased array is steered with the change of $\alpha$. As expected from the $sinc()$ relationship, there are small side lobes on each beam.

Finally, the relationship $\theta = \cos^{-1}(\frac{\lambda}{2\pi d}(-\alpha \pm 2m\pi))$ can have multiple solutions since $m$ can be any integer. Physically, this causes additional beams, also called grating lobes or higher-order beams, to be emitted from the phased array. These beams are suppressed when the antenna spacing (or pitch), $d$, is less than $0.5\lambda$. When this is the case, only a single solution to $\theta = \cos^{-1}(\frac{\lambda}{2\pi d}(-\alpha \pm 2m\pi))$ exists that occurs when $m = 0$. As an example, the array factors for a 30-antenna phased array with different pitches are shown in Fig. 1-5(a). At every pitch increase of $\lambda$, two additional beams, one on each side, are created.

By having additional beams, power is radiated from the phased array in multiple directions which is undesirable for many applications such as ranging and data communication. Furthermore, since the additional beams are effectively aliases, the steering range of the phased array is limited because there is no benefit in steering beyond the spacing of two consecutive beams. Fig. 1-5(b) shows the full angle steering range of a phased array as a function of the pitch of the antennas. Only at pitches that are less than $0.5\lambda$ is a full steering range of $180^\circ$ achieved. Even at a pitch of $\lambda$, only a steering range of $60^\circ$ is possible. For optical phased arrays, this is currently

![Figure 1-5](image.jpg)

Figure 1-5: (a) The array factors for different antenna pitch values. (b) Maximum steering range of a phased array as a function of antenna pitch.
a very limiting factor. Since standard 220 nm height silicon waveguides are \( \sim 400 \text{ nm} \) wide and have to be placed \( \sim 1 \mu\text{m} \) apart to minimize evanescent cross-talk, the pitch is limited to about \( \lambda \) at 1550 nm. The largest steering range shown with an optical phased array with uniform pitch (as described in this analysis) is 51° with a pitch of \( 2.0 \mu\text{m} = 1.3\lambda \) [32]. Utilizing a non-uniform pitch can result in an increase of steering range but with an inherent loss of transmission power in the main beam. This was demonstrated in [21] to achieve a steering range of 80°.

The array factor in Eq. (1.4) is only a function of \( \theta \) and not a function of \( \phi \). This is expected since the one-dimensional array acts as a one-dimensional aperture and can only confine light in a single dimension. In order to collimate light in the other dimension, the element factor, \( E(\theta, \phi) \), must be a function of \( \phi \) and also have a peak much like the array factor. Optical phased arrays usually use grating based antennas in order to emit light out of the plane of the chip. For one-dimensional arrays, these antennas are oriented in the orthogonal spacial-dimension of the array in order to act as the second dimension of the total aperture of the array and confine light in the \( \phi \) dimension. A longer grating allows for a larger aperture in the antenna dimension and allows for a small spot size in the \( \phi \) dimension. Fig. 1-6(a) shows an example of an optical antenna based on a grating within a waveguide, and Fig. 1-6(b) shows the element factor of this antenna, \( E(\theta, \phi) \).

The element factor of this antenna greatly confines the light in the \( \phi \) dimension because it acts as a one-dimensional aperture. A longer antenna would further confine

Figure 1-6: (a) Example optical phased array antenna based on a long silicon waveguide grating. (b) Element factor, \( E(\theta, \phi) \), of the antenna.
the light in this dimension. The antenna is also $\theta$ dependent like the array factor since it is not a point source and has a finite width. This $\theta$ dependence allows for the suppression of the grating lobes caused by the array factor. In this example, the antenna emits straight upwards and has almost no power at $|\theta| > 50^\circ$ so any grating lobes at $>\pm 50^\circ$ will have minimal power. This suppression of the grating lobes is normally desirable and allows for more power in the main beam, even if the antenna pitch is $>0.5\lambda$. Another useful aspect of the element factor is that it can allow for steering in the $\phi$ direction. By tuning the response of the element factor to steer its peak throughout the $\phi$ dimension, two-dimensional steering can be accomplished with a one-dimensional phased array. For optical phased arrays, this is normally done through wavelength tuning since the antennas are grating based. For a grating with a single order, the wavelength dependence of the emission angle, $\phi$, is given by $\sin(\phi) = n_{eff} - \frac{\lambda}{\Lambda}$, where $n_{eff}$ is the effective index of refraction of the guided mode, and $\Lambda$ is the pitch of the grating [33].

Another important parameter of phased arrays is the aperture size, which is the number of antennas multiplied by the pitch, $Nd$. The aperture size determines the angular spot size of the beam, many times denoted as just spot size. This characteristic is a measure of how collimated the beam is and how much the beam diffracts and increases in physical size during propagation. A more collimated beam can propagate farther and still have a small physical beam size. This is important for ranging and data communication applications. The spot size is normally reported as a full-width half-maximum (FWHM) power size and has the units of radians or degrees. The spot size in radians can be approximated from Eq. (1.4) at small $\alpha$ and large $Nd$ as

$$SpotSize = \frac{2.78\lambda}{\pi Nd} \quad (1.5)$$

Eq. (1.5) shows that the spot size is inversely proportional to the aperture size of the array. For a given aperture size, the spot size is proportional to the wavelength of the emitted light. This is expected because larger wavelengths diffract more [34]. Chap. 5 will discuss some of the implications of the spot size.
The splitting and phase shifting architecture of one-dimensional optical phased arrays can be subdivided into two main categories: a tree architecture with a tree-like splitting network with individual phase shifters, or a cascaded phase shifter architecture. A tree-like splitting network with individual phase shifters consists of a $1 \times N$ splitter network, where $N$ is the number of antennas. This $1 \times N$ network can be created by having cascaded layers of $1 \times 2$ splitters, having a single $1 \times N$ splitter, or any other combination of splitters to have $N$ outputs at the last layer of the tree. After the splitting network, each antenna has an individually controlled phase shifter placed before it. A schematic of this architecture is shown in Fig. 1-7(a). A cascaded phase shifter architecture consists of a bus waveguide with alternating directional coupler taps and phase shifters. Thus, the phase shifters are cascaded, changing the phase of one of the phase shifters will change the phase of all antennas after it. A schematic of this architecture is shown in Fig. 1-7(b) with all of the phase shifters at the same phase.

Figure 1-7: Schematic of a (a) tree and (b) cascaded phase shifter architecture for one-dimensional phased arrays.

There are advantages and disadvantages to using each architecture. The tree architecture is very simple and inherently scalable in the photonics. However, since each antenna needs individual phase control, there are many control signals to the system. For silicon-photonic-only chips, this can be difficult when the number of
antennas is in the hundreds or greater since there is limited electrical contact pad space. The addition of CMOS electronics, either 3D heterogeneous [22] or monolithic integration [23], can alleviate this issue. For a cascaded architecture, it is not as scalable in the photonics since the cascaded phase shifter portion of the circuit often has a large footprint. However, for linear beam steering applications, a cascaded architecture allows for a single control signal that is tied to all of the phase shifters. This can greatly reduce system control complexity.

Phase modulation in optical phased arrays is primarily done using either the thermo-optic effect [19,32] or the plasma-dispersion effect [20] in silicon waveguides. The index of refraction of silicon is heavily dependent on temperature with a thermo-optic coefficient of $1.8 \times 10^{-4} \text{K}^{-1}$ [35]. Therefore, the thermo-optic effect allows for compact phase shifters ($<10 \mu\text{m}$). The small size of these phase shifters make them very useful for the cascaded phase shifter architecture. However, thermal phase shifters can require a lot of power. In order to achieve a $2\pi$ phase shift with a silicon thermo-optical phase shifter, electrical power on the order of 10 mW is needed. Therefore, if an optical phased array has 100 antennas, roughly 1 W of power is needed to fully steer the beam. Thermal phase shifters also suffer from cross-talk if not properly isolated. Furthermore, they are limited to time constants on the order of a few microseconds, which limits steering speed. An example thermal phase shifter is shown in Fig. 1-8(a) (from [32]). Another way to realize a phase shifter is to create a PN junction in silicon and utilize the plasma-dispersion effect by injecting

![Figure 1-8: (a) Thermal phase shifter. From [32]. (b) Illustration of a silicon rib waveguide with vertical PN and measured data of the PN junction.](image-url)
or removing carriers from the silicon waveguide. This changes the index of refraction of the waveguide slightly and changes the phase of the guided light [36]. However, by changing the number of carriers in the phase shifter, the optical loss also changes. This can broaden the spot size. Plasma-dispersion phase shifters do not suffer from cross-talk and can be driven at GHz speeds. However, they are fairly long, on the order of 100 μm to multiple millimeters depending on if they are carrier injection or carrier depletion phase shifters. Because of this, they can have high optical loss. A carrier depletion mode PN junction designed during this work is illustrated in Fig. 1-8(b). The measured change of effective index and loss as a function of voltage of this junction are also included.

1.3 Overview of Thesis

This thesis is structured as follows. Chap. 2 shows the first transmitting and receiving LIDAR module in silicon photonics. On-chip edge-couplers are used as a transmitter and receiver. The coherent detection method frequency-modulated continuous-wave LIDAR is utilized with an on-chip local oscillator and germanium photodetectors. Simultaneous distance and velocity measurements are taken. This system is further expanded on in Chap. 3 by utilizing phased arrays as a transmitter and receiver. The design and characterization of this phased array is described and the initial results of the LIDAR system is presented at the end of the chapter. Though this is the first coherent LIDAR demonstration based on optical phased arrays, this system is still constrained by input power limitations and relatively small aperture size. Looking towards the future, Chap. 4 covers the design and experimental results of the first optical phased array based on silicon nitride waveguides and antennas. Silicon nitride is utilized in order to increase the possible input power to the phased array, which is crucial for a long-range LIDAR system. A main beam output power of 520 mW is shown. Afterwards, Chap. 5 demonstrates record-breaking ultra-large-scale 4×4 mm² aperture optical phased arrays. These phased arrays are shown to be near diffraction limited showing the fidelity of the fabrication process and ability to scale the phased
arrays even further. Finally, Chap. 6 shows one-dimensional optical phased arrays at visible wavelengths which has applications in bathymetric LIDAR and more.
Chapter 2

LIDAR on a Chip

This chapter demonstrates a chip-based device to perform ranging and velocity measurements and shows a combined transmitting and receiving LIDAR module in silicon photonics technology for the first time. It is based on frequency-modulated continuous-wave (FMCW) LIDAR [7]. FMCW LIDAR is a coherent detection method that offers an advantage over time-of-flight (TOF) detection techniques in an integrated setting. This is because Geiger-mode avalanche photodiodes [8, 37] and high-speed electronics are not required, and modest germanium photodetectors and simple electronics can be utilized. This allows for a simpler and more cost effective implementation.

2.1 Device and FMCW LIDAR Overview

The effective silicon photonic LIDAR device that this chapter covers is shown in Fig. 2-1(a). The full device was originally designed for heterodyne interferometry and is described in [38]. LIDAR measurements can be taken by only measuring the measurement arm. It was fabricated using 193 nm immersion lithography on a 220 nm-thick silicon-on-insulator (SOI) wafer with 2 μm buried oxide (BOX). It consists of an input edge-coupler based on a silicon inverse-taper. On chip, the input optical power is split using an adiabatic splitter to act as a local oscillator (LO) and transmitted signal (TX). The TX signal is coupled off-chip with an edge-coupler and then is
Figure 2-1: (a) Illustration of the effective device consisting of silicon photonic chip with collimating lens. Full device described in [38]. (b) Concept of frequency-modulated continuous-wave LIDAR with triangular modulation.

collimated with a lens and incident to a target. Light reflected off the target (RX) is received through another edge-coupler and is beaten against the LO and input to on-chip balanced germanium photodetectors. The photodetectors are similar to those described in [22]. An external transimpedance amplifier (TIA) is used to convert the photocurrent to a voltage that is analyzed by an oscilloscope.

When the input laser to the device is swept in frequency, FMCW LIDAR can be performed. The concept of FMCW LIDAR with triangular modulation is illustrated in Fig. 2-1(b). Because there is a time delay, $\Delta t$, between the on-chip LO signal and the RX signal due to the propagation time to the target, the two signals have a different optical frequency when beaten together because of the frequency swept input laser. When the LO and RX signal are beaten together, for a stationary target, a single electrical beat frequency, $f_{Dis}$, occurs that is proportional to the distance to the target. This frequency is given by $f_{Dis} = \Delta t \hat{s} = \frac{2d}{c} \hat{s}$, where $\Delta t$ is the time delay of the LO and RX signal, $\hat{s}$ is the sweep rate of the laser, $d$ is the distance to the target, and $c$ is the speed of light. For a moving target, two distinct beat frequencies, $f_{IF1}$ and $f_{IF2}$, occur in different time regions depending whether the laser is sweeping upwards or downwards. The difference of these two beat frequencies is the twice Doppler shift that occurs when the transmitted light hits the moving target, $f_{IF1} - f_{IF2} = 2f_{Doppler}$. The average of the two beat frequencies is proportional to the time-of-flight distance
to the target, \( \frac{f_{IF1} + f_{IF2}}{2} = f_{Dis} \).

### 2.2 Balanced Photodetector

The most important component of the device shown in Fig. 2-1(a) is the on-chip balanced detector that beats the LO and the RX signals and produces an electrical signal whose frequency contains information about the distance and velocity of the target. A layout rendering of the balanced photodetector is shown in Fig. 2-2. It consists of two inputs, the LO and the RX, that are coupled together using an adiabatic coupler based on mode-evolution [39]. The two outputs of the adiabatic coupler are input to separate on-chip germanium photodetectors. These photodetectors are connected in series, and thus their currents subtract at the electrical node that connects them. This current at this point of the circuit is the signal current that is input to an amplifier.

![Diagram of balanced photodetector](image)

Figure 2-2: Layout rendering of the balanced photodetector consisting of an adiabatic coupler and two germanium photodetectors.
To show that this detector does produce the desired beat frequency between the LO and the RX signals, we can describe the input to the balanced photodetector by the vector

$$\text{Input} = \begin{bmatrix} \sqrt{P_{LO}} e^{j\omega_{LO}t} \\ \sqrt{P_{RX}} e^{j\omega_{RX}t} \end{bmatrix} \quad (2.1)$$

where $P_{LO}$ and $P_{RX}$ are the optical powers, and $\omega_{LO}$ and $\omega_{RX}$ are the optical frequencies of the LO and the RX signal, respectively. Utilizing the transfer matrix of the adiabatic coupler, the output of the adiabatic coupler and thus the input to the two photodetectors can be found

$$\text{AfterCoupler} = \left( \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix} \right) \begin{bmatrix} \sqrt{P_{LO}} e^{j\omega_{LO}t} \\ \sqrt{P_{RX}} e^{j\omega_{RX}t} \end{bmatrix} = \frac{1}{\sqrt{2}} \begin{bmatrix} \sqrt{P_{LO}} e^{j\omega_{LO}t} + \sqrt{P_{RX}} e^{j\omega_{RX}t} \\ \sqrt{P_{LO}} e^{j\omega_{LO}t} - \sqrt{P_{RX}} e^{j\omega_{RX}t} \end{bmatrix} \quad (2.2)$$

The current that each photodetector produces can be found by multiplying each output by its complex conjugate along with the responsivity of the photodetector, $R$. In our mathematical formation, this is done with a vector element-wise product.

$$\text{Currents} = \frac{R}{2} \begin{bmatrix} \sqrt{P_{LO}} e^{j\omega_{LO}t} + \sqrt{P_{RX}} e^{j\omega_{RX}t} \\ \sqrt{P_{LO}} e^{j\omega_{LO}t} - \sqrt{P_{RX}} e^{j\omega_{RX}t} \end{bmatrix} \odot \begin{bmatrix} \sqrt{P_{LO}} e^{-j\omega_{LO}t} + \sqrt{P_{RX}} e^{-j\omega_{RX}t} \\ \sqrt{P_{LO}} e^{-j\omega_{LO}t} - \sqrt{P_{RX}} e^{-j\omega_{RX}t} \end{bmatrix} =$$

$$\frac{R}{2} \begin{bmatrix} P_{LO} + P_{RF} + 2\sqrt{P_{LO}P_{RF}} \cos((\omega_{LO} - \omega_{RX})t) \\ P_{LO} + P_{RF} - 2\sqrt{P_{LO}P_{RF}} \cos((\omega_{LO} - \omega_{RX})t) \end{bmatrix} \quad (2.3)$$

Finally, since the photodetectors are in series, the two currents subtract to get our final current signal

$$\text{Signal} = 2R\sqrt{P_{LO}P_{RF}} \cos((\omega_{LO} - \omega_{RX})t) \quad (2.4)$$

We see that the output current signal of the balanced photodetector is a sinusoid with a frequency that is the difference of the optical frequencies of the LO and the RX.
signal as desired, i.e. it is the beat frequency between the two. There is also no DC component to the signal. This is desirable because a DC component could saturate the TIA after the photodetectors. Additionally, since the signal arises through coherent mixing of the LO and the RX optical signals, it is proportional to the square root of the product of the LO and the RX optical powers. Therefore, the signal is amplified by the LO.

The performance of the balanced detector is dependent on the performance of the adiabatic splitter and the germanium photodetectors. The adiabatic splitter should split exactly 50/50 or there will be some undesired DC photocurrent and a portion of the AC signal will be subtracted out. An individual adiabatic splitter was measured, and the results are shown in Fig. 2-3(a). Over a wide bandwidth, the splitting ratio of the splitter is near 50/50, showing good performance. For the photodetectors, the output current signal is proportional to the responsivity, so a high responsivity is crucial. Fig. 2-3(b) shows the measured responsivity of a single photodetector. A high responsivity of 1A/W is measured at a wavelength of 1550nm. At longer wavelengths, the responsivity drops off because germanium has a lower absorption at these wavelengths.

![Figure 2-3](image_url)

Figure 2-3: (a) Measured response of a single adiabatic coupler. (b) Measured photodetector responsivity.
2.3 Laser Diode Characterization

The other important component of the LIDAR system shown in Fig. 2-1(a) is the laser diode itself. Although it is off-chip, the laser diode determines the resolution of the device. A linear optical frequency sweep is needed in the FMCW scheme shown in Fig. 2-1(b) in order to achieve constant beat frequencies. If the sweep is not linear, then the beat frequencies continuously increase or decrease in time [40]. If our detection scheme is a simple discrete Fourier transform (DFT) module, then the frequency resolution is greatly decreased because of spectral leakage into neighboring frequency bins. This fundamentally limits the ranging resolution of the LIDAR device. There are some signal processing algorithms that allow a non-linear laser sweep [41–43] but are outside the scope of this thesis.

A 40 mW JDSU laser diode at 1543 nm is used here as the laser source. The laser diode can be swept by modulating the injection current in a triangular fashion. The injection current modulates the optical frequency due to a combination of the plasma-dispersion effect and the stronger (but slower) thermo-optic effect. However, modulating the injection current linearly does not necessarily produce a linear frequency sweep. In order to engineer a current sweep to produce a linear frequency sweep, the frequency of the laser diode was measured at various injection currents using an optical spectrum analyzer and is shown in Fig. 2-4(a). As Fig. 2-4(a) indicates,

![Figure 2-4](image.png)

Figure 2-4: (a) Measured laser diode frequency as a function of injection current. (b) Back-calculated current ramp to produce a linear frequency sweep.
the laser diode does not have a linear frequency response with current. However, this curve can be back-calculated to produce an adjusted current ramp that results in a linear frequency sweep (Fig. 2-4(b)). It is also important to note that the different frequency responses of the thermo-optic and the plasma-dispersion effect makes the adjusted current ramp invalid at high sweep frequencies since it was calculated using the DC response [44].

Even with this adjusted current ramp, the frequency sweep of the laser will not be exactly linear. This is due to the discontinuities at the edge of the sweeps and the relaxation time of the laser, which causes a transient response. In order to reduce spectral leakage while doing DFT analysis, time-gating is utilized in our DFT module as shown in Fig. 2-5. Only a portion of each time domain frequency region undergoes the DFT calculation, the portion that contains the transients is not included. The DFT calculated region is made as long as possible without the effect of spectral leakage due to the non-linearities because having a long observation time allows for a smaller DFT resolution.

Figure 2-5: Example of time gating the photodetector signal to reduce the effects of the transients.
2.4 Experimental Results

The following experimental results were taken on the setup shown in Fig. 2-6. It consisted of a 1.5 m long Aerotech motorized stage with speed control up to 300 mm/s. The target used was a cube reflector. The silicon photonic LIDAR device is on a $6 \times 25 \text{mm}^2$ chip. Light was input to the chip using a cleaved SMF-28 fiber and the output TX light was collimated with a $20\times$ objective.

Figure 2-6: Experimental setup utilizing a 1.5 m motion track.

2.4.1 Homodyne Doppler Measurements

First, in order to test the receiving capabilities of the device and the electronics, homodyne Doppler measurements were taken. The concept of this measurement is shown in Fig. 2-7(a). This measurement does not consist of sweeping the input laser and directly determines the Doppler shift of a moving target. The TX/RX signal undergoes a Doppler shift when hitting a moving target. When the RX is

Figure 2-7: (a) Concept of homodyne Doppler measurements. (b) Experimental results of the homodyne Doppler measurements with a theoretical line of the speed dependent Doppler shift. (c) Speed error of the data set in (b).
beaten against the LO, the Doppler beat frequency is produced. When the target is not moving, there is no beat frequency between the RX and the LO. The speed of the target was varied utilizing the motorized stage, and the beat frequency was measured when the target was 1m away from the device (Fig. 2-7(b)). The beat frequency matched the theoretical Doppler shift for each speed. The speed error for each measurement is shown in Fig. 2-7(c). The maximum absolute error was 2mm/s. The average and maximum relative error were 0.7% and 2.2%, respectively, thus showing the accuracy of the receiving module of the device.

2.4.2 Stationary Target Measurements

FMCW measurements were then taken by modulating the injection current of the laser diode. As mentioned previously, the injection current was modulated with an arbitrary function generator, and the driving function was designed for a linear optical frequency sweep in a triangular fashion. Measurements were first taken on a stationary target at varying known distances at 10mm intervals and, for this experiment, the laser injection current triangular frequency was 100Hz, and the resulting optical frequency sweep rate was 6.4 THz/s. Fig. 2-8(a) shows the measured beat frequency at each distance. The target distance ranged from 0.5m to 2.0m. As expected, the beat frequency is proportional to the distance to the target. Fig. 2-8(b) shows the Fourier transform of the raw data for different distances spaced at 10mm intervals. Each peak is resolved in the frequency domain. Finally, a histogram of the error in

Figure 2-8: (a) Measured beat frequency at various stationary target distances at 10mm intervals. (b) Fourier transform of time domain data in (a) showing resolved frequency peaks. (c) Distance error of the measurements shown in (a).
the distance measurements is shown in Fig. 2-8(c). Absolute errors were less than 10 mm for distances up to 2 m, showing a noise-limited resolution of 20 mm. The maximum relative error was 0.75%. Measurements taken on separate days were seen to have had similar error figures.

2.4.3 Moving Target Measurements

FMCW measurements were then taken on a moving target at various speeds and distances. The four velocities measured were 75, 150, 225, and 300 mm/s at distances ranging from 0.5 m to 2.0 m. In this experiment, the laser current triangular frequency was increased to 5 kHz in order to increase the laser sweep rate to 190 THz/s. This was to ensure that the Doppler shift frequency would be less than the beat frequency seen for a stationary target. The two measured beat frequencies in the different time domain regions for each measurement are shown in Fig. 2-9(a) along with the average beat frequency. The calculated velocity of the target for each measurement

![Graphs showing moving target measurements and velocities](image)

Figure 2-9: (a) Measured beat frequencies for a moving target while sweeping velocity and distance. (b) Calculated velocity of the data set in (a), black lines show actual velocity. (c) Raw time domain data of the 0.5 m target measurements at four different velocities.
is shown in Fig. 2-9(b). The raw data for the experiments when the target was at 0.5 m is plotted in Fig. 2-9(c). The two frequency regions are clearly seen. As the target velocity increases, the difference of the two frequencies increase as expected, but their average remains the same since the target is at a constant distance.

A histogram of the distance error of these measurements is shown in Fig. 2-10(a), and a histogram of the error of velocity is shown in Fig. 2-10(b). The distance measurement had a maximum absolute error of 20 mm and a maximum relative error of 3.2%. The average relative error of the velocity measurement was 1.9%. The overall increase of error in this experiment is caused by the faster laser sweep being slightly non-linear. Further optimizations on the linearity of the sweep could be performed using optoelectronic feedback [45–47].

![Figure 2-10: Error of calculated target (a) distance and (b) velocity of the data set in Fig. 2-9(a).](image)

### 2.5 Conclusion

In conclusion, a silicon photonic FMCW LIDAR system with transmitting and receiving waveguides and photodetectors has been demonstrated. Homodyne Doppler measurements and LIDAR with simultaneous distance and velocity measurements were performed with a 2 m range, 20 mm resolution, and respectable error figures. This work demonstrates a chip-based device to perform ranging and velocity measurements and shows a combined transmitting and receiving LIDAR module in silicon.
photonic technology for the first time. Furthermore, the device was fabricated in a state-of-the-art CMOS foundry on a 300 mm wafer and can be mass-produced at a low chip cost.
Chapter 3

Grouped Cascaded Phased Array
for Integrated LIDAR

In Chap. 2, a silicon photonic frequency-modulated continuous-wave (FMCW) LIDAR module was shown. However, this device could not perform beam steering since edge-couplers were used for transmitting and receiving. The purpose of this chapter is to develop a phased array that can replace the edge-couplers in order to realize a silicon photonic LIDAR module that has steering capability. This phased array needs to have simple control so it can be easily integrated into the system developed in Chap. 2 but still have an adequate aperture size in order to effectively collimate and receive a beam.

3.1 Phased Array Design

3.1.1 Grouped Cascaded Phase Shifters

A phased array with a cascaded phased shifter architecture was designed in order to be placed in a FMCW LIDAR system. The primary reason for this choice of architecture was that an antenna count of at least 50 elements was needed. This number of antennas was necessitated by the required aperture size for a small spot size and the demand for a large receiving area. Due to the large antenna count, using a
tree architecture would require over 100 electrical input signals to drive such a system. 3D integrated CMOS electronics [22] were not available on this fabrication run, and incorporating this number of signals in a single photonic-only system was considered too risky for a first iteration of an integrated LIDAR system with phased arrays. Unlike previous phased arrays with a cascaded architecture [32], it was decided to have the phase shifters grouped into three separate electrical signals, instead of only one, in order to correct for any phase noise in the device due to fabrication errors. This architecture is shown in Fig. 3-1(a) and is called a grouped cascaded phase shifter architecture. Each continuous third of the phase shifters are connected to a distinct electrical signal and allows the control of the linear phase ramp within only those phase shifters. If the three portions have different built-in passive linear phase ramps due to fabrication errors, then the grouped phase shifters can correct it. This allows for a more robust device than if there were only a single control signal, which would not allow for any phase noise correction. More groups allow for greater correction at the cost of additional input signals to the phased array. Three groups were chosen because the full LIDAR system could still be controlled with an available 9-pin DC probe.

Figure 3-1: (a) Schematic of a grouped cascaded phase shifter architecture with three groups. (b) Concept of sub-phased arrays formed by a grouped architecture showing the ability to create multiple beams.
Another interpretation of this architecture is that we are separating the phased array into three sub-phased arrays that are independently controlled. This concept is shown in Fig. 3-1(b) utilizing an example with a 50-element, 1.3λ pitch, grouped cascaded phased array. When the three phase shifter groups are set to different values, three distinct first-order beams are seen within the far field. This is each sub-phased array emitting a separate beam from the others since its linear phase ramp is distinct. When two of the phase shifter groups are set to the same value, two beams are seen within the far field with one having a smaller spot size than the other. This is because the two sub-phased arrays that have the same phase values are now acting as a single phased array with a larger aperture. Finally, all three phase groups can be set to the same value so a single, small spot size beam is emitted.

3.1.2 Phase Shifter and Splitter Design

Thermal phase shifters based on adiabatic bends were used as phase shifters in this phased array [32,48]. The adiabatic bend consists of a single-mode 400 nm-wide silicon waveguide that is increased in width as it is bent 180°. It is increased to a width of 1 μm with an outer radius of 6 μm. Silicon tethers are placed on the inner wall of the bend which are electrically contacted with tungsten plugs to a copper routing layer. Because of the design of the adiabatic bend, the guided light does not interact with these tethers, thereby allowing for a low-loss electrically contacted bend. This bend, including the contact tethers, was simulated with finite-difference time-domain (FDTD) simulations to have an efficiency of 99.5%. To create an electrical resistor with the majority of the resistance within the waveguide, the tethers are heavily N-doped and the waveguide is lightly N-doped. This allows for an efficient thermal phase shifter since most of the Joule heating occurs in the waveguide with a high overlap with the optical mode.

In order to tap off light in-between each thermal phase shifter, directional couplers were used. This was done by placing a 400 nm-wide silicon waveguide adjacent to the thermal phase shifter right before the adiabatic bend. An example layout of this, including the N-doping and the routing metal, is shown in Fig. 3-2(a). The coupling
percentage of this coupler was simulated in FDTD, and the results are shown in Fig. 3-2(b) with a fitted theoretical $\sin(\theta)^2$ curve. The coupling strengths of the directional couplers were synthesized to produce uniform power to each antenna by increasing the coupling strength between subsequent couplers. In previous work, this has been performed utilizing a hyperbolically increasing coupling strength [32, 48], $c_n[n]$, given by

$$c_n[n] = \frac{1}{N + \frac{1}{c_N} - n}$$

where $N$ is the total number of antennas, $n$ is the index (1-based) of the current antenna, and $c_N$ is the fixed coupling of the last antenna which can take any value. When $c_N = 1$, the last directional coupler will couple all the light from the bus. Not doing this can be useful, since otherwise, the last few directional couplers can have a large coupling length in order to achieve high coupling values. This can greatly change the phase response of these directional couplers. If the phase response of the directional coupler is not accounted for with passive delay structures (as it is not done in this work), then having a different phase response in the last few directional couplers breaks the passive linear phase ramp between the antennas and can be detrimental to the phased array performance. However, if $c_N \neq 1$, there is some power loss given by $(1/c_N - 1)/(N + 1/c_N - 1)$. Therefore, in this work, we set $c_N = 1/4$ to have a power...
loss of $<10\%$ but still have similar directional couplers throughout the structure.

Eq. (3.1) assumes that the phase shifters in-between the antennas are lossless. However, in this work, more rigor was desired, and the loss of the phase shifter was included in the coupler synthesis. If a phase shifter efficiency, $\eta$, is included in-between each directional coupler, then the strength of the coupling to produce uniform power to each antenna is given by the formula

$$c[n] = \frac{1 - \eta}{\eta^{n-N}(\eta + \frac{1-\eta}{c_N}) - \eta}$$

(3.2)

The full derivation of this formula is outside the scope of this section but can be derived by solving the recurrence relation $c[n] = \eta(1-c[n])c[n+1]$ with the initial condition $c[N] = c_N$. As expected, it can be seen by using L’Hôpital’s rule that the limit of Eq. (3.2) when $\eta \to 1$ is identical to Eq. (3.1). Eq. (3.2) with an estimated $\eta = 0.99$, along with the fitted FDTD coupler values shown in Fig 3-2(b), were used for the directional coupler design and synthesis for 50 couplers and antennas.

3.1.3 Antenna Design

The antenna used in this phased array was based on a grating in a silicon waveguide. The grating is created by periodically perturbing inwards with a full etch in a 400 nm-wide, 220 nm-thick silicon waveguide. Utilizing a full etch instead of ridge etch mitigates the risk of over or under etching the waveguide. Polycrystalline silicon

![Figure 3-3: (a) Rendering of a portion of a full etch based antenna. (b) Perturbation strength as a function of perturbation distance.](image)
overlays can reduce this risk [49] but are not available in this fabrication process. A rendering of a portion of this antenna is shown in Fig. 3-3(a).

These perturbations cause a portion of the guided light within the waveguide to be scattered. The strength of the perturbation was simulated as a function of the inwards perturbation distance using an FDTD simulation. In this simulation, light passed through a waveguide with 12 perturbations and the total power left in the waveguide mode was measured. A graph of the perturbation strength as a function of perturbation distance is shown in Fig. 3-3(b). The unit of the perturbation strength is in %/µm which is conveniently plotted in dB/µm. For example, 0.1%/µm = -30 dB/µm, which means that 0.1% of the light is emitted after 1 µm. For 500 µm-long antennas, which was our goal antenna length for this device, Fig. 3-3(b) shows that the relevant perturbation distances range from 7 nm to around 20 nm. Although this is a small range, our fabrication process has a 1 nm mask resolution that allows for perturbations of this size to be fabricated and different perturbation distances to be resolved.

If a uniform perturbation is used in the antenna, then there is a fixed delay rate along the antenna, and exponential emission occurs in the near field. Though simple to design, this makes the effective length of the antenna shorter than the physical length because certain portions of the antenna emit more than others. This increases the spot size from a rectangular aperture diffraction limited spot in the antenna dimension. Furthermore, a phased array with an exponential emission pattern is less efficient at receiving than one with a uniform emission pattern. Any incoming light to the phased array will effectively be a plane wave with a uniform intensity pattern. The mismatch between this plane wave and the emitted mode denotes a less efficient receiver antenna. Another interpretation of why a uniform perturbation is less efficient at receiving is to note that forward-backward symmetry along the antenna is not broken. As a result, any received light will be split equally towards and away from the output of the receiving phased array. Therefore, uniformly emitting antennas were designed instead of exponentially emitting antennas. This is done by hyperbolically increasing the antenna strength.
This can be derived by solving the following differential equation relating the guided and scattered power and the perturbation strength

\[ \frac{dW(x)}{dx} = -W(x)P(x) = -S(x) \]  

where \( W(x) \) is the power of the guided light in the antenna at location \( x \), \( P(x) \) is the perturbation strength at location \( x \), and \( S(x) \) is the power of the light scattered at location \( x \). If \( S(x) \) is set to be uniform, \( S(x) \equiv c \), then \( P(x) \) is solved to be \( P(x) = \frac{c}{c_1 - x} \), where \( c_1 \) is some constant. The mathematical formulation in Eq. (3.3) can be used to solve for an arbitrary emission pattern.

Fig. 3-4(a) shows the perturbation distance required at a length away from the end of the antenna to realize uniform emission, i.e. a hyperbolically increasing perturbation strength. However, when the perturbation distance is changed throughout different grating periods, the optical lengths also change because the effective index changes. If this problem is not corrected, different grating periods will emit at different angles. Therefore, the physical grating pitch must increase as the perturbation distance increases. Fig. 3-4(b) shows the needed grating pitch for a given perturbation distance in order to maintain a grating optical length of 1.55 \( \mu \)m. This will make the antenna emit straight upwards with an input light of 1550 nm.

Figure 3-4: (a) Perturbation distance needed throughout the antenna to produce uniform emission. (b) Grating pitch needed as a function of perturbation distance for straight up emission at \( \lambda = 1550 \) nm.
3.2 Experimental Results

3.2.1 Phased Array Characterization

Fig. 3-5(a) shows a 3D rendering of the optical phased array. The phased array consists of 50 grating-based antennas placed at a 2 𝜇m pitch. The array factor of this device predicts a main beam full-width half-maximum (FWHM) intensity spot size of 0.80° in the lateral direction and grating lobes at ±51° when the main beam is centered at 0°. The antenna length is 500 𝜇m and, as mentioned before, the antennas are designed to have a uniform emission pattern. The element factor of this antenna predicts a 0.16° FWHM intensity confinement along the antenna direction. The optical phased array was fabricated using 193nm immersion lithography on a 300 nm silicon-on-insulator wafer with 220 nm silicon height and 2 𝜇m buried oxide. Scanning electron microscope (SEM) images of the device are shown in Fig. 3-5(b-d) after etching the top silica cladding.

1550 nm light was input into the phased array, and the near field emission pattern was measured (Fig. 3-6(a)). Uniform emission is seen in the antenna dimension, showing that the hyperbolically increasing antenna strength worked as designed. In the array dimension, there is a slight increase of power to each antenna, showing that
the directional couplers were weaker than designed. Fig. 3-6(b-d) shows the far field emission patterns of the phased array when mimicking the simulations in Fig. 3-1(b).

Fig. 3-6(b) shows the measured far field intensity of the phased array when the three grouped cascaded phase shifters are set to different voltages. Three distinct beams in the far field are measured corresponding to each group respectively. Fig. 3-6(c) shows the far field when group 2 and group 3 are pointed in the same direction. The spot size of this merged beam is smaller as the effective aperture of the phased sub-array is increased. Fig. 3-6(d) shows the far field when all three groups are pointed in the same direction showing a single, uncorrupted beam within the NA of the lens (NA=0.4, angle radius=23.6°). The beam has the smallest spot size when the three groups are controlled by slightly different voltages, 5.6 V, 5.5 V and 5.1 V in this case, proving the benefit of adding voltage control groups within the cascaded phase shifter architecture. In order to accurately measure the spot size, a lower NA lens (NA=0.25) was used and the intensity profile is shown in Fig. 3-6(e). The FWHM intensity of the beam is measured to be 0.85°×0.18° and is in good agreement with the theoretical value of 0.80°×0.16°. Small side lobes are observed on the side of the beam at angle offsets that agree with the theoretical array factor. The side lobes have

Figure 3-6: (a) Near field of the array. (b) Far field of the array when the three phase shifter groups act as three phased sub-arrays, (c) as two phased sub-arrays, (d) as a single phased array. (e) Close up of the far field spot. (f-g) Intensity cuts of the far field spot indicated in (e).
8 dB suppression. Intensity cuts of the beam in Fig. 3-6(e) are shown in Fig. 3-6(f,g).

Fig. 3-7(a) shows the far field of the device when steered using both thermal and wavelength tuning. Thermal tuning only steers in the lateral direction, $\theta$, while wavelength tuning primary steers in the antenna direction, $\phi$, but also slightly in the lateral direction because of the inherent optical path length mismatch in the cascaded phase shifters. With thermal steering using 0–1.2 W electrical tuning power, and wavelength tuning from 1454 nm to 1641 nm, a steering range of $46^\circ \times 36^\circ$ is achieved.

Fig. 3-7(b) shows the output of the phased array when an IR card is placed adjacent to it. A strong main and grating lobe are clearly visible. Another grating lobe on the other side of the main lobe is blocked by the electrical tuning probe, and therefore is not captured by the card. The grating lobes have similar powers to the main beam because of an imperfection in the design of the antennas, which can be mitigated simply by increasing the antenna width [50] from 400 nm to 610 nm. Despite strong grating lobes, the power in the main beam was measured to be 1 mW, limited primary by the non-linearities of the silicon waveguides.

With current device specifications, a lens-free free-space data link can be easily created. We modulated the input laser signal with a PRBS at 1 Mbps using an external LiNbO$_3$ modulator and transmitted the data through the phased array to free-space. The output from the phased array evolved into a beam size of $\sim 1.5 \times 0.3 \text{cm}^2$.

Figure 3-7: (a) Far field of the array at different thermal and wavelength tuning values. (b) Main beam and grating lobe output of the array seen with an IR card. (c) Free-space data link created with the phased array as a transmitter and a photodetector placed 1 m away.
after one meter and was received by an InGaAs photodetector. Fig. 3-7(c) plots the signal captured by the photodetector, where data speed was mainly limited by the photodetector used in the experiment. This is the first demonstration of a lens-free transmitter free-space optical data link using a phased array. Farther distances could be enabled by using a lens at the photodetector for more efficient power collection.

### 3.2.2 LIDAR System with Phased Array

Utilizing the phased array shown in the previous section, a LIDAR system was created by using a transmitter (TX) and receiver (RX) phased array. A schematic of this system is shown in Fig. 3-8(a). It is similar to the system shown in Chap. 2. The LIDAR system consists of a single input to the chip which is a silicon inverse-taper edge-coupler. 10% of the input light is tapped off the input with a directional coupler to act as a local oscillator (LO). The remaining 90% of the light is input to a transmitting phased array that is incident to a target. The light that reflects off the target is collected with a receiving on-chip phased array and is beaten with the LO and input to on-chip balanced germanium photodetectors. The electrical signal is amplified off-chip with a transimpedance amplifier (TIA) and is input to an oscil-

Figure 3-8: (a) Schematic of the on-chip LIDAR system with transmitting and receiving phased arrays. (b) Optical micrograph of LIDAR system. (c) Chiplet containing LIDAR system on top of a dime. (d) Packaged LIDAR system that was demonstrated at the 2016 DARPA Demo Day.
loscope for analysis. Fig. 3-8(b) shows an optical micrograph of the system with the major components labeled. The system is controlled using 9 electrical pads: 3 for the TX array, 3 for the RX array, 2 for the signal and bias of the balanced PDs, and 1 for ground.

To give a sense of size of this LIDAR system, Fig. 3-8(c) shows a 6×0.5 mm² chiplet that contains the system on top of a dime. The LIDAR system itself actually only has a footprint of 2.5×0.5 mm². This chiplet was packaged utilizing wirebonds from the on-chip pads to gold pads on a PCB and epoxying a fiber to the edge of the chip. The LIDAR operation of this packaged chiplet was demonstrated at the 2016 DARPA Demo Day in Washington D.C. A photo of the packaged device within a 3D printed housing is shown in Fig. 3-8(d).

In order to test the steered LIDAR operation of the device, three targets were set up in the laboratory at different incident angles from the chip as shown in Fig. 3-9(a). The targets were created with reflective tape. By steering the transmitting and receiving phased arrays simultaneously, each of the targets could be measured separately. The distance to each target is shown in Fig. 3-9(b), and the raw data from the photodetectors are shown in Fig. 3-9(c). A clean frequency is seen in the raw data that was proportional to the distance to the target. No noticeable cross-talk between targets was measured, indicating that the beam was confined to be incident on a single target. Unfortunately, the angle range shown, about 20°, was near the limit that could be measured due to thermal cross-talk between the phase shifters and the balanced photodetectors. Future iterations of the device will ensure that the photodetectors are thermally isolated from the phased arrays. Alternatively, electro-optic phase shifters will be utilized.
Figure 3-9: (a) Image of targets in the lab placed at different angles away from the chip. (b) Ranging results of each target. (c) Raw photodetector data for each target.

### 3.3 Conclusion

In conclusion, a phased array with a grouped cascaded phase shifter architecture has been demonstrated. A spot size of $0.85\degree \times 0.18\degree$ and a steering range of $46\degree \times 36\degree$ were measured. A FMCW LIDAR system was created with a transmitting and receiving phased array, and initial results were shown. This FMCW LIDAR system was the first demonstration of a coherent integrated LIDAR system based on optical phased arrays and paves the way for LIDAR on a chip technology in the future.
Chapter 4

High Power Silicon Nitride Phased Arrays

The silicon-based phased array shown in Chap. 3 was power limited because of two-photon absorption and free-carrier absorption. The goal of this chapter is to establish the framework of passive silicon nitride (SiN) only phased arrays and demonstrate a high-power phased array that could not be achieved in silicon. Silicon nitride is a CMOS compatible material and has a higher optical bandgap than silicon [51] and a low $\chi^{(3)}$ non-linearity [52]. Because of this, silicon nitride waveguides can handle power on the order of watts [53], unlike silicon where two-photon absorption and free-carrier absorption dominates at powers of tens of milliwatts at 1550 nm. This property makes silicon nitride commonly used in integrated photonics for low-loss waveguides [54, 55], non-linear and quantum optics such as comb generation [56, 57], and quantum squeezing [58] and is also why silicon nitride was investigated here for high-output power phased arrays.

By utilizing silicon nitride in the splitter distribution network, the allowed input power to the array can be much higher than in silicon. However, silicon nitride does have some disadvantageous qualities. The index contrast of silicon nitride waveguides is low, thereby limiting the minimum bending radius to around 150 $\mu$m as compared to 5 $\mu$m in silicon. The thermo-optical coefficient of silicon nitride is small [59], making a tree splitter architecture more desirable than a cascaded phase shifter architecture.
The fabrication process used here has two plasma-enhanced chemical vapor deposited (PECVD) silicon nitride layers that are 200 nm thick with a 100 nm gap between them. In runs that include silicon and silicon nitride, the first nitride layer is 100 nm above the silicon layer. This allows for waveguide transitions between the layers. The long-term vision for phased arrays incorporating silicon nitride is to create the tree splitter distribution network in silicon nitride waveguides, then transition to a silicon layer for individual antenna phase shifting and emission.

4.1 Splitter Design

In order to split and distribute the input light into the antennas, $1 \times 2$ couplers were investigated. Higher order $1 \times N$ couplers were ruled out because of the inherent phase non-uniformity in the ports seen in many types of $1 \times N$ couplers [60]. Such non-uniformity would require phase compensation either actively or passively and would add complexity to the system. Simple adiabatic Y-junctions [61] were first investigated but, because these splitters require a small minimum spacing, they performed inadequately with efficiencies less than 90% when simulated with the constraints of our design rules. Instead, multi-mode interference (MMI) splitters were designed. Two different sizes were designed, a smaller MMI for the last stage of the tree to minimize evanescent crosstalk and a larger, more efficient MMI for the rest of the stages. Fig. 4-1(a) shows a to-scale rendering of the designed large MMI splitter. It consists of a waveguide input to a larger multi-mode waveguide region with two output waveguides. The input waveguide can support multiple modes, but only the fundamental mode should be input into the device. Consequently, an adiabatic linear taper must be used to achieve the desired waveguide size without exciting higher order modes. When the light from the input waveguide enters the larger multi-mode region, it excites numerous modes. The width and length of the multi-mode region are designed such that when these modes are excited, the input field will be self-imaged in two locations as seen in Fig. 4-1(b). The two output waveguides are then positioned at these locations. The approximate length of a $1 \times 2$ MMI splitter is $L_{MMI} = \frac{3\pi}{8\Delta\beta}$, where
Figure 4-1: (a) 3D rendering of a silicon nitride MMI splitter showing critical dimensions. (b) EME simulation of the electric field intensity throughout the splitter. (c) FDTD simulation results of the silicon nitride MMI splitter.

\( \Delta \beta \) is the difference of the propagation constants of the first and second mode of the multi-mode waveguide [62]. This assumes that the excitation of modes other than the fundamental and second order mode are negligible. Though this approximation is useful for intuition and estimation of the correct length of an MMI, a combination of eigenmode expansion (EME) and rigorous finite-difference time-domain (FDTD) simulations were used in this work to design the MMI length and the gap between the output waveguides. Because MMIs are based on multi-mode interference, they can suffer from small optical bandwidths as the effective index difference between the fundamental and higher-order modes changes with wavelength due to both material and waveguide dispersion. However, in silicon nitride, because the index contrast is low, the effective index differences do not change greatly with a change of wavelength. This allows for a splitter that is relatively broadband. Fig. 4-1(c) shows the MMI efficiency as simulated in FDTD. Efficiencies of over 98% were observed within the 1500-1600 nm band, showing the device works well in the S, C, and L bands. At a wavelength of 1550 nm, 99% efficiency is achieved.

The desired pitch of the silicon nitride array antennas is 4 \( \mu \text{m} \). The larger MMI designed above is 7 \( \mu \text{m} \) wide which when used as a last stage splitter only allows for a 1 \( \mu \text{m} \) gap. This is not large enough to ensure that there is not crosstalk between adjacent MMIs. In order to prevent this, a smaller MMI was designed whose width
of 5 µm allows for a 3 µm gap between splitters at the last stage as seen in Fig. 4-2(a). This gap is large enough to ensure that there is no evanescent coupling between adjacent MMIs. Fig. 4-2(b) shows the efficiency of the small MMI in FDTD. It is limited to slightly over 94% at 1550 nm, but because there is only one stage of these splitters in the splitter tree, it was considered adequate.

Figure 4-2: (a) 3D rendering of the small silicon nitride MMI splitter in the final splitter tree stage. (b) FDTD simulation results of the small silicon nitride MMI splitter.

In order to couple into the splitter distribution network, an on-chip edge-coupler based on an inverse-taper was utilized. This inverse-taper was realized in the first nitride layer for ease of transition into the single-layer MMI splitters. The input width of the inverse-taper was 320 nm based on simulated modal overlaps with an input SMF-28 fiber mode. The inverse-taper was linearly tapered over 300 µm to a single-mode width of 1.5 µm. This taper length was determined utilizing EME simulations to ensure minimal loss. The MMI tree utilized sinusoidal-shaped s-bends between the MMI stages. These s-bends were designed such that the largest bend radius, which occurs at the beginning and end of the s-bend, was 200 µm or greater. Tapers were used in-between stages to convert the single-mode routing waveguide width to the input width of the MMIs. A 50 µm-long taper was used for the large MMIs, whereas no taper was needed for the small MMIs since the routing and input waveguide widths were the same. An image of the layout of a six-layer tree to a 4 µm antenna pitch is shown in Fig. 4-3(a). Fig. 4-3(b) shows the last two stages of the splitter tree. In
theory, this distribution scheme should produce low-loss results. Considering the six-
layer splitter tree, the estimated loss from the splitters are $\eta_s = (0.99)^5(0.94) = 0.89$. The
approximate length of this distribution tree is about 0.14 cm, so, assuming a moderate propagation loss of 2 dB/cm, the waveguide loss is $\eta_r = 0.14 \text{cm} \times 2 \text{dB/cm} = 0.93$. Thus, we get a total efficiency of $\eta_t = \eta_s \eta_r = 0.83 = 0.81 \text{dB loss}$.

Figure 4-3: (a) Layout of a six-layer tree to a 4 $\mu$m antenna pitch. (b) Close-up of the last two stages showing the use of the small MMI.

### 4.2 Antenna Design

Silicon nitride antennas can be realized similarly to those in silicon by creating inward perturbations on the side of the waveguide. In this section, mono-layer and dual-layer designs are presented. The mono-layer design has no layer transitions and allows for a low-risk approach to test our silicon nitride splitter tree but suffers from symmetric emission in the vertical direction. The dual-layer design allows for uni-directional emission because vertical symmetry can be broken. This has many benefits for phased arrays in order to increase power output.

#### 4.2.1 Mono-Layer Antenna Design

For the mono-layer design, the width of the antenna was chosen to be 1.5 $\mu$m, the same as the single-mode routing waveguide for simplicity (Fig. 4-4(a)). The antenna design process is similar to that in Sec. 3.1.3. The antenna is perturbed inwards.
periodically to scatter light. The period of this perturbation is designed such that the light emits upwards at 1550 nm. It was decided to keep the perturbation length fixed at 500 nm and alter the non-perturbed length in order to maintain straight-up emission as shown in Fig. 4-4(b). The perturbation pitch and perturbation strength as functions of perturbation distance are plotted in Fig. 4-4(c-d). As done in Chap. 3, the perturbation strength is found by simulating a waveguide in FDTD with a few perturbations and assessing how much light remains in the waveguide after the perturbations. An example simulation domain is shown in Fig. 4-5(a). In silicon nitride, lower perturbation strengths such as $-30 \text{dB/µm}$ have perturbation values around 100 nm. This is very different than the silicon antennas where similar strengths require perturbations on the order of 10 nm. This shows a benefit of using silicon nitride antennas since the feature sizes are larger and are easier to resolve in a wafer-scale projection lithography based fabrication process. Furthermore, the slope of perturba-
tion strength against perturbation distance is much less than in silicon meaning that a slight bias of perturbation distance in fabrication is not as detrimental and would not greatly increase or decrease the perturbation strength throughout the antenna. The antenna pitch and strength FDTD simulation results were fitted and used for antenna synthesis in layout.

Though a full >0.5 mm antenna cannot be simulated with FDTD, a portion can be simulated in order to confirm that the antenna emits upwards and that the far field is centered on the main beam. Fig. 4-5(a) shows the domain of an FDTD simulation in order to check the far field. This is actually the same simulation used in order to find the perturbation strength. It consists of a waveguide with 12 perturbations on it. There are three discrete Fourier transform (DFT) planes: one at the end of the waveguide to check the perturbation strength, one at the top of the domain to observe the emission pattern in the far field, and one on the side to measure how much power radiates completely sideways. Fig. 4-5(b) shows the far field of the 300 nm perturbation antenna (with a constant pitch). As designed, it emits straight upwards. The power is centered so the main lobe will have a greater power than the side lobes.

Figure 4-5: (a) FDTD domain of a small test antenna with one source plane and three DFT planes. (b) Far field of the antenna emission.
4.2.2 Dual-Layer Antenna Design

In our fabrication process, there are two layers of silicon nitride with a gap of 100 nm between them. This allows for the design of uni-directional antennas that utilizes a dual-layer waveguide that breaks vertical symmetry. The concept for unidirectionality with multiple layers is well known in fiber grating couplers and used in a variety of platforms such as monolithic CMOS [63], SiN-on-Si [64], and Ge-on-Si [65]. The basic concept is to have scattering elements that are offset vertically and horizontally. If these offsets are $\lambda/4$, constructive interference will occur in the upwards direction and destructive interference will occur in the downwards direction. Like the mono-layer antenna design, inwards perturbations on a waveguide can act as scattering elements. By having two perturbed waveguides on top of each other with a gap between, they can be vertically and horizontally offset. Fig. 4-6(a) shows a rendering of a dual-layer antenna. Two identical silicon nitride antennas are placed on top of each other with a horizontal offset between them. However, these antennas are not the same as the mono-layer antennas, and the entire antenna must be designed with a similar process as before.

The first step in designing the uni-directional antenna was to determine the horizontal offset needed. To find this, FDTD simulations of an antenna with a perturbation of 100 nm was used with perturbed and non-perturbed lengths that were

![Figure 4-6: (a) Rendering of a uni-directional antenna showing the two offset silicon nitride layers. (b) Uni-directionality of the antenna as a function of horizontal offset.](image-url)
estimated to emit straight-up. The offset between the first and second layers was swept, and the resulting directionalities of the antenna are plotted in Fig. 4-6(b). At an offset of approximately 210 nm, over 90% of the light is emitted upwards. This is the optimal offset for a wavelength of 1550 nm, and the directionality is limited to around 90% because the vertical offset between the two layers is not \( \lambda/4 \). In our platform, the vertical offset is constrained to be optimum for the laser devices.

Now that the offset between the two layers has been determined, the rest of the antenna can be designed. This process is similar to the mono-layer design. Fig. 4-7(a) shows a single period and the relevant lengths and cross-sections within it. The non-perturbed section length, \( L_f \), is fixed at 500 nm. At this point, the only length that is not determined is the length of the perturbation, \( L_p(p) \), where \( p \) is the perturbation value. In order to find this length, the antenna is designed to emit straight-upwards, i.e. the optical length of a period is equal to a wavelength. There are four cross-sections within a single period as shown in Fig. 4-7(b-e). Two of the cross-sections are when either the top or the bottom nitride is perturbed. Assuming the two nitride layers have similar indices of refraction, these cross-sections are mirror images of each other and can be described by a single effective index, \( n_a(p) \). Another cross-section is when there is no perturbation that has a constant effective index, \( n_{full} \). Finally, there is a cross-section that both the top and bottom nitride layers are perturbed which is described by \( n_s(p) \). \( n_a(p) \) and \( n_s(p) \) are both functions of the perturbation value and

![Diagram](image)

Figure 4-7: (a) Single period of the dual-layer antenna with fixed dimensions labeled. (b-e) Cross-sections throughout the antenna period with relevant effective indices. (f) Eigenmode solver results of the effective indices as a function of perturbation.
can be solved for in a 2D eigenmode solver. Fig. 4-7(f) shows the $n_a(p)$ and $n_s(p)$ values as a function of perturbation. When the perturbation value is 0, both $n_a(p)$ and $n_s(p)$ are equal to $n_{full}$.

All of these quantities can be related by defining the optical length to be equal to a wavelength as shown in Eq. (4.1). Then, $L_p(p)$ can be solved for as shown in Eq. (4.2).

$$\lambda \equiv L_o n_a(p) + (L_f - L_o)n_{full} + L_o n_a(p) + (L_p(p) - L_o)n_s(p) \rightarrow$$  \hspace{1cm} (4.1)

$$L_p(p) = \frac{\lambda + L_o(n_{full} + n_s(p) - 2n_a(p)) - L_f n_{full}}{n_s(p)}$$  \hspace{1cm} (4.2)

With all of the lengths designed for a given perturbation, the last step is to determine the perturbation strength at each perturbation. This is carried out in the same way as the mono-layer antenna, that is, it is found by simulating a waveguide with a few perturbations and determining how much light remains in the waveguide. After finding the perturbation strength and lengths as a function of perturbation, they are fit to polynomial functions and used for antenna synthesis in layout.

Finally, the far field of a portion of the antenna in the upwards and downwards direction can be analyzed. This is shown in Fig. 4-8(a-b) for 16 periods of the 100 nm perturbation antenna. The upwards direction has a single lobe that is slightly wider than the mono-layer design but is still centered. The downwards direction has an order of magnitude less peak power, and the total directionality of this portion of the antenna is calculated to be 91%.

![Figure 4-8: Far field in the (a) upwards and (b) downwards direction of 16 periods of the 100 nm perturbation uni-directional antenna.](image-url)
4.3 Experimental Results

The experimental results presented in this section were measured on a single passive silicon nitride reticle. The chips were fabricated on a 300 mm silicon wafer with a 6 μm buried oxide (BOX) under the first layer of silicon nitride. It contains two layers of silicon nitride as described before (and shown in [66]). There is a dicing trench that etches down to the silicon handle wafer that allows for dicing and fiber edge coupling.

4.3.1 Splitter Results

In order to experientially test the insertion loss of the MMI splitters, an unbalanced tree was fabricated, and the cutback method was employed. An illustration of an unbalanced tree is shown in Fig. 4-9(a). Each output of the unbalanced tree has passed through a different number of splitters. When plotting the transmission of each output on a graph as a function of the number of splitters that the path went through, the slope of the line will be the insertion loss of the splitter. Fig. 4-9(b) shows an optical micrograph of the measured unbalanced tree, and Fig. 4-9(c) plots the results of the cutback method on the small silicon nitride MMI. The slope of

![Figure 4-9: (a) Illustration of an unbalanced tree used to measure the MMI splitter insertion loss. (b) Optical micrograph of fabricated unbalanced tree. (c) Experimental measurements showing an MMI insertion loss of 0.36 dB for the small MMI.](image-url)
the line is 3.36 dB/MMI. The 3 dB portion is expected because of the 1×2 splitter operation. Thus, the 0.36 dB is the excess insertion loss.

The cutback method was carried out on both the small and the large MMI splitters for different wavelengths, and the results are shown in Fig. 4-10(a-b). The small MMI has an efficiency around 92% at a wavelength of 1550 nm which is close to the simulated value of 94%. The efficiency of the large MMI at 1550 nm is around 98% which is also close to the simulated value of 99%. However, the accuracy of the large MMI measurement may be compromised by only having 4 layers in the unbalanced tree. Because the MMI has such low loss, in order to have a more accurate measurement, more tree layers should be used in the future. We see the 98% as a lower-bound of the efficiency. Overall, these experimental results for the silicon nitride MMI splitters show that the devices perform similar to simulation.

![Graphs showing efficiency vs. wavelength for small and large MMIs.](image)

Figure 4-10: Measured (a) small and (b) large nitride MMI splitter efficiency as a function of wavelength using the cutback method.

### 4.3.2 Uni-Directional Antenna Results

Individual uni-directional antennas without a splitter tree were included on the mask in order to analyze antenna performance and directionality. Individual mono-layer antennas were also included as a control. In order to test the uni-directionality, the interaction between the downwards emitted light and the silicon substrate can be measured. This idea is shown in Fig. 4-11(a). The downwards emission will enter the substrate and reflect multiple times producing many possible paths. This causes
rings in the far field since at certain angles these reflections will constructively and destructively interfere as shown in the illustration in Fig. 4-11(b). This illustration is for a bi-directional point source emitter. An individual antenna will be confined in a single dimension because the antenna acts as a one-dimensional aperture. This allows for a portion of the rings to be seen in the unconfined dimension in the far field. The far field of the mono-layer antenna is shown in Fig. 4-11(c). The rings caused by the bi-directionality of the antenna is clearly seen as expected. The far field of the uni-directional antenna is shown in Fig. 4-11(d). Almost no rings are seen in the far field showing qualitatively that the antennas are uni-directional. There are a few ring fringes on the side of the antenna emission showing that some angles are not as uni-directional as others. This is expected from the simulated far fields in Fig. 4-8(a-b) since the emission at the larger angles, though smaller, has less directionality which results in fringes with greater visibility.

Figure 4-11: (a) Illustration showing how reflections within the silicon substrate causes multiple paths that interfere in the far field. (b) Simulated far field of a point source showing the rings caused by the interference of the multiple paths. From [48]. (c-d) Measured far fields of a mono-layer bi-directional individual antenna and a dual-layer uni-directional individual antenna. (e) Near field of an individual 1mm-long uni-directional antenna.

Fig. 4-11(e) shows the near field of the 1.0mm-long uni-directional antenna. This antenna was designed to emit uniformly, but it can be seen that most of the emission occurs in the later portions of the antenna. This was due to a layout error. During the antenna synthesis, the wrong perturbation sizes were used and the beginning of the antenna was too weak. This does not effect the uni-directionality but does
increase the far field confinement, since the effective one-dimensional aperture length is decreased. Some power is also lost since not all of it is radiated. Because there was not an output on the antenna test structure, the power lost cannot be accurately measured. This layout error has been fixed for future runs.

### 4.3.3 Phased Array Results

Fig. 4-12(a) shows an optical micrograph of a silicon nitride phased array with 64 antennas with a pitch of 4 μm (500×264 μm² aperture). This is a phased array with mono-layer antennas because of the layout error mentioned in the uni-directional antennas. This micrograph is of a chiplet that was diced out of a larger chip that was packaged by epoxying a cleaved SMF-28 fiber to the inverse-taper edge-coupler. To gain a sense of this chiplet scale, a photo of a similar chiplet on top of a dime is shown in Fig. 4-12(b). A box was 3D printed that allowed the placement of the chiplet and a fiber output. The final packaged device within the box is shown in Fig. 4-12(c). This device was demonstrated for the 2016 DARPA Demo Day in Washington D.C.

![Figure 4-12](image)

**Figure 4-12:** (a) Optical micrograph of the 500×264 μm² silicon nitride array. (b) Image of phased array chiplet on top of a dime. (c) Image of the packaged phased array chiplet that was demonstrated at the 2016 DARPA Demo Day.
In order to characterize the output of the phased array, a full chip was used instead of a packaged chiplet. A lensed fiber with a 6.5 μm spot diameter ($1/e^2$) was placed at the facet to couple to the edge-coupler with 1550 nm light. The edge-coupler efficiency with this fiber was estimated to be $-2.15\,\text{dB}$, based on measurements of a straight waveguide. Fig. 4-13(a) shows three of the five output beams of the phased array on an IR card. As seen in the figure, the main beam contains the majority of the output power.

The near field of the phased array is shown in Fig. 4-13(b) utilizing an IR camera (Goodrich SU640KTS-1.7RT). Care was taken to ensure that the camera was not saturated by utilizing a variable optical attenuator to decrease the input power to the array. Individual antennas have near uniform power at the beginning of the antenna, showing that the splitter distribution network worked as designed. An exponential decay is seen in the antenna dimension. This is expected since the antennas were designed to have a constant perturbation strength with a 5% power at the end of the 500 μm antenna. A constant perturbation strength over a hyperbolically increasing perturbation strength was chosen in order to mitigate any risk associated with the antenna in this first silicon nitride fabrication run. The main risk of a uniformly emitting antenna is having the pitch not change correctly with the increase of perturbation strength throughout the antenna. This greatly increases the spot size since different locations of the antenna will emit at different angles. The near field image shows about 15% power at the end of the array, indicating that the antennas are weaker than designed. This is easily fixed in upcoming iterations.

Fig. 4-13(c) shows the imaged far field of the array. A full-width half-maximum (FWHM) spot size of $0.31^\circ \times 0.2^\circ$ is measured. This is near the theoretical diffraction limit of $0.31^\circ \times 0.16^\circ$. The reason for the increase of spot size in the antenna dimension is that the antennas were designed to have an exponential emission pattern instead of a uniform emission pattern. Fig. 4-13(d-e) show the horizontal and vertical cuts of the far field of the array. A sinc() function is seen in both cuts further indicating that the array is near diffraction limited. The side lobe suppression is $\sim 10\,\text{dB}$.

In order to test the high-power operation of the phased array, a 10 W Er/Yb doped
Figure 4-13: (a) Output beams of the phased array. (b) Near field and (c) far field of the silicon nitride phased array. (d-e) Vertical and horizontal intensity cuts of the far field.

A fiber amplifier (Optilab EYDFA-40-R) was used as a source. 1584 nm light from a Keysight 81600B was used to pump the EYDFA. 1584 nm light instead of 1550 nm was used because the EYDFA operates in the L-band. The EYDFA has an output to a free-space beam with a beam diameter of 0.44 mm. In order to efficiently couple this to the phased array, a 0.38 mm beam diameter collimator to SMF-28 fiber was used (Thorlabs CFS2-1550-APC) to couple the free-space beam to a fiber. After coupling to SMF-28 fiber, a fiber-based polarization controller was used to ensure that the light was TE polarized, and then a lensed fiber was incident to the on-chip edge-coupler. A Thorlabs S145C integrating sphere photodiode power sensor was used to measure the power output of the main beam of the phased array. The maximum power output of the main beam was measured to be 520 mW limited by the efficiency of the system, including the free-space collimator and the on-chip edge-coupler. 4 W was estimated
to be in the fiber incident to the chip, giving a fiber to main beam efficiency of around \(-9\) dB.

4.4 Conclusion

In conclusion, a high-power silicon nitride based phased array has been demonstrated. A spot size of \(0.31^\circ \times 0.2^\circ\) and a main beam power of 520 mW were measured. This nearly diffraction limited spot and extremely high power indicate that the nitride splitter tree worked very well with minimal loss and phase noise. In the future, a hybrid optical phased array system in a silicon-nitride-on-silicon platform [67] with a silicon nitride splitting network and silicon phase shifters can be implemented. Within the silicon, individual antenna phase shifters can be realized using either the thermo-optic [19] or electro-optic [20] effect.
Chapter 5

Ultra-Large-Scale Passive Phased Arrays

In previous chapters, both active silicon and passive silicon nitride phased arrays were demonstrated. However, these phased arrays were relatively small-scale with aperture sizes of $500\times100 \ \mu m^2$ and $500\times264 \ \mu m^2$, shown in Chap. 3 and Chap. 4, respectively. Currently the smallest divergence angle measured in an optical phased array is $0.14^\circ$ [21], which we estimate to be a $\sim500\times500 \ \mu m^2$ effective aperture. For LIDAR on a chip technology to be commercially viable, a large phased array aperture size is crucial. This purpose of this chapter is to demonstrate an ultra-large-scale optical phased array that has an aperture size of multiple millimeters.

There are two reasons that a large aperture is needed for LIDAR systems: one related to transmitting and the other to receiving. For transmitting, the aperture size determines the diffraction limited spot size and thus how much the beam diffracts while propagating. Commercial LIDAR systems today can range multiple hundreds of meters. In order to have adequate lateral resolution at those distances, a small beam size is needed. Fig. 5-1 shows the calculated full-width half-maximum (FWHM) beam size after propagating a modest 30 m as a function of aperture size.

With the phased array sizes described in the previous chapters, the beam size after 30 m is around 100 mm. A LIDAR device with this size of beam would have this lateral resolution at this distance. For autonomous vehicle applications, this
Figure 5-1: Beam size after 30 m of propagation as a function of aperture size.

...resolution is not small enough to detect objects such as sign poles. Furthermore, if a target is smaller than this beam size, then not all of the light is reflected by the target, and power is lost.

The second reason that a large aperture is needed is in order to have a large receiving area for long-distance ranging. LIDAR systems are normally photon starved because the reflection from the target scatters in all directions. This makes the received power follow an inverse-square dependence of the target distance. From Eq. (1.1), the received power of the system is proportional to the area of the receiver and can allow for more light to be collected by the receiver.

5.1 Ultra-Large Silicon Phased Arrays

In order to test the scalability of optical phased arrays, passive phased arrays up to 4×4 mm² in silicon were first fabricated. These phased arrays utilized a tree architecture with the 1×2 MMI-like splitter described in [68]. The measured insertion loss of this splitter within our fabrication process was ∼0.15 dB. The small bend radius of silicon waveguides allows for a compact tree distribution network that can utilize 90° bends instead of only sinusoid shaped s-bends. The full-etch based silicon antennas
used were similar to those described in Sec. 3.1.3 but redesigned at a larger width in order to reduce the power of the grating lobes. Optical micrographs of the silicon 4×4 mm² phased array are shown in Fig. 5-2(a-b).

![Image of the silicon 4×4 mm² phased array next to a quarter.](image1)

**Figure 5-2:** (a) Image of the silicon 4×4 mm² phased array next to a quarter. (b) Optical micrograph of the same phased array with epoxied input fiber.

The near field of the 2×2 mm² silicon phased array with uniformly emitting antennas is shown in Fig. 5-3(a). This phased array had a 2 μm antenna pitch with an antenna count of 1024. The near field is near uniform along the antenna dimension, indicating that the increasing antenna strength along the antenna is close to the designed value. Fig. 5-3(b) shows the far field of the phased array. A sinc() function is not observed along the array dimension, signifying that the silicon tree splitter network has strong phase noise. In the antenna dimension, a sinc() function is seen. Far field intensity cuts are plotted in Fig. 5-3(c). A FWHM spot size of 0.046°×0.055° is measured where 0.04°×0.04° is diffraction limited. Even though this array is close to the diffraction limit, strong side lobes at −5.4 dB and a high noise floor are measured. This indicates that this phased array is emitting at many angles because of the phase noise within the tree splitter network. We attribute the source of this phase noise to the high index contrast of silicon. Fabrication noise within the silicon layer produces a large phase noise in the splitter network. With active tuning, this issue could likely be resolved. However, since only passive runs were available at this time, in order to try to fix this issue, large-scale phased arrays were then fabricated in silicon nitride. Silicon nitride is a low index contrast material which should result in lower fabrication induced phase noise.
Figure 5-3: (a) Near field and (b) far field of the silicon $2 \times 2 \text{mm}^2$ phased array. (c) Far field intensity cuts in the array and antenna dimensions.

5.2 Ultra-Large Silicon Nitride Phased Arrays

Because of the phase noise seen in the passive large-scale silicon phased arrays, passive phased arrays in silicon nitride were fabricated. As before, array sizes up to $4 \times 4 \text{mm}^2$ were fabricated. These phased arrays utilized a tree architecture similar to those in Sec. 4.3.3. Optical micrographs of the silicon nitride $4 \times 4 \text{mm}^2$ phased array are shown in Fig. 5-4(a-b). The silicon nitride arrays utilized the MMI splitters described in Sec. 4.1. An antenna pitch of $4 \mu\text{m}$ was used. In the photographed device, there are 1024 antennas so the tree distribution network is ten layers. Because of the large bend radius needed in silicon nitride waveguides, the tree distribution network has a length of $\sim 4 \text{mm}$, which is the same size of the array. Utilizing a thicker nitride layer could decrease the needed bend radius, and shorten the tree length.
1550nm light was input into the device with a 6.5 μm spot diameter lensed fiber. Fig. 5-5(a) shows the resulting main beam on an IR card. The main beam is clean with no noticeable light on the side which indicates that the silicon nitride tree network has minimal phase noise unlike the silicon tree network. Fig. 5-5(b) shows an InGaAs IR camera image when the camera is placed directly in the path of the main beam at 0.05 m from the phased array. Here, the beam is relatively square because the beam has only propagated a short distance. The Fraunhofer distance of this array, given by $2D^2/\lambda$, where $D$ is the largest dimension of the array, is 20 m so a $sinc()$ distribution is not expected at this distance. After a propagation distance of 10 m, the beam closer represents a $sinc()$ function (Fig. 5-5(c)). The tested propagation distance was limited by laboratory space. Even after a propagation of 10 m, the beam has not
increased greatly in size due to the large aperture of the phased array. The physical FWHM beam size after 10 m is 3.4 mm. This is similar to a Fresnel propagation simulation of a $4 \times 4 \text{mm}^2$ uniform electric field propagating 10 m, which results in a 3.2 mm FWHM beam size. Fresnel propagation simulations are shown in the insets of Fig. 5-5(b-c) showing good agreement with the experimental measurements.

The far field of the array was measured with an InGaAs IR camera and a two-lens imaging system [21], and is shown in Fig. 5-6(a). A $\text{sinc}()$ function is observed in both the antenna and the array dimensions, which is expected for a near diffraction limited square aperture. This indicates that little phase noise was accumulated in the silicon nitride tree and that the antenna elements were near identical. The FWHM spot size of the array was measured to be 0.021°×0.021°, whereas the theoretical diffraction limited spot size is 0.019°×0.019°. Intensity cuts of the spot along the array, $\theta$, and antenna, $\phi$, dimensions are shown in Fig. 5-6(b). Multiple side lobes are observed at the expected theoretical angular locations. A side lobe suppression of about 10 dB is measured. This ultra-small spot size is over an order of magnitude smaller in area than the previous demonstration in [21] and allows for a long-range propagation. For context, after 100 m of propagation, the diameter of the beam should increase by only 3.7 cm based on the experimental spot size.

![Figure 5-6](image-url)

Figure 5-6: (a) Far field of the main beam of the silicon nitride $4 \times 4 \text{mm}^2$ phased array on a log scale. (b) Far field intensity cuts of the phased array along the array, $\theta$, and antenna, $\phi$, dimensions.
5.3 Conclusion

In conclusion, passive ultra-large-scale optical phased arrays in silicon and silicon nitride have been demonstrated. The silicon phase arrays did not have desirable performance with large phase noise in the splitter network. This was due to the high index contrast of the silicon waveguides. The low index contrast silicon nitride phased arrays performed well with a 10 dB side lobe suppression, and a clean double $sinc()$ in the far field. A near diffraction limited spot size of $0.021\degree \times 0.021\degree$ was achieved even without active phase tuning. This shows the fidelity of the fabrication process used. The $4\times4\, \text{mm}^2$ phased array shown is an order of magnitude in area larger than what has been currently shown in the literature [21]. This demonstration shows the scalability of optical phased arrays and that large aperture sizes can be achieved.
Chapter 6

Phased Arrays for Visible Light Applications

The previous chapters operated at infrared wavelengths. Infrared wavelengths were originally chosen because they are eye safe at high powers, which is desirable for certain LIDAR systems. However, infrared wavelengths attenuate greatly in the presence of water, either within the atmosphere or liquid form. Therefore, LIDAR at visible wavelengths is often used for bathymetric measurements [69] and atmospheric measurements [70]. Furthermore, visible light projection has applications in microscopy [71], optical trapping [72], and holography [73]. The goal of this chapter is to establish the basic building blocks needed for a visible photonic integrated circuit and create passive silicon nitride phased arrays at red, green, and blue wavelengths. Much of this work was in collaboration with Matthew Byrd and Manan Raval, who are also students in the Photonic Microsystems Group.

The use of silicon nitride allows for photonic integrated circuits at visible wavelength. Visible integrated photonics with silicon nitride is a relatively new field. There has been research efforts on characterizing silicon nitride waveguides within the visible domain [74] along with work on a low-loss platform complete with fiber grating couplers and MMI splitters [75]. There have also been demonstrations of high-Q ring resonators at visible wavelengths [76] along with third harmonic generation from IR to green [77]. The bandgap of silicon nitride is approximately 5 eV (248 nm), making
it suitable for visible photonic integrated circuits. However, by the Lorentz dielectric material model, there is a resonance at this wavelength and a sharp increase of the real and imaginary part of the refractive index near this wavelength. Depending on the composition of the silicon nitride, this resonance can move slightly which greatly changes the refractive index and loss at visible wavelengths [74].

In order to measure the refractive index of our silicon nitride as a function of wavelength, 500 nm of silicon nitride was deposited on a silicon wafer with a 6 \( \mu \)m buried oxide. The index of this silicon nitride film was measured using a Metricon Model 2010 at wavelengths spanning from red to the near-IR. Unfortunately, a red laser at 633 nm was the shortest wavelength source available for this measurement, so data points could not be taken at green and blue wavelengths. The measured data, a Sellmeier equation fit, and another index of refraction curve from literature [78] are plotted in Fig. 6-1. Although the Sellmeier fit is not perfect, it should be adequate for a first iteration of visible phased array design until this index of refraction measurement can be performed directly with green and blue lasers. We chose our red, green, and blue target wavelengths to be 635 nm, 532 nm, and 445 nm, respectively. These wavelengths were chosen based on available laser sources. The predicted indices

![Silicon Nitride Index of Refraction](image)

**Figure 6-1:** Sellmeier fit of the index of refraction of the silicon nitride used in this process.
of refraction for these wavelengths are 2.03, 2.07, and 2.13 for red, green, and blue, respectively.

6.1 On-Chip Coupling and Routing Waveguides

In order to couple visible light on chip, edge-couplers based on inverse-tapers were first investigated. This mechanism works well for telecom wavelengths [79], and was used in previous sections, but is much less effective with visible wavelengths given our silicon nitride thickness and minimum feature size. The available fabrication process has two 200 nm-thick layers of silicon nitride and a minimum feature size of 100 nm. Therefore, the smallest waveguide cross-section dimension available is $100 \times 200 \text{nm}^2$. Because the RGB visible wavelengths are 400-700 nm, they are still very confined within this waveguide size. For example, at a green wavelength of 532 nm, the overlap between the TE mode of this waveguide and a visible single-mode fiber (Thorlabs SM450) is 25%. One way to alleviate this issue is to use a very thin layer of silicon nitride to expand the mode. However, if the photonic circuit consists of only this thin layer of silicon nitride, the waveguides will have to be fairly wide after on-chip coupling in order to adequately confine the light. Fiber grating couplers were also investigated with promising simulation results of $\sim 45\%$ efficiency with a dual layer structure. However, these were not used with the phased arrays because of the risk of crosstalk between substrate reflections and phased array outputs. Overall, it was decided to use $100 \times 200 \text{nm}^2$ edge-couplers for this first iteration of visible phased arrays because it presented the least risk and absolute power output of the phased arrays was not a requirement.

Routing waveguides for each wavelength were designed by ensuring that the waveguide was single-mode for TE polarized light. Fig. 6-2(a-c) shows the eigenmode simulations of the waveguide cross-section as a function of width. Waveguide widths of 0.4 $\mu$m, 0.28 $\mu$m, and 0.17 $\mu$m were chosen for the red, green, and blue wavelengths, respectively. For the green and blue waveguides, the aspect ratio is close to square, so the TE and TM modes have similar effective indices. An optimized visible waveguide
in silicon nitride should be thinner than the 200 nm layer available here in order to further split the effective indices of the fundamental TE and TM modes. Furthermore, for the blue wavelength, the routing waveguide is actually taller than it is wide, so the TM mode is more confined and has a higher effective index. This is unconventional for silicon photonics. The bend radius that gives a 99.9% overlap with the straight and bent mode for the chosen waveguides are 25 \( \mu m \), 15 \( \mu m \), and 10 \( \mu m \) for red, green, and blue, respectively.

6.2 Visible Splitters and Antennas

The splitter distribution network for the passive visible phased arrays was implemented similarly to the telecom passive silicon nitride arrays, that is, with a tree architecture with MMI splitters as the 1\( \times \)2 splitter. MMI splitters were designed for red, green, and blue wavelengths utilizing the silicon nitride indices found in the Sellmeier fit of the refractive index. The process of designing these visible MMIs is similar to that of the telecom MMIs presented previously. These designed visible MMIs are very compact with dimensions of 7.5\( \times \)2.24 \( \mu m^2 \), 5.2\( \times \)1.68 \( \mu m^2 \), and 2.9\( \times \)1.12 \( \mu m^2 \) for red, green, and blue, respectively. The FDTD simulations of the MMIs are presented in Fig. 6-3(a-c). Over 99% efficiency is achieved for the red and green MMIs, whereas 98.8% is achieved for the blue MMI. The efficiency curves are also very well centered at the desired visible wavelengths.
The visible antennas were designed using a similar procedure as explained previously for the telecom silicon nitride antennas. However, in this case, we did not explore the entire design space with the goal of designing uniform emitting antennas. Instead, we focused on designing antennas with a uniform perturbation (exponential emission). This was because of the uncertainty of the index of refraction for visible wavelengths making it very difficult to get the correct change of pitch as the perturbation strength changes. Having an incorrect change of pitch would be detrimental to the antenna since certain portions of the antenna would emit at different angles. With a uniform perturbation, and also uniform pitch, even if the index of refraction were to deviate slightly, the antenna would still emit at a constant angle, and thus the risk of an uncertain index of refraction would be mitigated.

Two antenna lengths for each color was designed. The goal antenna lengths were $1,000 \, \mu m / 500 \, \mu m$ for red, $850 \, \mu m / 425 \, \mu m$ for green, and $700 \, \mu m / 350 \, \mu m$ for blue. The ratios of the antenna lengths of the different colors are similar to the ratio of the wavelengths of the colors. This was done so that the diffraction limited spot size of different colored arrays were similar. The perturbation strength of the antennas were designed such that $13.5\%$ of the light was present in the waveguide at the end of the antenna ($e^{-2}$ perturbation strength). Finally, the pitch of the antenna was designed such that the light at the goal wavelength was emitted straight upwards. A summary of the antenna designs along with the perturbations values used is shown in Tab. 6.1.

There is not a large change of perturbation between the two antenna lengths for
<table>
<thead>
<tr>
<th>Color</th>
<th>Antenna Width</th>
<th>Antenna Length</th>
<th>Perturbation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Red (635 nm)</td>
<td>400 nm</td>
<td>1000 μm</td>
<td>27 nm</td>
</tr>
<tr>
<td>Red (635 nm)</td>
<td>400 nm</td>
<td>500 μm</td>
<td>37 nm</td>
</tr>
<tr>
<td>Green (532 nm)</td>
<td>280 nm</td>
<td>850 μm</td>
<td>18 nm</td>
</tr>
<tr>
<td>Green (532 nm)</td>
<td>280 nm</td>
<td>425 μm</td>
<td>24 nm</td>
</tr>
<tr>
<td>Blue (445 nm)</td>
<td>230 nm</td>
<td>700 μm</td>
<td>15 nm</td>
</tr>
<tr>
<td>Blue (445 nm)</td>
<td>230 nm</td>
<td>350 μm</td>
<td>20 nm</td>
</tr>
</tbody>
</table>

Table 6.1: Parameters of the designed visible antennas.

the green and blue wavelengths (~5 nm). This is because the waveguide mode is very confined within the waveguide and any perturbation has a strong overlap. A thinner silicon nitride layer would result in less confinement and a less sensitive antenna to fabrication variances. Fig. 6-4(a-c) shows the far field of a portion of the shorter antenna at each wavelength.

For each wavelength, the emission pattern is centered so the main beam of a phased array should have more power than the grating lobes. However, as the wavelength shortens, a more uniform far field pattern arises. This raises the power in the grating lobes. The reason for this increasingly uniform far field pattern is that the two perturbations on the side of the waveguide are getting very close together (<200 nm for blue) and are acting much like a point source with uniform emission. In order to alleviate this issue for the shorter wavelengths in the future, a thinner nitride layer should be used such that the single-mode TE waveguide would be wider and would

Figure 6-4: Far fields of the (a) red, (b) green, and (c) blue antennas.
allow for the perturbations to be more separated. In this way, a point-source-like emission pattern would not emerge. For a first iteration of visible phased arrays with this non-ideal silicon nitride thickness, these antennas will suffice since the far field emission is centered and we should still be able to characterize the main beam.

6.3 Experimental Results

The arrays designed in the previous section were received while writing this thesis and a full characterization could not be done. The red $0.5 \times 0.5 \text{mm}^2$ phased array is characterized below along with initial comments on the green and blue phased arrays.

Fig. 6-5(a) is an image of the $0.5 \times 0.5 \text{mm}^2$ red phased array when red light is input into the chip. The power of the input laser is increased in order to saturate the camera and to see the effect of waveguide and MMI scattering. The MMI tree is clearly seen. The light scattered from the waveguide gets weaker after every layer of the MMI tree and is near uniform within a layer. This shows that the MMI splitters are working as expected with balanced splitting. Fig. 6-5(b) shows the near field of
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Figure 6-5: (a) Image of the red phased array with input light. (b) Non-saturated image of the near field. (c) Output of the red phased array on a white piece of paper. (d) Far field image.
the array when the camera is not saturated. As expected, exponential decay is seen throughout the antenna because of the uniform perturbation. An estimated 30% of the light remains at the end of the antenna, showing that the perturbation is weaker than designed. This was also the case in the previous section with the telecom silicon nitride arrays. Fig. 6-5(c) shows the output of the phased array. Five red spots are clearly seen on a paper card. Two additional spots emitting at $\pm 73^\circ$ on the left and the right are not shown on the card output. Finally, Fig. 6-5(d) shows the raw 2D image of the far field of the array from the RGB camera.

Fig. 6-6(a) shows a 3D image of the far field. Periodic side lobes are seen in the array dimension, but have near uniform amplitude, unlike a $\text{sinc}()$ function. This is most likely because the waveguide mode at 635 nm is very confined within the silicon nitride and any fabrication noise results in a large amount of phase noise. The far field of the array was also measured with a TM polarized input and was found to have weaker side lobes. This is expected since the TM polarization is much
less confined than the TE polarization. This indicates that having a thinner nitride and a smaller waveguide will allow for a better side lobe suppression for a TE input in the future. However, for now, having clear side lobes indicates that the spot is near diffraction limited. Fig. 6-6(b-c) are intensity cuts in the antenna and array dimensions, respectively. A side lobe suppression of 8.7 dB was measured in the array dimension. In the antenna dimension, the side lobe intensities match closely with theory. A FWHM spot size of 0.064°×0.074° was measured. A spot size of 0.063°×0.063° is diffraction limited. As expected from the far field, the spot in the array dimension is near diffraction limited. The reason for the increase of spot size in the antenna dimension is because the antennas had a uniform perturbation and thus emit an exponential pattern.

The phased arrays designed at green wavelengths were measured but the coupling efficiency at green was found to be very low. This was because of the mode mismatch between the input fiber and the inverse-taper edge-coupler. This made the green phased arrays difficult to measure accurately. At the time of writing this thesis, a free-space coupling setup was being prepared to help improve the coupling efficiency. Overall, the green phased arrays did output spots in the far field, but currently around the same level of the noise caused by the reflections from the chip facet. We believe that these phased arrays have the possibility of working as designed, but unfortunately, the final experimental results will not be covered here because of lack of time to free-space couple.

Finally, the blue phased arrays were tested but it was found that the silicon nitride used was absorptive at blue wavelengths. Measurements of waveguide loss were not able to be taken because of lack of a power meter within this wavelength band. In the future, the stoichiometric ratio of the silicon and nitride can be altered in the silicon nitride layer to move the bandgap of the film, and reduce the absorption at blue wavelengths [74].
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6.4 Conclusion

In conclusion, optical phased arrays at visible wavelengths have been shown, with experimental results at a red wavelength. These phased arrays are the first large-scale visible phased arrays and brings large-scale photonics to the visible spectrum. The red wavelength 0.5×0.5 mm² phased array worked well with clean near and far fields, and was almost diffraction limited with a spot size of 0.064°×0.074°. The green phased arrays are believed to be working, but clean images were difficult to take because of the low coupling efficiency. In the future, the coupling efficiency at green wavelengths can be increased by using fiber grating couplers instead of edge-couplers. Finally, within our fabrication process, blue wavelengths are absorbed but this can be mitigated in the future by changing the nitride composition.
Chapter 7

Thesis Conclusion

The work in this thesis demonstrates LIDAR on a chip for the first time. The LIDAR systems shown in the thesis use a coherent detection method: frequency-modulated continuous-wave LIDAR. This method utilizes coherent mixing of the received signal and an on-chip local oscillator in order to boost the power of the observed signal. This allowed for the use of modest germanium photodetectors. The initial system shown employed triangular frequency modulation which allowed for simultaneous distance and velocity measurements with a 2 m range and a resolution of 20 mm. Frequency modulation was achieved by modulating the injection current of an off-chip laser diode. In future work, on-chip tunable lasers should be employed. After the demonstration of this system, optical phased arrays were used as a transmitter and receiver in a LIDAR system. The optical phased arrays here utilized a grouped cascaded phase shifter architecture for simple control. This phased array was shown to have a $46^\circ \times 36^\circ$ steering range. This is the first demonstration of a coherent LIDAR system based on optical phased arrays.

In order to increase the performance of this LIDAR on a chip system, the input power and the receiver aperture size must be increased. Looking towards this, this thesis also showed large-scale silicon nitride phased arrays for the first time. These devices were investigated in order to achieve high input powers since silicon nitride is not limited by two-photon absorption. These passive arrays worked very successfully with a main beam power level of 520 mW. Furthermore, aperture sizes up to $4 \times 4$ mm$^2$
were demonstrated with a record spot size of 0.021° × 0.021° and a side lobe suppression of 10 dB. This demonstration shows the scalability of optical phased arrays and the diffraction limited performance indicates that even larger apertures are possible.

Finally, visible one-dimensional phased arrays were shown in this thesis for the first time. Near diffraction limited performance was achieved in a 0.5 × 0.5 mm² phased array at a red wavelength. This is significant because it indicates that large-scale silicon photonics can be achieved in the visible spectrum. The fabrication tolerances for phase coherency in visible phased array structures are much more constricting than for telecom wavelengths. These structures showed the fidelity of our fabrication process and that large-scale visible phased arrays are possible. However, future work will need to be done to lower the absorption of blue wavelengths in the silicon nitride waveguides. Overall, we see visible phased array systems to be very useful for holography applications, and is an exciting emerging field.

In future LIDAR on a chip work, silicon-nitride-on-silicon transmitting phased arrays will allow for high transmission powers. The photodetectors used in future systems should also be designed to allow for a high input power without photocurrent saturation. This will allow for a large local oscillator that ensures that the system is shot noise limited and further boosts the received signal. Because the beat frequency between the received signal and the local oscillator is relatively low, high-speed operation of the high-power photodetectors is not needed.

Thermal phase shifting was primarily used throughout this thesis, but in the future, it is not obvious if thermal phase shifting is a scalable mechanism. Our antenna count is starting to reach over one thousand antennas, which puts pressure on lowering the power consumption of the phase shifter. Furthermore, thermal cross-talk from the phase shifters was an issue of the LIDAR system shown and may be problematic in the future. Future work must do a detailed analysis of possible phase shifting mechanisms. Plasma-dispersion phase shifting or some other non-linear based phase shifting may lower the power consumption and also allow for high-speed beam steering.
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