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Abstract

Boiling-employed in a variety of industrial and domestic processes such as in power
stations, heating/cooling systems, and desalination plants-is involved with a ma-
jor portion of the world's energy usage. Its substantial utility can be attributed
to moving a large quantity of heat over small temperature differences. However,
even these small temperature differences can have implications on energy efficiency,
device lifetime, and performance. Surfactants, which are molecules that have hy-
drophobic and hydrophilic components, are known to enhance boiling by changing
the way bubbles nucleate on the surface, grow, and depart from the surface. This
thesis provides a mechanistic understanding of surfactant enhanced boiling from
molecular and macroscopic perspectives with theory and experiments. First, a sta-
tistical mechanical model to predict equilibrium and dynamic surface tension from
molecular parameters is introduced and experimentally verified. Then, models of
bubble nucleation, growth, and departure are developed, taking into account the
time-dependent nature of surfactant adsorption processes. From there, models are
combined so as to predict the enhancement in boiling performance based primar-
ily on molecular information of the surfactant. Pool boiling experiments conducted
with a variety of surfactants have shown agreement with model predictions. With
the framework presented in this thesis, large-head and long-tail surfactants were
found to be desirable. However, suitable surfactants for specific needs can now
be identified, which can aid in the further adoption of surfactants in practice. Fi-
nally, using insights gained about the importance of solid-liquid adsorption over
liquid-vapor adsorption, a novel method of using electric fields to control surfactant
adsorption wherein bubbles can be turned "on" and "off" is demonstrated. Further-
more, an ability to control boiling spatially in addition to temporally is shown. This
active control of boiling can improve performance and flexibility in existing boiling
technologies as well as enable emerging or unprecedented thermal applications.

Thesis Supervisor: Evelyn N. Wang
Title: Associate Professor of Mechanical Engineering
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CHAPTER 1

INTRODUCTION

Boiling is the transformation of a liquid into vapor by the formation of bubbles. Wa-

ter is an essential chemical to all life, but the boiling of water is an anthropogenic

activity that has been utilized over millennia as shown in Figure 1-1. Today, boiling is

used to generate a majority of electrical power in power plants, for heating/cooling,

in chemical processing plants, to treat water, to sterilize, and for numerous other

industrial and domestic applications. Despite thousands of years of usage, however,

the complete physics of boiling is not fully predictable given that it involves a vari-

ety of physical phenomena within the fields of fluid mechanics, heat transfer, and

surface chemistry. Recently, though, significant insights into the physical mecha-

nism of boiling have enabled significant improvements in boiling performance that

would be beneficial to society given its ubiquity. Recognizing the importance of

wetting behavior in boiling, much of the research community has been focused on

engineering surfaces with micro- or nano-sized features to enhance boiling perfor-

mance. Some other work has focused on adding chemicals, such as surfactants, to

the liquid which can also improve boiling performance without the need for poten-

tially costly engineered surfaces. Surfactants are molecules that, when dissolved in

a liquid, will adsorb to liquid-vapor and solid-liquid interfaces, thereby lowering in-
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terfacial energy and altering wetting behavior. While the phenomenon of surfactant

enhanced boiling has been observed previously, the comprehensive understanding

of the mechanism of enhancement remains elusive. Understanding the phenomenon

from a microscopic perspective (physicochemical and molecular behavior) and con-

necting it to macroscopic behavior (heat-transfer and fluid-mechanics behavior) will

be the goal of this thesis.

1.1 Motivation

1.1.1 Brief history of boiling usage

In prehistoric times, the development of pottery enabled cooking of food via boil-

ing [1]. Cooking offers numerous benefits such as killing of harmful pathogens as

well as making food more palatable, digestible, and nutritive [2]. Compared to

other cooking methods, boiling/simmering in a pot enables direct heating with less

constant attention [2]. This can be directly attributed to the high latent heat of wa-

ter. This allows water to remain near the boiling temperature with minimal liquid

loss from evaporation, permitting longer cooking times, even over a powerful heat

source such as an open flame.

Usage of boiling outside of cooking began to appear in historic times. In the first

century AD, Heron of Alexandria, a Greek mathematician and engineer, invented

the aeolipile, which is the first known usage of steam for mechanical power. The

device consisted a vessel filled with heated water which would generate steam and

rotate a spherically-shaped piece. However, researchers believe that these "toys"

were used only to teach physics and not for any engineering application [3]. It was

not until 1781 when James Watt built the first rotary steam engine, which unlocked

an unprecedented mechanical capability that ushered in the Industrial Revolution

[4]. By the early 19th century, Richard Trevithick pioneered steam power for loco-

motive transport. In 1834, Jacob Perkins utilized liquid-vapor phase change (vapor

compression cycle) to develop the refrigerator. In the latter 19th century, develop-
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James Watt invents rotary steam engine

Beginnings of industrial revolution

Jacob Perkins invents ice maker;

Invention of boilin for cooking precursor to modern refrigerator

Boiling involved in a

majority of industrial processes

stiry e50 1781 1804 1834

Hero of Alexandria describes Edison develops first

simple steam engine (aeolipile) steam-powered power plant

as temple wonders
Richard Trevithick invents

full scale steam locomotive

Figure 1-1: Timeline of milestones in boiling technology. "Coffee pot on open

fire" by Aih. and "TrevithicksEngine" by Igitur are licensed under CC BY 2.0. Pictures

of the aeolipile, Watt engine, ice maker, and steam turbine are in the public domain.

ment of the steam turbine in the steam power plant enabled electricity to proliferate.

Today, steam-based power plants generate a majority of electricity on the planet [5].

1.1.2 Improving boiling performance

In modern applications, boiling has found immense utility in power generation, wa-

ter purification, and heating and cooling applications. In addition, steam has many

properties that are useful in agriculture, industrial and domestic applications, such

as sanitation and sterilization, food processing and chemical processing [6, 7, 8].

Evaporation-condensation cycles are commonly used to purify liquid water in re-

gions of water scarcity [9]. Furthermore, the high heat-transfer capability of phase-

change processes, such as in heat pipes, has been useful for thermal management

of high-power-density electronics [10]. Recent advancements could usher in new

phase-change applications such as miniaturized cooling [11] and solar steam gen-
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eration [12]. The growing presence of phase-change processes will continue to em-

phasize the importance of attaining optimal performance.

Inefficiencies in liquid-vapor phase-change processes primarily manifest them-

selves as temperature differences, because these embody lost opportunities to ex-

tract thermodynamic work (lost exergy). Some superheating or subcooling, is nec-

essary for phase change to occur at an appreciable rate, but minimization of this

difference can improve performance. For example, in power plants, minimizing su-

perheat and subcooling at the boiler and condenser, respectively, could improve elec-

trical work output and overall efficiency. Similarly, in a refrigeration cycle, lowering

superheat and subcooling at the evaporator and condenser can improve the coeffi-

cient of performance. In electronics cooling applications, ineffective heat transfer

increases the temperature of the electronic devices, which reduces their lifetime and

reliability [13, 14].

The impact of improving boiling technology is, therefore, two-fold. First, small

improvements in ubiquitous boiling applications can lead to significant energy sav-

ings in world energy consumption. This is particularly important given the broad us-

age of fossil fuels in boiling applications and concerns about global climate change.

Second, new capabilities in boiling could enable unprecedented, highly useful, and

disruptive energy technologies, which is becoming increasingly important in a more

energy-conscious world.

1.2 Background

1.2.1 The role of wettability

Boiling can be generally described as the nucleation of vapor bubbles on a solid-

liquid interface, subsequent growth, and departure from the surface. All of these

behaviors depend on wettability, which is the tendency of liquids to stick to surfaces.

Let us illustrate wettability concepts in the context of a vapor bubble on a surface

as shown in Figure 1-2.
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a b FB = vp-Pv)g
Liquid

Vapor
Ylv 

Dbase

Ysv Vsl

Solid

Figure 1-2: Schematic diagram of a bubble on a surface. (a) At the three-phase
contact line, a horizontal force balance between interfacial tensions occurs. (b) The
bubble is being pulled upward due to buoyancy and pulled downward due to surface
tension.

Important properties that describe wettability are the contact angle and surface

tension (surface energy). The contact angle, 6, is the angle at which a liquid-vapor

interface contacts a solid surface (the three-phase contact line), measured from the

liquid side (see Figure 1-2a). Along this contact line, a force balance between inter-

facial (surface) tensions occurs whereby

I Cos (0)= Ys - Yi = 'rs,(1.1)

which is the well-known Young equation [15]. Here, riy, ys, and ysi are the liquid-

vapor, solid-vapor, and solid-liquid interfacial energies, respectively.

Surface tension also holds the bubble adhered to the surface as shown in Fig-

ure 1-2b. This force,

Fc = 7tDbaseYlv sin 0, (1.2)

occurs at the contact line which has a length of nIDbase. Here, Dbase is the diameter

of the base of the bubble. Meanwhile, buoyancy causes an upward body force for

the bubble:

FB = V (pI - p) g (1.3)

where V is the volume of the bubble, pi is the liquid density, p, is the vapor density,
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Liquid propagation

Cavity lip Cavity lip

Etrapped

vapr

Figure 1-3: Illustration of liquid propagating over a cavity. The liquid front (blue
lines) moves from right to left and downward into the cavity until a region of vapor
is trapped.

and g is the acceleration due to gravity. Once buoyancy overcomes the surface

tension force (FB > Fc), then the bubble begins to depart the surface.1

In boiling, bubbles grow from nucleation sites. These are usually small vapor

regions that exist at cavities or defects on the surface [16]. These entrapped vapor

regions occur due to incomplete wetting of the surface across cavities or defects. As

an example, let us examine the propagation of a liquid front (liquid-vapor interface)

over a cavity as shown in Figure 1-3. The liquid front starts from the right side

outside the cavity and propagates left until the contact line reaches cavity lip A. At

this point, the liquid-vapor interface will pivot about the cavity lip A until the angle

between the liquid-vapor interface and the cavity wall reaches the contact angle.

From there, the front will continue to propagate into the cavity until the liquid-

vapor interface is cut off by the cavity lip B leaving an entrapped vapor region. This

vapor region would then subsequently relax into a shape that has a spherical cap

geometry.

Once vapor has been trapped, it does not automatically serve as a nucleation

'This is the case in the limit of quasi-static bubble growth and departure behavior where momen-
tum is negligible.
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site, however. Due to the curvature of the bubble, the pressure inside the bubble is

greater than its liquid surroundings; thus, while the liquid may be at saturation, the

vapor could be above the saturation pressure. Assuming a spherical bubble shape,

the pressure difference can be calculated using the Young-Laplace equation:

AP = 2(1.4)
Rb

where Rb is the radius of curvature of the bubble. To initiate evaporation and acti-

vate the nucleation site, the surrounding liquid needs to be superheated above the

saturation temperature in order to bring the vapor to a saturation condition. This

additional superheat required can be approximated using the Clausius-Clapeyron

relation, which states that
(dP' hfg (1.5)
dT sat Tsatvfg

where hfg is the specific enthalpy of phase change [Jkg 1 ], and vfg is the specific

volume difference between liquid and vapor phases [m3 kg- 1]. Approximating that

(d )sat ~ A and applying the Young-Laplace equation (Eq. 1.4) yields

2,flv Tsatvfg
A Twaii = T (1.6)

hfgRb

The radius of curvature will depend on the contact angle and cavity geometry.

Figure 1-4a shows entrapped vapor regions on a small (a) and a large (3) cavity

For the same material, the contact angle, 0, must be the same for both cavities; as

a result, the radius of curvature is smaller for the smaller cavity and the required

superheat according to Eq. 1.6 is higher than that of the larger cavity. Hence, for

Figure 1-4a, Pp < Psat < Pa and only the larger cavity (3) is active. However, if

the contact angle were to be increased to a sufficiently higher value 0' such that

PO < Pa < Psat, then both small and large cavities could be activated as shown in

Figure 1-4b. Thus, larger contact angles (more hydrophobic surfaces) tend to have

higher nucleation densities, which leads to more heat transfer for a given superheat

[17]. In effect, larger contact angles can increase the heat-transfer coefficient (HTC)

25



Active

Inactive

Pa

PP

Pa > Psat > PP

b Active

Pa

P9

Psat > Pa > PP
e'> e

Figure 1-4: Illustration of enhanced cavity activation. (a) With a relatively low
contact angle, only large cavities with large radii of curvature become active nucle-
ation sites. (b) With higher contact angles-lower bubble pressures-the smaller
cavity will be an active nucleation site as well, thereby increasing the overall nucle-
ation density.

which is defined as
q"

HTC q (1.7)
ATwall

where q" is the heat flux [Wm-2] and A Twaii is the difference in temperature between

the boiling surface and the saturation temperature (boiling point). The HTC, in

effect, describes the effectiveness of the heat-transfer process.

1.2.2 The boiling curve

A common way to evaluate boiling heat-transfer performance is through a boil-

ing curve, which is a plot of heat flux, q", as a function of wall superheat, ATwaii-

Nukiyama, in 1934, pioneered the use of boiling curves to evaluate performance and

identified different regimes of boiling [18]. At low superheats (region A in Figure 1-

5), heat transfer is mainly due to natural convection. As the superheat increases,

vapor bubbles start to form at the onset of nucleate boiling (ONB) (border of re-

gions A and B). Once bubbles appear in the nucleate boiling regime (region B), they
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Figure 1-5: Schematic diagram of a typical boiling curve. The heat flux (q") on

the y-axis is plotted as a function of the superheat (A T) on the x-axis. From lowest

to highest superheat, the regimes of boiling are (A) natural convection, (B) nucleate

boiling, (C) transition boiling, and (D) film boiling. The onset of nucleate boiling

(ONB) occurs at the lowest temperature bubbles are present. In nucleate boiling,

heat transfer rises rapidly with an increase in superheat. The critical heat flux (CHF)

is the maximum nucleate boiling heat flux. After that, a transition from nucleate to

film boiling occurs wherein the temperature rises significantly.

grow until buoyancy overcomes surface tension and the bubble leaves the surface.

The repeated growth and departure causes fluid motion that aids in convective heat

transfer. The result of this bubble motion induced convection is a sharp increase in

the heat flux and the HTC. As the superheat increases, the nucleation density (num-

ber of sites from which bubbles grow) increases significantly, giving rise to higher

heat transfer rates. Eventually, the high density of vapor bubbles leads to the for-

mation of a vapor film on the heated surface, which acts as a thermal barrier for

heat transfer. Once film boiling occurs (region D in Figure 1-5), the temperature

increases drastically, usually to the extent of device burn out or catastrophic system

failure. The transition to film boiling occurs after the critical heat flux (CHF). As
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such, much of the recent research has been focused on strategies to raise the CHF

of boiling systems, especially in the context of nuclear power plants and thermal

management. In addition, efforts have been made to increase HTC as this can lead

to direct improvements in efficiency in many boiling applications that do not require

extremely high heat fluxes (< 100Wcm- 2).

1.2.3 Boiling surface engineering

In relatively recent work of the past two decades, specially engineered boiling sur-

faces with micro- and nano-sized features have been shown to have very high CHFs

(on the order of several hundred W cm-2) as shown in Figure 1-6. Typically, the goal

of these surfaces is to enhance wettability via increased roughness. Surfaces that fa-

vor wetting and wicking have been shown to prevent dryout/film boiling on the sur-

face [19, 20, 21, 22]. Some examples of structures include nanowires [23, 24, 25],

silicon dioxide structured pillars[26], hierarchical structured surfaces [25, 20, 21],

sintered particles [27, 28], and nanofluids [29, 30]. Even with the large variety

of techniques to enhance wettability, though, most of these surfaces offer similar

performance: CHFs of 200 W cm- 2 to 300 Wcm- 2 at relatively large superheats of

20 0C to 40 0C as shown by the "CHF optimized surfaces" in Figure 1-6a. While some

degree of control could be possible by using finer microstructures to effect slightly

better HTCs as shown in Figure 1-6b, the HTCs of highly wetting surfaces still remain

relatively poor due to high superheats.

More recently, several novel boiling surfaces that employ milliscale features in

conjunction with micro/nanoscale features have been shown to have high CHF as

well as high HTC (lower superheats). Some examples of these surfaces are biphilic

surfaces (heterogeneously wetting surfaces with mixed hydrophobic and hydrophilic

zones) [37], microchannels with mixed roughness [36, 38], and biconductive sur-

faces (heterogeneous surfaces with materials of different thermal conductivity) [35].

These surfaces are designed such that nucleation only occurs on specific areas. The

working principle is that nucleation that is more organized leads to more effective
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Figure 1-6: Boiling curves in recent literature. (a) Boiling curves up to the CHF for
various pool-boiling systems reported in the literature. The dependence on contact
angle for smooth surfaces is shown in dark grey. The data in the top-right corner
is taken from studies in which the CHF was optimized with micro- and nanoscale
features and homogenous surface chemistry. The data in the top-left corner data
represent work in which both the CHF and HTC were optimized, usually with novel,
heterogeneous surfaces. Bottom data points represent work with minimal surface
engineering and surfactants in the bulk fluid. (b) CHF values of various micro- and
nanostructured surfaces grouped according to microstructure size and wickability.
A modified version of this figure appears in our review paper [31]. Data taken from
[17, 23, 20, 21, 32, 28, 30, 33,34, 35, 36,37, 38, 39].

fluid flow around bubbles thereby increasing convective heat transfer as well as

rewetting of the surface underneath departing bubbles so as to prevent film boiling.

One significant limitation of surface engineering, however, is the fact that manu-

facturing these surfaces at large scales are non-trivial and possibly cost-prohibitive.

Thus, some researchers have focused on enhancing boiling without modifying the

surface; instead, active methods such as electric fields [40] or additives to fluids

[41] have also been investigated.
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1.2.4 Boiling enhancement with surfactants

Surfactants added to boiling fluids have been known to enhance heat transfer since

1939 [41, 42] when Stroebe used sodium dodecyl sulfate (commonly known as SDS

but will be referred to as S12S later) to enhance flow boiling. Since then, numerous

studies have shown some degree of HTC enhancement but with some decrease in

CHF [41]. Most of the surfactants tested have been those that have been adopted by

industry for other purposes, such as SDS, Triton X-100, cetyl trimethylammonium

bromide (commonly known as CTAB but will be referred to as 16TAB later), Habon

G, and Tween-80. These surfactants are commonly used in food, cosmetic, cleaning,

pharmaceutical, and life-science applications, but have not been developed specifi-

cally for heat-transfer applications. Despite decades of research, there is no broad

consensus of what types of surfactants are ideal for use in boiling, which largely

stems from an incomplete understanding of the mechanism of enhancement.

Before delving into surfactants in a boiling context, let us briefly consider some

basic surfactant concepts. Surfactants can be generally described as molecules that

have a hydrophobic and hydrophilic component. The hydrophobic component is

typically some sort of hydrocarbon and is often referred to as a "tail" since these

are often hydrocarbon chains (this thesis will mainly focus on alkyl chains). The hy-

drophilic component is often referred to as the "head" and can be either a polar non-

ionic (uncharged), cationic (positively charged), anionic (negatively charged), or

zwitterionic (having both positive and negative charge with net zero charge) group.

When added to water, surfactants dissolve and form a solution of monomers. At

a certain concentration called the critical micelle concentration (CMC), surfactants

begin to attractively interact with each other. At this point it becomes energetically

favorable to grow micelles, or n-mers. Thus, as more surfactants are added above

the CMC, the concentration of monomers is approximately fixed while the concen-

tration of n-mers increases. It is above the CMC when bulk fluid properties, such as

viscosity, conductivity, and specific heat capacity will begin to change significantly.

Below the CMC, these properties are relatively unchanged from that of the pure
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Figure 1-7: Schematic diagram of surfactant behavior around a growing bubble.
(a) Before nucleation, liquid-vapor and solid-liquid interfaces are equilibrated. (b)
At the onset of nucleation, a fresh bubble will have no surfactants at the liquid-vapor
interface. (c) As the bubble grows, surfactants diffuse to the liquid- vapor interface.
(d) At longer timescales, the liquid-vapor interface will be nearly equilibrated as
buoyancy and momentum forces become important.

solvent [41, 43]. However, interfacial energy will change significantly since adsorp-

tion primarily happens below the CMC. The adsorption of surfactants to an interface

lowers the interfacial energy. Because of the importance of interfacial properties for

wetting, most surfactant studies in boiling have focused on submicellar (below CMC)

concentrations. CMCs can range orders of magnitude from nM to tens of mM and

this is largely due to the relative hydrophobicity of the tail, with more hydrophobic

tails (such as longer tails) yielding lower CMCs.

Now, let us examine how surfactants behave in the context of a surfactant boiling

system at submicellar concentration, where solid-liquid and liquid-vapor adsorption

are important [44]. Surfactants placed in a bulk fluid will eventually have a portion

adsorbed to the liquid-vapor and solid-liquid interfaces after some time has elapsed

for equilibration (Figure 1-7a). The equilibration process involves diffusion of sur-

factants from the bulk up to the interface, and a chemical change from a solvated

state to an interfacial state. Since equilibration takes time, the interfacial energy

in the presence of surfactants is a function of time, i.e., dynamic surface tension

[45]. When heat is applied and boiling commences, a newly formed bubble will

have a fresh liquid-vapor interface without any surfactants present since inadequate

time has elapsed to equilibrate the interface (Figure 1-7b). As the bubble grows over
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time, surfactants will have diffused to the liquid-vapor interface, lowering the liquid-

vapor surface tension (Figure 1-7c,d). Meanwhile, some of the surfactants that were

equilibrated at the solid-liquid interface will now have its contacting liquid phase

changed to vapor since the bubble has expanded over them. These surfactants un-

derneath the bubble, now sitting at the solid-vapor interface, will remain fixed to

the surface [46]. That is, the surface concentration of surfactants [mol m-2 ] under

the bubble is the same as that of solid-liquid equilibrium (surfactants at the solid-

vapor interface should not immediately evaporate away given their very low vapor

pressures). On the other hand, liquid-vapor surface tension should be a function of

bubble lifetime. This leads to bubble nucleation, growth, and departure behavior

that is highly dependent on growth rate and superheat, adding a significant layer of

complexity over bubble behavior with pure fluids.

While it is clear that both solid-liquid and liquid-vapor effects play a role, the rel-

ative importance of the two types of adsorption, among other effects, has not been

clearly determined in the existing literature. Studies have shown that adding surfac-

tant below the CMC can shift the boiling curve left and increase HTC (Figure 1-8),

which suggets that solid-liquid adsorption causing the surface to become increasing

hydrophobic can lead to enhanced nucleation. On the other hand, dynamic surface

tension measurements of surfactant solutions showing a drop in liquid-vapor surface

tension would suggest that earlier bubble departure would increase heat transfer

performance [47, 48, 44, 49]. In fact, most studies tend to attribute enhancement

behavior primarily to liquid-vapor surface tension changes among numerous other

effects [47, 50, 44]. Convective flows around bubbles especially in the vicinity of

the thermal boundary layer can be important to heat transfer [51]. These effects af-

fect overall convective heat transfer, but also diffusion of surfactants. Furthermore,

the presence of a thermal boundary layer can induce Marangoni flows, which can

alter surfactant diffusion as well as surface tension effects [50, 52]. Thus, while

many possible factors that affect boiling have been identified, a clear mechanistic

description of the phenomenon has not emerged. There still lacks an understanding

of what kinds of surfactants are ideal for boiling applications.
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Figure 1-8: Boiling curves for SDS at various concentrations. The boiling curve

shifts left (increasing HTC) for increasing concentration up until the CMC is reached
(approximately 2500 wppm for SDS) [48].

1.3 Thesis objectives and outline

In this thesis, we will provide an understanding of how surfactants enhance boiling

heat transfer from molecular and macroscopic perspectives. This micro- to macro-

framework will allow us to link the relevant natural phenomena to build a mecha-

nistic description of surfactant boiling (Figure 1-9). In this framework, molecular

parameters determine wetting properties. Wetting properties, in turn, affect bubble

behavior. Finally, bubble behavior will affect heat transfer. From this framework,

we will show that solid-liquid adsorption of surfactants (not liquid-vapor adsorption

contrary to previous literature) is primarily responsible for heat transfer enhance-

ment. Ultimately, this framework will allow us to see how pool boiling performance

can change based on variation of a molecular parameter (such as length of tail),

which could help one identify which types of surfactants would be ideal for a par-

ticular boiling application. We will show that, in most cases, low-CMC surfactants

are desirable.

This work is focused on pool boiling of water with surfactants that come from

three homologous, alkyl-terminated families: the nonionic methylglucamine surfac-

tants (commonly known as MEGA-n with n being the number of carbons in the tail),
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Figure 1-9: Framework of thesis. Experiments will measure wetting properties and
boiling performance (Chapter 2). Molecular theory will be used to predict wetting
properties from molecular parameter (Chapter 3). Boiling theory will be used to
connect wetting properties to bubble nucleation, growth, and departure, which will
subsequently be used to predict heat-transfer enhancement (Chapter 4). Knowledge
gained from developing boiling theory will be used to demonstrate active boiling
control with electric fields and surfactants (Chapter 5).

the anionic sodium sulfates (will be referred to as SnS) and the cationic trimethy-

lammonium bromides (nTAB). This is an experimental and theoretical study. Rec-

ognizing the importance of adsorption, we have performed experiments to measure

liquid-vapor surface tension and contact angle. In addition, numerous boiling ex-

periments have also been performed with the aforementioned surfactant families.

These experimental results have guided the development of a theoretical model-

ing framework to understand surfactant adsorption, diffusion, bubble behavior, and

ultimately heat transfer.

We will begin in Chapter 2 where details of the experimental techniques for

dynamic and equilibrium surface tension, contact angle, and pool boiling will be

discussed. In Chapter 3, we will introduce a model based on statistical mechanics
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that can predict the equilibrium surface tension of surfactant solutions as well as a

model to determine dynamic surface tension. In Chapter 4, we will discuss a model

that describes bubble nucleation, growth, and departure, which, when combined

with the surface tension description in Chapter 2, provides the ability to predict

boiling curves based on molecular parameters. In Chapter 5, we demonstrate a

novel capability of active control of boiling using electric fields, which leverages

work from previous Chapters. Finally, in Chapter 6, we summarize our work, discuss

future directions that can be made from this work, and comment on the impact of

having gained a more complete understanding of surfactant boiling.
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CHAPTER 2

EXPERIMENTAL TECHNIQUES

To validate pool boiling heat transfer and wetting properties predicted by modeling,

a variety of experiments were performed. Pool boiling curves, static and dynamic

liquid-vapor surface tension, as well as contact angles were obtained as they vary

with of surfactant type, concentration, and temperature. Temperature, in particular,

is a parameter that has seldom been investigated in existing literature with regard to

wetting properties but is especially relevant in heat-transfer applications. For heat-

transfer measurements, decades of pool boiling experiments have led to established

methods for pool boiling experiments, which this current study has adopted. On the

other hand with wetting property measurements, while there are various methods to

measure surface tension and contact angle, results have been shown to be sensitive

to time-dependent effects, contamination, and other non-idealities [53, 54]. Thus,

certain modifications and innovations have been made to account for these effects

and will be discussed.

Two main experimental setups have been used in this study. Pool boiling exper-

iments were performed on a custom testing rig, the boiling chamber, designed to

hold approximately 500 mL of fluid. Surface tension and contact angle measure-

ments were performed on a smaller testing rig, the mini chamber, designed to hold
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approximately 150 mL of fluid.

2.1 Surfactant preparation

Surfactants of methylglucamine (MEGA), sodium sulfate (SS), and trimethylammo-

nium bromide (TAB) families were purchased from Sigma-Aldrich or Alfa Aesar.

With the exception of S14S (95 % purity with up to 5 % sodium methyl sulfate), sur-

factants purchased were of 98 % purity. If liquid solutions were not readily avail-

able for purchase, then powder forms were purchased and dissolved at appropriate

concentrations in deionized (DI) water to create "source" solutions. During exper-

iments, the "sample" solution, initially pure DI water, would have small quantities

of source solution added so as to obtain different sample solution concentrations.

Ideally, source solution concentrations were sufficiently high enough that the overall

volume of the sample solution did not change much, but sufficiently large enough

that volume additions of source solution were not impractically small (< 5AL). Fur-

thermore, solubility limited the maximum concentration attainable for source solu-

tions. Suitable source concentrations were determined and are shown in Table 2.1.

Source solutions were prepared in centrifuge tubes with volumes of 40 mL. Before

testing, source solutions were sonicated at 40 0C for up to several hours to ensure

more complete dissolution since solutions left at room temperature were observed

to phase separate over time.

2.2 Pool boiling experiments

The boiling chamber used for pool boiling experiments (Figure 2-1) was relatively

unchanged from that used by Chu et al. [26, 20], and further details can also be

found in Chu's thesis [58]. For most experiments, metal foils were used as boiling

surface samples and were soldered to the top of copper heating block using Sn-Pb

solder paste (Delta 717D, Qualitek). The copper block could be heated from the

bottom by five cartridge heaters. These cartridge heaters, electrically connected
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Table 2.1: Surfactants used in this study.

Short name Charge Tail length Mol. weight CMC @ 25 OC CMC @ 100 C Source conc.

(e) (u) (mM) (mM) (mM)

< MEGA-8 0 8 321.41 70[55] N/A 389

MEGA-10 0 10 349.46 4.7[56] 4.0a 57.8

SlOS -1 10 260.33 32b 38b 528

S12S -1 12 288.38 7.4 173

S14S -1 14 316.44 1.8b 3.0b 17

10TAB +1 10 280.29 45b 5 3 b 714

12TAB +1 12 308.34 job 14b 173

14TAB +1 14 336.39 2 .4b 4. b 173

16TAB +1 16 364.45 0.56b 1.1b 35

a Determined by extrapolating data from Sulthana et al. [56]
b Determined by PREDICT software developed by Zoeller and Blankschtein [57].

in series, were powered by a programmable high power supply (KLP-600-4, Kepco)

controlled by a LabView® program. The top section of the copper block has a narrow

2 cm x 2 cm square cross-sectional profile and is insulated by Teflon® in order to

provide 1-D heat conduction from bottom to top. A glass enclosure with square

cross-sectional profile (BST-60-300, Friedrich & Dimmock) was placed on top of

the foil and sealed by a silicone gasket. The top of the glass enclosure was fitted

with a PEEK covering with port holes made from push-to-connect fittings as well

as an opening for a coil reflux condenser (QC-6-4, Quark glass). The condenser

was open to atmosphere to maintain system pressure at 1 atm. The fluid side of

the condenser was connected to a chiller (RTE-111, Neslab) so chilled water could

circulate through the condenser and condense vapor, preventing any mass loss and

concentration change. A rope heater wrapped around the glass enclosure and was

powered by a Variac to prevent heat loss through the glass, which helped maintain

saturation conditions.

Metal foil samples were either gold-coated copper foils, or silver foils. Gold-

coated copper foils were fabricated by taking 25 sm-thick, alloy-i 10 copper (99.9 %

Cu) sheets (purchased from Basic Copper) and electroplating 0.5pUm of gold (per-

formed by TDF Metal Finishing) on top of them. Silver foils were 51 sm thick with

99 % purity (purchased from American Elements) and were roughened with 240 grit

(CAMI standard) sandpaper for nucleation enhancement.
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Figure 2-1: Schematic diagram of boiling chamber.

To calculate heat flux and measure temperature, four thermocouples spaced

8 mm apart in the constant cross-sectional-area section of the copper block just be-

neath the foil were used. The topmost thermocouple provided the surface tempera-

ture measurement while the other thermocouples provided information to calculate

the heat flux. Due to the existence of heat losses (imperfect 1-D conduction), the fol-

lowing fin equation was solved and used to fit the thermocouple data to determine

the heat flux at the surface.

a2 T(X) hebcb0 = x(T(x)- Too) (2.1)
L9 X2 kcb~cb

Here, hcb is the heat transfer coefficient from the copper block to the ambient, Pcb is

the perimeter of the block cross-sectional profile, kcb is the thermal conductivity of

copper, and Acb is the cross-sectional area of the block. The fin equation is valid in

this case since the Biot number was calculated to be 0.003. The boundary conditions

used were ( T/aX)xL = q'/kb and T(x = 0) = Twal1 . An arbitrary value of L
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Figure 2-2: Boiling curves for TAB surfactants. Boiling curves for (a) lOTAB, (b)

12TAB, and (c) 16TAB at various concentrations.

was applied while q" and hcb were used as fitting parameters. The aribtrary L is

appropriate since non-dimensionalizing the problem shows that q"L together is an

unknown quantity. Thus, choosing an L and fitting a q' is the same as fitting the

quantity q"L.

Images and movies were taken using a either high-speed (Phantom V7, Vision

Research) or a machine-vision (CM3-U3-13Y3C, Point Grey) camera. These were

fitted with either a zoom (EF 28-135mm f/3.5-5.6 IS USM, Canon) or macro (MP-E

65mm f/2.8 1-5x Macro Photo, Canon) lens.

Boiling curves were obtained by heating the liquid to a certain power (usually

when the heat flux was approximately 60W cm-2 ) and removing power from the

heaters, allowing the surface to cool down from a superheated condition; hence, de-

scending boiling curves were obtained. The cooling rate (approximately 1 'C min--

to 2 'C min-1 ) was sufficiently slow since boiling curves obtained using slower cool-

ing rates were identical.

Approximately fifteen to twenty concentrations were run for each surfactant.

Full boiling curve data can be found in Appendix A.1. With increasing concentra-

tion, boiling curves shifted left as expected as shown in Figure 2-2 and this was

correlated with an increase in nucleation. Surfactants with lower CMCs (longer tail

lengths) shifted more left than higher CMC surfactants. However, the slopes of the

boiling curves tended to decrease with lower CMC surfactants. These effects will be

explained more in detail in Chapter 4.
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Figure 2-3: Photograph of the mini chamber.

2.3 Mini chamber experiments

Wetting property measurements were performed in a mini chamber designed to hold

approximately 150 mL of fluid. The mini chamber was custom fabricated in order to

facilitate temperature control (by heating the liquid) and preventing mass loss from

evaporation by incorporation of a condenser top.

2.3.1 Mini chamber

The mini chamber consisted of liquid rectangular glass tube (BRT-50-75-250, Friedrich

& Dimmock) sandwiched between a stainless steel bottom plate and an aluminum

top plate (Figure 2-3). The stainless steel plate provided thermal insulation and rela-

tively low magnetic permeability in order to allow rotating magnets below to drive a

magnetic stir bars inside the chamber. The aluminum top plate served as a condenser

to prevent mass loss. It was thermally conductive and had holes drilled laterally for

cooling water flow. COMSOL modeling was performed to ensure that adequate liq-

uid cooling could be provided to condense all evaporating liquid at 100 1C.

Port holes using compression tube fittings were incorporated at the top to allow

for thermocouple and sample mounting fixtures to be inserted. Heat was provided
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by four 6.35 mm diameter cartridge heaters sheathed by PFA-coated stainless steel

tubes (PFA coating performed by American Durafilm). The PFA served to prevent ox-

idation of the heater sheaths. The heaters were powered by either a programmable

high power supply (KLP-600-4, Kepco) controlled by a LabView program or a cus-

tom power supply (chamber controller in Figure 2-6) controlled by an Arduino®

Uno board.

2.3.2 Equilibrium surface tension measurements

Equilibrium surface tension measurements were performed using the pendant bub-

ble method inside the mini chamber. Though pendant droplet methods are more

common [59], the pendant bubble method was chosen since the temperature of the

liquid surrounding a bubble could be better controlled by heating the liquid inside

the mini chamber rather than trying to heat the vapor around a pendant droplet.

A vertical tube with 1.3 mm ID, with its opening facing upwards provided a source

of bubbles and was placed into the mini chamber. The tube could be selectively

connected to either a nitrogen gas or vacuum source with flow rates modified by

needle valves. This way, the bubble growth rate and direction could be controlled.

Growth rate was set to be as slow as practically possible in order to obtain quasi-

static behavior (< 1sL s- 1). Horizontal profile images of the pendant bubble were

taken for analysis (Figure 2-4a). The profile images were then processed using a

custom image processing algorithm. Measurements were most accurate when the

bubble was close to departure from the tube.

The algorithm (written with the ITK library in C+ +) first binarized the image

so dark regions were incorporated into the bubble region. Then, the image was fil-

tered such that any remaining bright spots within the bubble were removed. Next,

the profile of the bubble was found (edge detection) by applying a gradient filter on

the image and subsequently binarizing the result. The profile points were then im-

ported into a Mathematica® script which curve-fit the solution to the Young-Laplace

equation (Figure 2-4b,c). For a pendant bubble/droplet, the following differen-
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Figure 2-4: Image processing of a pendant bubble. (a) A photograph of the pen-
dant bubble profile is taken. (b) The edge points are found using an image process-
ing algorithm. (c) The numerical solution to the Young-Laplace equation is fit to the
edge points showing very good agreement.

tial equations (Young-Laplace equation for a vertically axisymmetric bubble/droplet

with gravity in the vertical direction) describe the shape of the profile:

de sin e
-= -2-pz- , (2.2)
ds x
dx
ds = cos e, (2.3)
ds
dy = sine (2.4)
ds

where x is the horizontal axis, z is the vertical axis, s is the axis along the profile,

e is the tangent angle along the profile, # is a nondimensional shape factor (P =
(p-pv)gR2), and R0 is the radius of curvature at the base [60]. Since there is no

Ylv

analytical solution to these equations, numerical fitting, where yv is the unknown

parameter, was performed in the Mathematica code. The typical goodness-of-fit

for the Young-Laplace solution to the profile was R2 > 0.999. The accuracy of this

technique was validated for water at various temperatures and was found to be

accurate within 2 %.

Approximately fifteen submicellar concentrations were tested for each surfactant

at temperatures ranging from 70 0C to 90 0C in most tests. In all cases, surface tension

decreased with increasing concentration as expected. Surface pressure, H, was also
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Figure 2-5: Surface pressure of MEGA-8 solution at various concentrations and
temperatures.

calculated and is defined as

FI = Ylv,o - yiv (2.5)

where ylvo is the surface tension for pure water. Surface pressure was also found

to decrease slightly with increasing temperature in all cases (representative data

shown in Figure 2-5). More data can be found in Appendix A.2.

2.3.3 Dynamic surface tension measurements

Dynamic surface tension measurements were performed using the maximum bubble

pressure (MBP) method [61] on a Sinterface BPA-1S owned by Unilever in Trum-

bull, CT as shown in Figure 2-6. The MBP method involves placing a capillary tube

inside water, flowing air through the tube, and monitoring the pressure inside the

tube. The vapor phase will expand through the tube and become pinned at the

opening. From this pinned state, the tangential angle of the liquid-vapor interface

(measured from the liquid side) to the inner tube wall decreases. Once it is at 0'

(hemispherical bubble), the bubble pressure is at a maximum and the radius of cur-

vature is equivalent to the inner radius of the tube; thus, the liquid-vapor surface
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Figure 2-6: Photograph of the dynamic surface tension measurement setup.

tension can be measured using the Young-Laplace equation. By modifying the flow

rate of gas, different bubble lifetimes emerge, allowing for the measurement of sur-

face tension as a function of bubble (or liquid-vapor interface) lifetime.

Normally, the capillary tube is placed within the fluid inside an open beaker.

However, since measurements at elevated temperatures were made (up to 70 0C), the

mini chamber with a condenser top was used to prevent mass loss and concentration

change. Surfactants were tested at three to five concentrations at temperatures of

30 "C, 50 "C, and 70 "C. Example data of 16TAB is shown in Figure 2-7. Full dynamic

surface tension data can be found in Appendix A.3. As expected, equilibration of

surface tension occurred faster with increasing concentration.

2.3.4 Contact angle measurements

Advancing and receding contact angles were measured on a gold sample. The gold

sample was fabricated by electron beam physical vapor deposition of approximately

300 nm-thick gold on a quartz wafer and then cutting by dicing saw. The samples

were placed inverted inside the mini chamber with the same tube for equilibrium

surface tension measurements used to supply a bubble for contact angle measure-
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Figure 2-7: Dynamic surface tension of 16TAB at different temperatures.

ment. Bubble growth and shrinkage rates were set to be as slow as possible to obtain

quasi-static advancing and receding contact angles. Contact angles were measured

with the same edge detection algorithm developed for equilibrium surface tension

measurements, and subsequently fitting edge pixels near the contact plane to cir-

cular profiles as shown in Figure 2-8. Left and right sides were measured indepen-

dently and incorporated into the uncertainty. The typical goodness-of-fit for circular

profiles was R2 > 0.998. The typical uncertainty in contact angle measurement was

1 .

Due to hydrocarbon adsorption, gold exposed to air appears hydrophobic whereas

gold that is free of contaminants has a 0' contact angle [62]. However, performing

contact angle measurements in a contaminant free environment is challenging. In

boiling, constant formation of water vapor bubbles at elevated temperatures could

conceivably lead to evaporation and partial cleaning of the surface. In order to more

closely replicate this partially cleaned state, the following in situ sample cleaning

method was devised.

First, the sample in the mini chamber was submerged completely in DI water so

that no air pathways to the sample surface existed. Then, purified nitrogen gas bub-

bles with low hydrocarbon concentration were flowed over the sample. After that,

a detergent surfactant, such as S12S, was added to the chamber so as to bring the
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Figure 2-8: Contact angle measurement of a bubble in pure water in contact
with gold. Contact angle was measured by fitting intersecting circular arcs to the

liquid-vapor edge points near three-phase contact line.

concentration approximately five times higher than the CMC. While continuously

bubbling nitrogen over the surface, the chamber was then heated to approximately

90'C for effective detergency. The mechanism of cleaning is believed to be sur-

factant micelles capturing hydrocarbon contaminants on the surface (detergency

effect) with the bubbling flow of nitrogen aiding in convective mass transfer. After

heated cleaning for several hours, the chamber was rinsed several times to remove

surfactants from the chamber. During rinsing, a relatively large flow rate of nitrogen

was applied so as to maintain positive pressure in the chamber and prevent air from

entering and contaminating the sample. Finally, 120 mL of DI water was added for

the experiment. By employing the above cleaning method, contact angles in gold

were approximately 3' for receding and 300 for advancing contact angles. When

gold was exposed to air, the advancing and receding contact angles were closer to

90' and 65', respectively, as shown in Figure 2-9.

Contact angle measurements were performed simultaneously with equilibrium

surface tension measurements and approximately fifteen submicellar concentrations

were tested for each surfactant at temperatures ranging from 70 0C to 90 0C. Remark-
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Figure 2-9: Advancing and receding contact angles with and without cleaning.
Without any cleaning and exposure to air, gold showed an (a) advancing contact
angle of approximately 900 and (b) a receding contact angle of approximately 65'.
After in situ cleaning, the (c) advancing contact angle was approximately 30' while
the (d) receding contact angle was approximately 3'.

ably, receding contact angles were found to stay approximately constant at all con-

centrations (Appendix A.2). Advancing contact angles were observed to approach

the receding value with increasing concentration, thereby lowering contact angle

hysteresis. If the receding contact angle is taken to be closer to the true intrinsic

contact angle of the surface,1 then some analysis can be made regarding the actual

intrinsic contact angle of the surface. If the contact angle is approximately constant

with concentration, i.e.

0 = arccos (S ) Y constant, (2.6)

I1f the surface is assumed to be heterogeneous, comprising of hydrophilic gold and a less hy-
drophilic contaminant, then the receding contact angle should be closer to that of the intrinsic contact
angle of gold (see Carey's explanation [16]).
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then it implies that

YzV cx- YSV - YS1. (2.7)

In other words, liquid-vapor adsorption is approximately proportional to solid-liquid

adsorption, which is reasonable given that adsorption mechanics should be highly

dictated by the surfactant itself as will be discussed in Chapter 3. The effect of solid-

liquid adsorption, then, is to make the surface more hydrophobic. This is apparent

when we calculate what the "initial" contact angle on this surfactant-coated surface

would be if we placed a bubble free of any surfactants at the liquid-vapor interface

on top of it. We call this the initial contact angle because this would be the contact

angle of a bubble in the limit that the interface lifetime is zero (t = 0) when no

surfactants have diffused to the liquid-vapor interface. Initial contact angle data

can also be found in Appendix A.2. Here,

Oinit = arccos - . (2.8)

As shown in Figure 2-10, it is apparent that the surface becomes more hydropho-

bic as concentration increases, and this has significant implications to nucleation

behavior as will be discussed in Chapter 4.
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Figure 2-10: Initial contact angle as a function of concentration for various
surfactants. MEGA-8, MEGA-10, S10S, and 10TAB all exhibit an increase in initial
contact angle (contact angle solely due to solid-liquid adsorption and not liquid-
vapor adsorption; based on receding contact angle) as concentration increases.
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2.4 Summary

In this Chapter, we first described surfactants used in this study as well as how they

were prepared. Then, we discussed pool boiling experiments and methodology Af-

ter that, we described the mini chamber which was used to perform liquid-vapor

surface tension measurements (equilibrium and dynamic) and contact angle mea-

surements. Surface tension measurements performed at various temperatures and

concentrations, in conjunction with literature data, is used to validate the wetting

property prediction models described in Chapter 3. From contact angle measure-

ments, we found that 0 is approximately a constant with concentration, which is an

approximation we will use to relate liquid-vapor adsorption to solid-liquid adsorp-

tion in Chapter 4.
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CHAPTER 3

PREDICTION OF SURFACE TENSION WITH

SURFACTANTS

Surface tension change is the defining aspect of surfactants and is especially impor-

tant to boiling performance as it dictates bubble nucleation, growth, and departure.

In this chapter, we will first detail a model to predict equilibrium liquid-vapor surface

tension using molecular thermodynamics, and then we will incorporate this model

into a dynamic surface tension model. As discussed in Section 2.3.4, understanding

liquid-vapor surface tension can also reveal behavior about solid-liquid adsorption.

Thus, the findings presented here will provide the necessary information to model

bubble behavior from molecular parameters, and ultimately heat transfer in Chap-

ter 4. For a background on some of the thermodynamic concepts described in this

Chapter please see Appendix B.

3.1 Previous modeling approaches

One of the earliest endeavors in understanding surface tension came from Gibbs and

is often the point of departure for interpreting surface tension measurements [63].
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The Gibbs isotherm states that

-dyi = drI = Fidpj (3.1)

where, for some species i, y is its contribution to surface tension, HI1 is its contri-

bution to surface pressure, ri is its excess (total adsorption or surface concentration

[molm- 2 ]), and pi is its chemical potential. Then, by using the generic chemical

potential formula

pi = p' + kT Inai (3.2)

where pt is the standard state chemical potential, k is the Boltzmann constant, and

a is the chemical activity,
1 dy

S kT dnai (3.3)

Therefore, surface adsorption can be extracted based on the slope of a surface ten-

sion isotherm (surface tension as a function of concentration). Though Eq. 3.3 does

not get into specifics of molecular behavior, it provides a basis for the the important

variables at play: surface adsorption, surface tension, concentration, and activity

coefficient. 1

A more detailed physical picture of the liquid-vapor interface where the mono-

layer has finite thickness is shown in Figure 3-1. For ionic surfactants, an electric

double layer (EDL) forms due to the high concentration of charge at the monolayer.

The diffuse electric double layer is modeled according to the Poisson-Boltzmann

equation (Gouy-Chapman theory [64, 65]). By taking into account the finite size of

ionic particles, a gap with thickness 5gap can be expected between the diffuse layer

and the monolayer (Stern layer [66]).

By incorporating effects of the EDL, Davies came up with a simple adsorption

isotherm (relationship between surface concentration [molm-2 ] and bulk concen-

tration [molm-3]) [67]. Combined with an equation of state (relationship between

surface pressure [N m-1 ] and surface concentration) he developed earlier that as-

'Activity coefficient, fi, where ai = f, is a factor that describes how ideal (non-interacting) a

species is. When it is ideal, it is equal to unity.
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Figure 3-1: Illustration of the surfactant monolayer. (a) Nonionic and (b) ionic
surfactant monolayers at the liquid-vapor interface in equilibrium with nearby sol-
vated surfactants. Number densities of water, surfactants, and counterions (for ionic
surfactants) are plotted. The x axis is normal to the interface.

sumes the monolayer behaves like a 2D gas [68], a simple surface tension isotherm

can be derived. However, Davies' approach assumes ideal, dilute solution behavior

even at the interface (activity coefficient is unity), and does not consider interpar-

ticle interactions outside of the electric field. Lucassen-Reynders [69] utilized an

activity based chemical potential model developed by Butler [70] to obtain a more

realistic surface tension isotherm. However, this approach assumes electroneutral-

ity at the interface and ignores the double layer contribution as other have noted

[71, 72]. Borwankar and Wasan accounted for the EDL contribution by assigning

separate adsorptions to the EDL and a Gibbs dividing surface in their approach of

obtaining a surface tension isotherm [71]. Kralchevsky et al. further considered the

effects of counterion binding, i.e. counterions slightly disrupting the monolayer, in

their approach [72]. In all of the above approaches, however, very few molecular

parameters can be explicitly set as a result of a reliance on unspecified activity co-

efficients, which highly depend on intermolecular forces. Thus, while these models

can offer useful analysis of experimental data, the ability to predict surface tension
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of an arbitrary surfactant is limited.

Work by Nikas et al. [73], and Mulqueen et al. [74, 75] have taken a different

approach. Rather than rely on generic isotherms or chemical potential descriptions,

the chemical potential was derived from an equation of state that took into account

intermolecular interactions defined by molecular properties. The equation of state is

based on a ball-and-stick model, where heads are assumed to be hard sphere "balls"

and tails are "sticks" attracted to each other due to van der Waals (vdW) forces. Us-

ing the Gibbs adsorption description, they were able to obtain adsorption isotherms,

and surface tension isotherms as functions of molecular parameters. This provided

significantly better prediction capability. However, a single fitting parameter for a

given surfactant is needed since the change in standard state chemical potentials

from bulk to monolayer, y - P',ulk' is unknown.

The surface tension model described in this Chapter takes a similar approach as

Nikas et al. and Mulqueen et al. However, instead of starting from an equation of

state, a statistical mechanical partition function will be built. From this partition

function, all thermodynamic potentials can be described as shown in Figure 3-2.

Z

U -S I-' H

Figure 3-2: The relationship between the partition function and thermodynamic
variables. All thermodynamic variables can be directly derived from the partition
function.

From the partition function, Z, the equation of state and the adsorption isotherm

can be obtained, from which the surface tension isotherm (surface tension as a func-

tion of concentration) can be determined as shown in Figure 3-3. The equation of

state relates surface pressure, H [N m 1 ], to surface adsorption (surface concentra-

tion), F [mol m- 2 ]. The adsorption isotherm relates surface adsorption, r, to bulk

concentration, n [molm- 3 ], and can be found by deriving the chemical potential

of the monolayer from the partition function and equating it to the bulk chemical
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Figure 3-3: Obtaining the surface tension isotherm from the equation of state
and adsorption isotherm. The equation of state and adsorption isotherm (green)
can be derived from the partition function. The two can be combined to obtain the
surface tension isotherm.

potential:

/1 mon ~ Ibulk- (3.4)

3.2 The interacting ball-and-stick description

As with numerous other statistical mechanical treatments, a simplified view of molecules

and their interactions (e.g. hard sphere models) will be used for sake of clarity and

mathematical convenience. That being said, even simplified views can be quite ac-

curate, such as in the case of the van der Waals equation of state for noble gases.

Like Nikas et al. and Mulqueen et al., heads are modeled as hard spheres, while

tails are modeled as interacting sticks. The parameters that pertain to the head are

the excluded area (equivalent to twice the cross-sectional area), aexc, the charge, z,

and mass. Using tails that are straight alkyl chains, the only parameter required for

tails is the number of carbons, nC, since this can determine interaction energy and

mass.

The interaction between tails is determined by a model developed by Salem [76],

which provides a convenient way to approximate chain interactions by integration

without having to explicitly sum every interaction between chain links (CH 2 groups).

Here, the interaction for two parallel molecular chains, u (r) separated a distance r
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apart is

u (r) 4 +3arctan Anc (3.5)
4Xr5 r ( '22+1 r

where A is the distance between carbon units (1.257A), and x is the r-6 interaction

energy term between two CH2 chain units (x = 9.31 x 10-78 Jm-6 ). As a result, two

chains have an interaction energy that scales with r- 6 for large r and r-5 for small r.

The mean total interaction energy felt by a single chain surrounded by other chains

around it, w, can be determined by the mean field approximation integral

W= u(r) -2mrdr (3.6)
fd A

where - is the 2D number density of chains and d is the distance of closest approach

before steric forces dominate (d = 2.933 A, which is equivalent to the radial diameter

of the chains). Integrating this yields

rn arctan (nc N
W=X -0 . (3.7)2d3A A

a ~mon

Now it is apparent that all terms that constitute the interaction parameter, a, are

constant; hence,T C oc rmon-

3.3 The electric double layer

Before delving into the statistical mechanical model, our treatment of the EDL model

will be detailed since many EDL related terms will be present in the final model.

Most importantly, we will derive the monolayer electric potential as a function of

surface concentration.
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3.3.1 Double layer model

If a monolayer surfactant species has charge, then there should be a counterion to

maintain bulk electroneutrality. We expect that the surfactant should form a mono-

layer due to the hydrophobic effect. By forming a monolayer, however, there is

now a charge distribution at the surface, which should produce an electric potential

that drives counterions to form a diffuse EDL in response. Ions in solution cannot

completely touch the monolayer due to size effects. Hence, there is a charged sep-

aration between counterions in solution and surfactant ions in the monolayer, 8 gap.

We expect the potential to look like

q#mon X = Sdif - 5gap

(P (X) = gap (X) Sdif - 6 gap < X < Saif (3.8)

40if(x ) x Sdif

where ) mon is the potential at the monolayer, gap is the potential between the mono-

layer and diffuse layer, ) dif is the potential of the diffuse layer, and sdif is the point

at which the diffuse layer starts (Figure 3-1).

3.3.2 Diffuse layer potential

From Boltzmann statistics, we expect that the concentration of an ideal dissolved

ionic species, ni, should be

ni = ni,ooe k. (3.9)

From electrostatics, we also have a relationship between the net charge density and

the shape of the potential (Poisson equation). For a monovalent system,

d 20 pf zenoo ( ze -zcep--- --- EEO e - e k). (3.10)
dx2 

- e 0  ge

The combination of Eqs. 3.9 and 3.10 constitutes the Poisson-Boltzmann equation.

The solution to this differential equation for a monovalent species (Gouy-Chapman
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solution) is

4kT F~2n
z = tanh-l eC" tanh ;4 K= A=e (3.11)

e _n 4kT _J' eeOkT

where - is the Debye length. Plugging in this solution into the Boltzmann equation

(Eq. 3.9) will result in concentration as a function of x. Then, integrating ni -ni,,,

from oo to 0 (bulk to surface) recovers the surface excess. We should expect from

charge neutrality that

Fmon + F1 s,dif = rc,dif (3.12)

where Fron is the amount of surfactant adsorbed at the monolayer, rs,dif is the amount

of surfactant excess in the diffuse layer (should be negative), and rc,dif is the excess

of counterions in the diffuse layer. We find that the total number of surfactants in

the monolayer is

Imon = 8nEEkT sinh eO'\ (3.13)
e 2kT J

which is equivalent to the well-known Grahame equation that describes the charge

density of a double layer:

o- = V8n,e ek T sinh (.4k ) (3.14)

Thus, rearranging Eq. 3.13 yields an equation for the diffuse layer potential:

OdifO, = 2kT sinh- 1  e" " ) (3.15)
e / 8nZ eEOkT

It should be noted that sinh 1 (z) = ln (z + v/I+z2)-a logarithmic expression-

suggesting that the diffuse potential resembles a chemical potential. This psuedo-

chemical potential has a dependency on temperature, which can be expected since

the diffuse layer is a result of chemical arrangement due to a competition of thermal

kinetics and electrostatic forces.
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3.3.3 Stern gap potential

The Stern layer gap between two potentials can be conveniently modeled as a flat-

plate capacitor. This results in the potential within the gap being

Ogap (X) = (Sdif - X) + 4 difO = efmon (Sdif X) + 4(difO (3.16)
EgapEo EgapEO

where Egap is the effective dielectric constant. Based on the recommendation from

Mulqueen et al. where Egap = 42 [74] at 25 *C, the approximation

Egap(T) 42
EO (2 5'C)

is used to capture the temperature dependency of Egap. EO(T) can be conveniently
iol.43150.009720T-273.15K

approximated by co (T) = 1I19431-0.019720 -2K [77]

Combining the diffuse and gap potentials (Eqs. 3.15 and 3.16) reveals the full

monolayer potential in terms of Fmon-

er 2kT ermo
'mon = e'"o 5gap + - sinh 1  "'"" . (3.18)

EgapEo e \ 8 n c k T

This is the main EDL result that will be incorporated in to the statistical mechanical

model.

3.4 Statistical mechanical model

3.4.1 The partition function

The general form of the partition function used relates a 2D phase to a 3D bulk

phase and is the same one used to derive the well-known Langmuir equation [78]:

(N (A/aexc)!z =-x. (3.19)
N! (A/aec -N)!N!

partition function for N indistinguishable particles combinations to occupy A/aexc sites
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The partition function consists of a partition function for N indistinguishable par-

ticles, each with their own single-particle partition function, '. This is then multi-

plied by the number of combinations to occupy the available adsorption sites. For a

classical, continuous single-particle system confined to two dimensions, the single-

particle partition function, ', is an integration over phase space [79]:

e-I d'rd~ (3.20)
h2 j

where h is the Planck constant and E is the energy of a single particle. The key

parameter in Eq. 3.20 is the energy E. How E is defined essentially determines all

thermodynamic terms and the behavior of the system. In our system, we consider

kinetic energy, van der Waals (vdW) interaction energy, electrostatic potential, and

potential energy:
p 2  

-E - + - + eo + gmon - (3.21)
2m 2

'11 electrostatic potential
kinetic vdW

Note that the mean interaction term W (Eq. 3.7) is divided by two since it is derived

from the mutual interaction u (r) potential between two particles (chains in this

case). Also note that neglecting all energy terms except potential energy (E = gmon),

which is a constant for a given temperature and pressure, yields the Langmuir

isotherm. Integrating Eq. 3.20 produces the final partition function.

((A - Naexc) exp (-ar/2- k-mon 2)N (A/aexc)!
N! (A/aexc - N)!N!

Here, A is the thermal de Broglie wavelength and is defined as

h
A = (3.23)

-2rcmk T
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3.4.2 Deriving thermodynamic terms

Internal energy

Using the relation U = kT2 T (lnZ) along with Stirling's approximation ln(N!) m

N In (N) - N, the internal energy can be obtained from the partition function (Eq.

3.22):

( 2r 5gape2f ekTF dg
U=N kT +- + +gnon-T .(3.24)

2 EgapE0 e 2 F2 +8n00eE 0 kT - dT
kietc WN potential

vdW Stern EDL diffuse EDL e

From inspection, it is apparent that internal energy consists of a 2D kinetic gas inter-

nal energy (NkT), vdW interaction energy, EDL contributions, and the adsorption

potential energy, gmon. Remarkably, the whole electrostatic potential, Pmon, from

Eq. 3.18 does not appear here (no logarithmic sinh-1 term). Instead, we have a

square-root term, which represents a derivative of 4 dif,0 with respect to T. Note

that we have assumed the temperature dependencies of the bulk concentration, the

dielectric constant, and the vdW interaction parameter are negligible.

Entropy

The entropy can also be explicitly derived by evaluating S = i (k T In Z) to obtain

S =+ 1 -aexc+ 1 I 1-laexc-=2+1 + n+lnI
Nk ,FA2 Faexc I - Faexc ]Faexc

kinetic Langmuir

+ eF- 2sinh 1  e- 1d " (3.25)
e2 F+8n~oeE0 kT k 8n,eEokTJ k dT

diffuse EDL potential

The kinetic terms are a 2D version of the Sackur-Tetrode equation for hard sphere

ideal gases. Similar to our treatment of internal energy, we have assumed that tem-

perature dependencies on the bulk concentration, the dielectric constant, and the

vdW interaction parameter are negligible. A temperature-dependent potential en-
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ergy appears as it did in the internal energy.

Surface pressure

Conventional 3D pressure is obtained from the partition function by

P = kT (0 n , (3.26)
OV )N,T'

but in the case of the monolayer, it is constrained to a thickness 5mon- Furthermore,

from the pressure tensor, the pressure has the normal isotropic component, P., and

an additional lateral surface pressure component, H. Thus, instead of a volume

derivative, an area derivative can be used:

OlnZ
P5mon+H=kT N (3.27)

( A )N,T

A surface pressure equation of state can then be explicitly derived:

FkT a + re
2  2ekTF 2  kTI 1 '

1-= a +-T2+ ga _2+____ +-mln -PSmo.
exc 2 EgapEo Ye 2 p2+ 8nOO6Ee0 kT Cexc 1-Fexc

kinetic vdW Stern EDL diffuse EDL Langmuir

(3.28)

From inspection, the first two terms on the right-hand side are the same as the

van der Waals equation of state. The third and fourth terms represent contributions

from the Stern and diffuse EDL, respectively. The Ln 1-raexc term is a non-kinetic

force that keeps molecules from packing too densely and is the surface pressure of

a Langmuir film. From Eq. 3.25, this term is embodied in the entropy and can be

interpreted as an entropic force resulting from the maximization of the number of

ways the monolayer can be organized. This term is fundamental as it is derived from

the number of combinations to occupy adsorption sites in the partition function (Eq.

3.19). However, this term is absent from other surfactant equations of state in the

literature as they are not derived from the partition function. This term can become

very important at high surface concentrations. The final P5mon term is a negligible

atmospheric pressure component.
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Chemical potential

By the relation p= (=)= -kT '-n-, a 2D chemical potential can also be explicitly

derived:

(exp aexc +r+ 5gape
2r + 2er

1-raexc k egapsokT /e2A2+

~~kTIn~ 1- Faexc

activity coefficient

cSgap e2F kih1 eF Fa
+ + 2k T sinh-1 + gmon +kTIn exc (3.29)

8
gap

8 o 8 nZoee 0kT} --- l-Faexc
potential

EDL (e4mon) Langmuir

where we have placed the activity coefficient inside the logarithm and other po-

tentials outside. When the activity coefficient is unity, the system behaves like an

ideal 2D gas. The full monolayer potential is recovered here as we would expect

since the generic form of the electrochemical potential is p = p + k T InX + ze4p.

The potential energy, gmon, appears by itself; thus, it is apparent that gmon is usually

absorbed by the standard state chemical potential in other descriptions. The final

term, kT In ra'" , can be interpreted as being an additional entropic potential (this.1 1-r exc

term appears in the entropy in Eq. 3.25) that becomes extremely negative when

there are few molecules at the surface, thereby favoring adsorption. On the other

hand, it becomes extremely positive when the surface concentration of surfactants

is near its capacity, thereby discouraging further adsorption

Normally, chemical potential in 3D systems is based on the Gibbs energy (chem-

ical potential is the partial molar Gibbs energy). However, for this 2D system, eval-

uating the partial molar Gibbs energy results in a dependency on the extensive vari-

able A, which is unphysical since chemical potential should only be a function of

intensive variables. However, it turns out that combining Eqs. 3.24, 3.28, and 3.25

reveals that Eq. 3.29 is the partial molar quantity of a generalized Gibbs potential

defined as G = U + PV + HA - TS (a Legendre transformation; see Appendix B.3

for more discussion on this generalized Gibbs potential). And remarkably, the dif-

ferential form of this generalized Gibbs potential, dG = -SdT + VdP + ydN +Ad H,
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depends only on the intensive variables T, P, and H. 2 Thus, the statistical mechani-

cal potentials derived from the partition function show thermodynamic consistency.

Furthermore, it can be shown from simple mathematical and thermodynamic

arguments that the surface pressure of a monolayer should be (Appendix B.4)

H=kTF+kT n -.)n-3fdn+ nid4'. (3.30)
faBn

where f is the activity coefficient and % is all the terms trailing the logarithm of

Eq. 3.29 (potential energies). Plugging in our chemical potential derived from sta-

tistical mechanics (Eq. 3.29) into our general thermodynamic formula for surface

tension (Eq. 3.30) also recovers the same surface pressure equation of state de-

rived from statistical mechanics (Eq. 3.28). Thus, this is further indication of the

thermodynamic consistency in our approach.

3.4.3 Adsorption isotherm

Equating the monolayer chemical potential (Eq. 3.29) to the an idealized bulk con-

centration (ibulk = k T In (A3 no,)),3 we obtain the adsorption in the form of a Boltz-

mann equation relating the bulk concentration to the monolayer concentration:

ex p + ,+ + ==22+n e=k + 2 sinh-1 + 26~ T kxp -ra kT EgapEOkT Ve 2r2 +8nkTrexc-
A (1 - rb)2

(3.31)

In terms of thermodynamic variables, this works out to

1 (U/N + (P + ) /r - TS/N(.
n = A- exp .T (3.32)A3 k T

2N is not considered here since evaluating partial molar properties sets dN = 0.
31n actuality, even dilute solutions do not behave perfectly ideal; however, assuming A cC

In (A3 noo), any deviation from ideal should be absorbed by gmon which will be determined later.
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This adsorption isotherm can also be expressed in the form of a Frumkin isotherm.

n = Fae eAFraxc (3.33)
0=KL (1-Fexc

where

KL A 3 eXp Faexc aF 3
gape2r -2sinh1 er gmOn + in 1 - rexc

e2kT gapeokT /8neeokT) kT FA 2

(3.34)

AF a gape2_ 2e (3.35)2 aexckT bEgapsokT aexc e2 r2 + 8nooeEokT(

In terms of thermodynamic variables, this works out to

( kT +kT I( I /r
3 -(U - TS) /N 1-raexc + c In /aexc In Faexc

KL =A eXP kT IT
kT kT 1 - aexc

(3.36)

1 (P + 11) /r 1-raexc + x (3.3_)
Faexc kT kT

non-kinetic, non-entropic surface interactions

From here, the limiting behavior of this isotherm can be analyzed. The KL term

resembles the Langmuir constant (not actually a constant in this case) and represents

the potential energy and entropic change (Helmholtz energy) between bulk and

surface. The AF term is like the Frumkin constant (again, not actually a constant) and

represents the interactions between adsorbed molecules and, in the non-interactive

case, this term becomes zero resolving the Langmuir equation. The terms can be

slightly modified if the adsorbates can be modeled as stationary (not kinetic). Then,

there would not be any kinetic term; therefore, terms like IkrI would be dropped

wherever it appears. Furthermore, the electric potential terms would be dropped

if the species is nonionic. Thus, in the limit that there are no interactions and the
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fraction of occupied sites, FaeXc, is small, then one would simply obtain Henry's law.

3.4.4 Additional contribution of the EDL

For ionic surfactants, evaluating the equation of state derived from statistical me-

chanics (Eq. 3.28) only recovers the surface tension contribution of the monolayer

itself. To get the full surface pressure, the contribution from the electric double layer

must also be incorporated. First, we use the formula (Appendix B.4)

00 o ni(x) oo +(x)

Hdif ZkTI't+ (i d x + Jziend4 dx (3.38)
Sdif Ri'oo I dif

evaluated across the diffuse EDL using the Poisson-Boltzmann solution for the sur-

factant and the counterion species to obtain a surface pressure associated with the

diffuse layer, Hdif. We assume the surfactant and counterion species behave ideally

so the middle term is dropped. This yields an energy per adsorbed surfactant, dif/r,

of

1 2k T v/'8n0 kT eEo sinh( sinh-1 er 2

kT+- . (3.39)
r e

This is input into the partition function and the surface pressure, chemical potential,

and adsorption isotherm are re-derived resulting in slightly modified equations. The

new surface pressure is now

FkT +a +gape2 2ekTF 2  kT In 1ia on
2r2 MO+ +a -P8I-aexc 2 Egapso e +no kT exc 1exc 

Eq. 3.28

ekTF 2  2kT V/8n 0 0 kTeEo sinh (I sinh1 ( ) 2

+ ekr 2 ,/-8n . kT E_-O (3.40)
/e 2r2 +8n0 0 eenkT e

new diffuse EDL contribution
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and the new chemical potential is now

exp ra + p + + 3er

p=kTln exc gapeokT e2r2+8nEeOk)A2Pr
I1-Faexc

5ga e217 eP Pa
+ gap + 2kT sinh-- + gmon +kT In ]aexc (3.41)

Egap k (8no:EEOkT - aexc

where the only difference is the additional er ee=== in the activity coefficient.

The new adsorption isotherm also has the same modification since it is derived from

the chemical potential:

exp a_ +_ + 2 +5gape2 + 3er+ + 2 sinh-1  e+ +exp exc + TT ~ gap k T Ve2 2+8n.EE~ki ( -no,0EOkT) g ]F2

n., A( -b) 2  P2 aexc-

(3.42)

From here, whenever the equation of state (Eq. 3.28), chemical potential (Eq. 3.29),

or adsorption isotherm (Eq. 3.31) is mentioned, note that the aforementioned ad-

ditional EDL modifications have been made when the surfactant is ionic.

3.5 Evaluation and validation

3.5.1 Numerical evaluation

The evaluation of the equation of state (Eq. 3.28) and the adsorption isotherm (Eq.

3.31) to obtain the surface tension equation of state is non-trivial and the numerical

procedure is described here. This is mainly due to the fact that Eq. 3.31 is a tran-

scendental equation involving the bulk concentration, n"., and surface adsorption,

Fmon To solve the system, a table of values rmo ranging from -- to an arbitrarily

small value (logarithmically spaced) is generated. For each value in this table, a

root-solving algorithm is performed for Eq. 3.31 to obtain values for nC,, which

are subsequently input into Eq. 3.28 to obtain surface tension values. Plotting the

equation of state as a function of rmon reveals a phase change instability similar to
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Figure 3-4: 2D EOS instability and Maxwell construction. (a) The black line is
the Maxwell construction which divides the curve (blue) such that the area below
(A) and above (B) it are equal. (b) Performing a Maxwell construction removes
the points in grey on a plot of n,, versus rmon. Further trimming (orange points) is
needed to obtain monotonicity.

that of the van der Waals equation of state. An example of this instability is shown

in Figure 3-4.

The presence of this instability implies that a change of phase is occurring. Sur-

factants with longer tails and stronger attraction are more prone to having this be-

havior and collapsing into a condensed phase, and this behavior has been observed

experimentally [80]. If the equation of state is left as is, then this creates non-

monotonic behavior and the surface tension isotherm can yield multiple values for

a single concentration. To correct this, a Maxwell construction is applied such that

the net r[A work between two states is equal to zero (black line in Figure 3-4a).

Even after performing the Maxwell construction (which removes the gray points in

Figure 3-4b) though, the adsorption isotherm can still show non-monotonic behav-

ior (Figure 3-4b). Therefore, the orange points in Figure 3-4b are trimmed, which

leaves both the equation of state and adsorption isotherm monotonic. Choosing the

points to the left of instability in Figure 3-4b rather than the right ensures continuity

in the surface tension isotherm.
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3.5.2 Molecular parameters

The potential energy, gmon, still remains the primary unknown in the model. How-

ever, given that this term constitutes the change in standard state chemical potential

between the monolayer and bulk phases, it should resemble the other forms of Ayt.

Since adsorption is primarily dictated by the hydrophobic effect4 of the alkyl tails,

Att' should resemble that of alkane gas solubility in water. Henry's law constant,

KH, is a parameter that is directly proportional to Ay- and is well documented for

a variety of systems. In particular, Abraham and Matteoli determined Henry's law

constants as functions of temperatures for several alkanes in water and found that

they obey the following functional form [81]:

lnKH= L In T + + C. (3.43)
1K T

Since KH c n, this necessitates that L c< nc, B c< nc, and C oc nc. In the context

of surfactants, tails do not fully determine the hydrophobic effect; there should also

be an effect of heads. Thus, we assume gmon takes the form

S= -(Ln + +C)+ghead (344)
kT 1K T kT

where ghead is the deviation from pure tail behavior and should only depend on the

head. Therefore, an entire family of surfactants with the same head, should have the

same ghead parameter. The following expressions for L, B, and C were determined

to be suitable for various alkyl terminated surfactants.

L = -40.0000 - 2.500Onc (3.45)

B = (-11000.0 -1000.00nc)K (3.46)

C 264.855 + 18.3843nc (3.47)

4This is the tendency of hydrocarbons to be desolvated from water.
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Table 3.1: Molecular head parameters for several families of alkyl-terminated sur-
factants

Surfactant
family

head
kT aexc

(A2)

5gap

(A)
MEGA -3.8 38.4 N/A

SS -11.9 35.2 0.8
TAB -10.5 35.2 0.8
E4 -8.50 48.0 N/A
E5 -8.88 52.0 N/A
E6 -9.25 56.0 N/A
E8 -10.0 64.0 N/A

aMEGA

Concentration (mM)

" MEGA-8 30 'C (Ko et al., 2004)
" MEGA-9 30 C (Ko et al.. 2004)
" MEGA-10 30 *C (Ko et al., 2004)

- MEGA-8 30 *C (model)
- MEGA-9 30 *C (model)
- MEGA-10 30 *C (model)

b, E6

.2

Concentration (mM)

ClOE6 25 C (Carless, 1964)
C12E6 25 T (Patil et al., 2008)

* C14E6 25 C (Subramanyam & Maldarelli, 2002)

- CIOES 25'C (model)
- C12E6 25'C (model)
- C14EG 25 'C (model)

C

Concentration (m

" 12TAB 25 *C (Zhang, 2004)
" 14TAB 25 *C (Siminster et al., 1992)
" 16TAB 25 *C (Phan et al., 2012)

- 12TAB 25 *C (model)
- 14TAB 25 *C (model)
- 16TAB 25 'C (model)

Figure 3-5: Surface tension model valid
model for (a) MEGA-8 [82], MEGA-9 [82],

ated with literature data. Data and
MEGA-10 [82], (b) C1OE6 [83], C12E6

[84], C14E6 [80], and (c) 12TAB [85], 14TAB [86], and 16TAB [87] show good
agreement.

Furthermore, ghead was determined for several families of surfactants based on lit-

erature data as shown in Table 3.1.

3.6 Equilibrium surface tension validation

The results of this equilibrium surface tension model agree well with literature data

of surface tension isotherms as shown in Figure 3-6. Here, three families of sur-

factants are used but only one fitting parameter, ghead, per family has been applied.

Furthermore, Figure 3-6 (own data) shows good agreement with temperature de-

pendence in addition to concentration dependence for MEGA-10.
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MEGA-10
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-1.86 mM

230[ -0.95 mM

20F 0.48 mM
-0.34 mM

U) -0 0.24 MM
1 0 - 0.14 mM

20 40 60 80 100

Temperature (*C)

Figure 3-6: Surface tension model validated with MEGA-10 for temperature and
concentration dependence.

3.7 Dynamic surface tension

In this Section, we will describe how to obtain dynamic surface tension from equi-

librium surface tension using a dynamic surface tension model. Depending on sur-

factant concentration and type, equilibration timescales can span milliseconds to

hours. One key parameter that must be known before applying the dynamic surface

tension model is the diffusion constant.

3.7.1 Diffusion constant calculation

A simple method for calculating the diffusion constant, a key property in dynamic

surface tension, was developed and is presented here. The well-known Stokes-

Einstein equation is usually used when calculating diffusion constant, D:

kT
D= (3.48)

n7vq reff

where n is a constant (6 for large spherical particles), rq is the dynamic viscosity of

water, and reff is the effective spherical particle radius of the molecule. Based on MD

simulations of alkanes over a wide range of temperatures and pressures [88], n = 5

provides reasonably accurate results. As for reff, Tee et al. evaluated reff for a variety

of alkanes [89]. Based on this data, the following equation provides a correlation

73



for reff of alkanes:

reff = (1.660 84 x 10-10 + 2.737 93 x 10-1 1 n) m (3.49)

Therefore, to find the diffusion constant of a surfactant, the diffusion constant of

an alkane with the same nc is first calculated using Eqs. 3.48 and 3.49. Then, the

alkane diffusion constant is scaled by the molecular weight to the power of -1/3.

That is,
M 1/3

alkane (.0Dsurfactant = Dalkane 1/3 (3.50)
Msurfactant

where Msurfactant is the molecular weight of the surfactant without its counterion.5

The M-11 3 dependency is a general scaling assuming similar density and is reason-

able to apply here due to the the small differences in M between a surfactant and

its associated alkane.

3.7.2 Dynamic surface tension model

Most models for dynamic surface tension are either completely empirical and have

several fitting parameters [90] or require the assumption of a particular isotherm

[91]. Established theory based on the work of Ward and Tordai [45] that assumes

diffusion-limiting behavior can be used to extract dynamic behavior from equilib-

rium behavior. The basics of this theory starts with the governing 1D-diffusion equa-

tion:
On(x) a2 n(x) (3.51)

a t ax2

Using conservation of mass, the following boundary condition is applied

a_ (D n (x)(.
D (3.52)

a t ( O x _0

5The counterion is not considered since full dissociation is assumed and transport would be limited
by the much heavier and larger surfactant.

74



Solving Eq. 3.51 gives the Ward-Tordai equation.

Fmon(t) = 2nooV t- d (3.53)
"forward"

"backward"

where - is a dummy variable, n,, is the bulk concentration (x -> oo), and n, is

the subsurface concentration (concentration at x = 0). This equation is often inter-

preted as having a "forward" diffusion component (diffusion from bulk to an empty

subsurface) and a "backward" history-dependent term (slows down diffusion due to

the existence of a finite concentration at the subsurface). If fast equilibration is to

be assumed, then ns (r) = ns (rmon (T)) where ns (Fmon) is the equilibrium adsorption

isotherm (Eq. 3.31; infinitely fast kinetics assumption).

However, an issue with the Ward-Tordai equation is the assumption of an in-

finitesimally thin monolayer, which can lead to unphysically high diffusion. Thus, a

modified Ward-Tordai equation developed by Diamant and Andelman that accounts

for the thickness of the monolayer [92] is used:

VM D It ns (rmo (r))
rmon () = Vm 2 -- 2c.00 E- s(mon d )

Naaese~~~~ (m +) --- ' v/ t - TNAaexc (5mon +fl K"forward" "ca

"backward"

+ "' (2c.e - co (F (r))) .(3.54)
NAaexc

finite monolayer thickness correction

Here, Vm is the molar volume (calculated from alkane molar volume and aexc of the

heads), 8mon is the length of the monolayer (taken to be the length of the alkane

tail plus twice the head diameter), is the Debye length, and NA is the Avogadro

constant. In Diamant and Andelman's original expression, this equation was derived

for nonionic surfactants and, therefore, the Debye length was not included. In this

work, we have found that including the Debye length is an acceptable approximation

for the ionic surfactants studied. Using a numerical algorithm devised by Li et al.
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[91], Eq. 3.54 with the adsorption isotherm (Eq. 3.31) applied can be integrated.

From there, plugging in rmon (t) into the equation of state (Eq. 3.28) yields the

dynamic surface tension.

3.7.3 Validation of the dynamic surface tension model

Ultra low-CMC nonionic surfactant

For the very low-CMC nonionic surfactant C14E6 (CMC e 0.01 mM), the model

provides reasonable agreement with data provided by Subramanyan and Maldarelli

[80] despite the extremely long timescales involved (several hours) (see Figure 3-

7). In fact, the predicted phase change behavior coincides with the observed phase

change behavior. Some deviation may be due to non-first-order phase-change be-

havior observed in actual surfactant systems, whereas the Maxwell construction pro-

vides first-order behavior.

Model predicted
802 phae zone

Z 60
E
C0

- C14E6 model
2 40

* C14E6 data (Subramanyam, 2002)

20

0 10 100 1000 10 105
Time (s)

Figure 3-7: Dynamic surface tension validation for C14E6. Data taken from Sub-
ramanyan and Maldarelli [80].

Medium-CMC nonionic surfactant

For the medium-CMC surfactant MEGA-10 (CMC ~ 4mM), the model provides rea-

sonable agreement at different concentrations and temperatures (see Figure 3-8).

The largest deviation on the order of a few mN m- 1 (which could be in the range of
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experimental uncertainty) occurs when the model predicts phase change (flat sur-

face tension profile). This could be due to the aforementioned non-first-ordrer be-

havior of actual surfactants. In addition, the model assumes perfect 1D-diffusion to a

flat interface, whereas as in the tensiometer experiment, convection and Marangoni

effects could be affecting the dynamic surface tension.

80 1
MEGA-10

E -0.35 mM, 30 0C model
70 -0.69 mM, 30 *C model

E -1.37 m M, 30 'C model

0- e 0.35 mM, 30 C data
60 * 0.69 mM, 30 *C data

. 1.37 mM, 30 *C data)

--- 0.69 mM,70*C model
o 50-. --- 1.37 mM, 70 *C model)
42 50 - '----------

0.69mM,700 C data)
....... - ---- - o 1.37 mM, 70 *C (data)

40
10-6 10-5 10-4 10- 10-2 10-1 100 101 102

Surface age (s)

Figure 3-8: Dynamic surface tension validation for MEGA-10. Dynamic surface

tension model (Eqs. 3.28 and 3.54) compared with own data obtained as described

in Section 2.3.3.

Low-CMC ionic surfactant

For the low-CMC ionic surfactant 16TAB (CMC ~ 1 mM), the model provides reason-

able agreement with accuracy within a few mN m- 1 across different concentrations

and temperatures (see Figure 3-9). There is a slight tendency to under-predict the

surface tension drop. This could be due to the fact that the Debye length becomes

very large (on the order of tens of nm) at these concentrations and could be overes-

timating the effective monolayer thickness in Eq. 3.54.
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-0.09 mM, 30 *C
-0.26 mM, 30 *C
-0.45 mM, 30 *C

0
S

0.09 mM, 30 *C
0.26 mM, 30 *C
0.45 mM, 30 *C

model
model
model)

d ata
data
data)

16 TAB

10-6 10- 5 10-4 10-3 10-2 10-1 100 101 102

Surface age (s)

Figure 3-9: Dynamic surface tension validation for 16TAB. Data obtained as de-
scribed in Section 2.3.3.

Medium-CMC ionic surfactant

For the medium-CMC ionic surfactant S12S (CMC - 10mM), the model provides

remarkable accuracy for the very short timescale data provided by Owens (see Fig-

ure 3-10). Owens obtained measurements using the oscillating jet method [93] at

two different temperatures.

0.001 0.100

5 mM, 20 "C (model)

* 5 mM, 20 *C (Owens, 1969)
----- 5 mM,52*C(model)

o 5 mM, 52 "C (Owens, 1969)

10

Surface age (s)

Figure 3-10: Dynamic surface tension validation for S12S. Data taken from

Owens [93].
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High-CMC ionic surfactant

For the high-CMC ionic surfactant 10TAB (CMC ~ 50 mM), the model tends to over-

estimate the drop in surface tension up to approximately 10 mN m' (see Figure 3-

11). This could due to the Debye length underestimating the effective monolayer

length at these higher concentrations.

80-,
10 TAB

70 m
- -6.65 m M, 30 C (model)

460 -23.9 mM, 30 0C (model)

- 6.65 mM, 30 *C (data)
30 23.9 mM, 30 *C (data)

20
10-6 10-5 10-4 10-3 10-2 10-1 100 101 102

Surface age (s)

Figure 3-11: Surface tension model validated with MEGA-10 for temperature

and concentration dependence. Data obtained as described in Section 2.3.3.

Summary of dynamic surface tension validation

Overall, the dynamic surface tension model has reasonable success at predicting

dynamic surface tension. Better accuracy was found for non-ionic surfactants since

the effective monolayer length does not have to be corrected with a Debye length.

For ionic surfactants, better accuracy seems to occur at CMCs near 10 mM. Some of

the difficulty in validating the model, which assumes perfect 1-D diffusion, is due to

limitations of the bubble tensiometer measurement technique where flows around

a growing bubble are involved.
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3.8 Summary

In this Chapter, we present a model to predict equilibrium surface tension from

molecular parameters that leverages progress made from previous studies. This

model is based off a statistical mechanical partition function, from which the equa-

tion of state, adsorption isotherm, and suface tension isotherm can be obtained.

The model has shown agreement with literature and our own experimental data.

This equilibrium model was extended to a dynamic surface tension description us-

ing a modified Ward-Tordai equation. The results from the dynamic surface tension

model, which is still ultimately based off of molecular parameters, has also shown

agreement with literature and our own experimental data. The results from this

Chapter will be used to determine bubble behavior and boiling performance in the

following Chapter.
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CHAPTER 4

BOILING ENHANCEMENT WITH

SURFACTANTS

Bubble behavior dictates the heat transfer performance of boiling. Bubble behav-

ior will be discussed in two parts: (1) nucleation which tends to affect superheat;

(2) growth and departure which tend to affect heat flux. Accordingly, our anal-

ysis of heat transfer enhancement will be focused on horizontal (superheat) and

vertical (heat flux) movement of the boiling curve. As mentioned previously, wet-

ting properties (contact angle and surface tension) depend on surfactant type and

concentration and alter bubble behavior. From Chapter 3, we are able to calculate

equilibrium and dynamic liquid-vapor surface tension from molecular parameters.

From Chapter 2, we are able to relate equilibrium liquid-vapor surface tension to

solid-liquid surface tension and, subsequently, contact angle, using a generally ob-

served experimental result. This gives us all the properties to calculate heat transfer

performance as we will show in this Chapter. We will also provide recommendations

on ideal surfactants for boiling.
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4.1 Bubble nucleation

Our treatment of bubble nucleation will be based on entrapped vapor theory, which

is not true heterogeneous nucleation where the initial surface is fully wetted as these

would require exceptionally high superheats [94]. Instead, we treat bubbles as

growing from vapor regions trapped in cavities, which we assume to be distributed

at various sizes on the surface and with similar conical geometries [95]. Although

this is an imperfect representation of the true cavity distribution on real surfaces,

this approach has been used in the past with reasonable success [96].

4.1.1 Entrapped vapor theory

As mentioned in Chapter 1, a bubble that is entrapped within a cavity has a radius of

curvature, Rb, which determines the pressure inside the bubble by the Young-Laplace

equation (Eq. 1.4):

AP = V
Rb

The radius of curvature, and subsequently the bubble pressure, will depend on the

contact angle, cavity geometry, and the manner in which the bubble is entrapped. As

such, there are several cavity nucleation models that will be discussed in this Section.

Since the radius of curvature is usually positive, the pressure in the bubble should

be higher than the surrounding liquid pressure, P0.1 This leads to the requirement

of a superheat to nucleate the bubble. The amount of superheat required to activate

evaporation can be approximated by the Clausius-Clapeyron relation (Eq. 1.5):

AP dP hfg
AT dT sat Tsatvfg

'Creating cavities that can sustain negative radii of curvature would theoretically allow for boiling
below the boiling temperature.
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Knowing that activation occurs when Pb = Psat, and incorporating the Young-Laplace

equation, the radius of curvature is related to the superheat by Eq. 1.6:

2 YIv TsatVfg
A T

hfgRb

We will now discuss how to relate the radius of curvature to information about the

cavity itself.

4.1.2 Cavity model

Hsu modeled a bubble sitting on a cavity mouth. The cavity mouth has a cavity

radius, Rcav and a cavity angle, y, which is the angle of the tangent to the mouth

with respect to the horizontal [97]. In this treatment, the shape of the bubble can

then be considered to be a spherical cap with an effective contact angle of y + 0;

thus, the radius of curvature is

Rb = csc(y + 0)Rcav. (4.1)

Here, y hypothetically can range from 0' (no cavity) to 90' (vertical cavity) to >

900 if the the cavity is re-entrant. However, since we are analyzing relatively plain,

smooth surfaces, we can assume no reentrant cavities exist, which limits us to the

0' < y < 90' range. For y = 700, Figure 4-1 illustrates how cavities of different cavity

radii, Rcav, lead to different Rb- If contact angle were to increase for a given cavity,

Rb increases and subsequently the required A Twaii to activate the site decreases. The

required superheat to open a cavity can be determined by combining Eq. 4.1 with

the Clausius-Clapeyron relation (Eq. 1.6):

__
2Yvi~ satVfg

AT = sin (y + 0). (4.2)
hfgRcav

The Hsu cavity model, however, can lead to unphysical results. If we assume that

cavities are roughly conical in geometry, which is a typical assumption [98], then
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Figure 4-1: Bubble radius of curvature, contact angle, and superheat for two
different cavity models.

geometric arguments can be made (Appendix C.1) that limit the minimum contact

angle,

Omin = r - 2y (4.3)

This is because, if the contact angle were below n - 2y, liquid would completely

wet the conical cavity. With this limitation, Rb monotonically increases with contact

angle (6 min = 200 in Figure 4-1). However, bubbles can still exist below this limit

with the Hsu cavity model as Figure 4-1 shows. To rectify this, we have developed

a cavity model inspired by Lorenz [99] in which the volume inside a conical cav-

ity is determined by the advancing liquid-vapor front (see Figure 1-3). In Lorenz'

treatment, he assumed the volume at the moment the liquid-vapor interface was

closed off by the opposite cone lip is constant. However, simplifications were made

to obtain an approximate equation for Rb- In our treatment, we have found an exact

mathematical expression for Rb without simplification. This was found by setting

the volume of a sliced cone (Eq. C.10 in Appendix C.1), setting it equal to the vol-

ume of a cone with a spherical cap, and solving for Rb with the aid of Mathematica,

a computer algebra system. The result is that

22/3 cot()/csc()sin(6 -c)
Rb = Rcav (4.4)

csc () (-3 cos(& - 4)+ cos(30 -4q) + 6 cos(O)) + 8
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where q5 is the cone angle (the opening angle at the bottom of the cone). Lorenz'

more approximate result, in comparison, tends to underpredict Rb at low contact an-

gles and overpredict Rb at high contact angles. Plugging in Eq. 4.4 into the Clausius-

Clapeyron relation gives

V2VfgYlvTsat csc( )(-3 cos(O -q) + cos(30 -q) + 6cos(O)) + 8
A T= . (4.5)

Rcavhfg cot2( )Vcsc(O)sin(O-4)

Both the Hsu and constant volume cone model have the the upper bound on

contact angle:

Omax = - (4.6)

as both approach infinite Rb at this point. Physically this can be interpreted as the

point at which the bubble is no longer attached to the cavity wall, but pinned at the

lip, allowing for large radii of curvature. While, in reality, a pinned bubble cannot

attain an infinitely large radius since at some point gravity becomes important, the

contact angles required for this condition are > 900, which is not typical in boiling

systems.

4.1.3 Cavity distribution

The cavity model described above only pertains to a single cavity that is axisymmet-

ric. In reality, we should expect a variety of different types of cavity geometries and

a distribution of size and mouth angles. However, mapping the micro-geometry of

an entire surface would be challenging to accurately perform. But coupled with the

fact that nucleation is most sensitive to Rcay and that there can be a distribution of

cavity sizes that correlate with nucleation [100], it is reasonable to treat the sur-

face as having self-similar cavities but with a range of sizes. Brown found that the

number active nucleation sites, n, follows a power law distribution [100] with the

smallest active cavity radius at a given wall superheat, which we know from Eq. 4.5.

85



Hence,

n (A Twaii) Cc (4-7)

where m is a parameter that describes how steep the distribution in cavity size is and

depends on the surface (typically can range from 2 to 7). Assuming Rcav cc Rb (true

for the cavity model as shown by Eq. 4.4), then applying the Clauius-Clapeyron

model it is apparent that

n cc T47aZi (4.8)

as Mikic and Rohsenow have shown [96].

4.2 Bubble growth

4.2.1 Original growth model

Once a bubble has nucleated, heat transfer will be dictated by how a bubble grows.

The bubble growth model described here is based on the model (an analytical equa-

tion) first presented by Plesset and Zwick [101]. Our modifications to the model in-

corporate the effects of a non-spherical bubble and a thermal boundary layer. While

several studies involving CFD simulation of a single bubble incorporating these ef-

fects have been performed in the past [102, 103, 104, 51, 105], an analytical ex-

pression describing bubble growth has not been presented. First, we must establish

some bubble geometry terminology. Requiv and Dequiv are the equivalent radius and

diameter, respectively, if the bubble were to be treated as a perfect sphere so

3 1/
Requiv = Dequiv/2 = -V (4.9)

hence, Requiv and Dequiv will be used to describe the volume of the bubble. Rb, like

before, is the radius of curvature of the bubble. In the context of a spherical bubble,

we will simply use R since in this case R = Rb = Requiv. Finally, Rbase is the base radius

of a bubble on a surface, i.e. the radius of the circle inscribed by the three-phase

contact line.
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As Mikic et al. have found [106], bubble growth can be described by two regimes.

At short timescales, there is inertially dominated growth in which

Requivoc t (4.10)

and is described by the Rayleigh equation. At longer timescales, growth is heat

diffusion dominated growth in which

Requiv oc F (4.11)

and is described by the Plesset-Zwick equation [101]. However, since the timescale

at which this transition occurs is on the order of tens of ts whereas bubble departure

times are typically two to three orders of magnitude higher, our model will use the

Plesset and Zwick heat diffusion dominated growth approach.

Plesset and Zwick stated that the conductive heat transfer into and around a

growing spherical bubble is equivalent to the latent heat times the mass change rate

of the bubble. Thus, the following scaling relationship holds:

kIAT dV
4x2 ~ph (4.12)

,Fai -I d t

where k, is the thermal conductivity of the liquid and al is the thermal diffusivity of

the liquid. For a sphere, [ = 47rR 2 ; hence,

dR kIAT
dt Pvhfg/f (4.13)

and after integrating,
kIAT

R(t) ~ 2 p. (4.14)

4.2.2 Modified growth model

Now let us consider an axisymmetric bubble but with an arbitrary profile. Also, as

shown in Figure 4-2, we will consider a simple thermal boundary layer where the
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liquid temperature linearly decreases from T = Twal1 at z = 0 (at the solid-liquid

interface) to T = Tsat at z = 5T SO

AT = ATwaii1 (4.15)

where 6
T is the thermal boundary length. We will also assume that the temperature

of the vapor bubble is at Tsat which is reasonable since the temperature gradient

required to change phase would be very high. Much of the temperature variation

occurs on the liquid side outside the bubble over a very thin layer with thickness

V-/it [101]. We can therefore come up with the scaling

f ki(T(z)-Tsat) 7 2 dDequiv

Jd A ~ D . p yh 
( 4 .1 6 )

where dA is a differential bubble surface area at a height z and Aq is the surface area

where heat transfer occurs (any bubble surface that is within the thermal boundary

layer). Knowing the surface area of the bubble as a function of the distance from

the wall will allow for calculation of the integral term. We will come back to this

equation once we determine an expression for the surface area, which will depend

on contact area and the thermal boundary layer thickness.

Evaluating the Young-Laplace equation for a pendant bubble (Eqs. 2.2-2.4) al-

lows for numerical calculation of a static bubble profile in the presence of gravity.

Though not perfectly representative of the situation in boiling since convection is

involved, bubble geometry in boiling is more qualitatively similar to pendant ge-

ometries as opposed to spherical cap geometries due to the importance of gravity

From analysis of numerical studies on bubble growth [102, 103, 104, 51, 105], we

have found that using the Young-Laplace numerical solution to calculate Dbase closely

follows the actual Dbase for much of the growth period as shown in Figure 4-3. Thus,

based on quantitative and qualitative resemblance, and for the purpose of simpler

analysis, the static pendant geometry is considered.

For a numerically solved pendant bubble, the total surface area, Atot, was found
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Figure 4-2: Heat transfer around a growing bubble within a thermal boundary
layer. A bubble with height lb having a pendant shape grows as a result of lateral
heat conduction, q", at its bottom. The heat flux is larger near the surface and
decreases to zero at the thermal boundary layer height, 5 T. The temperature profile
in the thermal boundary layer is linear.
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Figure 4-3: Comparison of Young-Laplace calculated base diameter to actual
base diameter. Data of bubble growth with ATwaii = 10 0C and 0 = 54' from a

numerical simulation by Mukherjee and Dhir [104]. The orange line shows the
actual base diameter while the green line shows a calculated base diameter based
off the actual equivalent diameter in blue. This was calculated using a numerical
solution to the Young-Laplace equation for a static pendant bubble.
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to be approximately linear with R'quiv. Specifically,

Atot - ((T - 2.4) cos 0 + 2.4) (2Requiv) 2 (4.17)

to within 5 % accuracy up to 0 = 900 with better accuracy for smaller 0. The partial

surface area up to a height z, A(z) was also found to be almost perfectly linear. That

is,

A (z) cx z (4.18)

To approximate the height of the bubble, 1b, the approximation

0
lb = 2 Requiv cos

2
(4.19)

was found to be accurate within 4 % of the numerically determined height. With Eq.

4.19 and 4.17, it is possible to compute the integral in Eq. 4.16. First, we change

the differential element dA to ddz. From Eq. 4.18, ! = constant; therefore, taking

into account Eq. 4.19 and 4.17,

dA = AA ((7 -2.4)cos 0 + 2.4)
= constant = -- =

dz Az cos0
(2Requiv) . (4.20)

Now, Eq. 4.16 can be expressed as

hk (T (Z) - Tsat) (7r - 2.4) Cos 0 + 2.4

S/-atCosQ (2Requiv) dz
o v~tcos2

2 dRequiv
4TRequivPvhfg dt

where h is the maximum height we integrate up to (h = 5T if Ib > 6 T and h = lb if

lb < 8 T)- We further simplify this to

h

Cb f
b RequivA T (z) =R2  dRequiv

b 1/2 d=equiv d t
(4.22)
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by introducing a growth rate scaling factor Cb and using the substitution

k] ((it-2.4)cos 0+2.4)sec}b = .1/2 (4.23)
21rhfgpvaj

For the thermal boundary layer, using a natural convection boundary layer correla-

tion [107] leads to

5T = C5 lal 1/3)(4.24)
g iAATwaii)

where C is a boundary length scaling factor, vl is kinematic viscosity, and PI is the

liquid thermal expansion coefficient [K- 1]. If contact angle is constant with time,2

then combining Eqs. 4.15, 4.23, and 4.24 into Eq. 4.22 allows for solving the bubble

growth over time. The result is

25 -exp b-c 2 A T.ali 0<5t < t'
Requiv (t) = (1-exp 5 ) (4.25)

Jz)C2bln 4-1)/i" t > t'5V'/ Cb b 5T ATwall V' 32c21 tt

where

0
c = 2cos -, (4.26)

2

Tn= 2 (4.27)
Cb bC2 A Twall

When t < t3 , the height of the bubble, lb is less than the thermal boundary thickness,

5T, and when t > t5, lb > 5T. Here, Eq. 4.25 has the behavior of t112 growth when

the bubble is much smaller than the boundary length (same result as Plesset and

Zwick where a uniform superheating is assumed) and t114 growth when the bubble

is larger than the boundary length (which agrees with a simple scaling analysis).

Using data from several studies [102, 104, 105], we have found that the follow-

2Small changes in contact angle during growth do not significantly alter growth behavior as
Mukherjee and Kandlikar have shown [104]. Thus, a constant 0 approximation is reasonable.
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ing values for the scaling factors are appropriate.

Cb = 0.5 (4.28)

C = 35.7 (4.29)

Validation with this data can be found in Section 4.3.3.

4.2.3 Growth model with time-dependent contact angle

The previous result, though useful for validation with previous studies, is not ap-

plicable in the presence of surfactants since dynamic, time-dependent effects would

occur. Thus, we will extend the model to conditions where the contact angle is also

a function of time. Using the Young equation,

Yf ro cos &init0 (t)= arccos Y'C(t (4.30)

where ylv'O cos Oi is yv - yi for a fully equilibrated solid-liquid interface, 0 init is the

initial (t = 0) contact angle of bubble on a fully equilibrated solid-liquid interface

(which we introduced in Eq. 2.8), and yiv (t) is the dynamic surface tension. Thus,

evaluating Eq. 3.54 and plugging into the equation of state (Eq. 3.28) using the

method described in Chapter 3 allows for the calculation of contact angle over time.

Solving Eq. 4.22 when 0 is a function of time yields

Requiv(t)= exp Cbb dr
fo 25 Nr

eXp ('2 Cbb(TI)(c(rl))2 ATaI dTl)Cbb(T 2) C (T 2 ) A wall
cd 2 (4.31)

for 0 t < t, and

Requiv(t) = A 2 6 TCbb(r)LATwa1drj +1K (4.32)
J o 2 /-
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for t > t,. Here, K, is a constant that ensures continuity between Eqs. 4.31 and

4.32:
(Requiv (t'))2  6 TCbb (T 1) A Twaii

K3 = 2 2 - (4.33)

To evaluate these equations, Eq. 4.31 is calculated by numerical integration.

A root solving algorithm finds when Eq. 4.31 is equal to of (when the height of

the bubble is equal to the thermal boundary layer thickness), setting a value for t,.

Then, 4.32 can be calculated numerically via integration.

4.3 Bubble departure

4.3.1 Background

In the previous Section, we discussed bubble growth; however, in order to calcu-

late the heat transfer on a single nucleation site, the departure conditions must be

known. For a single nucleation site, the heat transfer [W] is

3R quivdaepartPv f9
qsingle - (4.34)

tdepart

Multiplying this by the nucleation density, n [m-2 ], should give the heat flux, q"

[W m-2 ]:

q" nqsingie. (4.35)

This general statement (Eq. 4.35) is often referred to as the Mikic-Rohsenow model,

although Mikic and Rohsenow used a semi-infinite conduction term to define qsingle

[96] whereas we are defining qsingle from an energy balance. The assumption here

is that bubbles behave as if they are isolated from each other, hence the proportion-

ality to nucleation density. In reality, when nucleation densities are very high, the

proximity or coalescence of bubbles should alter the heat transfer. That is, qsingle

itself becomes a function of nucleation density.

Many departure criteria exist in the literature and are often determined by cor-
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relating relevant properties to observed departure diameters [108]. Fritz developed

a simple expression based on a force balance of surface tension and buoyancy that

depends on contact angle [109]. Later, Cole came up with an expression depends

on both contact angle and wall superheat [108]. However, none of the existing de-

parture criteria can deal with contact angle and surface tension that are changing

with time. In our treatment of bubble departure, we have taken a fundamentally

different approach: we track the movement of the three-phase contact line with

time based on our growth model and make assumptions about momentum forces to

determine the point at which bubble departure occurs.

4.3.2 Departure model description

First, we have come up with a simplified expression for the base diameter. Using

the Young-Laplace numerical solution to the pendant bubble, the base diameter of

a bubble, Dbase, can be approximated by a cubic equation:

12034.8 /m 2D 3  (cos (20) -1)
Dbase= 0. 7 9 5908ODequiv - equiv (4.36)

where 0 is radians. A comparison between this model and the exact Young-Laplace

solution is shown in Figure 4-4.

6

E 5
E 5 - 10 0 Y-L ---- 100 (model)

20 0 Y-L ---- 20(model)
.... 30 0 Y-L - -- - 30 * (model)

E3 -- 404Y-L ---- 40*(model)
-- 50 0 Y-L ---- 50(model)

60 0 Y-L ---- 60 0 (model)
--- _70

0 Y-L ---- 70 (model)
S. .-.. .----- 4..80 

0 Y-L --- 80 (model)
0 -. . . ' . . . 90 0 Y-L ---- 90 0 (model)

0 1 2 3 4 5 6

Equivalent diameter (mm)

Figure 4-4: Base diameter versus equivalent diameter for pendant bubbles of
different contact angles. Solid lines represent exact solutions to the Young-Laplace
equation calculated numerically. Dashed lines are from Eq. 4.36
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Then, from observations we have made from numerical simulations of bubble

growth and departure, we have found that departure can be described as a constant

momentum force closing in at the base of the bubble. This constant momentum

force is related to natural convection as we will show later. To illustrate this idea,

we can observe the base diameter velocity as a function of time for a bubble simu-

lated by Mukherjee and Kandlikar [104] as shown in Figure 4-5. Initially, the base

diameter velocity is high and positive as the bubble grows rapidly. However, the

rate at which this radial velocity changes is changing (inward radial acceleration

decreases). At some point, the radial velocity of the contact line decreases linearly

with time (constant inward radial acceleration). This suggests that some constant

departure momentum force is responsible for the closing of the base.

100- Constant acceleration zone

E 0
E

- Transition point

-200

0.00 0.01 0.02 0.03 0.04 0.05

t (S)

Figure 4-5: Base diameter velocity shows a transition to a constant acceleration
zone. Data of bubble growth and departure with A Twaii = 10 *C and 0 = 540 from a

numerical simulation by Mukherjee and Dhir [104] shows the base diameter velocity

transitioning to a constant acceleration zone.

However, in the presence of surfactants where contact angle and surface tension

is not constant, constant acceleration may not be observed even if there is a constant

departure momentum force. To estimate how acceleration would scale as a function

of contact angle and surface tension, let us consider a force balance of a fluid element

on the contact line. Although fluid momentum above the contact line is ultimately

driving the movement, Newton's second law must still be satisfied in terms of surface
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Figure 4-6: Line-force acceleration where 0' is the dynamic contact angle. When
0' > 0, horizontal surface tension forces are not balanced and there is a resultant
acceleration inward due to Newton's second law.

forces at the contact line (Figure 4-6). We should expect that the acceleration at the

contact line, a, should scale with the difference in surface tensions:

a ~ (ysV - ysl)-Yi, cos 0' (4.37)

Y(v cos o

where 0 is the equilibrium contact angle, and 0' is the dynamic contact angle (Fig-

ure 4-6), which must be different from the equilibrium value otherwise movement

does not occur. Using the substitution 0' = 0 + 50 where 50 is assumed to take a

small value,

a ~ y1v[cos O - cos (0 + 50)],

~ yi [cos 0 - (cos 0 cos 50 - sin 0 sin 50)],

-~Yiv cos0 (1-cosal )+sinsinsOl

small .
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Hence,

a ~ yi, sin 0. (4.38)

Therefore, once it is known when the bubble response transitions to a constant mo-

mentum force regime, the acceleration can be scaled according to contact angle and

surface tension.

To determine when a transition, Dequivtrans, to a constant momentum force regime

occurs, let us first consider a "natural" departure diameter. Given a Young-Laplace

pendant bubble profile (see Figure 4-7a), there is a minimum in tangent angle' (see

Figure 4-7a) which corresponds to an inflection point in the bubble profile. It is

convenient to use the bubble truncated at this point as its departure volume since

there can be multiple contact angles for a single bubble shape profile beyond it.

We will refer to a bubble truncated at this inflection point as having an equivalent

diameter of Dequivinnect. An accurate approximation for Dequivinflect is given by

Dequiv,innect = (3.015 49 x 10-3 m) 0 (4.39)

where 0 is in radians.

Physically, it works out that a bubble at Dequiv inflect has a buoyancy force that is

equivalent to half the surface tension retaining force (7rDbaseYiv sin 0). Remarkably,

using the Young-Laplace inflection point criterion has extremely good agreement

with the Fritz correlation [109] as shown in Figure 4-8. In comparison, using a

spherical cap force balance geometry can significantly overestimate the the depar-

ture diameter.4 Thus, there is a physical basis for using Dequivinflect and can be used

as a first approximation for Dequivtrans

However, there is a significant limitation with the above criteria in that the de-

pendency on superheat is not captured. As we showed before, the closing of the bub-

ble base can be explained by a momentum force. Thus, we postulate that Dequivtrans

should scale with an effective "bulk" natural convection velocity in addition to the

3 For a bubble truncated at a plane z, the tangent angle is equivalent to the contact angle.
4Nam, however, has shown that spherical cap based criterion could be reasonable for very low

contact angles [105].
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the (b) tangent angle.
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Figure 4-7: Pendant bubble profile and its inflection point. (a) A numerically

Dequiv,trans cV VbulkDequivinflect- (4-40)

This velocity is the basis for an inward force from the bulk liquid that ultimately

causes the bubble to pinch off at the base (Figure 4-9). Velocity can be related to

the bulk momentum boundary layer by

(4.41)5T=.- Pr-1/3 V

where Pr is the Prandtl number. The bulk momentum boundary layer can then be

related to velocity by using laminar boundary layer theory where

5V oC L (4.42)
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Figure 4-8: Similarity of using Y-L inflection point equivalent diameter to the
Fritz departure correlation. A static force balance criterion based on a spherical
bubble overpredicts the departure size compared to the Fritz correlation [109] while

using the equivalent diameter of a static pendant bubble truncated at the inflection

point is in close agreement.

where Le is a natural convection lengthscale and Re is the Reynolds number. Thus,

Vbulk OC2 (4-43)

25

T

and plugging in Eq. 4.24 reveals that

Vbulk OC> A T ./ (4.44)

Using the above relations offers good agreement with numerical studies for con-

tact angles above ~ 25t but underestimates departure at low contact angles. At

low contact angles the size of the bubble can be smaller than the bulk momentum

boundary layer, which would minimize the importance of bulk momentum flow and

emphasize the importance of surface tension driven flow. To account for this, we

postulate that two components of the momentum departure force exist: Vbulk and

vp (surface tension and evaporation driven velocity as shown in Figure 4-9). We

assume the surface tension driven flow should scale with the ratio of the momen-

tum boundary to the bubble height (we use the height at the inflection point as a
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Figure 4-9: Inward and outward forces at the base of a bubble. Inward forces
are caused by currents in the bulk liquid (natural convection) while outward forces
are caused by suface tension and evaporation.

characteristic value for given contact angle):

V
V C b,inflect b l

(4.45)

So, combining surface tension and bulk flow momentum forces, we come up with a

correlation for the transition equivalent diameter as

Dequiv,trans cC (Vbulk + v.) Dequivinflect

cccli
Dir ( 

Dequiv,trans = CV

+ C b r n 5 VbulkDequivinflect
lb,inflect)

1 + C
1/3

Dequiv,inflect cos 2

where the scaling factor values of of C, = 0.116504mK-2/ 3 and C. = 0.261684 offer

good agreement with literature data as will be shown in the 4.3.3.

100

Dequiv,inflect

AT2 /3wall

(4.46)



4.3.3 Numerical evaluation and validation

To evaluate departure behavior, development of Dbase over time is calculate using

Eq. 4.36 and Dequiv solved from Eq. 4.22. This continues until Dequiv = Dequivtrans

defined by Eq. 4.46. At this point (the moment of transition when the departure

momentum force becomes important) the acceleration, a, is calculated by differenti-

ating Dbase with time. After transition, a is continuously scaled according to Eq. 4.38

by taking into account dynamic surface tension and time-dependent contact angle.

By integrating a with time, the post-transition Dbase is calculated. When Dbase = 0,

the bubble is considered departed and the Dequivdepart and tdepa are recorded. Some

results of this numerical procedure are shown and validated with literature data in

Figure 4-10. In addition, the modeled departure diameter and time as functions of

superheat at different contact angles are presented in Figure 4-11.
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Figure 4-10: Validation of bubble growth and departure. Good agreement be-
tween model and data are shown for (a) (0 = 100, AT = 5.3*C) [105], (b) (9 =
250, AT = 8.5 "C) [102], (c) (9 = 380, AT = 6.2 0C) [102], (d) (9 = 380, A T = 8.5*C)
[102], (e) (9 = 380, A T = 12.5 *C) [102], and (f) (0 = 500, AT = 7.0 0C) [102].

There is very good agreement in growth profiles as well as departure points

across a range of contact angles and and superheats (Figure 4-11). Using the Ples-

set and Zwick t1 12 dependency model rather than our growth model would have

resulted in an overestimation of the departure volume. The exact functional depen-
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dence of departure size and time is shown in Figure 4-11.

4.4 Shifting the boiling curve

Using the methodology to calculate Dequivdepart and tdepart for time varying contact

angle and surface tension described in the previous Section, the thermodynamic

surface tension model from Chapter 3, along with the Clausius-Clapeyron relation

and the cavity model (Eq. 4.5), it is possible to calculate the shift in a boiling curve

as a function of molecular parameters. The following procedure is taken to do so.

1. A reference DI water boiling curve is assumed.

curve, the inverse of Eq. 4.5,

From this reference boiling

V2VfgYivTsat sc (f) (-3 cos(& - 4) + cos(30 -4)) + 6 cos(e)) + 8
Rcav =

AThfg 3 cot( V/csc(O)sin(6 - 0)
(4.47)

is applied to each data point (assuming pure water properties) such that a map-

ping of q" to Rcav is created. The contact angle is assumed to be that of pure

water on a surface with no surfactants. Physically, this represents the total heat

flux as a function of the smallest cavity diameter opened. When surfactants

are added, we assume the distribution of nucleation sites does not change.

Instead, only the superheat at which each nucleation site opens changes.
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2. The superheat for the surfactant boiling curve is calculated by taking the Rav

values from step 1 and inputting it into Eq. 4.5,

AT - 4/2VfgYIvTsat csc () (-3 cos(& -4)) + cos(30 -)) + 6 cos(6)) + 8

Rcavhg 2 cot(})vcsc(O)sin(O-4)

where properties of the surfactant are applied here. The contact angle used

here is the time-dependent contact angle (Eq. 4.30) evaluated at some nu-

cleation timescale (taken to be 1 ms). This gives an "effective, nucleation-

timescale &init" since in reality a bubble does not start growing instantaneously

at t = 0. This gives a mapping of q', to ATwaiisurf, i.e. a horizontal shift in the

boiling curve as shown in Figure 4-12.

3. Finally, using the single-site heat transfer principle (Eq. 4.34), the heat transfer

for surfactants can be calculated:

Dquiv,depart,surf

q" tdeparp" q"/ (4.48)
srf euivdepar,ref (

edepart,ref

which shifts the boiling curve vertically as shown in Figure 4-12.

Heat flux

Pure water

reference curve.

Clausius-Clapeyron

. (nucleation)
Growth& .

Departure

,_____ ..-- * - - Superheat

Figure 4-12: Boiling curve shift procedure. A horizontal shift is applied due to

changes in nucleation behavior and the Clausius-Clapeyron relation. A vertical shift

occurs due to changes in bubble growth and departure behavior.
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4.5 Experimental validation

In this Section we will refer to Figure 4-13, Figure 4-14, and Figure 4-15. In these

figures, the left most plot is actual experimental boiling curves for the surfactant

of interest at several chosen concentrations. The middle plot shows the modeled

boiling curves based on the pure water curve using the procedure from the previous

Section and at the same concentrations. The right most plot shows the superheat as

a function of concentration at a 20 W cm- (green lines in boiling curve plots). For

all tests, the contact angle was assumed to be 300 and the cone angle was assumed

to be 200. For the modeled boiling curves, there is a tendency for the boiling curve

to shorten as it shifts left. This is a natural consequence of rescaling (Eq. 4.48)

where the heat transfer is vertically shifted due to different departure behavior with

surfactants. It does not mean that we expect nucleate boiling to end and hit CHF at

the top of the shortened boiling curves; it is a result of using only part of the entire

boiling curve for water. If the entire water boiling curve were known, then the entire

surfactant boiling curve could potentially be modeled. Thus, even though boiling

curves may seem to end before the green line of 20W cm- 2, we have extrapolated

the curve to obtain the expected superheat.
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Figure 4-13: Experimental validation of boiling curve model
tants.
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Applying the model for nonionic MEGA surfactants shows general agreement
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with our experimental results as shown in Figure 4-13. There is a tendency to un-

derpredict superheat drop at low concentrations, and a very slight overprediction

at larger concentrations. This could be due to limitations in our assumption that

solid-liquid adsorption is proportional to liquid-vapor surface tension (Eq. 2.7).
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Figure 4-14: Experimental validation of boiling curve model for SS surfactants.

For anionic SS surfactants, the model tends to overpredict the drop in superheat

as shown in Figure 4-13. Horizontal shifts in boiling curves tend to be overpre-

dicted, indicating that nucleation enhancement seems to be slightly suppressed in

reality. This can be explained by gold having a negative zeta potential. Thus, nega-

tively charged SS surfactants should be somewhat repelled away from the surface,

thereby reducing the hydrophobic surface effect diminishing the the enhancement

of nucleation.

For cationic TAB surfactants, the model tends to underpredict superheat drop at

low concentrations. This can be explained by positively charged TAB surfactants be-

ing attracted to the negative zeta potential gold. For lower CMC surfactants (14TAB

and 16TAB), the experimental data shows a flattening (slope decrease) with in-
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Figure 4-15: Experimental validation of boiling curve model for TAB surfactants.

creasing concentration as was mentioned in Chapter 2. This could be explained by

a bubble-crowding effect due to non-coalescence of bubbles, which will be discussed

next.

4.5.1 Bubble-crowding effects

When surfactants adsorb to the liquid-vapor interface, they can serve as a barrier

against bubble coalescence. This effect can be used to prevent film boiling and in-

crease CHF in low-gravity environments [110]. However, in the presence of appre-

ciable gravity, non-coalescing behavior could have a detrimental effect. In snapshots

of 16TAB solutions boiling shown in Figure 4-16, the low concentration solution

(Figure 4-16b) has coalesced bubbles that are larger and more buoyant, leading
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to greater liquid motion and higher convective heat transfer. On the other hand,

the larger concentration solution (Figure 4-16c) has non-coalesced bubbles that are

smaller and less buoyant leading to slower liquid motion and less effective convec-

tive heat transfer. Hence, the boiling curve of the higher concentration solution is

flatter than that of the lower concentration (Figure 4-16a). Furthermore, the large

surface-area-to-volume ratio of non-coalesced bubbles is likely to be more resistive

to fluid flow, preventing effective convective heat transfer. It should be noted that

the boiling model is only truly applicable in the limit of isolated bubbles since multi-

bubble effects were not considered in the bubble growth and departure models.

Despite this, reasonable predictions of basic trends have been captured.

4.6 Importance of solid-liquid adsorption over liquid-

vapor adsorption

From boiling theory developed thus far, it is possible to evaluate the relative im-

portance of solid-liquid adsorption to liquid-vapor adsorption. Contrary to previous

literature where liquid-vapor surface tension effects were primarily deemed respon-

sible for boiling enhancement [47, 50, 44], our modeling shows that lowering liquid-

vapor surface tension can have a detrimental effect on heat transfer.5 In Figure 4-

17, relative single-bubble heat transfer (Eq. 4.34 but normalized over the maximum

value of the pure water curve) is plotted as a function of contact angle. Conventional

wisdom states that lower contact angles results in earlier departure, higher bubble

frequencies, and, thus, higher heat transfer per bubble cycle. However, growth rate

is primarily dependent on superheat and applying classical Dequiv ~ t 1 /2 growth re-

sults in much smaller bubble departure sizes that effectively lowers the single-bubble

heat transfer for decreasing contact angle as shown in the t1/ 2 gray dashed curve in

Figure 4-17. However, Dequiv ' t1 /4 growth predicted by our growth model when the

bubble is much larger than the thermal boundary layer does agree with conventional

'This is in addition to bubble-crowding effects described in the previous Section.
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Figure 4-16: Bubble-crowding effect with 16TAB. (a) Boiling curves for 16TAB at
0 mM, 2.17 x 10-2 mM, and 1.73 x 10-1 mM with snapshot region highlighted where
snapshots (b) and (c) are taken. (b) At a lower concentration (2.17 x 10-2 mM),

there is less liquid-vapor adsorption and coalescence of bubbles. (c) At a higher
concentration (1.73 x 10-1 mM), there is more liquid-vapor adsorption and non-
coalescence of bubbles.

wisdom where single-bubble heat transfer increases with lower contact angles (t 1 4

gray dashed curve in Figure 4-17). Since there is a transition to t1 /4 growth in the

model from t1 / 2 growth, the single-bubble heat transfer is approximately invariant

with contact angle after ~ 40'. Keeping contact angle constant, but lowering liquid-

vapor surface tension, however, always results in slightly lower single-bubble heat

transfer due to earlier departure and smaller bubble size as shown by the blue and

orange curves in Figure 4-17. This is an effect that was not captured in previous

studies since contact angle is coupled to the liquid-vapor surface tension. Thus, the

link between lowering liquid-vapor surface tension and boiling enhancement is not
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Figure 4-17: Single-bubble heat transfer for two different liquid-vapor surface

tensions. Heat transfer is normalized by the maximum value of the 58.9 mN m-1

curve (0.635 W). The 58.9 mN m-1 curve corresponds to pure water at 100 0C. Low-

ering surface tension lowers single-bubble heat transfer due to smaller departure

size. Values calculated for a superheat of 10 0C.

due to effects at the liquid-vapor interface, but rather the associated effects at the

solid-liquid interface. If solid-liquid and liquid-vapor effects could be decoupled,

then it would be desirable to have a high liquid-vapor surface tension and a high

contact angle (high solid-liquid adsorption and low liquid-vapor adsorption).

A small change in solid-liquid adsorption can change the contact angle (Eq. 4.5)

and shift the boiling curve horizontally a few degrees. Depending on the shape of

the boiling curve, a few degrees shift left can increase the HTC by orders of magni-

tude (higher if the boiling curve is steep to begin with). While it was mentioned in

Chapter 2 that solid-liquid adsorption is proportional to liquid-vapor adsorption, the

two behaviors can be decoupled since liquid-vapor adsorption is dynamic (liquid-

vapor adsorption repeats itself with each bubble cycle) while solid-liquid adsorption

is static (equilibration happens before boiling).
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4.7 Effect of molecular parameters

With the modeling framework validated, the effect of molecular parameters on boil-

ing heat transfer performance can be evaluated. We primarily examined the effect of

two parameters: head size and tail length since these vary widely between different

types of surfactants.

4.7.1 Head size

To compare two surfactants of different head sizes, MEGA-10 (small head in this

case) was compared against a hypothetical nonionic surfactant with a larger head.

The molecular properties are listed in Table 4.1.

Table 4.1: Small- and large-head surfactants

ghead a d nc m
kT aexc dhead c

0o2 
0

(A) (A) (u)
Small -3.8 38.4 4.9 10 349
Large -7.5 76.8 7.0 10 988

The large-head surfactant had twice the excluded area of the small-head surfac-

tant. The head geometries were assumed to be spherical and the same head density

was assumed in order to calculate the mass. ghead was adjusted such that both sur-

factants would attain a surface pressure of 20 mN m- 1 at 2.4 mM in order to isolate

the effect of just changing head size.

In Figure 4-18, boiling curves of the small- and large-head surfactants are shown

at two concentrations (0.24 mM and 2.4 mM). Both surfactants provide similar per-

formance at 2.4 mM but the large-head surfactant has less degradation in perfor-

mance at 0.24 mM compared to the small-head. Thus, large-head surfactant is less

sensitive to changes in concentration. This can be attributed to the fact that the sur-

face tension isotherm of the large-head is less steep than that of the small-head as

shown in Figure 4-19a. That is, much greater changes in concentration are required

to change surface tension of a large-head surfactant due to the added steric interac-

tion between surfactants. The similarity in performance at 2.4 mM can be attributed
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Figure 4-18: Boiling curve comparison between small- and large-head surfac-

tants. The boiling curve of the (a) small-head surfactant solution is more sensitive

to changes in concentration than that of the (b) large-head surfactant.

to the fact that both surfactants were designed such that they attain the same equi-

librium surface tension at the same concentration, thus resulting in similar diffusion

dynamics as shown in Figure 4-19b.
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Figure 4-19: Comparison in equilibrium and dynamic surface tensions between

small- and large-head surfactants. (a) The equilibrium surface tension isotherm

of large-head surfactant is less steep than that of a small-head surfactant. (b) Both

small- and large-head surfactants have similar dynamic surface tension behavior at

2.4mM.

Thus, it can be concluded that larger head surfactants may be more desirable in

applications where concentration cannot be easily controlled and consistent boiling

performance is required.
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4.7.2 Tail length

To investigate the effect of different tail lengths, MEGA-10 (short-tail surfactant

in this comparison) was compared against a longer tail surfactant MEGA-14. The

molecular properties are listed in Table 4.2.

Table 4.2: Short- and long-tail surfactants

aexc dhead Ec m

(A2 ) (A) (u)
Short -3.8 38.4 4.9 10 349
Long -3.8 38.4 4.9 14 406

The long-tail surfactant had a tail length of 14 carbons while the short-tail had

a tail length of 10 carbons. All other properties remained the same except the ex-

pected mass increase associated with changing the tail. In contrast to the small- and

large-head comparison, ghead was not modified since nothing about the head was

changed. Hence, very different concentrations are required. To attain 20 mN m- 1 in

equilibrium liquid-vapor surface pressure, the short-tail required 2.4mM while the

long-tail required only 0.01 mM.

30
Pure water

25 ne = 10 (2.41 mM)

E 20
U7 - = 14(0.01 mM)

10

N

5

0
0 2 4 6 8 10 12 14

Superheat (*C)

Figure 4-20: Comparison of boiling curves between short- and long-tail surfac-
tants. The concentration of both surfactants is such that the equilibrium surface
pressure of each solution is 20 mN m-1 .

As shown in Figure 4-20, despite having the same equilibrium surface pressure,

the long-tail surfactant shows better performance. Due to the much smaller con-

centrations required for the long-tail surfactant as shown by the surface tension
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isotherms in Figure 4-21a, diffusion to the liquid-vapor interface would be much

slower as shown in Figure 4-21b. Hence, the long-tail surfactant is expected to

have a higher liquid-vapor surface tension and subsequently larger single-bubble

heat transfer as described in 4.6 (if compared at the same contact angle). But more

importantly, nucleation is slightly higher for the long-tail surfactant since a nucle-

ation timescale of 1 ms was taken into account as described in 4.4. That is, despite

the short- and long-tail surfactants having the same Qinit, the "effective, nucleation-

timescale Oinit" is higher for the long-tail surfactant since 1 ms has elapsed and less

surfactants would have adsorbed to the liquid-vapor interface. Therefore, the nu-

cleation density for the long-tail surfactant would be slightly higher.

60 60
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nc = 14 40 -nc = 14 (0.01 mM)

35'
10-6 10- 4  0.01 1 10-8 10-6 10-4 0.01 1 100

Concentration (mM) Time (s)

Figure 4-21: Equilibrium and dynamic liquid-vapor surface tensions for short-

and long-tail surfactants. (a) Long-tail surfactants require smaller concentrations

for comparable equilibrium surface tension. (b) Due to the lower concentrations,

diffusion is much slower for long-tail surfactants.

Due to the orders-of-magnitude difference in required concentrations, it would

be desirable to use long-tail surfactants (or low-CMC surfactants) from both a cost

and performance perspective. Lower concentrations minimize liquid-vapor adsorp-

tion, which would minimize any detrimental drop in liquid-vapor surface tension

and single-bubble heat transfer as described in Section 4.6. In addition, bubble-

crowding effects (described in Section 4.5.1) could be avoided. However, in certain

situations such as in micro-gravity environments or upside-down boilers where the

lack of an effective departure force causes early bubble coalescence and CHF, non-

coalescence and short-tail surfactants may be desired [110].
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4.8 Summary

In this Chapter, we have detailed how using dynamic surface tension obtained from

molecular parameters (Chapter 3) can be used to determine the enhancement in

boiling. Solid-liquid adsorption is assumed to be proportional to liquid-vapor ad-

sorption as was explained in Chapter 2 (Eq. 2.7). A cavity model is presented based

on conical geometry, which allows for the calculation of a change in superheat (hor-

izontal shift in boiling curve) as a function of contact angle based on the Clausius-

Clapeyron relation (Eq. 4.5). Then, to determine the vertical shift in the boiling

curve, we developed a bubble growth (Eq. 4.22) and departure model (Section

4.3.3) that takes into account time-dependent surface tension and contact angle.

From there, a methodology is described in which the boiling curve can be shifted

horizontally and vertically from a reference pure water curve (Section 4.4). General

trends observed in experimental boiling curves are captured by the modeled boiling

curves. Molecular insights have been gained as a result of developing this frame-

work: larger heads are less sensitive to changes in concentration, and longer tails

require smaller concentrations. Solid-liquid adsorption was found to be the primary

reason for enhancement due to increased nucleation while liquid-vapor adsorption

was found to be slightly detrimental as it lowers single-bubble heat transfer and

causes non-coalescing, bubble-crowding effects. This is a key insight as previous

studies have focused on the effects of liquid-vapor surface tension and incorrectly

attributed enhancement to liquid-vapor interfacial effects when enhancement is ac-

tually due to solid-liquid effects that are associated with liquid-vapor effects. Thus,

decoupling the effects by minimizing dynamic liquid-vapor adsorption using low-

CMC surfactants is one strategy to maximize performance. In addition, we found

that a slightly charged surface (from intrinsic zeta potentials) was likely altering

solid-liquid adsorption and affecting nucleation behavior. In Chapter 5, we will

explore this effect in further detail and offer a novel way to control boiling using

applied electric fields.
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CHAPTER 5

ACTIVE BOILING CONTROL WITH

ELECTRIC FIELDS

Recognizing the importance that solid-liquid adsorption has on the shape of the

boiling curve wherein even small zeta potentials can shift the boiling curve, we

used applied electric fields and charged surfactants to realize an active control of

the bubble nucleation process. Since controlling the solid-liquid adsorption changes

the hydrophobicity of the surface, nucleation can be controlled by an applied electric

field to the degree that boiling can be turned "on" and "off."

5.1 Previous work on active boiling control

Applying electric fields in a heat transfer context is not new. Electrohydrodynamic

(EHD) convection and boiling enhancement uses large electric potentials (~ 103 V)

in a dielectric fluid to effect an increase in heat transfer coefficient [40, 111, 112].

The mechanism of EHD heat transfer enhancement is convection enhancement due

to a body force in the thermal boundary layer, which stems from a temperature

dependence of the dielectric constant. For more information, see Appendix D.
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Another method of active control is to use the electrowetting (EW) effect. Elec-

trowetting is the observed increase in wetting (decrease in contact angle) when an

electric field is applied [113]. This can be explained by electromigration of ions

in the solution decreasing the solid-liquid interfacial energy; hence, the solid-vapor

surface tension is able to lower the contact angle. EW has been shown to suppress

the Leidenfrost (film boiling) effect and enhance quench cooling [114]. EW typi-

cally requires voltages on the order of 102 V to 103 V, however, and an insulating

coating must usually be applied on the surface to avoid redox reactions. For more

information, see Appendix D.

5.2 General principles

In our method of enhancement, we use charged surfactants (anionic and cationic)

and very low voltages (- 1 V) to effect changes in boiling nucleation and heat trans-

fer. The mechanism is fundamentally different from previous electric field active

boiling methods. Here, we apply a potential between the boiling surface and a

counter electrode in the bulk fluid to attract or repel charged surfactants, changing

the solid-liquid adsorption according to electric double layer theory. In effect, the

system acts as a capacitor where surfactants adsorbing are considered to be charging

the surface. As such, we are changing the "initial" contact angle described in Chap-

ter 2, which results in an increase in nucleation as described by entrapped vapor

theory (see Chapters 1 and 4). While EW and EHD effects can certainly be present,

due to the low electric fields in our system, their effects can be neglected in our

system (Appendix D).

Controlling the solid-liquid adsorption with electric fields also offers the oppor-

tunity to decouple solid-liquid and liquid-vapor effects. This is important since, by

default, these behaviors are highly coupled. In Chapter 2, we showed that solid sur-

face tension was approximately proportional to liquid-vapor surface tension, which

is likely due to similar thermodynamic behavior happening at solid and vapor in-

terfaces. However, when a potential is applied between the surface and a counter
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electrode, much of the potential drop exists across the EDL at the solid-liquid in-

terfaces. Meanwhile, no electric field is applied at vapor interfaces, so no changes

to liquid-vapor surface tension occur; hence, a decoupling of the two interfacial

phenomena can be in effect.

5.2.1 Identifying suitable materials

One challenge with any electric field based work with liquids is corrosion and elec-

trolysis. Both are redox chemical reactions that occur at the electrode surfaces.

Corrosion refers to oxidation or reduction of the electrode itself, while electrolysis

is the oxidation and reduction of water (water splitting into hydrogen and oxygen).

Electrolysis of water can occur in any electrode system and will begin to occur at po-

tential differences of 1.23 V at room temperature. However, potentials much higher

than that are often needed to generate appreciable amounts of hydrogen and oxy-

gen.

Since electrolysis cannot be avoided, any application involving water should be

limited only to a few volts. To avoid corrosion, suitable materials for the boiling sur-

face (working electrode) and counter electrode should be chosen. Electrochemical

reactions are not completely avoidable; thus, we decided that the boiling surface

should be very slightly reduced to maintain its purity during boiling and the counter

electrode should be slightly oxidized since it can be considered a sacrificial material.

Practical difficulties with sample mounting to the boiling apparatus limited us to us-

ing noble metal boiling surfaces; therefore, silver foil was used (active area of silver

foil for electrochemical reactions was 58 mm x 58 mm). For the counter electrode,

kinetics should be as slow as possible, which would provide a very large potential

window for capacitive behavior as shown in Figure 5-1.

After cyclic voltammetry (CV) testing in which current is recorded while volt-

age between a sample electrode and a reference electrode (Ag/AgCl in this case) is

swept, it was determined that titanium provided suitably slow kinetics for a counter

electrode as shown by Figure 5-2. High surface area of the counter electrode in

117



Current

(working to counter)

Open circuit - Working electrode
voltage - Counter electrode

V~a
Potential

Closed circui (Eworking-Ecounter)

cVin Acceptable
Iurn current

Figure 5-1: Identifying a potential window from electrode behavior. A working
electrode with fast kinetics (large I-V curve slope) and a counter electrode with slow
kinetics (small I-V curve slope) with different Nernst potentials have a finite open
circuit potential (when current is zero). Having one electrode with slow kinetics
(counter electrode in this case) allows for a wide potential window Vma - Vmin for
an acceptable current range.

comparison to the working electrode is necessary to maximize adsorption; thus, the

counter electrode consisted of a 40 x 40 (US standard) titanium mesh (for high sur-

face area) around a 6.35 mm diameter titanium rod.

After identifying appropriate electrode materials (silver for the boiling surface,

and titanium for the counter electrode), CV testing of the silver-titanium system in

the presence of different surfactants at equal concentrations allowed for identifica-

tion of a suitable potential window as shown in Figure 5-3. Surfactants used were

SDS (S12S) and DTAB (12TAB). In addition, sodium bromide (NaBr)-which are

the counterions of SDS and DTAB-and a nonionic surfactant MEGA-10 are used as

controls. To ensure slight reduction of the boiling surface, the negative potential

range of -0.1 V to -2.0 V (Eceii = Esurface - Ecounter) was used. Cyclic voltammetry

tests show that there is a purely capacitive region near -0.1 V to -0.8 V and elec-

trolysis afterwards as shown in Figure 5-3. However, the rate of electrolysis does
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Figure 5-2: Titanium I-V curve shows slow kinetics.

not exceed 60pA cm- 2 (highest for NaBr, lower for surfactants). This corresponds

to a power of 2 x 10-4 W cm- 2 , which is a negligible power consumption compared

to typical boiling heat fluxes. If we assume all of this current contributes to hydro-

gen production (splitting of water), then the hydrogen generation rate at 100 "C and

atmospheric pressure is 0.01 L cm~ 2 s-. This very low hydrogen generation rate is

consistent with the lack of any observation of bubbles being generated at low heat

fluxes despite a voltage of -2V applied. Beyond -2V, bubbles were observed to

spontaneously form due to electrolysis.

5.3 Experimental results

5.3.1 'Irning on and off nucleation

Several different types of experiments were performed to study and demonstrate

the electric field enhanced boiling effect. First we sought to actively control bub-

ble nucleation to the extent of turning bubble formation "on and off" (Figure 5-

4). We applied a constant heat input of 60 W to boil deionized (DI) water with

2.6mM of negatively charged surfactant SDS within a 2cm x 2cm area on a sil-

ver boiling surface (Figure 5-4a). The silver foil boiling surface itself had an area

of 58mm x 58mm exposed to liquid, i.e. the area active to applied electric fields.
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Figure 5-3: CV scans demonstrate capacitive behavior and low electrolysis. CV
scans were obtained for 2.6mM (a) NaBr, (b) MEGA-10, (c) SDS, and (d) DTAB at
a voltage sweep rate of 10.6 mVs'. At this sweep rate, currents are at their steady-
state values (lower sweep rates did not significantly change the current values).
From -0.1 V to -0.8 V, all current responses were flat indicating purely capacitive
behavior. Beyond -0.8V, the current response was low (< 60pAcm- 2) indicating
that electrolysis is negligible.

During boiling, we changed the electric potential applied between the surface and

a counter electrode immersed in the fluid from -0.1V to -2.0V, which resulted

in bubble nucleation immediately subsiding (Figure 5-4b). The more negative po-

tential electrostatically repelled the negatively charged SDS away from the surface,

diminishing the hydrophobic "coating" on the surface, which increased wettability

and suppressed nucleation. The weakening of the negative potential from -2.0V

to -0.1 V electrostatically attracted SDS to the surface, augmented the hydrophobic

"coating" and increased nucleation (Figure 5-4c). Both nucleation suppression and

promotion occurred rapidly (< 600 ms and < 300 ms, respectively). The difference

in settling times can be attributed to nucleation hysteresis [115].
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Figure 5-4: TIrning boiling on and off with a potential switch. (a) Pool boiling
of a solution of 2.6 mM SDS (negatively charged) in DI water at a constant heater
power of 60 W with potential applied between the silver foil boiling surface and
an immersed titanium counter electrode. A (b) -0.1 V to -2.0 V switch decreased
bubble nucleation within 600 ms due to electrostatic desorption of SDS from boiling
surface. A (c) -2.0 V to -0.1 V switch increased nucleation within 300 ms due to
adsorption of SDS. The scale bar is 1 cm.

5.3.2 Square wave potential experiments

To investigate the adsorption/desorption mechanism in more detail, we quantified

the electrical and thermal response of both the negatively charged surfactant SDS

and the positively charged surfactant dodecyl trimethylammonium bromide (DTAB)

to an applied square-wave potential (Eceii ranged between -0.1 V and -2.0 V; 60 s

period) (Figure 5-5). The current response for SDS and DTAB (Figure 5-5) con-

firmed capacitive behavior with a steady state current not exceeding 60 pA cm-2.

The thermal response supported the adsorption/desorption mechanism. For nega-

tively charged SDS, the temperature increased and the HTC decreased with more

negative potential (repelling SDS) since more heat was dissipated through convec-

tion as opposed to vapor generation. Accordingly, the temperature was out-of-phase

with potential while the HTC was in-phase with potential (Figure 5-5a). In contrast,

with positively charged DTAB, the opposite temperature and HTC response was ob-

tained (Figure 5-5b) as expected.
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Figure 5-5: Electrical and thermal responses to a square-wave potential. (a)
Positively charged DTAB had an in-phase temperature response and an out-of-phase
HTC response compared with the voltage input. Conversely, (b) negatively charged
SDS had an out-of-phase temperature response and an in-phase HTC response com-
pared with the voltage input. For both surfactants at 2.6 mM, the input voltage
switched between -0.1 V and -2.0 V with a period of 60 s and the current response
was capacitive.

5.3.3 Additional experiments with control additives

Additional experiments where the potential input was a slow triangle-wave (quasi-

static change in potential) corroborated the square-wave experiments (Figure 5-

6). The oppositely charged surfactants had opposite thermal responses to the same

voltage input. For control additives NaBr and MEGA-10, there was no change in nu-

cleation, temperature, or HTC with potential for the negative controls (Figure 5-6

and Figure 5-7). Direct measurements of the advancing contact angles with NaBr,

MEGA-10, SDS, and DTAB under boiling conditions with different potentials (Fig-

ure 5-8) were consistent with the observed changes in nucleation. In fact, the con-

tact angle of DTAB increased with voltage magnitude as expected; this demonstrates

a phenomenon that is completely different from electrowetting. Furthermore, the
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Figure 5-6: Thermal responses to triangle-wave potentials show that only
charged surfactants respond and do so according to their charge. Tempera-
ture and HTC for (a) NaBr and (b) MEGA-10 did not respond to the potential input,
while (c) SDS and (d) DTAB did respond in opposite directions from each other. The
thermal response in SDS and DTAB was continuous within the voltage sweep range.
The voltage ranged from -0.1 V to -0.8 V except for MEGA-10 which ranged from
-0.2V to -0.8V due to limitations of experimental setup. The voltage sweep rate
was 10.6 mVs-1. This voltage range is in the purely capacitive region according to
Figure 5-3.

contact angle measurements and triangle-wave experiments rule out other mech-

anisms for actively controlled boiling, i.e. EHD or electrolysis, both of which do

not rely on charged surfactants. Since the system is capacitive, the number of ad-

sorbed charged surfactant, alteration of boiling nucleation, temperature, and HTC

(Figure 5-6) should gradually change with potential as was observed (i.e. there is

no critical voltage at which these changes suddenly activate). These results indicate

that charged surfactants electrostatically adsorb to the surface, decrease wettability,

and increase nucleation.

5.3.4 Field-induced tunability of heat transfer performance

The performance and degree of field-induced tunability of boiling was quantified by

obtaining and analyzing boiling curves (Figure 5-9). In these experiments, 2.6 mM

of either NaBr, MEGA-10, SDS, or DTAB was added to DI water and an Eceii was

applied while the heater power was varied in a quasi-static manner.
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Figure 5-7: Snapshots during boiling show nucleation changes for charged sur-
factants. The heat flux was approximately 5 Wcm 2 . NaBr at (a) -0.1 V and (b)
-2.0V had no significant change in nucleation density. MEGA-10 at (c) -0.1V
and (d) -2.0V also had no significant change in nucleation density. For positively
charged DTAB, less nucleation and more superheat were observed at (e) -0.1 V than
(f) -2.0 V since less heat was being dissipated through phase change. For negatively
charged SDS, more nucleation and less superheat were observed at (g) -0.1 V than
-2.0 V. The scale bar is 1 cm.

The boiling curves of NaBr and MEGA-10 at -0.1 V and -2.0 V did not change

with potential (Figure 5-9a,b), confirming the negative control results. Meanwhile,

boiling curves at -0.1 V and -2.0 V for the ionic surfactants (SDS and DTAB) devi-

ated from each other as expected. The boiling curve for SDS at -2 V was shifted right

compared to the baseline -0.1 V curve due to increased wettability and decreased

nucleation. The space between the -0.1 V and -2.0 V boiling curves represent the

ability to actively control (tune) boiling where the HTC for SDS could be increased
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Figure 5-8: Effect of electric potential on contact angle with controls and
charged surfactants. Advancing contact angle measurements were made at 100 C.
Uncertainty bars represent two standard deviations in contact angle measurement
from different image frames and fitting. (a) Control additives have little effect on
contact angle while (b) charged surfactants show changes in contact angle when the
electric potential is changed. Positively charged DTAB is more attracted to the sur-
face at more negative potentials; thus, the increased adsorption results in a higher
advancing contact angle. SDS, on the other hand, is more repelled at more negative
potentials; thus, the desorption results in a lower advancing contact angle.

up to approximately 1000 % over its minimum value at -2.0 V for a given superheat.

This HTC increase can be seen in the vertical arrows at 8.7 0C superheat in Figure 5-

9c, where the top arrow points to approximately 41 W cm- 2 on the -0.1 V curve and

the bottom arrow to approximately 3.7W cm- 2 on the -2.0 V curve. Furthermore,

the temperature could be varied by more than 2 0C; the black horizontal arrows lo-

cated at 17 W cm- 2 in Figure 5-9c have a high superheat on the -2.0 V curve of 7.5 0C

and a low superheat on the -0.1V curve of 10 'C. The increase in CHF for SDS at

more negative potential (not shown but inferred) is consistent with increased wet-

tability due to surfactants leaving the surface. Conversely, applying a more negative

potential to positively charged DTAB decreased wettability to shift the boiling curve

left and increase CHF compared to the baseline -0.1 V (Figure 5-9d).

The HTC for DTAB could be increased from its value at -0.1 V up to 1100 % at

a given superheat; the vertical arrows at 7 0C superheat in Figure 5-9d have a high

heat flux on the -2.0 V curve of approximately 20 W cm- 2 and a low heat flux on

the -0.1 V curve of approximately 1.6 W cm-2. The temperature for DTAB could be

varied up to nearly 2 *C by voltage change; horizontal arrows at 3.8 W cm- 2 in Fig-
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Figure 5-9: Boiling curves showing tunability of charged surfactants. Plain DI
water (black), -0.1 V (red), and -2.0 V (blue) boiling curves for 2.6 mM (a) NaBr,
(b) MEGA-10, (c) SDS, and (d) DTAB. Time-averaged data points from an individual
boiling experiment with error bars (2 standard deviations in data spread from time
averaging) and moving averages (lines) are shown. Boiling was not affected by
voltage for (a) NaBr and (b) MEGA-10. For (c) negatively charged SDS, the boiling
curve at -2.0V was right-shifted with higher CHF compared to -0.1V. For (d)
positively charged DTAB, the boiling curve at -2.0 V was left-shifted with lower
CHF compared to -0.1 V. The maximum change in HTC (tunability) at constant
q" (horizontal arrows) and constant superheat (vertical arrows) are shown for SDS
and DTAB.

ure 5-9d show a high superheat on the -0.1 V curve of 7.8 0C and a low superheat on

the -2.0 V curve of 6.1 'C. The ability to shift the boiling curve left and right as well

as modify CHF enables modulation and optimization of performance for a variety

of conditions. For instance in Figure 5-9d, the blue curve (-2.0V) is more desir-

able at lower heat fluxes while the red curve (-0.1 V) is more desirable at higher

heat fluxes (above the intersection of blue and red curves at 26 W cm 2 ) owing to its

higher CHE This optimization scheme illustrates the opportunity to develop adapt-

able boiling devices.
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5.3.5 Effects of concentration

Just as in surfactant boiling with no applied electric fields, concentration plays a

large role with electric fields. The tuning effect was less pronounced at lower con-

centrations. This can be explained by the surface adsorption isotherm being mono-

tonic where surface concentrations would be smaller at lower bulk concentrations

[116, 117, 118], hence the change in initial contact angle would be minimal. In

addition, lower concentration solutions are more electrically resistive, which would

weaken the electric double layer effect (capacitive charging) due to an ohmic drop in

the bulk. This ohmic drop may be quite significant as our testing has shown that tun-

ability is dependent on counter electrode placement (more tunability was observed

when the counter electrode was closer). The effect of concentration is also corrob-

orated by superheat measurements of SlOS at concentrations from 0 to 27 mM (see

Figure 5-10), which show that the tunability effect becomes stronger with higher

concentrations. As long as the concentration is below the CMC when the boiling

S14
1 A -0.1 V

1 12 v -1.0 V
E
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U) 41
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Figure 5-10: Effect of concentration and electric potential on superheat (at
1OW cm-2 ) for sodium decyl sulfate (SlOS). This was performed on the default

silver boiling surface. The tunability effect (separation between -0.1 V and -2.0 V

data points) is lower at low concentrations while plateauing at higher concentra-
tions. This shows that the tunability effect is applicable for a wide range of con-
centrations as long as the concentration is below the CMC (38.1 mM for S10S). The

uncertainty in concentration is 5 % while the uncertainty in superheat is two stan-

dard deviations in variation due to time-averaging.
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curve begins to shift right [41] (which is the case for all surfactants tested), we

expect the field-induced tunability effect to occur.

5.3.6 Spatial control of boiling

Finally, we extended our approach to demonstrate both temporal and spatial con-

trol of boiling (Figure 5-11) based on our understanding of the mechanism. We

fabricated a boiling surface with eight separately addressable gold electrodes' insu-

lated from each other, which were heated by platinum resistive heaters underneath

(Figure 5-11a). With 2.6mM DTAB, potentials of these electrodes were switched

between -0.1V and -2.0V. We considered -2.0V the "on" state since positively

charged DTAB would adsorb to the surface and increase nucleation compared to the

-0.1 V "off" state. On the back side of each electrode, a relatively uniform heat flux

(constant heater power) of approximately 1.5 W cm- 2 was applied across the surface

near the onset of bubble nucleation. Figure 5-11c-j shows our ability to selectively

activate bubbles in the area limited to the "on" electrode and completely suppress

bubbles at the "off" electrodes with sub-second precision.

5.4 Summary

The work in this Chapter demonstrates that accurate control of boiling is possible,

spatially on the scale of a few millimeters and temporally in the sub-second range

using charged surfactants with the application of an electric potential. Leveraging

our knowledge about the importance of solid-liquid adsorption from the previous

Chapters, we were able to recognize that electric fields could modulate and amplify

the surfactant enhancement effect. First, we identified appropriate materials for the

boiling surface and counter electrode given that chemical reactions and degradation

of the system must be avoided. Then, we performed a series of experiments that

verified and demonstrated the phenomenon. Our first tests showed that nucleation

'Gold was used over silver as it offered better adhesion during fabrication.
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Figure 5-11: Spatial and temporal control of boiling. A solution of 2.6 mM DTAB
(positively charged) in DI water was pool boiled in an experimental setup (a) where
eight separate gold electrodes were switched between -2.0 V (yellow) and -0.1 V
(gray) to turn on/off bubble nucleation. Images taken at different times with a high
speed camera show (b) no nucleation of bubbles when no electrodes were activated,
and (c-j) bubble nucleation only on the particular electrode that was activated. The
scale bar is 1 cm.

could be turned on and off. Then, we performed square-wave and triangle-wave

potential experiments verifying that capacitance (solid-liquid adsorption) was re-

sponsible for changes in temperature and HTC, with an ordinary salt and nonionic

surfactant acting as controls. Measured boiling curves corroborated these findings

and we demonstrated the ability to change the boiling curve with the applied poten-

tial for higher HTC or higher CHF. Surfactant concentration was also investigated

and we found that tunability tends to increase at higher concentrations. Finally,

we showed the ability to control nucleation in a spatial manner. The results of this

particular study can have some significant implications on improving existing sys-

tems as well as ushering in novel applications as will be discussed in our concluding

Chapter 6.
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CHAPTER 6

CLOSING REMARKS

6.1 Thesis summary

The goal of this thesis is to uncover the mechanism of surfactant enhanced boiling,

which is a phenomenon known since the early part of the 20th century [41, 42]. De-

spite decades of research in this area in the past, it was difficult to say how exactly

surfactants are aiding in enhancement or what kinds of surfactants would be ideal.

However, significant advances in our understanding of boiling physics and surfac-

tant science in the past few decades have gotten us closer to a full understanding.

In this thesis, we have tackled the problem from the ground up by first developing

an understanding of molecular behavior, and then connecting that to macroscopic

boiling behavior. In essence, we have built a framework of models, based on rele-

vant physics and size scales, and verified those models via appropriate experiments

detailed in Chapter 2.

At the molecular level, we developed a model to predict surface tension using

molecular parameters as inputs. The latter part is key since this would help us

to identify or design appropriate surfactants depending on the application. To do

so, we leveraged previous undertakings of this problem by Nikas et al. [73] and
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Mulqueen et al. [74, 75], and based the root of our modeling framework on statis-

tical mechanics. From here, an equilibrium surface tension model was developed

and verified. Then, that equilibrium surface tension model was input into existing

theory of dynamic surface tension. The results of the dynamic surface tension model

were also experimentally verified. This gave us the ability to predict how an arbi-

trary, alkyl-terminated surfactant would affect interfacial properties of water, as a

function of time.

In boiling, which is a highly dynamic process, bubbles continuously nucleate,

grow, and depart. Thus, surfactants can significantly complicate the problem be-

cause they introduce time dependencies of physical properties. But, with molecular

models that describe these time-dependent properties, we could begin to dissect

the details of boiling. We examined nucleation, working upon previous theories of

how bubbles grow from cavities by Hsu [97] and Lorenz [99], we recognized the

importance of using the Clausius-Clapeyron relation to account for nucleation en-

hancement. We looked at bubble growth, and modified existing growth descriptions

by Plesset and Zwick and [101] and Mikic et al. [106] to account for effects of the

thermal boundary layer, in addition to time-dependent interfacial properties. Then,

we offered a new perspective and method of calculating bubble departure based

on growth behavior and interfacial properties. This provides an analytical way to

understand and summarize many valuable numerical simulation studies that inves-

tigated the behavior of single bubbles [102, 103, 104, 51, 105]. With this single-

bubble model, we were then able to account for both horizontal and vertical shifts in

the boiling curve in the presence of any arbitrary alkyl-terminated surfactant. Thus,

we are able to predict a boiling curve for any surface and surfactant as long as a

reference boiling curve is known. The results of our boiling curve prediction have

general agreement with experimental results and allowed us to gain some additional

insight. We found that solid-liquid adsorption is primarily responsible for any en-

hancement due to enhanced nucleation while liquid-vapor adsorption only reduces

performances due to smaller bubble sizes (less heat transfer per bubble cycle) and

bubble-crowding effects. We also found that large-head, low-CMC surfactants would
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be ideal for most applications. Furthermore, we discovered that small potentials in-

nate to a metal surface could affect the boiling performance of charged surfactants

significantly and this directed us towards a unique method of boiling enhancement.

Recognizing that electric fields could alter the adsorption of surfactants to the

solid surface, and that solid-liquid adsorption is primarily responsible for boiling

enhancement, we discovered that applying electric fields with charged surfactants

can significantly affect boiling behavior and performance. Applied potentials can

modify the adsorption of surfactants on solid-liquid interfaces, which alters the hy-

drophobicity and nucleation behavior, thereby enabling active control of boiling. In

essence, boiling could be turned "on" and "off" with a flick of a switch. We verified

the phenomenon with a series of controlled experiments. Finally, we presented a

boiling surface which can be actively controlled spatially in addition to temporally.

6.2 Contributions

In this work, we have made the following specific contributions to the research com-

munity.

- A methodology in which to perform clean contact angle measurements of a

pendant bubble under a surface with minimal presence of contaminants. In

particular, the role of contaminants on novel surfaces in recent years has been

a subject of debate [53]. Thus, providing a simple way to perform cleaner

wetting experiments would be valuable.

- A predictive equilibrium surface tension model for nonionic and ionic alkyl-

terminated surfactants. Like other models [73, 74, 75], it is based on molec-

ular parameters. In contrast to other models, this only requires a single pa-

rameter for an entire family of surfactants and many other thermodynamic

potentials can be calculated. For the wide variety of applications where sur-

factants are used for their surface tension-lowering behavior, such as in oil

and gas industries [119], food [120], and consumer products [121], a more
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predictive model can better aid in design and selection of application-specific

surfactants.

- A method in which to calculate the diffusion constant of alkyl-terminated sur-

factants. Suitable diffusion constants are often difficult to obtain. Thus, this

method could be useful where modeling or understanding the transport of

surfactants is required.

- A slightly modified equation of dynamic surface tension based on Diamant's

[92] to account for EDL effects. With this equation, the dynamic surface ten-

sion of ionic surfactants can be calculated.

e A new cavity model description based on that of Hsu [97] and Lorenz [99]

which provides more physical results. This could be valuable to boiling surface

engineering endeavors.

" An expanded model of bubble growth based on the work of Plesset and Zwick

and [101] and Mikic et al. [106] that takes into account the effect of a thin

thermal boundary layer and the non-sphericity of the bubble. For pure liquids,

a simple analytical equation is presented (Eq. 4.25). The lack of a model in

this context relevant to boiling has been cited as one of the reasons researchers

have undertaken computer simulation studies of single bubbles [51, 102]. Fur-

thermore, this model is able to take into account time-dependent wetting prop-

erties, which we can calculate from molecular parameters.

- A new physical insight into bubble departure based on a constant momentum

force and a method in which to calculate bubble departure from bubble growth

behavior and molecular parameter-resolved, time-dependent interfacial prop-

erties. Bubble departure behavior dictates the heat transfer performance in

boiling.

- A novel strategy to actively control boiling both temporally and spatially by

using charged surfactants and low electric potentials. We have also provided

guidelines to select appropriate materials to avoid corrosion.
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6.3 Future work

While many future directions could be taken from this work, we will discuss four in

particular that would be valuable for heat-transfer science and industry. First, our

modeling of single-bubble behavior largely based on scaling and correlation was val-

idated by numerical simulation studies in the absence of surfactants [102, 103, 104,

51, 105]. While CFD with interface-tracking in the presence of soluble surfactants

and its associated Marangoni effects have been demonstrated before [122], no study

has looked at bubble growth and departure behavior in the presence of surfactants

and a thermal boundary layer. Furthermore, analysis of the relevant forces acting

near the bubble base in a numerical simulation would provide additional insight

into the departure mechanism. Numerical simulation results could also be com-

pared with experiments on a single artificial cavity (fabricated using DRIE [105])

and heat transfer could be analyzed using the latest IR thermography techniques

[123, 124] as single-bubble experimental studies in the presence of surfactants also

have not been performed previously

Second, the effects of bubbles in proximity and non-coalescence behavior could

be investigated via simulation and experiment. The modeling framework presented

in this thesis assumes that bubbles do not interact with each other; however, we

should expect that a deviation from this ideality should occur as nucleation density

and surfactant concentration increase due to bubble-crowding effects. These effects,

if well controlled in simulation and experiment, could be correlated with nucleation

density. For instance, it may be possible to modify the Mikic-Rohsenow (Eq. 4.35)

model [96] such that

q= fcrowdnqsingle (6.1)

where fcrowd is a correction factor that depends on nucleation density, n, and sur-

factant concentration and type. It should be unity in the ideal, isolated bubble case

and should diminish as bubble-crowding effects increase. Further understanding of

bubble-crowding effects could also lead to a description of CHF with surfactants.

Third, utilizing the best of state-of-the-art boiling surfaces that offer extremely
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Figure 6-1: Potential performance of state-of-the-art boiling surfaces with sur-
factants. Boiling curves of smooth (gray points) [17] and state-of the-art (red, blue,
orange points) surfaces [37, 38]. Surfactants applied to smooth surfaces have en-
hanced HTC (gray ellipse). Surfactants applied to state-of-the-art surfaces could
potentially have even higher HTC and CHF (green ellipse) [39].

high HTC and CHF (often several hundred W cm- 2 at a few degrees superheat [31])

with surfactants could push HTC even higher. Some of the latest surfaces [38, 35]

have separate liquid and vapor pathways spaced millimeters apart. Since bubble

nucleation under the vapor pathways is still dictated by conventional nucleation

theory, surfactants could provide a further left-shift of the boiling curve as shown in

Figure 6-1.

Finally, a study of long-term performance and robustness of surfactants under

various boiling conditions should be taken. While all boiling experiments in this

thesis were performed at ambient conditions (100*C boiling point), many indus-

trial boilers might operate at elevated conditions closer to the critical point of water

(374 C) where thermal degradation effects could occur. Thus, the use of fluorocar-

bon surfactants, which have shown temperature resistance up to 600 C [125], could

be promising.

136

E

3x106

2x106

1x106

7x105

5x105

3x105

2x105

1x105



6.4 Implications

With the framework presented in this thesis, it is now possible to make more in-

formed decisions about which surfactants to use in boiling applications. Hopefully,

this can lead to further consideration and adoption of surfactants in thermal systems

as significant performance gains can be made with just a small amount of surfactant.

In essence, the framework can be used as a design tool whereas none existed be-

fore. In other boiling applications where surfactants may naturally be present such

as distillation and purification, this framework could lead to better understanding

and control.

Further control is possible with charged surfactants and electric fields. Funda-

mentally, this could aid in the evolution of thermal devices from simple passive de-

vices (as they are mostly used today) to actively controlled ones (Figure 6-2). Passive

devices act analogously to an electrical resistor; the development of the transistor,

which enabled control of current with an external voltage led to massive devel-

opments in electrical engineering and computing that ushered in the Information

Age. Today, we live in a much more energy-conscious society given the ubiquity of

high-energy-density electronics in daily life and the impact our devices and energy

sources can have on Earth and its climate. As such, energy devices from large-scale

power plants to portable electronics can benefit from smart control of heat.

high Thigh

q1'>V d

TIOW TIOW

Figure 6-2: Evolution of thermal devices from having passive resistor-like be-
havior to active transistor-like behavior.

The increasing diversity of our energy sources and devices is necessitating the de-

velopment or improvement of boiling processes that might operate in a non-steady

manner or in changing conditions. In dispatchable power stations, which need to be
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switched on and off rapidly in response to changing electricity demand, surfactants

under electric fields could aid in startup times and efficiency by initiating nucleation

earlier. New solar steam generation approaches often try to maximize evaporation

with minimal heat fluxes [12]; thus, enhanced nucleation would be beneficial. In

electronics cooling, the ability to dissipate more heat can offer significant gains in

chip performance and reliability. Currently, phase-change processes have not gained

broad adoption in electronics thermal management, which could be due to its diffi-

culty of control and unpredictability [126]. Spatial and temporal control offered by

a device similar to ours could provide the required control and predictability of heat

transfer on targeted "hot spots" in electronics as well as improved stability in flow

boiling which can be highly sensitive to the location of bubble nucleation [127].

Whether surfactant boiling can address the specific challenges described above

or not, we emphasize the need to understand the phenomena from a molecular

perspective. This is because much of the potential of developing or improving phase

change technologies lies in how far we can harness the behavior of a vast array of

chemicals and size scales. Hence, in this thesis, from tunable boiling surfaces, to

boiling curves, to single bubbles, to interfacial properties, we have involved our

intuition of molecular behavior at every step of the way.
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APPENDIX A

ADDITIONAL DATA

A. 1 Pool boiling data
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Figure A-1: MEGA-8 pool boiling curves on a gold surface. Experimental pool
boiling curves were obtained as described in Section 2.2.
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Figure A-2: MEGA-10 pool boiling curves on a gold surface. Experimental pool
boiling curves were obtained as described in Section 2.2.

I,
400m

10 
5 10M 20

Superheat (-C)

-0 M10M
-2.64 x 10-2 mM

5.28 x 10-2M
-1.06 x 10-1 mM

-- 2.11 x 10-3 mM
-3.96 x 10-1 mM
-6.59 X 10-1 mM
-1.32 x 100 mM
-2.63 x 10

0 
mM

-6.52 x 10
0

mM

Figure A-3: SlOS pool boiling curves on a gold surface. Experimental pool boiling
curves were obtained as described in Section 2.2.
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curves were obtained as described in Section 2.2.
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Figure A-5: S14S pool boiling curves on a gold surface. Experimental pool boiling
curves were obtained as described in Section 2.2.
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boiling curves were obtained as described in Section 2.2.

Experimental pool

142

401

60-

2

10)

"6TAB
---0mM
-2.17 x 10-3 mM

4.34 x 10-' mM
-8.67 x 10-3 mM
-1.30 x 10-2 mM
-2.17 x 10-2 mM
-- 4.33 x 10-2 mM
-6.49 x 10-2 mM
-8.65 X 10-2 mM

-1.30 x 10-1 mM

5 10 t, 20



A.2 Equilibrium wetting data
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Figure A-10: MEGA-8 surface pressure and contact angles on a gold surface.
Surface pressure measurements were obtained as described in Section 2.3.2. Ad-
vancing and receding contact angles were obtained as described in Section 2.3.4.
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Figure A-11: MEGA-10 surface pressure and contact angles on a gold surface.
Surface pressure measurements were obtained as described in Section 2.3.2. Ad-
vancing and receding contact angles were obtained as described in Section 2.3.4.
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Figure A-12: SlOS surface pressure and contact angles on a gold surface. Sur-
face pressure measurements were obtained as described in Section 2.3.2. Advancing
and receding contact angles were obtained as described in Section 2.3.4.
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Figure A-13: 10TAB surface pressure and contact angles on a gold surface. Sur-
face pressure measurements were obtained as described in Section 2.3.2. Advancing
and receding contact angles were obtained as described in Section 2.3.4.
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A.3 Dynamic surface tension data
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Figure A-14: MEGA-8 dynamic surface tension data.

data was obtained as described in Section 2.3.3.
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Figure A-15: MEGA-10 dynamic surface tension data. Dynamic surface tension
data was obtained as described in Section 2.3.3.

148



Time (s)

10-1

10-1

SlOS, 30 -C
-Pure wter
* 2.72 x10 mM
*@6.65 x 100 mM

100

Time (s)

0 -

0-

30
0-

20 -j i i

10-3 10-2 10-1 100

Time (s)

00 I

0-

0-

0 .
0-

S1oS, 50 0 C
-Pure wqter
*2.72x10 mM
o 6.65 x 100 mM

S5105,70 0C
-Pure water
* 6.89 x 10- mM
* 1.37 x 100 mM
*2.72 x 100 mM
e6.65 x 100 mM
.2.39 x 101 mM

Figure A-16: SlOS dynamic surface tension data. Dynamic surface tension data
was obtained as described in Section 2.3.3.
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Figure A-17: S12S dynamic surface tension data. Dynamic surface tension data
was obtained as described in Section 2.3.3.
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S14S, 30 *C
-Pure water
*3.39 x 10 M
* 6.65 x 10-1 mM

100

5145, 50 *C
-Pure water
*3.39 x 10 M
* 6.65 x 10- 1 mM

S14S, 70 *C
-Pure water
9 3.39 x 10- mM
.6.65 x 10- 1 mM
*1.28 x 100 mM
@2.68 x 100 mM
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Figure A-18: S14S dynamic surface tension data. Dynamic surface tension data
was obtained as described in Section 2.3.3.
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Figure A-19: 10TAB dynamic surface tension data. Dynamic surface tension data
was obtained as described in Section 2.3.3.
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12TAB, 30 0C
-Pure water
*6.89 x10 mM
* 2.72 x 100 mM

100

12TAB, 50 0C
-Pure water
*6.89 x 10 M
.2.72 x 100 mM

12TAB, 70 0C
-Pure waler
e 1.73 x 10- mM
* 6.89 x 10- 1 mM
* 1.37 x 100 mM
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Figure A-20: 12TAB dynamic surface tension data. Dynamic surface tension data
was obtained as described in Section 2.3.3.
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Figure A-21: 14TAB dynamic surface tens
was obtained as described in Section 2.3.3.
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Figure A-22: 16TAB dynamic surface tension data. Dynamic surface tension data
was obtained as described in Section 2.3.3.
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APPENDIX B

GENERAL THERMODYNAMIC CONCEPTS

Here, we will derive some basic thermodynamic concepts that are always true such

as internal energy, the state of equilibrium, and the general definition of chemical

potential. We will also show a general equation of surface tension as it relates to

the chemical potential.

B. 1 Euler equation of internal energy

Internal energy, or energy in its purest sense, is a fundamental quantity in physics

and takes many forms. We often discuss energy in terms of thermal, mechanical,

or chemical quantities. In this Section, we will show how these quantities relate to

energy mathematically.

B. 1.1 Mathematical derivation

First, consider a first-order homogenous equation, i.e. something that satisfies

f (AX1, AX2,.. ., AX) = Af (X1,X2,. . .,Xn) (B. 1)
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We can think of X 1, X 2 , etc. as being extensive variables like S, V, and N and the

function, f, as total energy U. Thus, f (X1,X 2 ,X 3 ) is like U (S, V, N). If we have some

isotropic thermodynamic body with uniform intensive properties (like T, P, and p)

and we double the entropy, volume, and number of particles, then we should expect

the energy to double (U(2S,2V,2N) = 2U(S,V,N)), which is exactly what Eq. B.1

states. Thus, internal energy is a first-order homogenous function of S, V, N and any

other independent extensive variable that can describe the system. Then, according

to Euler's homogeneous function theorem, 1 the following must be true:

f (X1,X 2 ,.. .,X)=X1 +X2 + ... +X . (B.2)
aX1 aX2 OX n

The partial derivatives relate two extensive variables yielding intensive quantities.

If we substitute U, S, V, and N for f, X 1, X2 , and X3, the partial derivatives become

aU/aS, O U/9V, and aU/aN, which are T, -P, and p respectively. So, from Eq.

B.2 we arrive at the Euler equation:

[U =TS-PV +y . (B.3)

B.1.2 Physical derivation

Salzman provides another more physical way of understanding this result [128].

Imagine we have a system in one container and we transfer it to another container

one differential drop at a time while holding all intensive variables (T, P, and P1

in this case) constant. We can parametrize this process with a variable, x, where

0 x < 1. When x = 0, everything is in the original container, and when x =

1, everything has been transferred to the new container. Since the change in an

extensive quantity should be directly proportional to the size of the droplet, dx, we

'The generic theorem states that for a homogeneous function f (X) with order k and A > 0 such
that f (AX) = Akf (X), then X -Vf (X) = kf (X).
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can parameterize the differential changes in U, S, V, and N in terms of X.

dUnew = Utotdx

dSnew = Stotdx

dVew = Vetdx

dNnew =NNtotdx

Here, the control volume is the new container, and Urt, Stat Vto, Ntot refer to the

total quantities in the original and new containers. The differential change in Unew

should be
_U ud Unew = new dSnew +

Snew

u dVew + aU dNe.
a Vnew aNnewe

Plugging in the definitions of T, P, and p for the partial derivatives we obtain

d Unew = T dSnew- Pd Vnew + kpdNnew.

Now, substituting what we know about d Unew, dSnew, d Vnew, and dNnew in relation

to their total quantities, we obtain

Utotdx = TStotdx -PVtotdx + pNe0t dx

Utot dx = (TStot - PVtot + pNtot) dx.

constant constant

Since the integrand of both the left and right hand side are constants, this is easily

integrable and the Euler equation is obtained:

Utot = TStot - PVto + pNtot-

B.2 Equilibrium as an equivalence of exchange rates

"Equilibrium" is a term that is commonly used across various disciplines. There

is, however, a unifying principle and in this Section, I will attempt to explain that
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principle from a fundamental standpoint. To use an analogy, I like to think of equi-

librium as the point at which all parties involved in some sort of exchange agree

on an exchange rate. In thermodynamics, energy is the currency and it must be

conserved (first law of thermodynamics). Let us imagine two parties (or thermody-

namic systems that are in communication with each other) A and B. Both A and B

have some extensive quantity X,. To each party, some quantity of X, is worth a dif-

ferent amount amount of currency (energy). That is, they have different exchange

rates x. For this example, say y- > a > 0. If A gives B 1 J worth of X+ then

this necessarily means B will gain 1 J of energy (conservation of energy) but since

aX+A> ax' B will have to gain more X+ than A lost. Hence, there is a net gain of X+

globally. Since nothing restricts the further exchange of X+ between A and B, this

process can continue and we have a net transfer and generation of X+. This situa-

tion describes a non-equilibrium process. Eventually, we should expect that any two

parties should come to equilibrium when there is no observable change between

the two systems. The only way this can be satisfied is if the exchange rate 2- itself

is a function of X+ and the net X+ is required to only increase after each transac-

tion (dX4A + dX,,3 > 0 like the second law of thermodynamics). The exchange rate

dependency on X, is analogous to the supply curve in economics where price (an

exchange rate) increases as a function of quantity (1 > 0). Thus, if B continues to

gain Xi, then each subsequent gain in Xi is worth more and more (au gets larger

with increasing X,,). On the other hand, as A loses X1, each subsequent loss in Xi

is worth less and less (- gets smaller with decreasing X+A). Eventually, A and

B will be exchanging the same quantity of Xi for the same amount of energy such

that au = a . An extensive property that behaves like X+ in the example de-aX+,A - X+,B

scribed above would be entropy, S, and its associated exchange rate is temperature

(, = T). Hence, when there is an equivalence of temperatures, we have thermal

equilibrium as a result of an exchange of entropy.

Now, let us consider another extensive property X_ where &- < 0. If a <

ax < 0, then as B transfers 1 J worth of X_ to A, B is actually gaining in X_

(dX_ > 0) while A is losing in X_ (dXA < 0) by an amount that is less than what
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B gained (I dX_,Bl > dXA 1). The net effect is that X_ increases globally (assuming

all other extensive properties that describe the systems are constant). Contrary to S

(or X,), X_ is free to increase or decrease as long as other extensive properties re-

main constant so transfer of X_ associated energy could move in either direction, i.e.

there is no second law specifically for X_ But, if we assume that there is a tendency

of X_ to increase with S when at isothermal conditions, then equilibrium for the

extensive property X_ would be reached when 3u = due to the second law of

thermodynamics. This tendency can be illustrated by imagining a system wherein

heat is involved and a differential change in energy is dU = TdS + -Lu-dX_. The

differential change in entropy, dS, as a function of the change in X_, dX_, should be

evaluated for the specific temperature, T, and if dS is always positive for positive

dX_, then the sytem will tend toward equilibrium by exchange of X_. An exten-

sive property that behaves like X_ is volume, V, and its associated exchange rate

is pressure (L = -P). Hence, when there is an equivalence of pressures, we have

mechanical equilibrium as a result of an exchange of volume. The tendency toward

mechanical equilibrium occurs because dS > 0 for dV > 0.2

According to the Euler equation B.3, the final extensive property we should con-

sider is species number, N, and its associated exchange rate, the chemical potential,

p. When we have L equal for A and B, we have chemical equilibrium (equivalence

of chemical potentials from the exchange and generation/destruction of species).

Chemical potential is a bit more difficult to grasp since we cannot actually observe

molecules and atoms moving around, changing forms, etc. However, since an in-

crease in N is associated with an increase in S isothermally, chemical equilibrium

would be reached eventually due to the second law of thermodynamics. That is, for
p= >i,U = u, there should be a net flow of Ni from A to B.

ltiA = aNiA > a~, = i, teesol eantflwo Bfo oB

More generally, a particular equilibrium associated with an extensive property

Xj is reached when
au _ au (B.4)

aXA aXjB

2 For an ideal gas, dS = Nkr isothermally.
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The system will tend toward this particular equilibrium as long as Xj increases with

S in the isothermal condition since

dU = TdS + dX. (B.5)
3X

If multiple extensive properties that increase with S isothermally are involved then

d U = TdS + E dX. (B.6)

and eventually all types of equilibrium will be reached.

B.3 Generalized chemical potential

In this Section, we will generalize the definition of chemical potential. Consider the

following generic Euler expression:

U = TS -PV +, piNi + XjXj (B.7)
i i

where xj is some intensive property for some extensive variable Xj. We also know

from the Euler homogeneous function theorem that

d U = TdS -PdV + pidNi + xjdX,. (B.8)

From B.7, it is apparent that considering no additional contributions beside TS and

PV, then the conventional Gibbs energy (G E U + PV - TS) is >i piNi. But if other

contributions are present, then conventional Gibbs energy is Zi piNi + X, x3Xj. If

we define a new, generalized Gibbs energy, i, where the Legendre transformation

G E U + PV - TS - E> xjXj is used then

U + PV - TS - 3 X =j piN (B.9)
conventional Gibbs I
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and one obtains the classical result that Gibbs potential should be the sum of chem-

ical potentials. Differentiating Eqn. B.9 yields

dU+PdV+VdP-TdS-SdT-ZXjdXj-ZXjdXj = Z idN+ZNid pi. (B.10)

If we plugin Eqn. B.8,

-d -P-dr+ + +PdV+VdP-TdS-Sd T- ,d -EXjdXj =>w +Z NdPy

and we obtain a generalized Gibbs-Duhem equation:

SNdpj = -SdT + VdP - ZXjdXj. (B.11)

We can see here the remarkable result that chemical potential is only a function of

intensive variables. A molecule or atom does not care how big the container is, it

only cares about the exchange rates (intensive properties) around itself. Effectively,

molecules and atoms, acting on chemical potentials, are the agents of equilibration.

Usually, in a conventional system where surface energy is not considered, chem-

ical potential is the partial molar (A operator) of the conventional Gibbs energy.

However, if other properties besides T and P were involved, using the partial mo-

lar of the conventional Gibbs energy would result in an incorrect chemical potential

where y would depend on an extensive quantity. Instead, we should define chemical

potential as the polar molar of the generic Gibbs free energy 6:

S U +PV - TS - XjX. (B.12)

This way, chemical potential remains a function of intensive quantities:

G=VdP-SdT+Z pidNI - ZXjdX 1 . (B.13)
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B.4 Chemical potential and surface tension

Let us imagine a thin slab of some arbitrary phase with area A that is parallel to the

interface and offset some distance x -s where s is the location of Gibbs dividing sur-

face. On the other side of the Gibbs dividing surface, the concentration is zero; thus,

any excess quantity rnexcess depending on an intensive quantity can be calculated

according to

rlexcess = f( -oo)dx. (B.14)

The slab is in the presence of some sort of potential energy, e.g. an electric potential.

This potential determines the concentration of a species at a particular location of

x. The slab has a thickness 5x that is sufficiently thin enough to consider the slab

isotropic for all intensive properties T, P, Ai, 4pi (generalized potential energy), and

wrx (lateral pressure of the slab). The ru5x term is used to back out surface tension

later by integrating it through the depth of the surface and has units of N m- (vU

by itself is a lateral pressure with units of N m). We can think of this as a surface

tension of a particular thin slab that we are examining. We should expect that cuwx

should approach zero into the depth of the fluid (surface tension in the bulk should

be zero). This is just a quantity that allows us to keep track of changes to the pressure

tensor in the lateral directions (yz plane) that occur. vc8x is a convenient correction

for anisotropies in the stress tensor expressed below.

-P 0 0

0 -P -TU 0 (B.15)

0 0 -P - fu_

The total surface pressure can then be calculated as

I = f udx. (B.16)

Recognizing that area, A, is an extensive quantity and its associated intensive

quantity u is -w-6x, then applying the generalized Gibbs-Duhem relation (Eq.
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B.11) gives

Z Njdj = -SdT + VdP +A~xdc. (B.17)

Note that chemical potential is only a function of intensive properties, including the

lateral pressure. At constant temperature and pressure,

Ad = 6xd. (B.18)

Now let us focus our attention on dytj. We know that it must be of the form

j =,p+kTln fi + bj (B. 19)
i n-&)

where fi is the activity coefficient, ni is the number density, and 4', is some generic

potential energy (for an electric field, 4' = zieq4). The differential chemical potential

at constant T is then

di= kT - + ).f)dni +d'j. (B.20)
(ni fi ani)

The volume of this slab is A5x, so ni = L. Combining Eqs. B.18 and B.20, we can

express the differential lateral pressure as

dtu5= Z kT dni + kT+ af dni + niZf d . (B.21)
Y .'i a niy

Provided that we know the relationship between ni and %b, (you would use the

Poisson-Boltzmann equation in an electric field), we can integrate to find the lat-

eral pressure, w. Since the state of the system before the interface was created was

the same as the bulk, the lower limit of integration is the property value associated

with the bulk state (ni,, and ). This yields

a= kT (ni -ni,o)+ kTJ ni Oj dn + J njd41 . (B.22)
fn'oo i f~Pi,0
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To get the total surface tension, we have to integrate the lateral pressure through

the depth of the phase:

(B.23)Y=--I f tudx.

Furthermore, the suface excess concentration should be

i= f (ni -nco)dx. (B.24)

Then, the surface tension of a generic system has the integral form

-r=Z kT + kT Of n(x) dnidx+ f X) nididxI kTJ "j'00 7a Ln, 00~
(B.25)

Thus, if n, and 4i are known as functions of x for all species, and fi and 4i are

known as functions of ni, then this integral can be calculated.
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APPENDIX C

GEOMETRY

C.1 Cone sliced by an angled plane

z
R

He

# Ih
............. ...................--> X

Figure C-1: Sliced cone geometry

From Fig. Figure C-1, we can deduce the following angle identies:

a = -5 (C.1)
2 2

S= +0-06. (C.2)
22
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Using trigonometric identities, the total height, H, is

(C.3)

The bottom height, h, is

hH 
2R

cot (a) + cot(p)
(C.4)

The minimal bound of 0 is 0, while the maximal bound is when h = H. Therefore,

Omin = 4)

0 = - + -.
2 2

(C.5)

(C.6)

The equation of the intersecting plane in cartesian coordinates can be obtained by

considering a line in the xz-plane having the slope-intercept form of

z = (x +R)tan(-P)+ H. (C.7)

In spherical coordinates (e is the azimuthal angle, D is the polar angle), it is

cot (f) - tan(p
p =R

cos (4) + cos (e)sin (<D) tan(p)
(C.8)

To obtain the volume of the sliced cone, we perform the triple integral

Scos()+cos(E) sin()tan(A)

V~ 
=2

V = o - Tn 0 "
p 2 sin (<) dp ded. (C.9)

Evaluating this integral, we obtain the remarkably simple result that 1

(C.10)
7R3 (

V =-cot - csc (0) sin (0 - ())2 .
32

To obtain the lateral surface area, we integrate p up to the loop defined by Eq. C.8

'This result is equivalent to Eq. 8 in J. J. Lorenz' thesis [99]
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where <D = q /2. Thus, our double integral is

cod (-0 tan(p)

Alat COS( 2 c( 2 )> p sin 2 dpde. (C.11)

The result is

Aiat = 7rR2 cot(2 csc(O)sin(O - /cos(O) -cot(O)sin((P) (C.12)

To get the top surface area, consider the equation of the cone where

x2+ y2 = (Z tan ) . (C.13)

Solving this for z and setting it equal to Eq. C.7 gives a relationship between x and

y at the intersection of the plane and the cone:

= (x+R)tan(- )+H.
tan (i)

(C.14)

Transforming this into polar coordinates, where x 2 + y 2 = r2 and x = r cos (E), and

solving for r,
H-Rtan()

tan(P)cos(a) +cot()
(C.15)

Now, we can solve the area of the top of the cone by the double integral

r sec (P) d rde, (C.16)

H-R tan(
3 

)

Atop =a(A co()c

J-,I J o

which results in

Atop = rR2 csc ()cos Icos (q) - cot (0)sin (#) (C.17)

Note that this result is equivalent to calculating the area of an ellipse (Atop = 7tab)
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where the semi-major axis is

a = R csc (9) cos -
(2)

and the semi-minor axis is

b = R cos (0) - cot (0) sin (q).

This is expected since the intersection is a conic section.
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APPENDIX D

ELECTROHYDRODYNAMIC AND

ELECTROWETTING EFFECTS

In this Appendix, we will discuss the physics of electrohydrodynamic (EHD) and

electrowetting (EW) effects. We will show that these effects do not play a significant

role in our work of active boiling control with electric fields and charged surfactants

(Chapter 5).

D.1 Electrohydrodynamic effects

In any fluid system, conservation of mass and momentum require that

+ V -(pv)= 0 (D.1)a t

and

p +v- Vv = -Vp + V -T + pg + fe (D.2)

where p is the mass density, v is the velocity, p is the pressure A is the viscosity, g

is the acceleration due to gravity, and fe is the body force due to electric fields. The
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body force within the fluid due to an electric field, E, has two components: a free

charge component, fe,,f, and a dielectric component, fe,, [129, 40]:

f,= pfE + [-IEI2VE + V [p IE2 -- . (D.3)
S 2 2 3p P)I

e,f
fe,d

Here, the absolute permittivity, e = e(p, T) = er(p, T)e 0, is assumed to have a real

number value since complex permittivity is not important until frequencies are on

the order of several GHz [130]. The free charge density, pf, is the net difference

between positive and negative charge. Since free charges in the conductor must

populate at the surface, pf is zero everywhere in the bulk. Only in the vicinity of the

electric double layer (I ~ 5 nm for a system at 3 mM) will free charge density play

a role. The dielectric term, fe,d, in equation (D.3) depends on gradients in density

and temperature which only appear in the thermal boundary layer. The thermal

boundary length can be estimated using 5T = 3.22k/hoil [131]. At the largest heat

transfer coefficients observed in our experiments (approximately 4 W cm-2 K- 1), the

thermal boundary length is calculated to be 0.05 mm. Since 8 T >> , we ignore

any contribution due to free charge density. To estimate the effect of electrostriction

(dielectric body force effects) in the boundary layer, we first convert equation (D.3)

to 1D and obtain

1 dT B e 8 21e da =c )E| +2 + p (D.4)fe,c d= -- El2  )T('))' 2 dx L8T a p a T 0jop8

Then, we apply the scaling dT ~. TwaliTsat to obtain

1 2Twaii-Tsat [9 E +(- P a 2 (
fe d -E 2  + aT +Tp . (D.5)

' ~ 5 2P )r B 8 T )P p3

Evaluating fe,d at a saturation temperature of 100 0C and with an estimated field

strength of 35 Vm-1 yields a negligible value of 0.5 mN m-3 , which is more than six

orders of magnitude smaller than the gravitational body force. Thus, EHD effects in

the bulk and boundary layer are completely negligible.
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D.2 Electrowetting effects

Since free charges accumulate at the surface (liquid-vapor and liquid-solid inter-

faces) at a very small characteristic Debye length, -, the free charge body force, fe,

can affect interfacial tension [113]. As shown in Appendix B.4, the surface tension

of a system is

where kT ni1x) - dnidx + zienidodx (D.6)
0 n I.0 fi 3 if 0f

where we have set x = 0 to the location of the Gibbs dividing surface and the elec-

tric potential, P, far away to zero. From EDL theory (Section 3.3), it can be shown

that the last term of this surface pressure is always positive (surface tension always

decreases) since there is always a net excess of ions with the same polarity as the

applied potential. The middle term could hypothetically be positive for highly at-

tractive species; however, even with the highly interacting long-tail surfactants we

have modeled, this term still remains positive. The first term, which is the 2D ideal

gas component should always be positive given that there is always an excess of a

surfactant at the interface. Thus, the effective solid-liquid interfacial energy is al-

ways reduced with an applied potential. As a consequence, any electrowetting effect

always works to reduce the contact angle of the fluid and increase wetting regard-

less of the polarity of the applied potential. From nucleation theory, any decrease

in contact angle should suppress bubble nucleation. However, in the NaBr control

experiment, nucleation was not visibly suppressed nor did the boiling curve change

substantially. The fact that the contact angle actually increased and nucleation was

promoted with DTAB under applied voltage indicates that EHD or electrowetting

effects are negligible at the solid-liquid interface in our experiments in Chapter 5.
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