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Abstract

Eukaryotic mRNAs have a cap structure at their 5’ ends and a poly(A) tail at their 3’ ends, and the proteins that bind these features increase the stability and translation of an mRNA. The influence of the poly(A) tail on translation was discovered decades ago, but primarily with regard to the idea that an mRNA with a poly(A) tail is better translated than one without. The influence of differences in tail length on translation had been assessed for just a few mRNAs, and in these cases long-tailed mRNAs were better translated than short-tailed mRNAs.

We measured the poly(A)-tail length and translational efficiency of mRNAs corresponding to thousands of different genes in 35 different cell types or contexts. Extending previous single-gene studies, we found a global relationship between tail length and translational efficiency in Drosophila oocytes, and Drosophila, Xenopus, and zebrafish embryos. Surprisingly, in all three species, the strong coupling between tail length and translational efficiency was lost once the embryos reached gastrulation, and there was no coupling in the post-embryonic contexts we examined. We thus demonstrated that poly(A)-tail length is a major determinant of translational efficiency during early animal development and discovered a broadly conserved developmental switch in translational control.

During the tail-length regulatory regime of the early embryo, a protein or microRNA might regulate translation by changing the poly(A)-tail length of an mRNA, interacting with the translation machinery, or both mechanisms. We characterized the mechanism used by two translational regulatory proteins in Drosophila, finding that they predominantly act by regulating tail length. Likewise, in early zebrafish embryos, microRNAs repress the translation of their hundreds of mRNA targets by shortening poly(A) tails. Our findings indicate that much of the translational regulation in early development is achieved by regulating poly(A)-tail lengths.

Outside of early embryonic contexts, microRNAs regulate gene expression by causing both translational repression and mRNA degradation. We greatly expanded the mammalian cell types and contexts in which the steady-state and pre-steady-state effects of a microRNA had been examined globally for endogenous mRNAs. In all post-embryonic contexts with substantial microRNA-mediated repression, the predominant mode of repression was mRNA degradation.
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Chapter 1

Introduction

Eukaryotic and prokaryotic mRNAs are strikingly different at their termini. The 5' end of a eukaryotic mRNA has a 7-methylguanosine “cap”, whereas prokaryotic mRNAs have a 5' triphosphate. At the 3' end, eukaryotic mRNAs have a poly(A) tail (a long, non-templated stretch of adenosines), whereas prokaryotic mRNAs end with genome-templated sequence. These divergent 5' and 3' ends underlie many of the fundamental differences in how organisms in these domains of life translate and degrade their mRNAs.

Prokaryotic translation occurs through an internal initiation mechanism, wherein a ribosome binds within an mRNA and initiates translation at that site. Many prokaryotic mRNAs encode multiple proteins within an individual transcript, and the internal initiation mechanism enables translation of all the polypeptides encoded by these polycistronic mRNAs (Kozak, 1999). The observation that eukaryotic mRNAs were likely monocistronic and initiated translation at a single site provided an early indication that eukaryotic translation initiation operates through a different mechanism (Jacobson and Baltimore, 1968). Evaluating the known mRNA sequences and translation products revealed that translation began at the most upstream start codon of each transcript, and led to the prediction that eukaryotic translation initiation occurs through a scanning mechanism in which the 40S ribosome is recruited to the 5' end of the mRNA and then scans 5' to 3' for the start codon (Kozak, 1978). The 5' cap, ubiquitous among eukaryotic mRNAs (Shatkin, 1976), provided a plausible feature for the recruitment of ribosomes to the 5' end of mRNAs (Kozak, 1978), and this model of recruitment was strengthened by evidence that the 5' cap greatly increased both mRNA stability and translation (Shatkin, 1976). The discovery of cap-binding proteins that stimulate the translation of capped
RNAs (Sonenberg et al., 1978; Sonenberg et al., 1979), and the identification of an interaction between the cap-binding proteins and an initiation factor that associates with the 40S ribosome (Sonenberg et al., 1978; Sonenberg et al., 1979), filled out the molecular details of ribosomal recruitment to mRNA 5' ends. Subsequent research has borne out predictions made by the scanning model of translation initiation (Kozak, 1989).

With translation initiation happening entirely at the 5' end of an mRNA, it initially seemed odd that the poly(A) tail (Rosenthal et al., 1983; Huarte et al., 1987; Rosenthal and Ruderman, 1987; McGrew et al., 1989; Gallie, 1991) and proteins binding to the 3' untranslated region (UTR) of an mRNA (Sonenberg, 1994) were able to regulate translation initiation. Proteins bound at the 3' end of an mRNA have since been shown to interact, directly or indirectly, with translation initiation factors at the 5' end, and the regulatory potential of the 3' ends of mRNAs is now well appreciated (Sonenberg and Hinnebusch, 2009). In general these mechanistic studies evaluated only a handful of mRNAs or reporter RNAs, leaving open many fundamental questions about translational regulation. This dissertation describes global studies of translational regulation and poly(A)-tail length for endogenous mRNAs in a variety of systems. The findings from these studies extend and clarify previous ideas about translational regulation, and identify novel aspects of translational control.

**mRNA 5' and 3' ends**

Several nuclear processing events extensively modify eukaryotic mRNAs during and immediately following their transcription. Just after the onset of transcription, a 7-methylguanosine is added to the 5' end of the mRNA. As transcription continues, the intronic sequences that interrupt adjacent exons are spliced out, and once fully synthesized, the mRNA is
cleaved to form the 3' end of the transcript. The 3' end of nearly all mRNAs is then extended with a string of adenosines (Proudfoot et al., 2002). Whereas the correct splicing of an mRNA is essential for it to encode the intended protein product and contain the intended regulatory sequences, the 5' and 3' modifications that bookend the mRNA engender it with increased stability and translational capacity in the cytoplasm.

Degradation of most eukaryotic mRNAs occurs in an ordered fashion that begins at the 3' end of the mRNA (Chen and Shyu, 2011). In a typical mammalian cell, an mRNA emerges from the nucleus with a poly(A) tail that is approximately 200 nucleotides (nts) long (Proudfoot et al., 2002), and shortening the poly(A) tail is the first and rate-limiting step of degradation (Chen and Shyu, 2011). Deadenylases shorten the poly(A) tail one adenosine at a time to a final length of 10 to 60 nts (Chen and Shyu, 2011). Decapping activators preferentially bind to short-tailed mRNAs (Chowdhury et al., 2007) and recruit the decapping complex, which cleaves off the 5' cap and leaves behind an mRNA with an accessible 5' phosphate (Coller and Parker, 2004). XRN1, the predominant 5' to 3' cytoplasmic exoribonuclease, catalyzes the final step of degradation by recognizing the 5' phosphate and degrading the mRNA into individual nucleotides (Chen and Shyu, 2011). Although the absolute poly(A)-tail lengths of mRNAs differ in other eukaryotic systems, the general principle that deadenylation precedes decapping, and is rate limiting for the degradation of most mRNAs, is deeply conserved among eukaryotes (Coller and Parker, 2004; Chen and Shyu, 2011).

Proteins that bind the 5' cap and poly(A) tail confer greater stability on mRNAs. Poly(A) tails are generally thought to exist as a complex with cytoplasmic poly(A)-binding protein (PABP) (Mangus et al., 2003; Goldstrohm and Wickens, 2008), implying that in most contexts PABP is sufficiently abundant to bind all polyadenylated mRNAs. Indeed, in the cell culture
setting where PABP abundance has been measured quantitatively there was three-fold more PABP than necessary to bind all of the possible binding sites in poly(A) tails (Gorlach et al., 1994). PABP bound to a poly(A) tail decreases the rate of deadenylation by both physically protecting the poly(A) tail and specifically antagonizing some of the deadenylases complexes (Mangus et al., 2003; Goldstrohm and Wickens, 2008). PABP also seems to prevent premature recruitment of the decapping activators, which ensures that decapping does not bypass deadenylation (Caponigro and Parker, 1995). At the other end of the mRNA, the 5' cap is bound by the translation initiation factor eIF4E, which decreases the accessibility of the 5' cap to the decapping machinery (Schwartz and Parker, 2000). Even without eIF4E, the 5' cap increases the stability of an mRNA because the 5'–5' triphosphate linkage that connects the 7-methylguanosine to the adjacent nucleotide renders the mRNA inaccessible to XRN1 (Stevens, 1978). An mRNA without a poly(A) tail would be rapidly decapped and degraded in the cytoplasm, and would likely have a cellular half-life similar to that of an mRNA without a 5' cap.

Beyond their influence on mRNA stability, the proteins that bind the 5' cap and poly(A) tail increase how efficiently an mRNA is translated. eIF4E binds to the 5' cap as part of the eIF4F complex, which also contains eIF4G and eIF4A (Hinnebusch, 2011)(Figure 1). Collectively, this complex promotes the translation of the bound mRNA by recruiting the ribosome to the mRNA, and by resolving mRNA secondary structure that might otherwise impede ribosome binding (Hinnebusch, 2011). The mechanism by which PABP bound to the poly(A) tail influences translation, and the magnitude of its effect, is less clear. PABP is thought to promote translation by interacting with eIF4G, forming a molecular bridge between the 5' and 3' ends of the mRNA (Wells et al., 1998; Hinnebusch, 2011)(Figure 1). This closed-loop
conformation may promote translation by stabilizing the binding of eIF4F to the 5' cap (Kahvejian et al., 2005; Amrani et al., 2008; Hinnebusch, 2011). There has also been speculation

**Figure 1. Overview of cap-dependent translation**
eIF4E binds to the 5' cap of the mRNA, PABP binds to the poly(A) tail, and eIF4G bridges the 5' and 3' ends of the mRNA by binding both eIF4E and PABP. The 43S preinitiation complex (PIC), composed of the 40S ribosomal subunit and several initiation factors, is recruited to the 5' end of the mRNA by eIF4G (interaction shown as a dashed line). Once bound, the 43S PIC scans towards the 3' end of the mRNA until it reaches the start codon of the open reading frame (ORF). The initiation phase concludes when the 60S ribosomal subunit joins the 40S ribosomal subunit, forming an 80S ribosome ready to translate the ORF. During the elongation phase, the 80S ribosome translocates through the ORF producing a nascent polypeptide (shown in green). Once reaching the stop codon, termination causes the 80S ribosome to release the full-length polypeptide, and recycling splits the 80S into the 40S and 60S subunits. A dashed arrow depicts the mRNA beginning another cycle of translation. In practice many ORFs are translated by more than one ribosome at a time, and a new round of initiation can begin while other ribosomes are in the elongation, termination and recycling phases.
that the closed-loop conformation increases translation by making it easier for terminating ribosomes to be re-recruited to the same mRNA to perform additional rounds of translation (Philipps, 1965; Baglioni et al., 1969; Gingras et al., 1999). However, both wild-type PABP and a mutant PABP that cannot bind eIF4G stimulated translation to a similar degree when tethered to an mRNA (Gray et al., 2000). Additionally, in many cases it is hard to disentangle the influence of PABP on translation from its influence on stability (Kozak, 2004), as increasing either would yield the same result in many assays. Although many assays demonstrate that an mRNA with a poly(A) tail is better translated than one without (Munroe and Jacobson, 1990; Gallie, 1991; Izuka et al., 1994), the magnitude of stimulation is often modest, and whether it acts synergistically with the 5' cap as predicted by the closed-loop model is less clear (Kozak, 2004).

**Cap-dependent translation initiation**

Each mRNA is composed of three functionally distinct sequence regions: the 5' UTR, the open reading frame (ORF), and the 3' UTR. The 5' and 3' UTRs contain regulatory information that influences the protein output, stability, and localization of an mRNA, whereas the sequence of the ORF encodes a protein product. The ORF can also contain regulatory information that influences the lifecycle of an mRNA. The fundamental process of translating the sequence in an ORF into a protein product is carried out by the ribosome.

Translation of an ORF by a ribosome can be divided into four phases: initiation, elongation, termination and recycling. During initiation, the 40S and 60S ribosomal subunits are recruited to the mRNA, ultimately resulting in a complete 80S ribosome sitting at the start codon of the ORF. The ribosome poised on the start codon then begins the elongation phase, decoding
the mRNA one codon at a time to produce the polypeptide encoded by the ORF. Once the ribosome reaches the stop codon, termination causes release of the polypeptide, and recycling splits apart the 80S ribosome back into the 40S and 60S subunits (Figure 1). The process of initiation is described in detail here.

In eukaryotic cells, the predominant mechanism of translation initiation is dependent on the binding of eIF4F to the 5' cap of the mRNA (Kozak, 1989). Cap-bound eIF4F performs the critical function of bringing the 43S preinitiation complex (PIC), containing the 40S ribosomal subunit, in proximity with the 5' UTR of the mRNA. In addition to the 40S ribosomal subunit, the 43S PIC is composed of the translation initiation factors eIF1, eIF1A, eIF3, eIF5, and the ternary complex of eIF2, GTP, and methionyl-initiator tRNA (Jackson et al., 2010; Hinnebusch, 2011). A direct interaction between eIF4G and eIF3 brings the 43S PIC to the 5' UTR (LeFebvre et al., 2006), at which point the 43S PIC can attach to the mRNA. The 43S PIC attaches to the mRNA near the start of the 5' UTR and then scans towards the ORF (Jackson et al., 2010; Hinnebusch, 2011). Pairing between the start codon and the anticodon loop of the initiator tRNA causes scanning to halt (Cigan et al., 1988), locking the 43S PIC at the start codon.

The initiation factors in the 43S PIC are critical for scanning through the 5' UTR and stopping at the start codon. eIF1 and eIF1A promote scanning and prevent nucleotide triplets with partial complementarity to the anticodon loop from halting scanning too early (Pestova et al., 1998; Pestova and Kolupaeva, 2002), while eIF5 prevents scanning from proceeding past the start codon (Jackson et al., 2010; Hinnebusch, 2011). Once pairing between the start codon and the anticodon loop is established, eIF2 hydrolyzes its bound GTP, and this reaction is dependent on eIF5 (Jackson et al., 2010; Hinnebusch, 2011). The irreversible hydrolysis of GTP triggers a rearrangement in the 43S PIC to produce a stable 48S PIC positioned at the start codon, and is
followed by dissociation of the initiation factors that were present during scanning (Jackson et al., 2010; Hinnebusch, 2011).

The final step of initiation is the joining of the 60S ribosomal subunit to the 48S PIC to create an elongation-competent ribosome. eIF5B catalyzes the joining of the 60S ribosomal subunit to the 40S ribosomal subunit (Pestova et al., 2000), which results in an 80S ribosome with the start codon positioned in the P site of the ribosome and paired to the anticodon loop of the initiator tRNA (Jackson et al., 2010; Hinnebusch, 2011). Translation initiation concludes with the 80S ribosome poised to begin translation elongation, which begins when a cognate tRNA is brought into the ribosome A site and the first polypeptide bond is formed (Dever and Green, 2012).

Many viruses encode proteins that shut down cap-dependent translation, and utilize cap-independent mechanism to continue synthesizing proteins from their own transcripts. This strategy enables the viral transcripts to outcompete cellular mRNAs for the translational capacity of the cell, and prevents cellular responses to the viral infection. The specific mechanism of cap-independent translation initiation varies among viral transcripts, but the general principle is that a sequence within the viral transcript acts to directly recruit the 40S ribosomal subunit, bypassing the need for recruitment by eIF4F at the 5' cap. Many of these internal ribosomal entry sites (IRESs) act by binding an initiation factor, such as eIF4G, which then recruits the ribosome directly to that site. Other IRESs recruit the ribosomal subunits, or the ribosome itself, to the mRNA, bypassing all of the initiation factors (Hellen and Sarnow, 2001).

Beyond viral transcripts, a handful of cellular mRNAs have also been shown to contain sequences within their 5' UTRs that can promote cap-independent translation (Hellen and Sarnow, 2001; Gilbert, 2010; Jackson, 2013). Additionally, a recent study indicates that a large
number of sequences found in cellular mRNAs can promote cap-independent translation, implying that cap-independent translation may occur on far more cellular mRNAs than previously appreciated (Weingarten-Gabbay et al., 2016). The ability to perform cap-independent translation of certain cellular mRNAs may be important in growth or stress conditions when cap-dependent translation is inhibited, analogous to the use of cap-independent translation in viruses. However, most cellular sequences with reported IRES activity have only been assessed in reporter assays, and often these sequences have a weak ability to promote translation when benchmarked to cap-dependent translation (Gilbert, 2010). Understanding the contribution of cap-independent translation to cellular protein synthesis will require studying these sequences in their native context.

**MicroRNA-mediated repression**

MicroRNAs (miRNAs) are a class of small, noncoding RNAs that posttranscriptionally regulate gene expression in plants and animals. In animals, miRNAs bind to their mRNA targets as part of the RNA-induced silencing complex (RISC), composed of a miRNA and an Argonaute (Ago) protein, with the set of mRNAs targeted based on partial complementarity between the miRNA and the mRNA. Effective miRNA binding sites are typically found within the 3' UTR of an mRNA, and have contiguous pairing to nucleotides 2–7 of the miRNA. Increased efficacy is often seen when a site also has an adenosine across from nucleotide 1, a pair to nucleotide 8, or both (Bartel, 2009). Over 600 unique miRNAs have been confidently identified in humans, and over half of the human protein-coding genes show evidence of conserved targeting by a miRNA (Bartel, 2009; Friedman et al., 2009). As expected from the huge number of genes directly
regulated by miRNAs, there is a growing list of biological processes impacted by miRNA-mediated repression.

The posttranscriptional regulation mediated by miRNAs occurs through translational repression and mRNA degradation (Huntzinger and Izaurralde, 2011)(Figure 2). Early reports of miRNA-mediated repression emphasized their role as translational repressors, and for a long time they were thought to act solely through this mode of repression (Wightman et al., 1993; Olsen and Ambros, 1999; Seggerson et al., 2002). In general, miRNA-mediated translational repression

**Translational repression**

![Translation repression diagram](image_url)

**mRNA degradation**

![mRNA degradation diagram](image_url)

Figure 2. miRNA-mediated translational repression and mRNA degradation

miRNA-mediated translational repression (top) and mRNA degradation (bottom) are mediated by the same protein complex. The RNA-induced silencing complex, composed of an Argonaute protein (Ago) and a microRNA (shown as a black line in Ago), binds to an mRNA based on partial complementarity between the 3' untranslated region of the mRNA and the 5' end of the microRNA (pairing shown in red). Ago recruits the large scaffold protein GW182, which in turn recruits the Pan2/Pan3 deadenylase complex (shown in yellow) and the CCR4/Not deadenylase complex (shown in blue). DDX6 (shown in green) binds to CCR4/Not, and is thought to mediate translational repression by inhibiting the eIF4E–eIF4G interaction (shown as a red bar). miRNA-mediated mRNA degradation results from the deadenylase complexes accelerating the rate of deadenylation of the bound mRNA.
repression occurs through regulation of translation initiation (Humphreys et al., 2005; Pillai et al., 2005; Guo et al., 2010), although several other mechanisms of translational repression have also been observed (Olsen and Ambros, 1999; Seggerson et al., 2002; Maroney et al., 2006; Nottrott et al., 2006; Petersen et al., 2006). The second mode of repression, mRNA degradation (Bagga et al., 2005; Krutzfeldt et al., 2005; Lim et al., 2005), was discovered in later studies and is caused by the miRNA accelerating the rate of deadenylation of its mRNA targets (Behm-Ansman et al., 2006; Gir aldez et al., 2006; Wu et al., 2006). The more rapid deadenylation causes degradation through the standard mRNA degradation pathway (Rehwinkel et al., 2005; Behm-Ansman et al., 2006; Chen et al., 2009). Despite not being identified in the initial studies, mRNA degradation accounts for the most of the overall effect of a miRNA at steady state (Baek et al., 2008; Hendrickson et al., 2009; Guo et al., 2010).

Biochemical studies have delineated the molecular effectors of miRNA-mediated mRNA degradation. RISC binds to the large scaffold protein GW182 (Liu et al., 2005; Meister et al., 2005; Rehwinkel et al., 2005; Behm-Ansman et al., 2006), which in turn binds both the CCR4/Not deadenylase complex and the Pan2/Pan3 deadenylase complex (Braun et al., 2011; Chekulaeva et al., 2011; Fabian et al., 2011)(Figure 2). The recruitment of these deadenylases to an mRNA target accelerates the rate of deadenylation, causing decapping and degradation to occur sooner than it otherwise would in the lifetime of the mRNA (Chen et al., 2009). The increased rate of degradation and unchanged rate of transcription leads to a reduction in mRNA target abundance.

miRNA-mediated translational repression is less well-characterized at a mechanistic level, and may be caused by more than one mechanism of repression (Jonas and Izaurralde, 2015). The CCR4/Not deadenylase complex can induce both mRNA degradation and
translational repression, which has led to the idea that the two modes of repression involve many of the same proteins (Braun et al., 2011; Chekulaeva et al., 2011; Fabian et al., 2011). At least a portion of miRNA-mediated translational repression seems to be mediated by DDX6, a decapping activator and translational repressor that binds to the CCR4/Not deadenylase complex (Chen et al., 2014b; Mathys et al., 2014)(Figure 2). Depletion of DDX6 partially derepresses miRNA targets (Chu and Rana, 2006), and the recruitment of DDX6 to a reporter RNA that does not undergo degradation accounts for most of the translational repression of that RNA (Mathys et al., 2014). However, interpreting these experiments from a mechanistic perspective is not entirely straightforward because DDX6 has a known function as a decapping activator (Presnyak and Coller, 2013). It is unclear whether any of the DDX6-mediated translational repression can be accounted for by decapping, and further study of this promising candidate is needed to elucidate the impact of DDX6 on endogenous mRNAs during miRNA-mediated repression. At least one other mechanism of translational repression can also occur, as some of the translational repression mediated by CCR4/Not is independent of DDX6 (Mathys et al., 2014). Developing an understanding of the relationship between the proteins recruited by RISC and the modes of miRNA-mediated repression on endogenous mRNAs remains of major interest to the field.

The striking overlap of proteins involved in miRNA-mediated mRNA degradation and translational repression may be indicative of a causal relationship between the two modes of repression (Jonas and Izaurralde, 2015). Interestingly, a causal relationship between mRNA degradation and translational repression in either direction is plausible. Translation prevents targeting of mRNAs to P-bodies (Parker and Sheth, 2007), sites of mRNA deadenylation and degradation, and in this way translational repression could promote mRNA degradation. There is also a more general precedent for translation causally influencing mRNA stability, such as
pathways where translation regulates the stability of aberrant transcripts (Parker, 2012) or mRNAs with low codon optimality (Presnyak et al., 2015; Bazzini et al., 2016; Mishima and Tomari, 2016). Conversely, mRNA deadenylation and decapping causes loss of PABP and eIF4E, and could thereby cause translational repression. It is also possible that there is no causal relationship between the two modes of repression, as many studies have demonstrated that miRNA-mediated translational repression can occur on non-polyadenylated or non-degradable RNAs (Pillai et al., 2005; Wu et al., 2006; Eulalio et al., 2009), and miRNA-mediated mRNA degradation can occur on non-translatable RNAs (Wu et al., 2006; Eulalio et al., 2009).

Regardless of a causal or non-causal relationship between miRNA-mediated translational repression and mRNA degradation, measurements of the contribution of each mode of repression to the overall effect of the miRNA inform on how miRNAs repress their mRNA targets. At steady state, most miRNA-mediated repression occurs through mRNA degradation (Baek et al., 2008; Hendrickson et al., 2009; Guo et al., 2010), and thus the overall effect of a miRNA is well approximated by simply analyzing changes in mRNA abundance. Whether this approximation is accurate prior to steady state was investigated globally for endogenous mRNAs in zebrafish embryos (Bazzini et al., 2012), and for reporter RNAs in cultured human (Bethune et al., 2012) and fly cells (Djuranovic et al., 2012). At the onset of miRNA-mediated repression, a phase of translational repression was observed prior to mRNA degradation in all three systems (Bazzini et al., 2012; Bethune et al., 2012; Djuranovic et al., 2012). The timing of deadenylation relative to the onset of translational repression was also analyzed for two mRNA targets in zebrafish and for the reporter RNAs in human and fly cells, and there was no evidence of deadenylation during the initial phase of translational repression (Bazzini et al., 2012; Bethune et al., 2012; Djuranovic et al., 2012). These studies demonstrate that the relative contributions of the two modes of
repression change during the approach to steady state (Bazzini et al., 2012; Bethune et al., 2012; Djuranovic et al., 2012), and that biologically relevant repression could be missed by not considering translational repression in pre-steady-state contexts.

The observation of translational repression prior to mRNA degradation does not support assignment of a causal relationship, as translational repression could simply occur more quickly than mRNA degradation. Whether substantial translational repression also occurs during the early phases of repression for endogenous mRNAs outside of early developmental contexts, and in mammalian systems, is critical for understanding how to integrate these results into studies of the biological effects of miRNAs.

**Translational regulation**

Regulatory mechanisms acting on translation contribute to a variety of cellular responses to stimuli and stresses, help restrict the expression of certain proteins to a specific location, and contribute to maintaining homeostatic levels of proteins during normal cell growth. In general, translational regulation offers a temporal advantage over transcriptional regulation because it can be executed more quickly and is reversed more rapidly. Although the initiation, elongation, and termination phases of translation can all be regulated, most of known regulatory mechanisms act on translation initiation. Compared to regulating elongation or termination, regulating translation initiation has the advantage of saving the energy that would have gone into producing a partial or complete protein product from the mRNA that is being repressed.

A cellular response to certain stresses, such as amino acid starvation, is a global reduction in translation initiation to decrease the metabolic burden placed on the cell (Sonenberg and Hinnebusch, 2009). Although the mechanism of translational regulation varies somewhat
between stress conditions, many of them modulate the activity of initiation factors through phosphorylation. The specific case of amino acid starvation causes the phosphorylation of eIF2, which leads to a reduction in the amount of ternary complex (eIF2–GTP–methionyl-initiator tRNA). This represses the translation of nearly all mRNAs, as ternary complex is essential for translation initiation (Sonenberg and Hinnebusch, 2009). In addition to phosphorylation of eIF2, cellular stress responses can globally regulate translation by inducing phosphorylation of eIF4E or eIF4G, and dephosphorylation of proteins that bind eIF4E (Sonenberg and Hinnebusch, 2009).

RNA-binding proteins (RBPs) or RISC can target subsets of mRNAs for translational repression. These proteins or ribonucleoproteins each use distinct recognition motifs to bind to specific sets of mRNAs and regulate their translation, and recognition motifs falling within the 5' or 3' UTR are typically the most effective. A typical RBP regulates mRNAs transcribed from tens to hundreds of genes, with the precise mechanism of translational repression varying between RBPs. For example, when the intracellular concentration of iron is low, an iron-regulatory protein binds near the start of the 5' UTR of an mRNA involved in iron storage and represses it by physically blocking the 40S ribosomal subunit from loading onto the mRNA (Muckenthaler et al., 1998; Meyron-Holtz et al., 2004). In contrast to this steric block, RBPs that bind within the 3' UTR are generally thought to repress translation primarily by recruiting proteins that bind to either the 5' cap and thus prevent eIF4E binding, or to eIF4E in a manner mutually exclusive with eIF4G (Sonenberg and Hinnebusch, 2009; Szostak and Gebauer, 2013). Regulation imparted RBPs that bind in 3' UTRs is prevalent during early animal development, and is covered in detail below.

The translation of individual mRNAs can be tuned by short ORFs within their 5' UTR. A substantial proportion of mRNAs have one or more short ORFs within their 5' UTRs (between
40 and 50% of human and rodent mRNAs depending on the criteria and transcript annotations) (Yamashita et al., 2003; Iacono et al., 2005; Calvo et al., 2009), and these upstream ORFs (uORFs) are thought to repress the translation of the main ORF (Calvo et al., 2009; Ingolia et al., 2009; Sonenberg and Hinnebusch, 2009; Ingolia et al., 2011; Johnstone et al., 2016). During scanning, a ribosome encounters the start codon of a uORF prior to the start codon of the main ORF, and some proportion of the time the ribosome initiates and translates the uORF, and then terminates and recycles. This siphons away a ribosome that would have otherwise translated the main ORF, decreasing the protein output of that mRNA (Sonenberg and Hinnebusch, 2009). Many uORFs have a suboptimal potential to initiate translation, explaining why the ribosome is often able to scan past the start codon of the uORF and initiate translation on the main ORF (Ingolia et al., 2011). In this way, uORFs tune the translation of mRNAs, and their inclusion can be regulated through the use of alternative transcription start sites (Ingolia et al., 2011; Rojas-Duran and Gilbert, 2012).

Translation and translational regulation can feed back through several known mechanisms to influence mRNA stability. mRNA surveillance pathways, such as non-sense mediated decay, require translation to sense mistakes in the coding sequence of an mRNA and target the mRNA for destruction (Parker, 2012). Aside from aberrant mRNAs, a global relationship has recently been uncovered between the elongation rate of ribosomes on an mRNA and the stability of that mRNA. This relationship is most apparent in yeast, and has also been reported in animal systems (Presnyak et al., 2015; Bazzini et al., 2016; Mishima and Tomari, 2016). More relevant for considering the impact of regulating translation initiation, a link between translation initiation and mRNA stability has been reported in bacteria (Deana and Belasco, 2005) and yeast (Schwartz and Parker, 1999; Sheth and Parker, 2003; Coller and
Parker, 2005; Teixeira et al., 2005). In bacteria, the ribosome physically protects the mRNA from endonucleolytic cleavage and so greater stability is conferred by increased translation initiation (Deana and Belasco, 2005). However, endonucleolytic cleavage is not a major pathway of mRNA decay in eukaryotic systems (Chen and Shyu, 2011), and thus the shielding model from bacterial systems cannot explain observations in yeast where perturbing translation initiation led to mRNA destabilization (Schwartz and Parker, 1999; Sheth and Parker, 2003; Coller and Parker, 2005; Teixeira et al., 2005). In many cases, perturbing translation initiation also increases the accessibility of the 5' cap or poly(A) tail to cytoplasmic enzymes (Schwartz and Parker, 1999; Coller and Parker, 2005), making it hard to determine whether the change in mRNA stability was the result of decreased translation initiation, or decreased shielding of the 5' cap and poly(A) tail from the decapping and deadenylase complexes. For this reason it remains ambiguous whether repressing translation initiation causes mRNA destabilization in eukaryotic systems.

**Translational regulation during animal development**

Early animal development is a particularly fascinating context for the study of translational regulation. In contrast to most other cell types, oocytes and early embryos from nearly all animal species are transcriptionally silent. During early oogenesis, maternal cells produce all the mRNAs needed for early development and deposit them in the oocyte. This process of maternal deposition stops by late oogenesis, after which point no new mRNAs are deposited in the oocyte, and the deposited mRNAs remain completely stable into the earliest stages of embryogenesis. The mRNA metabolism of the embryo radically changes during the maternal-to-zygotic transition (MZT), when a wave of degradation of maternal mRNAs
coincides with the onset of transcription from the zygotic genome (Figure 3). After the MZT, the mRNA metabolism of the embryo more closely resembles that of other non-embryonic contexts (Tadros and Lipshitz, 2009). The absence of transcription and mRNA degradation in oocytes and early embryos results in translational and post-translational regulation being entirely responsible for regulating gene expression in these contexts.

**Figure 3. Schematic of mRNA metabolism during oogenesis and embryogenesis**

Dynamics of maternal and zygotic mRNA abundance during oogenesis and embryogenesis, with the relative timing of major developmental events indicated (reproduced from Eichhorn et al., 2016). Dashed lines enclose the period of development that occurs without any transcription or mRNA destabilization.

Late oogenesis and early embryogenesis are incredibly dynamic periods of development. During late oogenesis, the oocyte proceeds through the meiotic cell-cycle and becomes competent for fertilization (Von Stetina and Orr-Weaver, 2011). Once the oocyte is mature, egg activation or fertilization induces a rewiring of cellular identity, converting a differentiated oocyte into a totipotent embryo (Horner and Wolfner, 2008). The fertilized embryo then enters the mitotic cell-cycle, and shortly thereafter initiates the changes necessary to activate the zygotic genome (Tadros and Lipshitz, 2009)(Figure 3). Translational regulation is central to producing the changes in gene expression that drive these major developmental transitions.
Additionally, the expression of many mRNAs involved in establishing embryonic polarity is restricted to the appropriate domain through translational regulation (Lasko, 2012).

Changes in poly(A)-tail length play a major role in regulating gene expression during early development (Richter, 1999). In most cell types, after a poly(A) tail is added to an mRNA it can only get shorter over time (Chen and Shyu, 2011). Early developmental systems have the unique ability to re-extend poly(A) tails in the cytoplasm through a mechanism known as cytoplasmic polyadenylation (Richter, 1999). The opposing processes of deadenylation and cytoplasmic polyadenylation are used to dynamically regulate poly(A)-tail length, and in turn translation, during development (Richter, 1999; Kim and Richter, 2006). Here I am drawing a distinction between the presence and absence of a poly(A) tail, which influences translation in all contexts (Hinnebusch, 2011), and the length of a poly(A) tail, which has only been demonstrated to influence translation in select developmental and neuronal contexts (Richter, 1999).

In Xenopus oocytes, many mRNAs have short poly(A) tails and are poorly translated (Sagata et al., 1980; Hyman and Wormington, 1988). This includes \textit{c-mos} mRNAs (Sheets et al., 1994), which encode a kinase essential for oocyte maturation (Sagata et al., 1988). As the oocytes proceed through maturation, many of these short poly(A) tails, including those of \textit{c-mos} mRNAs, are re-extended by cytoplasmic polyadenylation and these mRNAs are translationally upregulated (Dworkin and Dworkin-Rastl, 1985; Paris and Philippe, 1990; Paris and Richter, 1990; Sheets et al., 1994; Stebbins-Boaz and Richter, 1994; Sheets et al., 1995). Blocking the tail-length extension of a reporter RNA blocked its translational upregulation (McGrew et al., 1989), indicating that the concomitant tail lengthening and translational upregulation of many cellular mRNAs likely reflects cytoplasmic polyadenylation causing translational upregulation.
Subsequent studies in Xenopus and Drosophila have provided additional support for this hypothesis (Salles et al., 1994; Sheets et al., 1995; Barkoff et al., 1998).

The translational upregulation caused by cytoplasmic polyadenylation could have been due to either the act of cytoplasmic polyadenylation influencing translation, or the consequence of cytoplasmic polyadenylation (a longer poly(A)-tail) influencing translation. A phenotypic assay for Xenopus oocyte maturation was used to distinguish between these possibilities. The translational upregulation of c-mos is essential for oocyte maturation, and cleaving off the poly(A) tail of endogenous c-mos blocked its translational upregulation and oocyte maturation (Sheets et al., 1995; Barkoff et al., 1998). Appending the cleaved c-mos mRNA with a sequence that undergoes cytoplasmic polyadenylation (Sheets et al., 1995) or a 130 nt poly(A) tail (Barkoff et al., 1998) substantially rescued oocyte maturation, but appending a 30 nt poly(A) tail failed to rescue (Barkoff et al., 1998). Thus, c-mos translation is influenced by the length of the poly(A) tail attached to it and not just the presence or absence of a poly(A) tail. A similar result was obtained in fly embryos (Salles et al., 1994), and together these studies indicated that during early development, mRNAs with longer poly(A)-tails are better translated than their short-tailed counterpart. However, it is important to note that increasing the tail length of an mRNA is not always sufficient to upregulate its translation (Simon et al., 1992; Barkoff et al., 1998). For example, if Xenopus oocytes were not stimulated with progesterone, appending either a short or long poly(A)-tail to c-mos mRNAs resulted in the same amount of c-Mos protein (Barkoff et al., 1998). This may indicate that the act of cytoplasmic polyadenylation contributes to translational upregulation in certain contexts, although there are several other possible explanations.

As implied by the ability of increases in poly(A)-tail length to upregulate translation, shortening of poly(A) tails can repress translation (Richter, 1999). Smaug, a well-characterized
RBP in Drosophila, binds to a stem-loop motif within the 3' UTR of mRNAs and mediates their deadenylation through a direct interaction with the CCR4/Not deadenylase complex (Smibert et al., 1996; Semotok et al., 2005). *nanos* mRNA is targeted by Smaug, and the resulting deadenylation causes translational repression of *nanos* mRNA (Jeske et al., 2006; Zaessinger et al., 2006). In addition to *nanos*, Smaug is known to translationally repress hundreds of other mRNA targets (Chen et al., 2014a), but it is unknown if Smaug represses these targets through deadenylation or a different mechanism. As development proceeds and the degradation pathway becomes active, Smaug-mediated deadenylation serves as a major mechanism for degrading maternal mRNAs (Tadros et al., 2007; Chen et al., 2014a). Several other RBPs are known to translationally repress their mRNA targets through a similar mechanism of recruiting a deadenylase (Kadyrova et al., 2007; Temme et al., 2010; Newton et al., 2015).

Smaug is capable of mediating a second, deadenylation independent, mechanism of translational repression (Jeske et al., 2006; Jeske et al., 2011). In a cell-free lysate system Smaug can translationally repress a reporter RNA that cannot be deadenylated or that has no poly(A) tail, both of which must be through a deadenylation-independent mechanism (Jeske et al., 2006; Jeske et al., 2011). The deadenylation-independent translational repression mediated by Smaug involves CUP (Nelson et al., 2004) and potentially other proteins (Jeske et al., 2011; Pinder and Smibert, 2013), but the precise mechanism remains unclear. CUP is thought to repress translation initiation by binding to eIF4E and preventing eIF4G binding (Nelson et al., 2004; Jeske et al., 2011), although the mutually exclusive binding has only been shown with peptide fragments of CUP and eIF4G (Nelson et al., 2004). This model of how Smaug mediates deadenylation-independent translational repression does not explain how Smaug is able to repress cap-independent translation mediated by the cricket paralysis virus IRES (Jeske et al., 2011), an
IRES that bypasses the requirement for all initiation factors (Hellen and Sarnow, 2001). Lack of clarity on the mechanism of repression notwithstanding, Smaug can repress translation through both a deadenylation-dependent and deadenylation-independent mechanism (Jeske et al., 2006; Zaessinger et al., 2006; Jeske et al., 2011; Chen et al., 2014a). The detailed analyses of Smaug have not yet determined how much of the translational repression it causes is attributable to the different mechanisms of repression, and for many RBPs that regulate translation it is unknown whether or not deadenylation explains none, some, or all of their regulatory effects.

The activation of the mRNA degradation pathway during development restores the typical coupling between deadenylation and decapping, and results in the clearance of short-tailed mRNAs (Tadros and Lipshitz, 2009). mRNAs that are translationally repressed through deadenylation-dependent mechanisms are targeted for degradation at this time, whereas those repressed through deadenylation-independent mechanisms could persist and become re-expressed. This difference may help explain why one mechanism of regulation might be preferred over another for different mRNAs. For an RBP that causes both deadenylation-dependent and -independent translational repression, there is no understanding of whether a subset of targets are regulated by deadenylation and a subset by deadenylation-independent translational repression, or if they are all regulated by both mechanisms. Differences in recognition motifs, the presence of additional regulators on certain mRNA targets, or differences in mRNA localization could all give rise to unique regulatory outcomes for the targets of an individual RBP.

Is there a causal relationship between poly(A)-tail length and translational efficiency outside of early development and neurons? Cytoplasmic polyadenylation has been reported in cells entering mitosis (Novoa et al., 2010) and senescing cells (Burns and Richter, 2008).
Additionally, a global correlation between poly(A)-tail length and translational efficiency has been reported in fission and budding yeasts (Beilharz and Preiss, 2007; Lackner et al., 2007). These observations indicate that a causal relationship between tail length and translational efficiency may exist more generally in eukaryotic systems. Coupling tail length and translational efficiency in transcriptionally active cells would have the effect of increasing the expression of nascent transcripts, as in a typical cell a poly(A) tail is longest when it emerges from the nucleus. This would limit the utility of regulating expression through mRNA stability, suggesting that perhaps only in cases where transcription and mRNA degradation are absent (or distant, as in the case of neuronal synapses) does this mechanism of translational control exist. Further study of endogenous mRNAs in mammalian cells and classic developmental contexts will elucidate the overall impact of poly(A)-tail length on translational efficiency.

This dissertation describes the regulatory consequences of changes in poly(A)-tail length. Methods for making global measurements of poly(A)-tail length and translational efficiency are applied to a variety of cellular contexts, including early development in vertebrates and an invertebrate, mammalian cell lines, a mammalian tissue, and budding and fission yeasts. These analyses describe the relationship between poly(A)-tail length and translational efficiency globally for endogenous mRNAs. In the context of early development, the contribution of tail-length changes to translational regulation during major developmental transitions is analyzed, as is the mechanism of repression used by Smaug and other translational regulators. Additionally, the kinetics and relative contribution of microRNA-mediated translational repression and mRNA degradation are defined for endogenous mRNAs in mammalian cells.
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Abstract

Poly(A) tails enhance the stability and translation of most eukaryotic mRNAs, but difficulties in globally measuring poly(A)-tail lengths have impeded greater understanding of poly(A)-tail function. Here, we describe poly(A)-tail length profiling by sequencing (PAL-seq) and apply it to measure tail lengths of millions of individual RNAs isolated from yeasts, cell lines, Arabidopsis leaves, mouse liver, and zebrafish and frog embryos. Poly(A)-tail lengths were conserved between orthologous mRNAs, with those encoding ribosomal proteins and other classes of “housekeeping” proteins tending to be shorter. As expected, tail lengths were coupled to translational efficiency in early zebrafish and frog embryos. However, this strong coupling diminished at gastrulation and was absent in our non-embryonic samples, which indicated a rapid developmental switch in the nature of translational control. This switch complements an earlier switch to zygotic transcriptional control and explains why the predominant effect of microRNA-mediated deadenylation concurrently shifts from translational repression to mRNA destabilization.

Introduction

Most eukaryotic mRNAs end with poly(A) tails, which are added by a nuclear poly(A) polymerase, following cleavage of the primary transcript during transcriptional termination (Moore and Proudfoot, 2009). These tails are then shortened by deadenylases (Goldstrohm and Wickens, 2008; Chen and Shyu, 2011), and in some contexts, such as in animal oocytes and early embryos or at neuronal synapses, they can be re-extended by cytoplasmic poly(A) polymerases (Richter, 1999). In the cytoplasm, the mRNA poly(A) tail promotes translation and inhibits decay (Goldstrohm and Wickens, 2008; Weill et al., 2012).
Although poly(A) tails must exceed a minimal length to promote translation, an influence of tail length beyond this minimum is largely unknown. The prevailing view is that longer tails generally lead to increased translation (Eckmann et al., 2011; Weill et al., 2012). This idea partly stems from the known importance of cytoplasmic polyadenylation in activating certain genes in specific contexts (i.e., oocytes, early embryos, and synapses) (Richter, 1999; Weill et al., 2012) and the increased translation observed in *Xenopus* oocytes and *Drosophila* embryos when appending synthetic tails of increasing length onto an mRNA (Salles et al., 1994; Barkoff et al., 1998). Support for a more general coupling of tail length and translation comes from studies of yeast extracts (Preiss et al., 1998) and cells (Beilharz and Preiss, 2007; Lackner et al., 2007). However, the general relationship between tail length and translational efficiency has not been reported outside of yeast, primarily because transcriptome-wide measurements have not been feasible for the longer-tailed mRNAs found in other organisms.

**Results and Discussion**

**Poly(A)-tail length profiling by sequencing (PAL-seq)**

We developed a high-throughput sequencing method that accurately measures individual poly(A) tails of any physiological length (Fig. 1a). After generating sequencing clusters and before sequencing, a primer hybridized immediately 3' of the poly(A) sequence is extended using a mixture of dTTP and biotin-conjugated dUTP as the only nucleoside triphosphates and conditions that had been optimized to yield full-length extension products without terminal mismatches (Extended Data Fig. 1a). This key step of the protocol quantitatively marks each cluster with biotin in proportion to the length of the poly(A) tail (Fig. 1a, step 11). After sequencing the 36 nucleotides immediately 5' of the poly(A) site, the flow cell is incubated with
fluorophore-tagged streptavidin, which binds the biotin incorporated during primer-extension to impart fluorescence intensity proportional to the poly(A)-tract length. To account for the density of each cluster, this raw intensity is normalized to that of the fluorescent bases added during sequencing by synthesis (Nutiu et al., 2011), thereby yielding a normalized fluorescence-intensity for the poly(A) tail of each transcript, paired with a sequencing read that identifies its poly(A) site and thus the gene from which it originated.

**Figure 1.** Global measurement of poly(A)-tail lengths.

**a.** Outline of PAL-seq. With the aid of a splint oligonucleotide, 3' termini ending with at least eight A residues are preferentially ligated to a biotinylated adapter oligonucleotide. After partial digestion with ribonuclease T1 (which cuts after G residues), 3' fragments of ligation products are captured on streptavidin beads. Captured RNAs are phosphorylated, ligated to an adapter oligonucleotide at their 5' termini, and then reverse transcribed. Complementary DNAs (cDNAs) are liberated from the beads and loaded directly onto a flow cell of an Illumina Genome Analyzer II sequencer. After standard cluster generation, a sequencing primer that hybridizes immediately 3' of the poly(A) sequence is annealed and extended using a mixture of dTTP and biotin-conjugated dUTP. The flow cell is then placed onto the sequencing machine for sequencing by synthesis, which for each cluster provides the sequence immediately 5' of the poly(A) site. After sequencing, the flow cell is incubated with fluorophore-tagged streptavidin, which binds the biotin to impart a fluorescence intensity proportional to the poly(A)-tract length.

**b.** Median streptavidin fluorescence intensities for two sets of mRNA-like molecules with listed poly(A)-tail lengths, which were added to the 3T3 (circle), HEK293T (triangle), and HeLa (square) samples and used for tail-length calibration.
A cocktail of mRNA-like standards with known tail lengths (Extended Data Fig. 1b) was spiked into each starting sample to produce a standard curve for converting normalized fluorescence intensities to poly(A)-tail lengths (Fig. 1b). We refer to each of these tail-length measurements paired with its identifying sequence as a poly(A) tag.

Although recovery of tags from the standards varied somewhat, it did not vary systematically with tail length, which indicated that length-related biases did not affect our measurements (Extended Data Fig. 1c). Additional analyses indicated that mRNA degradation was not a potential source of bias against longer poly(A) tails (Extended Data Fig. 2a).

Because alternative start sites or alternative splicing can generate different transcripts with the same poly(A) site, we considered our results with respect to unique gene models (abbreviated as “genes”) rather than to transcripts (even though polyadenylation occurs on RNA transcripts, not genes). Moreover, tags for alternative poly(A) sites of the same gene were pooled, unless stated otherwise. With this pipeline, analysis of RNA from NIH3T3 mouse fibroblasts (3T3 cells) yielded at least one tag from 10,094 unique protein-coding genes (including 97% of the 9,976 genes with at least one mRNA molecule per cell) and ≥100 tags from 2,873 genes, coverage typical of most samples (Supplementary Information Table 1).

**Tail-length diversity within each species**

Median tail lengths in various mammalian cells (range, 67–96 nt) exceeded those in *Arabidopsis* leaves and *Drosophila* S2 cells (51 and 50 nt, respectively), which exceeded those in budding and fission yeasts (27 and 28 nt, respectively) (Fig. 2a). Similar differences between mammalian, fly, plant, and yeast cells were observed when comparing tail-length averages for individual genes (Fig. 2b). For genes within each species, mean tail lengths varied, with the 10th and 90th
percentiles differing by 1.4–1.6 fold. Variation was also observed for different mRNA transcripts from the same gene (Fig. 2c). For most genes the distributions were unimodal, with the mode approaching the mean (Fig. 2d). Poly(A)-tail lengths increased when progressing through cleavage, blastula, and gastrula stages of zebrafish embryonic development [2, 4 and 6 hours post-fertilization (hpf), respectively] and analogous stages of frog (Xenopus laevis) development (Fig. 2a,b and d).

**Figure 2.** Poly(A)-tail lengths in yeast, plant, fly and vertebrate cells. 

a, Global mRNA tail-length distributions. For each sample, histograms tally tail-length measurements for all poly(A) tags mapping to annotated 3' UTRs (bin size = 5 nt). Median tail lengths are in parentheses. The leftmost bin includes all measurements <0 nt. b, Intergenic tail-length distributions. For each sample, histograms tally average tail lengths for protein-coding genes with ≥50 tags (yeasts, zebrafish and Xenopus) or ≥100 tags (other samples). Median average tail lengths are in parentheses. c, Intragenic tail-length distributions for ten genes spanning the spectrum of average tail lengths in 3T3 cells. d, Intragenic tail-length distributions. Heatmaps show the frequency distribution of tail lengths for each gene tallied in panel b. The color intensity indicates the fraction of the total for the gene (key). Genes are ordered by average tail length (dashed line). Results from the first budding-yeast sample are reported in this figure.

Comparison of tail lengths for orthologous genes in human (HeLa and HEK293T) and mouse cells (3T3 and liver) revealed moderately strong correlations, indicating that tail lengths are conserved [Extended Data Table 1, Spearman $R (R_s)$ as high as 0.46]. When analyzing gene classes that tended to have longer or shorter tails, the most striking and pervasive enrichment was
for ribosomal-protein genes and other ‘house-keeping’ genes among the short-tailed genes (Extended Data Table 2). This enrichment was strong in yeast, despite previous reports that ribosomal-protein genes tend to have long tails (Beilharz and Preiss, 2007; Lackner et al., 2007). To address this and other discrepancies with the previous yeast studies (Extended Data Fig. 3a and b), we used an independent method to measure the poly(A)-tail lengths of eight yeast genes, including four ribosomal-protein genes. The results were much more consistent with our measurements than with the previous measurements (Extended Data Fig. 3 and 4). Both previous reports used the polyadenylation state microarray (PASTA) method, which fractionates RNAs by stepwise thermal elution from poly(U)-Sepharose. Although many studies have successfully used poly(U)-Sepharose fractionation to detect tail-length changes for the same genes in different contexts (Rosenthal et al., 1983; Palatnik et al., 1984; Paynton et al., 1988), detecting differences between different genes in the same context is more challenging. Our results suggest that PASTA, as previously implemented in yeasts (Beilharz and Preiss, 2007; Lackner et al., 2007), is less suitable than PAL-seq for intergenic comparisons, although we cannot exclude the possibility that the discrepancies arose from different growth conditions.

The types of genes with shorter or longer tails differed between the embryonic samples and the other samples (Extended Data Table 1). Genes in the early embryo might not necessarily have the same tail lengths as their orthologs do in other contexts because prior to the maternal-to-zygotic transition (MZT), which occurs at ~3 hpf in zebrafish (Kane and Kimmel, 1993) and at approximately stage 8 in X. laevis (Newport and Kirschner, 1982), transcription is not yet active, and some maternal transcripts are masked for later use while others are subject to cytoplasmic polyadenylation (Weill et al., 2012). At 6 hpf in zebrafish, ribosomal protein mRNAs had switched from being enriched in shorter-tail genes to being enriched in longer-tail genes.
(Extended Data Table 1), perhaps because these were mostly newly synthesized transcripts, which tended to have longer tails at this stage (Extended Data Fig. 5).

Because deadenylation is an important early step in eukaryotic mRNA decay (Decker and Parker, 1993; Goldstrohm and Wickens, 2008; Chen and Shyu, 2011), we examined the relationship between poly(A)-tail length and published mRNA-stability values (Extended Data Table 2). Tail-length and half-life were slightly negatively correlated in HeLa and 3T3 cells ($R_s = -0.048$ and $-0.16$, respectively) and variably correlated in yeast, depending on the source of the half-life measurements ($R_s$ ranging from $-0.44$ to $0.23$). The weak relationships in HeLa and 3T3 cells would be expected if mRNAs with different half-lives have similar steady-state tail-length distributions with the less stable mRNAs transiting through the distributions more quickly.

No strong, easily interpretable correlations between tail length and mRNA features (3’ UTR length, ORF length, total length, splice-site number and splice-site density) or expression (steady-state accumulation and nuclear-to-cytoplasmic ratio) were observed (Extended Data Table 1). Of these, the strongest correlations were between tail length and accumulation level ($R_s$ ranging from $-0.44$ to $0.25$), and between tail length and total mRNA length ($R_s$ range, $-0.12$ to $0.36$) or features related to mRNA length. Support for the latter relationship was also observed in intragenic comparisons, which revealed a weak positive relationship between tail length and the length of tandem 3’-UTR isoforms (Extended Data Fig. 6a). In early zebrafish embryos this relationship between 3’-UTR isoforms was even more pronounced when a predicted cytoplasmic polyadenylation element (CPE) (Richter, 1999; Aanes et al., 2011) was present in the unique region of the longer isoform (Extended Data Fig. 6b).
Transient coupling of tail length and translation in embryos

Most reports of increased translation of longer-tailed mRNAs are from studies in oocytes and early embryos (Richter, 1999; Weill et al., 2012). To examine whether this phenomenon reported in early embryos for a few genes applies transcriptome-wide, we performed ribosome footprint profiling and RNA-seq to measure translational efficiencies (TEs) (Ingolia et al., 2009) from the embryonic samples used to measure tail lengths. We found that in early embryos (cleavage and blastula stages) of both fish and frog, mean poly(A)-tail length correlated strongly with TE (Fig. 3a, Rs ranging from 0.62 to 0.77). Indeed, no other mRNA feature has been reported to correlate so well with TE in any system.

In these early embryonic stages a 2-fold increase in tail length corresponded to a large increase in TE—up to a 15-fold increase when doubling the tail from 16 to 32 nt in 4 hpf zebrafish (Fig. 3a). Although longer-tailed mRNAs were more likely to contain a CPE, the relationship between tail length and TE for CPE-containing mRNAs was no different from that of other mRNAs (Extended Data Fig. 7a). In theory, this coupling might not be causal, or it might be causal but strictly due to either translational inhibition causing tail shortening or translational activity preventing tail shortening. Alternatively, all or at least some of the coupling might result from longer tail lengths causing more efficient translation in the early embryo. We favor this last possibility because it agrees with the known importance of cytoplasmic polyadenylation for activating genes in maturing Xenopus oocytes (McGrew et al., 1989; Paris and Richter, 1990; Barkoff et al., 1998), early Xenopus embryos (Paris and Philippe, 1990; Simon et al., 1992) and certain other vertebrate contexts (Vassalli et al., 1989; Gebauer et al., 1994; Wu et al., 1998; Oh et al., 2000; Burns and Richter, 2008; Novoa et al., 2010). Even more
importantly, it agrees with the increased translation observed in *Xenopus* oocytes when appending prosthetic poly(A) tails of increasing length onto an mRNA (Barkoff et al., 1998).

![Image of Figure 3]

**Figure 3.** Transient coupling between poly(A)-tail length and TE.

* a. The relationship between mean tail length and TE for genes with ≥50 poly(A) tags from embryonic samples at the indicated developmental stages. For each stage, tail lengths and TEs were obtained from the same sample. *MGC116473* fell outside the plot for *X. laevis*, stages 3–4, and *LOC100049085* fell outside for stages 12–12.5. b. Relationship between mean tail length and TE in the indicated cell types, considering genes with ≥50 tags for yeasts and ≥100 tags for others. With the exception of HeLa (Guo et al., 2010), tail lengths and TEs were obtained from the same samples. Budding-yeast *YBR196C*, *YLR355C* and *YDL080C*, fission-yeast *SPCC63.04.1*, mouse-liver *NM_007881* and *NM_145470*, *HEK293T* *NM_001007026*, *NM_007881* and *NM_145470*, *HEK293T* *NM_001007026*, *NM_007881* and *NM_145470*, and HeLa *NM_001007026* fell outside their respective plots.

The strong coupling observed in the blastula largely disappeared in gastrulating embryos (Fig. 3a, *R* = 0.13 and 0.17). Moreover, we observed no positive correlation of a meaningful magnitude between mean poly(A)-tail length and TE in HeLa cells, HEK293T cells, 3T3 cells, mouse liver, budding yeast, or fission yeast (*R* = −0.10, 0.07, −0.04, 0.00, −0.12, and −0.15, respectively) (Fig. 3b). Our results in yeasts differed from those reported earlier (Beilharz and Preiss, 2007; Lackner et al., 2007), which we again attribute to limitations of methods used previously to rank tail lengths of different genes. In 3T3 cells, metabolic-labeling studies have been used to infer protein-synthesis rates (Schwanhäusser et al., 2011), which correlated with our TEs (*R* = 0.44, *P* < 10⁻¹⁵⁸) and did not correlate positively with tail length (*R* = −0.20, *P* < 10⁻¹⁶).
Taken together, our results suggested that beginning at gastrulation, translational control undergoes a mechanistic change that uncouples TE from poly(A)-tail length.

**Intragenic comparison of tail length and translation**

The simplest interpretation of the weak or negative correlations we observed between tail length and TE in yeast and mammalian cells is that increasing tail length over the physiological range does not enhance translation in these contexts. However, our comparisons of average tail length and average TE between genes (Fig. 3b) might have missed a relationship that would be observed when looking at differentially translated mRNAs from the same gene. To address this possibility, we fractionated lysate from 3T3 cells to isolate mRNAs associated with different numbers of ribosomes and measured the tail lengths in each fraction (Fig. 4a). To learn how poly(A)-tail length related to ribosome density for individual genes, we plotted mean tail-length values as a function of the number of bound ribosomes and fit the data for each gene with a straight line (Fig. 4b). The slopes of these lines were generally quite small, and most were slightly negative (Fig. 4b), whereas positive slopes would have been expected if longer tails enhanced translation. Thus, the increase in median length observed between the lightest and heaviest fractions when considering bulk tail lengths (Fig. 4a; 66 and 82 nt, respectively) did not indicate a relationship between longer tails and enhanced translation but instead might have reflected the positive correlation between ORF length and tail length observed in 3T3 cells (Extended Data Table 1; \( R_s = 0.36 \)) The trend of mostly negative slopes prevailed even when excluding data from mRNA not associated with any ribosomes (Extended Data Fig. 7b), or when examining subsets of genes with higher or lower translation efficiency, or with longer or shorter mean tail lengths (Extended Data Fig. 7c). This global intragenic analysis (Fig. 4) supports the
conclusion drawn from intergenic analyses (Fig. 3): In all yeast and mammalian contexts we examined, and presumably in most other cellular contexts, mRNAs with longer poly(A)-tails are not more efficiently translated.

**Figure 4.** No detectable intragenic coupling between poly(A)-tail length and TE.  
**a,** Global analysis of tail lengths across the polysome profile for 3T3 cells. UV absorbance indicates the mean number of ribosomes bound per mRNA for each fraction from the sucrose gradient (top, fractions demarcated with vertical dashed lines). Boxplots show distributions of tail lengths in each fraction for all tags mapping to annotated 3' UTRs (bottom). Boxplot percentiles are line, median; box, 25th and 75th percentiles; whiskers, 10th and 90th percentiles. The horizontal line indicates the median overall median of the median tail lengths. **b,** Relationship between tail lengths and ribosomes bound per mRNA when comparing mRNAs from the same gene. For each gene, the data from panel **a** were used to plot the mean tail length as a function of bound ribosomes. Log-log plots for eight randomly selected genes with ≥50 poly(A) tags in ≥6 fractions are shown (left), with lines indicating linear least-squared fits to the data (adding a pseudocount of 0.5 ribosomes to the fraction with zero ribosomes). The boxplot shows the distribution of slopes for all genes with ≥50 poly(A) tags in ≥4 fractions (right; one-sided, one-sample Wilcoxon test; boxplot percentiles as in panel **a**).

**Explaining the shift in the ultimate effects of microRNAs**

MicroRNAs (miRNAs) are 22-nt RNAs that pair to sites in mRNAs to target these messages for posttranscriptional repression (Bartel, 2009). Global measurements indicate that miRNA targeting causes mostly mRNA destabilization, with translational repression comprising a detectable but minor component of the overall repression (Baek et al., 2008; Hendrickson et al., 2009; Guo et al., 2010; Bazzini et al., 2012). The only known exception is the transient translational repression observed in early zebrafish embryos (Bazzini et al., 2012). At 4 hpf miR-430 targeting causes mostly translational repression with very little mRNA destabilization, whereas by 6 hpf the outcome shifts to mostly mRNA destabilization (Bazzini et al., 2012). Because miR-430 is
induced only ~1.5 h before the 4-hpf stage, these results are interpreted as revealing the
dynamics of miRNA action, in which an early phase of translational repression gives way to a
later phase in which destabilization dominates (Bazzini et al., 2012). When considering that
miRNA targeting promotes poly(A)-tail shortening through the recruitment of deadenylase
complexes (Braun et al., 2012), our results suggests an alternative mechanism for the shift in
miRNA regulatory outcomes. In this mechanism, miRNAs mediate tail shortening at both 4 and
6 hpf, but because of the switch in the nature of translational control (as well as destabilization of
short-tailed mRNAs at later stages), tail shortening has very different consequences in the two
stages: At 4 hpf, tail shortening predominantly decreases TE, whereas at 6 hpf, it predominantly
decreases mRNA stability.

To integrate miRNA-mediated repression with effects on tail length, we injected one-cell
zebrafish embryos with miRNAs that are normally not present in the early embryo and examined
the influence of these injected miRNAs on ribosome-protected fragments (RPFs), mRNA levels
and poly(A)-tail lengths at 2, 4 and 6 hpf. Injecting miR-155 caused RPFs from many of its
predicted targets to decrease relative to RPFs from no-site control mRNAs (Fig. 5a). Despite the
decrease in RPFs, target mRNA levels did not change relative to the controls at 2 and 4 hpf,
indicating that at these stages miR-155 targeting caused mostly translational repression. In
contrast, RPF changes were accompanied by nearly commensurate mRNA reductions at 6 hpf,
indicating that by this stage the outcome of repression had shifted to mostly mRNA
destabilization (Fig. 5a). Thus, the shift in miRNA regulatory outcome that occurs between 4 and
6 hpf is not specific to miR-430 or its targets. With respect to mechanism, the observation of this
shift between 4 and 6 hpf, even though the injected miR-155 was present and active much earlier
than was miR-430, indicated that the shift reflected the unusual regulatory regime operating pre-
Figure 5. The influence of miR-155 on ribosomes, mRNA and tails in the early zebrafish embryo.

(a) The relationship between changes in ribosome protected fragments (RPFs) and changes in mRNA levels after injecting miR-155. Changes observed between injected and mock-injected embryos are plotted at the indicated stages for predicted miR-155 target genes (red, genes with ≥1 miR-155 site in their 3' UTR) and control genes (gray, genes that have no miR-155 site yet resemble the predicted targets with respect to 3' UTR length). To ensure that differences observed between 4 and 6 hpf were not the result of examining different genes, only site-containing genes and no-site control genes present at both 4 and 6 hpf are shown for these samples. Lines indicate mean changes for the respective gene sets, with statistically significant differences between the sets indicated (*, P ≤ 0.05; **, P < 10⁻⁴, one-tailed Kolmogorov–Smirnov test). Because injected miRNAs partially inhibited miR-430-mediated repression, genes with miR-430 sites were not considered. All data were normalized to the median changes observed for the controls. (b) The relationship between RPF changes and mean tail-length changes after injecting miR-155. Tail-lengths were determined using PAL-seq, otherwise as in a. (c) A developmental switch in the dominant mode of miRNA-mediated repression. The schematic (left) depicts the components of the bar graphs, showing how the RPF changes were comprised of both mRNA changes and TE changes. The compound bar graphs show the fraction of repression attributed to mRNA degradation (blue) and TE (green) for the indicated stage, depicting the overall impact of miR-155 (center; plotting results from a and b for genes with sites) and miR-132 (right, plotting results from Extended Data Fig. 8b for genes with sites). Slight, albeit statistically insignificant, increases in mNRA for predicted targets resulted in blue bars extending above the axis. For samples from the stages in which tail length and TE are coupled, a bracket adjacent to the compound bar indicates the fraction of repression attributable to shortened tails. Significant changes for each component are indicated with asterisks of the corresponding color (*, P ≤ 0.05; **, P < 10⁻⁴, one-tailed Kolmogorov–Smirnov test).
gastrulation embryos (in which TE is sensitive to tail length) more than it reflected the dynamics of miRNA action.

The tail-length results further supported a mechanism involving shifting consequences of tail-length shortening. Predicted miR-155 targets had shortened tails at 2 and 4 hpf (Fig. 5b), which explained most of the miRNA-induced translational repression observed at these stages (Fig. 5c). By 6 hpf, the tail-length decreases observed at 4 hpf had mostly abated for predicted miR-155 targets (Fig. 5b), and these mRNAs were instead less abundant (Fig. 5a), in concordance with their extent of deadenylation at 4 hpf (Extended Data Fig. 8a). These observations agreed with the idea that tail shortening at later developmental stages destabilizes mRNAs, and suggested that the miRNA-mediated deadenylation occurring during the earlier developmental stages promotes decay later. With shorter tails no longer associated with reduced translation (Fig. 3) and instead associated with reduced mRNA levels, the ultimate consequence of miRNA-mediated repression shifted from translational repression to mRNA destabilization (Fig. 5c). Analogous results were obtained after injecting a different miRNA, miR-132 (Fig. 5c, Extended Data Fig. 8).

Because tail lengths were no longer strongly coupled to TE (Fig. 3), tail-length changes did not explain the decrease in mean TE observed at 6 hpf for miR-132 predicted targets (Fig. 5c). We conclude that in this and other systems for which poly(A)-tail length is uncoupled from TE, the translational repression often detected as a minor component of the overall repression (Baek et al., 2008; Hendrickson et al., 2009; Guo et al., 2010) arises from a mechanism different from the one that dominates pre-gastrulation.

Taken together, our results provide a compelling explanation for miRNA-mediated translational repression in the pre-gastrulation zebrafish embryo: MicroRNAs induce poly(A)
shortening, which decreases TE at this developmental period. Our results also explain why the pre-gastrulation zebrafish embryo is the only known context for which translational repression is the dominant outcome of miRNA-mediated regulation: In all other contexts examined, tail-length shortening causes mRNA destabilization with little or no effect on TE.

Two gene-regulatory regimes

Our results from yeast, mammalian cells in culture, and mouse liver refute the prevailing view that poly(A)-tail length broadly influences TE. In doing so, our results add to the known differences between the regulatory regime operating in these cells and that operating in early metazoan embryos, revealing that these cells lack the coupling between poly(A)-tail length and TE observed in the early embryo.

This newly recognized difference can be rationalized in light of the potential interplay among regulatory options available in the two regulatory regimes. The yeast, mammalian, and mid-gastrulation cells were all transcriptionally active, which offers ample opportunities for nuclear control of gene expression. Moreover, active transcription enables unstable mRNAs to be replaced should the need arise, thereby expanding the contexts in which differential mRNA stability can be exploited for gene control. Thus, an additional layer of control in which TE depends on poly(A)-tail length would be dispensable. More importantly, because this type of coupling would lower output from older mRNA molecules, which in the absence of cytoplasmic polyadenylation would often have shorter poly(A) tails, the utility of gene regulation through mRNA stability would be compromised. In this conventional regulatory regime, long-lived mRNAs would have less value if they were translated less efficiently because of their shorter tails.
For embryos at the cleavage stage, the regulatory regime is very different. These embryos are not transcriptionally active, which not only precludes the use of transcriptional and other nuclear processes to alter gene expression programs but also limits the use of differential mRNA stability, because degraded mRNAs cannot be replaced until zygotic transcription begins (Kane and Kimmel, 1993). Perhaps as a consequence, many mRNAs with short tails were observed (Fig. 2a), consistent with the known stability of short-tailed mRNAs in early embryos (Audic et al., 1997; Aanes et al., 2011). With no prospect of using differential transcription and limited potential to use differential mRNA stability, cells of these embryos apparently harness differential tail length for global gene control. This result expands on the known behavior of individual genes in *Xenopus* embryos (Paris and Philippe, 1990; Simon et al., 1992) and the observation that early embryonic cells have robust cytoplasmic polyadenylation, which increases the utility of a tail-length regulatory mechanism (Richter, 1999). Compared to metazoan cells subject to the standard regulatory regime (including 6-hpf zebrafish embryos and the mammalian cells examined), the cleavage-stage embryos had more uniform intragenic tail lengths and more variable intergenic lengths (Fig. 2d), as required for efficient harnessing of the tail-length regulatory regime. With their tail-length distribution also shifted towards shorter tails (Fig. 2b), the cleavage-stage embryos can most efficiently exploit the tail-length differences with the greatest impact (Fig. 3a).

The transition between these two very different gene-regulatory regimes was rapid but not immediate. Despite their zygotic transcription, late-blastula embryos still coupled tail length with translation. Indeed, to the extent that newly transcribed zygotic mRNA tended to have longer tails than did the maternally inherited mRNAs (Extended Data Fig. 5), the continued
coupling observed in this hybrid regime would act to increase the relative output from these newly minted mRNAs, thereby sharpening the MZT.

We suspect that the tail-length regulatory regime observed in early embryos also operates in other biological systems in which transcription is repressed (or distant) and cytoplasmic polyadenylation is active, which include early embryos of other metazoan species, maturing oocytes, and neuronal synapses (Weill et al., 2012). The ability to measure poly(A)-tail lengths at single-mRNA resolution should provide important insights in these systems.
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**Methods summary**

Cytoplasmically enriched lysates were prepared from HEK293T, 3T3, mouse liver, *X. laevis*, fission yeast and zebrafish samples, as well as the second budding-yeast sample, were harvested and divided into three portions, one each for PAL-seq, RNA-seq, and ribosome profiling. For other contexts, if RNA-seq and ribosome profiling were performed, samples for these were harvested independently of those used for PAL-seq. PAL-seq was performed as outlined in Fig. 1a. RNA-seq and ribosome profiling were performed essentially as described previously (Guo et al., 2010). Poly(A) tags were mapped to a reference genome (or transcriptome) of the species, carrying forward those that mapped uniquely to the genome (or transcriptome) and also overlapped with the 3' UTR of a transcript model chosen to represent a gene. RPF and RNA-seq tags were mapped to the ORFs, as described previously (Guo et al., 2010), except tags mapping fully within the first 50 nt of an ORF were discarded (to exclude signal from ribosomes that might have initiated after cycloheximide was added). Each mRNA with a 3' UTR that had at least one 7-nt site matching the miRNA seed region (Bartel, 2009) was predicted to be a target of that miRNA. Genes that had no 6-nt miRNA seed match anywhere within their transcript were classified as no-site genes, from which a set of no-site control genes was selected such that its 3'-UTR length distribution matched that of the predicted targets.
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Methods

PAL-seq. Total RNA or RNA from cytoplasmically enriched lysate (~1–50 µg) was supplemented with two mixes of tail-length standards and trace marker RNA containing an internal $^{32}$P-label (*) (ugagguagguaguau-agu*caauccuaaucauuccuaauccauaucauucaaaaaaaaaaa, IDT). Polyadenylated ends in the mixture of cellular RNA and standards were ligated to a 3’-biotinylated adapter DNA oligonucleotide (p-AGATCGGAAGAGCGGTGTAGGGAAAGAGTGTAGACACATAC-biotin, IDT) in the presence of a splint oligonucleotide (TTCCGATCTTTTTTTTT, IDT) using T4 Rnl2 (NEB) in an overnight reaction at 18°C. The RNA was partially digested with RNase T1 (Ambion) as described (Jan et al., 2011), extracted with phenol-chloroform, ethanol precipitated and then purified on a denaturing polyacrylamide gel (selecting 104–750 nt fragments), which removed residual unreacted 3’ adapter. The extent of digestion by RNase T1 was estimated using the internally labeled marker RNA, by comparing the relative abundances of the full-length marker and cleavage products. The marker RNA was also used to quantify the efficiency of the preceding adapter ligation. Splinted-ligation products were captured on streptavidin M-280 Dynabeads (Invitrogen) and, while still bound to the beads, 5’ phosphorylated with 3’-phosphatase–deficient T4 polynucleotide kinase (NEB) and ligated to a 5’ adapter oligonucleotide (C3.spacer-CAAGCAGAAGACGGCATACTGCAGTTCCACGAATTCTACaguacg, IDT; uppercase, DNA; lowercase, RNA) using T4 Rnl1 (NEB) in an overnight reaction at 22°C. Following reverse transcription using SuperScript II (Invitrogen) and a primer oligonucleotide (AATGATACGGCGACCACCGAGATCTACACTCTTTCCCTACACG, IDT), complementary DNA (cDNA) was liberated from the beads by base hydrolysis and purified on a denaturing
polyacrylamide gel (selecting 166–790 nt DNA). Purified cDNA was denatured at room
temperature in 5–100 mM NaOH, neutralized with addition of HT1 hybridization buffer
(Illumina) and applied to an Illumina flow cell (at a typical concentration of 1.0–1.2 pM).
Standard cluster generation, linearization, 3'-end blocking and primer hybridization were
performed on a cBot cluster generation system (Illumina).

After transferring the flow cell to a Cluster Station designed for an Illumina Genome
Analyzer, the sequencing primer was extended using a reaction mix containing 100 units/ml
Klenow polymerase (NEB), 200 nM dTTP and either 10 nM (yeast samples) or 4 nM (other
samples) biotin-16-dUTP (Roche). Extension was for 30 minutes at 37°C, flowing a fresh aliquot
(≥50 µl) of reaction mix every two minutes to replenish dNTPs. Following primer extension, the
flow cell was placed on a Genome Analyzer II sequencer (Illumina) for 36 cycles of standard
sequencing-by-synthesis. After three additional cycles of cleavage to remove any residual
sequencing fluorophores, the flow cell was washed with buffer [40.25 mM phosphate buffered
saline (PBS), pH 7.4, 0.1% Tween], blocked with streptavidin-binding buffer [300 µg/ml bovine
serum albumin (NEB), 40.25 mM PBS, pH 7.4, 0.1% Tween], washed with buffer again, and
then imaged, as done previously (Nutiu et al., 2011). This cycle of wash, block, wash, image was
then repeated with a binding step inserted after the blocking step, in which the flow cell was
incubated with 30 nM Alexa Fluor 532 Streptavidin (Invitrogen) in streptavidin-binding buffer
for 10 minutes at 20°C. This expanded cycle was then repeated two more times, but with 100 nM
streptavidin included at the binding step. Fluorescence was captured in the T and G channels
because the wavelength of the excitation laser for these channels (532 nm) was identical to the
fluorophore excitation wavelength. The sequential imaging confirmed that the second 100 nM
streptavidin incubation did not increase mean cluster intensity (monitored in real time as part of the “first base report”), which indicated saturation of available biotin.

**Calculation of poly(A)-tail lengths.** Raw images taken during sequencing-by-synthesis and after binding of fluorescent streptavidin were processed with Firecrest image-analysis and Bustard base-calling software (Illumina, version 1.9.0, using default parameters) to generate a read (FASTQ) file and another file containing the position of each cluster, the read sequence, the quality score for each base, and the base intensities in all four channels for every cycle of sequencing and streptavidin binding. Reads (from all tiles) were aligned to a reference genome (hg18 for human, mm9 for mouse, dm3 for fly, danRer7 for fish, tair10 for *Arabidopsis*, Spombe 1 for fission yeast, and sacCer3 for budding yeast) or a reference transcriptome (Unigene mRNA sequences for *X. laevis*) using the Bowtie program for short-read mapping and the parameters ‘–1 25 –n 2 –m 1 –3 z’, where z was the number of streptavidin-binding cycles plus one. Reads containing ambiguous base calls (as indicated by characters “N” or “.”) at any position in the first 36 nt were discarded, as were reads mapping to multiple genomic loci. Reads that did not map to the genome were aligned to Bowtie indexes corresponding to the tail-length standards. For the remaining reads, mapping to the genome and standards was repeated, accounting for the possibility that the read failed to map because the sequence extended past the poly(A)-proximal fragment of the transcript and into the 5′ adaptor. This mapping was reiterated for 16 rounds (to capture tags of ≥20 nt), with each round considering previously unmapped reads in which the 5′ adaptor sequence started a nucleotide closer to the beginning of the read (requiring a perfect match to only the final 6 nt of the adaptor after the fifth round). Before each round of mapping, the adapter sequence was stripped by adjusting the Bowtie “–3” parameter.
For the *Arabidopsis* sample, the first (3'-most) base was of low quality, and raw images from the first cycle of sequencing were excluded when performing image analysis and base calling. Consequently, sequence reads were 35 nt long, and only 15 rounds of iterative adapter trimming/sequence mapping were done.

For each read carried forward as mapping to a single locus (of either the genome or the length standards), the cluster fluorescence intensity in the T channel after the first 100 nM streptavidin flow-in was recorded as the raw streptavidin fluorescence intensity. From this raw intensity, the intensity after the 0 nM flow-in was subtracted as background, and the resulting background-subtracted intensity was divided by the relative cluster intensity observed during sequencing-by-synthesis, which normalized for the density of molecules within the cluster. The relative cluster intensity was calculated by first dividing the fluorescence intensity of every sequenced base in the read by the median intensity for that base among all clusters with the same base at the same position, and then taking the average of the resulting values over the length of the read. Normalized streptavidin intensities were transformed to poly(A)-tail lengths using linear regression parameters derived from the median intensities of the standards and their mode poly(A)-tail lengths. For yeast, *Arabidopsis*, *Drosophila*, *Xenopus* and zebrafish samples, only the standards with tails of 10, 50 and 100 nt were used in the linear regression. For the other samples, all of the standards were used except for one with a 300 nt tail (barcode sequence = CUCACUAUAC), which was typically not sufficiently abundant for accurate measurement of its tail length. Each tail length was then paired with the genomic (or standard) coordinates to yield a poly(A) tag.
Assigning poly(A) tags to genes. Reference transcript annotations were downloaded (in refFlat format) from the UCSC Genome browser or another database (Ensembl for zebrafish, Unigene for *X. laevis*, TAIR for *Arabidopsis* and PomBase for *S. pombe*). For human, mouse, zebrafish and fly, transcript 3’ ends were re-annotated using poly(A) sites identified by 3P-seq (Jan et al., 2011) and the workflow described previously (Ulitsky et al., 2012). For each gene, a representative transcript model was chosen as the one that had the longest ORF and the longest 3’ UTR corresponding to that ORF. These reference transcript databases are available for anonymous download at http://web.wi.mit.edu/bartel/pub/publication.html. *S. cerevisiae* representative transcript models were from the GSE53268. Poly(A) tags that overlapped the 3’ UTR of the representative transcript model by at least one nucleotide were assigned to that gene. Poly(A) tags with length measurements \(<\ -50\) and \(>1000\) (which included \(<0.0009\%\) of the tags in any sample) were excluded from all analyses. Mean tail-length measurements \(<1\ nt\) (which included measurements from 11 analyzed genes) were replaced with a value of 1.0 nt in the intragenic analysis across the polysome gradient (Fig. 4b). When considering the depth of a representative PAL-seq dataset from 3T3 cells, we considered 1.0 RPKM as the RNA-seq level indicating an average of one mRNA molecule per cell. This estimate was conservative, in that a comparison to published mRNA abundances in 3T3 cells (Schwanhäusser et al., 2011) indicated that 1.0 RPKM from our experiment corresponded to about 0.2 mRNA molecules per 3T3 cell.

RNA preparation for PAL-seq. For libraries made from fission yeast, HEK293T, 3T3, mouse-liver, *X. laevis*, and mock-, miR-132– and miR-155–injected zebrafish samples, as well as the second budding-yeast sample, RNA was extracted from a portion of the lysates that were also used for ribosome profiling and RNA-seq. These cleared lysates were enriched in cytoplasm. For
libraries made from HeLa and polysome-gradient samples, RNA was extracted from similar cytoplasmically enriched lysates. For the polysome gradient fractionation (Fig. 4a), lysate preparation and centrifugation were performed as for ribosome profiling, but without nuclease digestion prior to fractionation. For other libraries, total RNA was used. The correlation observed when comparing PAL-seq results from cytoplasmically enriched and total RNA from HeLa cells (Extended Data Fig. 2b, $R_s = 0.84$) resembled that observed between comparable 3T3 biological replicates (Extended Data Fig. 2b, $R_s = 0.83$). The measured lengths in both types of RNA preparation were similar, despite the possibility that total RNA might have included more long-tailed mRNAs due to a population of nascent mRNAs that had full-length tails and were awaiting export. However, not all nuclear mRNAs had full-length tails (as some were still in the process of being polyadenylated at the time of harvesting), and the nuclear population of mRNAs awaiting export presumably comprised a small fraction of the cellular mRNAs.

**Tail-length standards.** The common 5' region of each standard and the unique 3' region, consisting of the standard-specific barcode and poly(A)-tail (Extended Data Fig. 1b), were synthesized separately and then ligated together to make full-length standards. To generate each 3' region, a 5'-phosphate–bearing RNA oligonucleotide (IDT) consisting of the barcode segment followed by a 10 nt poly(A) segment was extended with *E. coli* poly(A)-polymerase (NEB), with ATP concentration and reaction time adjusted to yield of tails of the desired length. To narrow the tail-length distribution, extension products were sequentially purified on two denaturing polyacrylamide gels, excising products with tails of the desired length range and reducing the variability of tailed RNA to be mostly within ~5–25 nt, depending on the length of tail added (Extended Data Fig. 1b). The 5' region of the standards was synthesized by in vitro transcription.
of a template containing *Renilla* luciferase sequence followed by that of a modified HDV ribozyme (Schurer et al., 2002). After gel-purification of the 5′ HDV self-cleavage product, the 2′, 3′-cyclic phosphate at its 3′ end was removed with T4 polynucleotide kinase (NEB; 3000 μl reaction containing 30,000 U enzyme and 100 mM MES-NaOH, pH 5.5, 10 mM MgCl₂, 10 mM β-mercaptoethanol, 300 mM NaCl, 37°C, 6 h). After another gel purification, the dephosphorylated product was joined to the poly(A)-tailed barcode oligonucleotide by splinted ligation using T4 Rnl2 (NEB) and a bridge oligonucleotide with 10 nt of complementarity to each side of the ligation junction. Ligation products were gel-purified and mixed in desired ratios before being added to RNA samples for PAL-seq.

**Ribosome footprint profiling.** Immediately prior to harvesting, cultured mammalian cells were incubated with media containing 100 μg/ml cycloheximide for 10 minutes at 37°C to stop translation elongation. Cells were washed twice with ice-cold 9.5 mM PBS, pH 7.3 containing 100 μg/ml cycloheximide, and lysed by adding lysis buffer [10 mM Tris-HCl, pH 7.4, 5 mM MgCl₂, 100 mM KCl, 2 mM dithiothreitol, 100 μg/ml cycloheximide, 1% Triton X-100, 500 units/ml RNasin Plus, and protease inhibitor (1X complete, EDTA-free, Roche)] and triturating four times with a 26-gauge needle. After centrifuging the crude lysate at 1300g for 10 minutes at 4°C, the supernatant was removed and flash-frozen in liquid nitrogen. Cultured *S. pombe* cells were grown to mid-log phase and then harvested by filtering off the media and flash freezing the remaining paste, which was then manually ground into a fine powder with a mortar and pestle while being bathed in liquid nitrogen. The powder was thawed on ice, resuspended in lysis buffer and processed as described for the other lysates. Zebrafish embryos were enzymatically dechorionated and then incubated in 100 μg/ml cycloheximide in E3 buffer (5 mM NaCl, 0.17
mM KCl, 0.33 mM CaCl₂, 0.33 mM MgSO₄) for 5 minutes at room temperature. The embryos were then transferred into lysis buffer and flash-frozen. *X. laevis* embryos were chemically dejellied after fertilization and flash-frozen in lysis buffer without cycloheximide pre-treatment. Once thawed, these samples were clarified as above and then processed in the same manner as other lysates. Prior to dissecting liver, a 6-week-old, male C57BL/6 mouse was sacrificed by cervical dislocation. The liver was excised, flash-frozen, and manually ground and processed as described for *S. pombe*. Ribosome profiling and RNA-seq were performed on the cleared lysate as described (Guo et al., 2010), using RiboMinus-treated RNA for the *S. pombe* RNA-seq sample, and poly(A)-selected RNA for all others, with a detailed protocol available at http://bartellab.wi.mit.edu/protocols. *S. cerevisiae* RPF and RNA-seq data were from GSE53268 and were derived from the same sample as the budding-yeast PAL-seq sample 2.

RPF and RNA-seq tags were mapped to the ORFs, as described previously (Guo et al., 2010) (using the assemblies and transcript models used for PAL-seq), except reads with 5’ ends mapping within the first 50 nt of each ORF were disregarded. This was done to minimize a bias from ribosomes accumulating at or shortly after the start codon, which results from translation initiation events continuing in the face of cycloheximide-inhibited elongation (Ingolia et al., 2009). Because of this bias, genes with shorter ORFs have artifically higher TEs if all the bound ribosomes are considered (as in conventional polysome gradient analysis). This cycloheximide effect might have distorted the TE measurements in studies that calculated ribosome densities using polysome gradient fractionation followed by microarray analysis, including those reporting a positive correlation between ribosome density and poly(A)-tail length (Beilharz and Preiss, 2007; Lackner et al., 2007). However, this effect could not have influenced the conclusions of our polysome-gradient experiment, because our analysis focused on intragenic
comparisons (Fig. 4b). TEs were considered only for genes exceeding a cutoff of 10 RPM (reads per million uniquely mapped reads) in the RNA-seq library. For the analysis of miRNA effects, only genes exceeding a cutoff of 10 RPM in the mock-injected RNA-seq and RPF libraries, and ≥50 PAL-seq tags in the mock-injected and miRNA-injected samples were considered.

**Statistics, reagents and animal models.** All statistical tests were two-sided unless indicated otherwise. No power testing was done to anticipate the sample size needed for adequate statistical power. No randomization or blinding was used for miRNA injection experiments. Features of mRNAs (e.g. poly(A)-tail length, mRNA length, expression level, etc.) were not normally distributed, nor were changes in expression due to miRNA-mediated repression. Therefore, non-parametric measures or tests were used when making comparisons involving such quantities, and these tests do not make assumptions about equal variance between groups. Mammalian cell lines were obtained from ATCC, and S2 cells were the same as in (Ruby et al., 2007) (i.e. adapted to growth in serum-free media). The BY4741 strain was used for *S. cerevisiae*, 972 for *S. pombe*, Columbia for *Arabidopsis*, and AB for zebrafish. All animal experiments were performed in accordance with a protocol approved by the MIT Committee on Animal Care.

**Zebrafish injections.** Zebrafish embryos were injected at the one-cell stage with 1 nl of 10 μM miRNA duplex (miR-155 and miR-132) or buffer alone using a PLI-100 Plus Pico-Injector. Duplexes were made by combining RNAs corresponding to either miR-132 (uaacagucuacagccauggucg) and miR-132* (accguggcauuagauuguuacu) or miR-155 (uuaaugcuaaucgugauaggg) and miR-155* (accuaugcuguagcauuaac) in annealing buffer (30
mM Tris-HCl, pH 7.5, 100 mM NaCl, 0.1 mM EDTA), heating to 90°C for 1 minute, and slow cooling to room temperature over several hours. Injected embryos were incubated in E3 buffer at 28°C until time of harvesting.

**Predicted miRNA targets.** Each mRNA with a 3’ UTR that had at least one 7-nt site matching the miRNA seed region (Bartel, 2009) was predicted to be a target of that miRNA. Genes that had no 6-nt miRNA seed match anywhere within their transcript were classified as no-site genes, from which a set of no-site control genes was selected such that its 3’-UTR length distribution matched that of the predicted targets.

**Calculation of the relationship between poly(A)-tail length and TE.** For experiments in which zebrafish embryos were mock-injected or injected with miR-132 or miR-155, least-squares second-order polynomial regression was performed to determine the change in log₂ TE for each change in log₂ poly(A)-tail length. To prevent microRNA effects on TE and/or tail length from influencing any relationship, the regression analyses were performed after excluding genes for which the mRNAs contained a perfect match to either the seed (nucleotides 2–7 of the miRNA) of miR-430 (the predominant endogenous miRNA at 4 and 6 hpf) or the seed of the injected miRNA. These regression results were used to estimate the TE change attributable to tail-length change for each gene.

**Poly(A)-tail measurements on RNA blots.** Single-gene poly(A)-tail lengths were measured on RNA blots after directed RNase H cleavage of the interrogated mRNA. Standard methods (Salles et al., 1999) were modified to enable higher resolution for shorter tails (<50 nt), such as those
found on yeast mRNAs. Total RNA (3–20 μg) was heat-denatured for 5 minutes at 65°C in the presence or absence of 33 pmol/μg total RNA of (dT)_{18} (IDT), and in the presence of 25 pmol of a DNA oligonucleotide (or gapmer oligonucleotide, which had 16 DNA nucleotides flanked on each side by five 2′-O-methyl RNA nucleotides) that was complementary to the 3′-terminal region of the interrogated mRNA. After snap-cooling on ice, the RNA was treated with RNase H (Invitrogen) for 30 minutes at 37°C in a 20 μl reaction according to the manufacturer’s instructions. The reaction was stopped by addition of gel loading buffer (95% formamide, 18 mM EDTA, 0.025% SDS, dyes) and then analyzed on RNA blots resembling those used for small-RNA detection (Lau et al., 2001) (Detailed RNA blot protocol available at http://bartellab.wi.mit.edu/protocols). Briefly, after separation of the RNA on a denaturing polyacrylamide gel and transfer onto a Hybond-NX membrane (GE Healthcare), the blot was treated with EDC (N-(3-dimethylaminopropyl)-N′-ethylenediamine; Sigma-Aldrich), which crosslinked the 5′ phosphate of the 3′-terminal RNase H cleavage product to the membrane (Pall et al., 2007). The blot was then hybridized to a probe designed to pair to the region spanning the RNase H cleavage site and the poly(A) site. Comparison of these 3′-terminal fragments with and without poly(A) tails revealed the length of the tails.
Extended Data Figure 1. Development and characterization of the PAL-seq method. a, Optimization of the primer-extension reaction. A 5′-radiolabeled primer was annealed to a single-stranded DNA template containing a (dA)25 tract immediately upstream of the primer-binding site (top schematic). Two templates (I and II), which differed at the segment immediately 5′ of the poly(dA) tract, were used in the experiments shown. Primer extension was performed with either Klenow fragment (K, New England Biolabs (NEB)), Klenow fragment lacking 3′-to-5′ exonuclease activity (K−, NEB), or T4 DNA polymerase (T4, NEB). Reactions contained the recommended buffer and enzyme concentrations and a 50:1 mixture of dTTP:biotin-16-dUTP (unless indicated otherwise) at the dTTP concentrations indicated. In one experiment (center left), the dTTP concentration was kept constant, and the concentration of the primer-template duplex was varied instead. Reactions were incubated for five minutes, unless stated otherwise (bottom two panels), at the indicated temperature (Temp), then stopped and in most cases supplemented with gel-mobility standard (St), which was a 3P-labeled synthetic oligonucleotide that had four extra dT residues appended to the intended the full-length primer-extension product (P). Products were resolved on denaturing polyacrylamide gels, alongside a size ladder, which was a mixture of 32P-labeled oligonucleotides that differed from the full-length primer-extension product by −1, 0, +1, +2, +3, and +4 dT’s (three of these are indicated as
+1, +2, +3), and visualized using a phosphorimager. Klenow fragment was capable of yielding the full-length primer-extension product without abundant side-products containing one or more additional untemplated nucleotides. The other two enzymes gave a mixture of products in all conditions tested. Incorporation of untemplated nucleotides by Klenow fragment was favored at lower temperature (upper left) and was largely eliminated by using very low dTTP concentrations at 37°C (upper right panel and bottom two panels). Under these favorable conditions the distribution of products did not change when the reaction times were extended beyond five minutes (bottom).

b, Poly(A)-tail lengths of the synthetic standards added to each biological sample. Each standard was generated by splinted ligation of a common 5' RNA to a standard-specific 3' RNA consisting of a unique 10-nt barcode sequence followed by a poly(A) tail of either 10, ~50, ~100, ~150, ~200, ~250, or ~300 nt. Because the poly(A) tails >10 nt were generated enzymatically, their lengths were approximate, and after gel-purification the barcode-poly(A) RNAs retained some microheterogeneity in their lengths. To determine the actual poly(A) lengths of the gel-purified barcode-poly(A) RNAs following synthesis, each RNA was 33P-labeled at its 5' terminus and analyzed on denaturing polyacrylamide gels under conditions that enable single-nucleotide resolution for long polynucleotides. The values to the right of each panel indicate the modes and approximate ranges of the poly(A) tail lengths (after accounting for the 10-nt barcodes). Also shown are marker lanes with 33P-labeled Century Plus ladder (C+, Ambion), 33P-labeled Decade ladder (D, Ambion) and a partial base-hydrolysis ladder of the labeled barcode-poly(A) RNA used to make the ~300 nt standard of mix 2 (OH).

c, The relative yield of each poly(A)-length standard. For each standard in the indicated mix, the yield of poly(A) tags relative to that of the A10 standard was plotted, after normalizing to the starting ratio determined from analysis of 5'-labeled mix on a denaturing polyacrylamide gel (panel b). The boxplots show the distribution of yields for 32 PAL-seq libraries (line, median; box, 25th and 75th percentiles; whiskers, 10th and 90th percentiles).
Extended Data Figure 2. Validation of PAL-seq performance. a, Evidence against non-specific RNA degradation. Plotted are nucleotide identities at the positions immediately upstream of poly(A) tags that both mapped uniquely to the genome and ranged from 21–30 nt in length (a range chosen to be long enough to enable mostly unique mapping to the genome yet short enough to include enough 5’ adapter nucleotides in a 36-nt read to clearly identify the 5’ end of the tag). Frequencies were normalized to the aggregate nucleotide composition of positions 23–31 in either uniquely genome- or standard-mapping tags that extended the full length of the reads (36 nt). Because RNase T1 cuts after G’s, the nucleotide preceding each 22-30-nt tag was expected to be G, unless the mRNA had been cut for some other reason. The high frequency of G indicated that most mRNA fragments had not been cut for other reasons, which also implied that for these samples the poly(A) tails had also remained intact. We are unable to explain the high signal for an upstream U or C in some samples. Nonetheless, the frequency of an upstream A was low, which indicated that there had been little cleavage after A’s, again implying that the poly(A) tails had remained intact. In the case of Arabidopsis leaf, for which the raw sequence reads had the first base removed, estimation of RNA integrity was performed as described above but with the indicated length ranges shortened by one nucleotide (e.g. informative poly(A) tags were 21–29 nt long). b, Consistent results from samples that function as biological replicates. Plotted are the relationships between average poly(A)-tail lengths generated using total HeLa RNA or RNA from a cytoplasmically enriched HeLa lysate (left), between average poly(A)-tail
lengths generated using budding-yeast total RNA or RNA from a cytoplasmically enriched yeast lysate (sample 1 and 2, respectively; middle), and between average poly(A)-tail lengths generated using cytoplasmically enriched lysates from two different 3T3 cell lines (right). Although the 3T3 lines were each engineered to enable inducible expression of a miRNA (either miR-1 or miR-155), the miRNA was not induced in the cells used for this comparison. (The 3T3 cells of this experiment happened to be growth-arrested, whereas the 3T3 cells in the experiments reported in the main text were actively dividing, but because growth arrest had little influence on tail length, these samples were suitable for illustrating the reproducibility of the method.) \textit{NM\_001007026} fell outside the plot for HeLa, and \textit{YDL080C} fell outside the plot for yeast.
Extended Data Figure 3. Discrepancies between the results of PAL-seq and those of previous methods and experimental evaluation of PAL-seq results in *S. cerevisiae*. a, Comparison of *S. cerevisiae* poly(A)-tail lengths measured by performing PAL-seq on total RNA to the previous results from PASTA analysis (Beilharz and Preiss, 2007). Plotted are mean poly(A)-tail lengths measured by PAL-seq for genes previously classified as having short and long tails (PASTA-short and PASTA-long, respectively) (Beilharz and Preiss, 2007). The vertical dashed lines indicate the mean for each group as measured by PAL-seq. b, Comparison between PAL-seq measurements and either PASTA-derived poly(A)-tail ranks in fission yeast (Lackner et al., 2007) (left), or results of a related method reporting log ratios of short- and long-tail fractions in actively dividing 3T3 cells (Meijer et al., 2007) (right). c, Schematic of tail-length measurements using RNA blots. A DNA oligonucleotide or a gapmer (chimeric oligonucleotide with DNA flanked by 2'-O-methyl-RNA) was designed to pair near the 3' end of the mRNA. This oligonucleotide directed RNase H cleavage, thereby generating 3'-terminal mRNA fragments with lengths suitable for high-resolution analysis on RNA blots. Some of each sample was also incubated with oligo(dT), which directed RNase H removal of most of the poly(A) tail. Cleavage fragments were resolved on RNA blots resembling those normally used for microRNA analysis and detected by probing for the inter-oligo region of the mRNA. The average poly(A)-tail length was calculated as the difference in the average sizes of the oligo(dT)-minus and oligo(dT)-plus fragments, plus the average number of residual adenosine residues that remained because of incomplete digestion of the poly(A) tail (residual A’s). For each reaction guided by a gene-
specific DNA oligo, the average number of residual adenosines was estimated as half the
difference between the known length of the inter-oligo region and the observed length of the
oligo(dT)-plus fragment. For the two reactions guided by a gene-specific gapmer (RPL28 and
RPS9B), the inter-oligo region extended through the residues pairing to one of the 2'-O-methyl-
RNA segments, and cleavage was assumed to occur across from the most poly(A)-proximal
DNA residue. Thus, the average number of residual adenosines was estimated as the difference
between the inter-oligo region and the observed length of the oligo(dT)-plus fragment. d, RNA
blots used to measure poly(A)-tail lengths, as described in panel e, with the length information
determined by PAL-seq (on total RNA) and PASTA (Beilharz and Preiss, 2007) indicated below
each blot for comparison. For each lane, the range of high signal predicted based on PAL-seq
results (Extended Data Fig. 4) is shown as a line next to the blot [with and without oligo(dT), red
and blue, respectively]. These predicted sizes accounted for the residual nucleotides flanking the
inter-oligo region, using the migration of the oligo(dT)-plus fragment to estimate the residual
nucleotides on one or both ends as described in panel e. Genes chosen for analysis were required
to be adequately expressed and to have a relatively homogeneous cleavage and poly(A) site, as
determined by 3P-seq (data not shown). [Nonetheless, some genes, such as RPL28 had frequent
poly(A) events falling into noncontiguous segments, as reflected by the two ranges marked in
red.] A preference was also given to ribosomal protein genes and those with discordant poly(A)-
tail lengths when comparing the results of PAL-seq and PASTA.
Extended Data Figure 4. The signal distributions for the RNA blots (Extended Data Fig. 3d) compared with those predicted using PAL-Seq. Predicted traces from PAL-seq accounted for the estimated number of residual nucleotides flanking the inter-oligo region after RNase H cleavage, as described (Extended Data Fig. 3c). The offsets added to account for these residual nucleotides are indicated below each plot. The horizontal dashed lines above each plot indicate the range of the signal determined by visual inspection of the RNA blots in Extended Data Fig. 3d [oligo(dT)-plus and minus, blue and red, respectively]. Vertical dashed lines indicate the migration of Decade markers (Ambion). The vertical axes are in arbitrary units (a.u.). The range of the high signal predicted based on PAL-Seq data (signal exceeding 33% of the maximum) was determined using these plots and shown on Extended Data Fig. 3d as vertical lines next to the RNA blots. [For some genes, poly(A)-site heterogeneity caused the signal exceeding 33% to map to noncontiguous segments.]
**Extended Data Figure 5.** Relationship between poly(A)-tail length and changes in gene expression during zebrafish embryogenesis. Changes in gene expression between the indicated embryonic stages, as measured by mRNA-seq, are plotted as a function of the mean poly(A)-tail length at the latter stage.
Extended Data Figure 6. Poly(A)-tail lengths of tandem alternative 3’ UTR isoforms. a, Comparison of average poly(A)-tail lengths for proximal (short) and distal (long) isoforms in the indicated cell lines. Results are plotted for isoforms that were each represented by \( \geq 25 \) poly(A) tags and had alternative poly(A) sites \( \geq 500 \) nt apart. For genes with more than one isoform pair meeting these criteria, the pair with poly(A) sites furthest apart was selected. In the scatterplot for HeLa, points for NM_001007026 and NM_003913 fell outside the boundaries of the plot. \( P \) values, \( \chi^2 \) test evaluating whether the relationship between isoform length and tail length differs from that expected by chance. b, Average poly(A)-tail lengths for proximal (short) and distal (long) 3’ UTR isoforms in 2 hpf zebrafish embryos, comparing results for genes that either contain (red), or do not contain (blue), a cytoplasmic polyadenylation element (CPE) anywhere within the region unique to the distal isoform. A CPE was defined as \( U_1 \) with a single non-\( U \) anywhere within the 12 nucleotides. For a CPE found in the unique region to be counted as present, a canonical poly(A) signal (AAUAAA) also had to exist in the last 30 nt of the distal isoform (Simon et al., 1992; Aanes et al., 2011). For each gene with a CPE within the region unique to the distal isoforms, five genes with unique distal regions of comparable length (±10%) but lacking a CPE are also shown. Poly(A) tags from three zebrafish 2 hpf PAL-seq libraries
(mock-, miR-132–, and miR-155–injected) were combined prior to calculating average tail length for each isoform. Tandem isoform pairs with a target site for miR-132 or miR-155 in the region unique to the distal isoform were not considered. Only genes for which both tandem isoforms had ≥25 poly(A) tags, and for which the alternative poly(A) sites were 50–500 nt apart, are plotted. For genes for which isoform choice affected inclusion of a CPE, the isoform pair representing that gene was chosen as the two isoforms with the most 5’-proximal poly(A) sites that flanked a CPE and satisfied the above criteria. For the pool of genes from which controls were chosen, two adjacent isoforms were picked randomly. P-value, Fisher’s exact test, comparing genes with a CPE in the unique region to the controls.
Extended Data Figure 7. Relationship between poly(A)-tail length and translational efficiency, classifying genes based on CPE content, tail length, or translational efficiency. a, The same data as in Fig. 3a, except genes were classified based on whether their 3' UTR contained no CPE (gray), one CPE (blue), or two or more non-overlapping CPE’s (red). b, Box plot as in Fig. 4b for the same set of genes, with slopes calculated using tail lengths from all but the zero-ribosome bound fraction. c, Box plots as in Fig. 4b, creating four equal bins of genes based on either overall mean poly(A)-tail length (left) or TE (right). The same slopes were used as in Fig. 4b, but only considering genes containing a TE value and ≥100 poly(A) tags in the actively dividing 3T3 sample.
Extended Data Figure 8. The influence of miRNAs on ribosomes, mRNA and tails in the early zebrafish embryo. a, The relationship between changes in tail length at 4 hpf (as determined by PAL-seq) and changes in mRNA abundance at 6 hpf (as determined by RNA-seq), after injecting miR-155 (left) or miR-132 (right). Changes observed between injected and mock-injected embryos are plotted for predicted miRNA target genes (red, genes with ≥1 cognate miRNA site in their 3' UTR) and control genes (gray, genes that have no cognate miRNA site yet resemble the targets with respect to 3' UTR length). Lines indicate mean changes for the respective gene sets; statistically significant differences between the gene sets for each of the two parameters are indicated (*, P ≤0.05; **, P <10^{-4}, one-tailed Kolmogorov-Smirnov test). Because injected miRNAs partially inhibited miR-430-mediated repression, genes with a site complementary to nucleotides 2–7 of miR-430 were not considered. All data were normalized to the median.
changes observed for the controls. b, The relationship between changes in ribosome protected fragments (RPFs) and changes in mRNA levels (top), and between RPFs and changes in tail length (bottom) after injecting miR-132. At 2, 4 and 6 hpf, embryos were analyzed using ribosome profiling (which detects RPFs), mRNA-seq, and PAL-seq. Plots are as in Fig. 5a.
Extended Data Table 1. Relationships between poly(A)-tail lengths of orthologous genes in samples from different species (or the same gene, when the samples are from the same species), and poly(A)-tail length and other mRNA features, including 3' UTR length, ORF length, mRNA length, splice-site number, splice-site density, mRNA abundance, nuclear-to-cytoplasmic abundance ratio, and half-life. When calculating splice-site density, a pseudocount of one was added to the number of splice sites in an mRNA. For the comparisons between poly(A)-tail length and expression level, mRNA abundances were measured by mRNA-Seq; data from HeLa samples from different species (or the same gene, when the samples are from the same species), and poly(A)-tail length and other mRNA features, including 3' UTR length, ORF length, mRNA length, splice-site number, splice-site density, mRNA abundance, nuclear-to-cytoplasmic abundance ratio, and half-life. When calculating splice-site density, a pseudocount of one was added to the number of splice sites in an mRNA. For the comparisons between poly(A)-tail length and expression level, mRNA abundances were measured by mRNA-Seq; data from HeLa

<table>
<thead>
<tr>
<th>Sample</th>
<th>n</th>
<th>Rₙ</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>S. cerevisiae</td>
<td>3199</td>
<td>-0.44</td>
<td>&lt;10⁻³⁶</td>
</tr>
<tr>
<td>S. pombe</td>
<td>2791</td>
<td>-0.31</td>
<td>&lt;10⁻²⁶</td>
</tr>
<tr>
<td>H. annulatum</td>
<td>2396</td>
<td>-0.053</td>
<td>0.012</td>
</tr>
<tr>
<td>Mouse liver</td>
<td>2484</td>
<td>0.065</td>
<td>2.2 x 10⁻³</td>
</tr>
<tr>
<td>HEK293T</td>
<td>4509</td>
<td>-0.23</td>
<td>&lt;10⁻⁴⁰</td>
</tr>
<tr>
<td>3T3</td>
<td>2751</td>
<td>-0.23</td>
<td>&lt;10⁻⁴⁰</td>
</tr>
<tr>
<td>Zebrafish 2 hpf</td>
<td>3693</td>
<td>-0.13</td>
<td>&lt;10⁻⁴⁰</td>
</tr>
<tr>
<td>Zebrafish 4 hpf</td>
<td>3413</td>
<td>-0.011</td>
<td>0.50</td>
</tr>
<tr>
<td>Zebrafish 6 hpf</td>
<td>3112</td>
<td>0.25</td>
<td>&lt;10⁻⁴⁰</td>
</tr>
</tbody>
</table>

### 3' UTR length

<table>
<thead>
<tr>
<th>Sample</th>
<th>n</th>
<th>Rₙ</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>S. cerevisiae</td>
<td>3285</td>
<td>0.063</td>
<td>0.00033</td>
</tr>
<tr>
<td>S. pombe</td>
<td>2911</td>
<td>0.24</td>
<td>&lt;10⁻²⁶</td>
</tr>
<tr>
<td>Arabidopsis leaf</td>
<td>1425</td>
<td>0.035</td>
<td>0.18</td>
</tr>
<tr>
<td>Drosophila S2</td>
<td>3488</td>
<td>0.28</td>
<td>&lt;10⁻⁴⁰</td>
</tr>
<tr>
<td>HeLa</td>
<td>2362</td>
<td>0.23</td>
<td>&lt;10⁻⁴⁰</td>
</tr>
<tr>
<td>Mouse liver</td>
<td>3415</td>
<td>-0.15</td>
<td>&lt;10⁻⁴⁰</td>
</tr>
<tr>
<td>HEK293T</td>
<td>4773</td>
<td>0.24</td>
<td>&lt;10⁻⁴⁰</td>
</tr>
<tr>
<td>3T3</td>
<td>2873</td>
<td>0.24</td>
<td>&lt;10⁻⁴⁰</td>
</tr>
<tr>
<td>Zebrafish 2 hpf</td>
<td>6749</td>
<td>0.17</td>
<td>&lt;10⁻⁴⁰</td>
</tr>
<tr>
<td>Zebrafish 4 hpf</td>
<td>5692</td>
<td>0.064</td>
<td>&lt;10⁻⁴⁰</td>
</tr>
<tr>
<td>Zebrafish 6 hpf</td>
<td>4594</td>
<td>-0.035</td>
<td>0.016</td>
</tr>
</tbody>
</table>

### ORF length

<table>
<thead>
<tr>
<th>Sample</th>
<th>n</th>
<th>Rₙ</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>S. cerevisiae</td>
<td>3285</td>
<td>0.052</td>
<td>0.21</td>
</tr>
<tr>
<td>S. pombe</td>
<td>2911</td>
<td>0.031</td>
<td>0.063</td>
</tr>
<tr>
<td>Arabidopsis leaf</td>
<td>1425</td>
<td>0.28</td>
<td>&lt;10⁻⁴⁰</td>
</tr>
<tr>
<td>Drosophila S2</td>
<td>3488</td>
<td>0.23</td>
<td>&lt;10⁻⁴⁰</td>
</tr>
<tr>
<td>HeLa</td>
<td>2362</td>
<td>0.29</td>
<td>&lt;10⁻⁴⁰</td>
</tr>
<tr>
<td>Mouse liver</td>
<td>3415</td>
<td>-0.016</td>
<td>0.34</td>
</tr>
<tr>
<td>HEK293T</td>
<td>4773</td>
<td>0.25</td>
<td>&lt;10⁻⁴⁰</td>
</tr>
<tr>
<td>3T3</td>
<td>2873</td>
<td>0.36</td>
<td>&lt;10⁻⁴⁰</td>
</tr>
<tr>
<td>Zebrafish 2 hpf</td>
<td>6749</td>
<td>0.14</td>
<td>&lt;10⁻⁴⁰</td>
</tr>
<tr>
<td>Zebrafish 4 hpf</td>
<td>5692</td>
<td>0.021</td>
<td>0.11</td>
</tr>
<tr>
<td>Zebrafish 6 hpf</td>
<td>4594</td>
<td>0.029</td>
<td>0.046</td>
</tr>
</tbody>
</table>
were from (Guo et al., 2010). For the relationship between poly(A)-tail length and mRNA nuclear-to-cytoplasmic abundance ratio, measurements of nuclear and cytoplasmic mRNA abundance in HeLa cells were from (Djebali et al., 2012). mRNA half-lives for budding yeast, HeLa and 3T3 mRNAs were from (Holstege et al., 1998; Wang et al., 2002; Grigull et al., 2004; Shalem et al., 2008; Munchel et al., 2011; Sun et al., 2012; Haimovich et al., 2013; Sun et al., 2013), (Larsson et al., 2010) and (Schwanhäusser et al., 2011), respectively.
Extended Data Table 2. Gene ontology (GO) categories enriched in shorter- or longer-tail genes, as determined by gene set enrichment analysis (GSEA) (Subramanian et al., 2005). For each sample, GSEA was performed on genes ranked based on their mean poly(A)-tail length. The normalized enrichment score (NES) and false-discovery rate (Q value) are indicated in
parentheses next to each enriched GO category. A negative NES indicates a category enriched in the shorter-tail genes, whereas a positive value indicates a category enriched in the longer-tail genes. Enriched GO categories were manually curated to eliminate redundant or uninformative categories. For mouse liver no GO categories were significantly enriched ($Q < 0.05$) in either the shorter- or longer-tail genes.
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Abstract
MicroRNAs (miRNAs) regulate target mRNAs through a combination of translational repression and mRNA destabilization, with mRNA destabilization dominating at steady state in the few contexts examined globally. Here, we extend the global steady-state measurements to additional mammalian contexts and find that regardless of the miRNA, cell type, growth condition or translational state, mRNA destabilization explains most (66% to >90%) miRNA-mediated repression. We also determine the relative dynamics of translational repression and mRNA destabilization for endogenous mRNAs as a miRNA is induced. Although translational repression occurs rapidly, its effect is relatively weak, such that by the time consequential repression ensues, the effect of mRNA destabilization dominates. These results imply that consequential miRNA-mediated repression is largely irreversible and provide other insights into the nature of miRNA-mediated regulation. They also simplify future studies, dramatically extending the known contexts and time points for which monitoring mRNA changes captures most of the direct miRNA effects.

Introduction
MicroRNAs are small, non-coding RNAs that post-transcriptionally regulate the expression of most mammalian genes (Bartel, 2009; Friedman et al., 2009). Acting as the specificity components of ribonucleoprotein silencing complexes, miRNAs pair with target mRNAs at sites complementary to the miRNA 5' region. Most effective sites map to 3' untranslated regions (3' UTRs) and pair perfectly with the miRNA seed (nucleotides 2–7), with an additional pair at nucleotide 8 and/or an A across from nucleotide 1 (Bartel, 2009).
Although early reports of gene regulation by miRNAs emphasized their role as translational repressors (Wightman et al., 1993; Olsen and Ambros, 1999; Seggerson et al., 2002), subsequent studies revealed that miRNAs can also induce mRNA degradation (Bagga et al., 2005; Krutzfeldt et al., 2005; Lim et al., 2005). This degradation is a consequence of miRNA-mediated deadenylation of target mRNAs (Behm-Ansmant et al., 2006; Giraldez et al., 2006; Wu et al., 2006), which causes these mRNAs to undergo decapping and then 5′–3′ decay (Rehwinkel et al., 2005; Behm-Ansmant et al., 2006; Chen et al., 2009). The discovery of this second mode of repression raised the question as to the relative contributions of translational repression and mRNA degradation to reducing the protein abundance of regulated genes.

Large-scale analyses comparing protein and mRNA changes of predicted miRNA targets after introducing or deleting individual mammalian miRNAs found that protein changes generally correspond to changes in polyadenylated mRNA abundance (Baek et al., 2008). More precise measurements comparing changes in translational efficiency (TE) to changes in mRNA again found that mRNA degradation explains the majority of miRNA-mediated repression, with translational repression contributing roughly 10–25% of the overall repression (Hendrickson et al., 2009; Guo et al., 2010). These global measurements of TE and mRNA (or protein and mRNA) were made at relatively late time points (12–32 hours after introducing the miRNA or long after induction of an endogenous miRNA), and thus are thought to reflect the steady-state effects of the miRNA (Baek et al., 2008; Hendrickson et al., 2009; Guo et al., 2010). When miRNAs are expressed at constant levels, steady-state measurements are ideal for quantifying the relative contributions of translational repression and mRNA degradation because they integrate effects occurring throughout the life cycle of each targeted transcript.
If generalizable to other cell types and conditions, these high-throughput steady-state measurements, which indicate that mRNA changes closely approximate the overall effects of a miRNA on target gene expression, would be welcome news for those placing mammalian miRNAs into gene-regulatory networks and quantifying their impact on gene expression, since measuring changes in mRNA levels is much easier than measuring changes in protein levels or TE. However, protein/TE and mRNA effects have been globally compared in only two cell lines, HeLa cells (Baek et al., 2008; Selbach et al., 2008; Guo et al., 2010) and HEK293T cells (Hendrickson et al., 2009), and a single primary cell type, mouse neutrophils (Baek et al., 2008; Guo et al., 2010), which leaves open the possibility that translational repression might dominate in most other mammalian contexts.

The observation that mRNA destabilization can account for most repression at steady state has prompted a search for time points in which translational repression might explain a larger proportion of the repression. Two studies examined the dynamics of miRNA-mediated repression on inducible reporter genes as these genes begin to be expressed in fly and human cells (Bethune et al., 2012; Djuranovic et al., 2012), and another examined the effects of miR-430 on its endogenous targets in the zebrafish embryo (Bazzini et al., 2012). In blastula-stage zebrafish embryos (4 hours postfertilization [hpf]), miR-430 substantially reduces the TE of its targets with little effect on their stability, whereas by gastrulation (6 hpf), the relative contributions of TE and mRNA destabilization closely resemble those observed previously at steady state in mammalian systems (Baek et al., 2008; Hendrickson et al., 2009; Guo et al., 2010; Bazzini et al., 2012). Because miR-430 is strongly induced shortly before the blastula stage, the large amount of translational repression observed in the blastula stage, followed by the mRNA
destabilization observed later in the gastrula stage was proposed to reflect the fundamental
dynamics of miRNA-mediated repression (Bazzini et al., 2012).

The idea that miRNA-mediated translational repression precedes mRNA degradation
cannot be disputed—an mRNA molecule can undergo translational repression only before it has
been degraded and thus its translational regulation must precede regulation at the level of its
stability in the same way that transcriptional regulation must precede translational regulation.
However, subsequent insight into the shift in regulatory regime occurring as zebrafish embryos
progress from pre- to post-gastrulation has overturned the idea that the miR-430 observations
reflect the dynamics of miRNA-mediated repression (Subtelny et al., 2014). Prior to gastrulation,
mRNA poly(A)-tail length and TE are coupled, and short-tailed mRNAs are stable. These two
unique conditions enable miRNA-mediated deadenylation to cause translational repression
without mRNA destabilization (Subtelny et al., 2014). The transition to mostly mRNA decay is
due to a change in these conditions at gastrulation, such that coupling between tail length and TE
is lost and short-tailed mRNAs become less stable, which causes the consequence of miRNA-
mediated deadenylation to shift from translational repression to mRNA destabilization (Subtelny
et al., 2014). When considering this shifting regulatory regime, the miR-430 results do not
provide insight into the dynamics of the two modes of miRNA-mediated repression for
endogenous mRNAs, nor do they demonstrate that miRNA-mediated translational repression
occurring through a deadenylation-independent mechanism ever mediates meaningful changes in
the expression of endogenous mRNAs. This being said, the miR-430 study is notable as the first
(and only) to identify an endogenous setting in which the effects of a miRNA cannot be
approximated by changes in mRNA levels (Bazzini et al., 2012). Because of the regulatory
regime operating in the pre-gastrulation zebrafish embryo (and presumably in other early
embryos or other unusual settings, such as neuronal synapses), measuring mRNA changes misses essentially all of the effects of miRNAs in this setting (Subtelny et al., 2014).

The two studies that monitor reporter genes rather than endogenous transcripts to examine miRNA repression dynamics both report that a phase of substantial translational repression occurs prior to detectable mRNA deadenylation or decay (Bethune et al., 2012; Djuranovic et al., 2012). However, the updated understanding of the miR-430 results reopens the question of whether such a phase also occurs for endogenous mRNAs. Although reporters can faithfully represent endogenous genes, several observations led us to suspect that when measuring the effects of miRNAs there might be a difference between reporters and endogenous genes. First, even at very early time points in zebrafish embryonic development, most repression of endogenous mRNAs is attributable to miRNA-mediated deadenylation rather than direct translational repression (Subtelny et al., 2014). Second, at steady state, the fractional repression attributed to translational repression of the reporters (Bethune et al., 2012; Djuranovic et al., 2012) exceeds that typically observed for endogenous mRNAs in mammalian cells (Baek et al., 2008; Hendrickson et al., 2009; Guo et al., 2010). Similarly, the magnitude of repression observed for reporters vastly exceeds that typically observed for endogenous mRNAs in mammalian cells.

Here we substantially expand the contexts and conditions for which the repressive effects on endogenous mRNAs are examined. We measured the consequence of deleting specific miRNAs on the mRNA and translation (or protein) of predicted targets in mouse liver, primary macrophages, and activated and non-activated primary B cells, thereby adding four additional biological settings to the previous two settings (mouse neutrophils and zebrafish embryos) in which translational effects on endogenous targets have been broadly measured. We also
measured the translational effects on endogenous mRNAs after adding specific miRNAs in two additional cell lines (U2OS cells and NIH3T3 cells) and two additional conditions (growth-arrested cells and translationally inhibited cells). In all cases, mammalian miRNAs predominantly acted to decrease target mRNA levels, with relatively small contributions from translational repression. We then examined the repression dynamics of endogenous mRNAs and did not observe an early phase in which dominant translation effects imparted substantial repression. We conclude that although translational repression is rapid, its effect is relatively weak, and thus by the time consequential repression ensues, the effect of mRNA destabilization dominates.

Results

Negligible contribution of nuclear or deadenylated RNA to TE values

The adaptation of ribosome profiling to mammalian cells has provided new opportunities to quantitatively assess the influence of miRNAs on TE (Guo et al., 2010). Ribosome profiling uses high-throughput sequencing of ribosome-protected fragments (RPFs) to determine the positions of millions of ribosomes on mRNAs (Ingolia et al., 2009). To assess the TE of a gene, RPFs mapping to its open reading frame are normalized to its mRNA abundance, as determined by RNA-seq.

When comparing samples with and without a particular miRNA, the change in RPFs for a target of that miRNA reflects the aggregate effects of mRNA degradation and translational repression, while the change in mRNA reflects only the component attributable to degradation. After accounting for the change in RPFs attributed to mRNA degradation, the residual change in
Figure 1. Steady-State Changes in Gene Expression Due to miRNAs

(A) The influence of using different types of mRNA enrichment when measuring the effects of miRNAs on mRNA levels and TE. Plots show cumulative distributions of changes in RPFs (top), mRNA (middle), and TE (bottom) after transfection of either miR-1 (left) or miR-155 (right) into U2OS cells. The impact of the miRNA on genes with at least one site to the cognate miRNA in their 3' UTR (≥1 site; n = 1321 and 1075 for miR-1 and miR-155, respectively) is compared to that of control genes (no site; n = 1205 and 1056, respectively), which were chosen from the genes with no site to the cognate miRNA throughout their entire transcript to match the 3'-UTR-length distributions of site-containing genes. The three types of mRNA enrichment were poly(A)-selected total RNA, poly(A)-selected cytoplasmic RNA, and tRNA/rRNA-depleted total RNA [total p(A), cyto p(A), and Ribo-zero, respectively]. RNA-seq analyses of these preparations were used to calculate mRNA and TE changes, with results plotted as indicated in
the key. Data were normalized to the median changes observed for the controls. See also, Figure S1.

(B) A simplified representation of the results in panel A showing for each experiment the mean RPF fold change (log₂) attributable to changes in mRNA (blue) and TE (green), after subtracting the mean RPF change of the no-site control genes. The schematic (left) depicts the components of the compound bar graphs (right). Significant changes for each component are indicated with asterisks of the corresponding color [*: \( P \leq 0.05 \); **: \( P \leq 0.0001 \), one-tailed Kolmogorov–Smirnov test (K–S test)], with the percent change attributed to lower TE also shown in green below each bar. See also, Figure S2.

(C) The steady-state effects of miRNAs in a variety of cell types, shown using compound bar graphs like those of panel B. For comparison with our current results, previously published results from HeLa and neutrophils (neut.) (Guo et al., 2010) are also plotted after reanalysis using the current methods (including the method for choosing no-site control cohorts). When available, proteomic-supported targets were also analyzed (right). For HeLa and neutrophil these were the ones selected previously (Guo et al., 2010), and for the other samples these were selected from our proteomics data as the subset of site-containing genes with fold changes (log₂) \( \leq -0.3 \) in the presence of the miRNA. Experiments with cell lines compared cells with and without the miRNA introduced by either transfection (HeLa and 293T) or induction from a transgene (3T3). Experiments with B cells, neutrophils and liver compared cells/tissues isolated from wild-type and miRNA-knockout mice. The hours indicate the time following transfection (HeLa and 293T), induction (3T3), or activation (B cells). See also, Figure S3, Table S1 and Table S2.

(D) Comparison of mRNA and RPF changes for individual genes analyzed in panels (A)–(C). For U2OS cells, the results for the poly(A)-selected cytoplasmic RNA are shown. The dashed line is for \( y = x \); the vertical and horizontal lines indicate the mean fold changes for the correspondingly colored groups of genes. Red, genes with \( \geq 1 \) 3′-UTR site to the cognate miRNA; grey, no site to the miRNA selected as in panel A; green, proteomics-supported targets (Table S1 and Table S2). Data were normalized to the median changes observed for the controls. A comparable analysis of the HeLa and neutrophil data has been published (Guo et al., 2010).

RPFs reflects a change in TE, which is interpreted as the miRNA-mediated translational repression acting on the message at the moment the ribosomes were arrested.

Previously, we observed little miRNA-mediated translational repression in mammalian cells, with the concern that these modest TE changes might actually be overestimates (Guo et al., 2010). An overestimation would occur if some polyadenylated mRNA were sequestered away from the compartment containing both miRNAs and ribosomes, as would be the case for mRNAs awaiting export from the nucleus. In this case, miRNA-mediated degradation of mRNAs only in the cytoplasm would lead to a larger relative loss of RPFs (which are only from the cytoplasm)
than mRNA fragments (which are from both the nucleus and cytoplasm), thereby inflating the apparent translational repression. To address this concern, we performed ribosome profiling on miRNA- and mock-transfected U2OS cells, and in parallel performed RNA-seq on poly(A)-selected RNA from both whole-cell lysates and cytoplasmic fractions. The efficacy of fractionation was demonstrated by the depletion of pre-ribosomal RNAs (pre-rRNAs) in the cytoplasmic fraction (Figure S1A). Following transfection of miR-1, a miRNA not normally expressed in U2OS cells, repression was observed, with significant degradation of mRNAs with at least one miR-1 3'-UTR site (Figure 1A). The amount of degradation was indistinguishable in the RNA-seq libraries made with either whole-cell or cytoplasmic mRNA, and thus the amount of translational repression was similarly indistinguishable (Figure 1A). The same was observed with miR-155, another miRNA not normally expressed in U2OS cells, demonstrating that a nuclear mRNA-sequestration artifact does not detectably elevate the signal for miRNA-mediated translational repression in mammalian cells.

A second concern involved the measurement of poly(A)-selected RNA. Monitoring changes in poly(A)-selected RNA leaves unanswered the question of whether repressed mRNAs are degraded or merely deadenylated, and under-recovery of partially deadenylated messages during poly(A)-selection might overestimate the amount of mRNA degradation that has occurred. To address this concern, we generated a third set of RNA-seq libraries from the aforementioned U2OS cells, starting with whole-cell RNA preparations that were not poly(A)-selected and instead were depleted of both tRNAs and rRNAs. Greatly increased RNA-seq coverage of replication-dependent histone mRNAs, which lack poly(A) tails, illustrated our ability to detect RNAs regardless of poly(A)-tail length (Figure S1B). Results for miRNA-dependent changes in tRNA/rRNA-depleted RNA were similar to those of poly(A)-selected
RNA (Figure 1A), which indicated that changes in accumulation of mRNA refractory to poly(A) selection were negligible. These results imply that the absolute amount of deadenylated mRNAs and other intermediates underrepresented in poly(A)-selected RNA is small, even for repressed mRNAs, presumably because these decay intermediates are rapidly decapped and degraded. Thus, concerns that translational repression measurements might have been either under- or over-estimates appear to be unfounded; comparing TEs calculated by simply normalizing RPF changes to those of poly(A)-selected RNA accurately measures translational repression in mammalian cells.

To aid comparisons, the results in Figure 1A can be summarized in compound bar graphs (Figure 1B). For each experiment, the mean RPF fold change (distance that the compound bar extends below zero) indicates the overall repression. The mRNA contribution (blue component of the compound bar) indicates the extent to which mRNA degradation explains this repression, and any residual RPF change is the TE contribution (green component), which reflects the translational repression of the remaining mRNA. Based on the RPF reductions attributable to these two repression modes, their relative contributions to repression are then calculated (Figure S2). Of the two modes, mRNA degradation dominates in U2OS cells (Figure 1B), despite the presence of a P-body subtype reported to impart increased translational repression (Castilla-Llorente et al., 2012).

Dominant mRNA destabilization in many contexts

We expanded our analysis to examine the steady-state effects of gaining or losing a miRNA in additional cell lines and biological contexts. These experiments included studies comparing RPF and mRNA measurements in liver from wild-type mice, which expresses miR-122, to those in
liver from mice lacking the mir-122 gene. Similarly, the effects of miR-155 in activated primary murine B cells were measured comparing cells from wild-type mice to those lacking the mir-155 gene. These loss-of-function experiments enabled analysis of endogenous targets in their endogenous settings. The effects on predicted targets of endogenous miR-122 in mouse liver, endogenous miR-155 in primary mouse B cells, induced miR-1 (expressed from a transgene) in 3T3 cells, and transfected miR-1 in HEK293T cells, all resembled the published effects of endogenous miR-223 in neutrophils and transfected miRNAs in HeLa cells (Figure 1C). In all settings, reduced mRNA levels explained most of the steady-state RPF reduction observed in the presence of the miRNA, implying that miRNAs predominantly act to reduce target mRNA levels. Nonetheless, mean RPF reduction attributable to translational repression was observed, ranging from 1–34% of the total, depending on the experiment.

Because a 7–8-nt site to a miRNA is not always sufficient to mediate miRNA targeting, high-throughput proteomic measurements can be used to identify high-confidence targets by identifying site-containing genes with less protein in the presence of the miRNA (Guo et al., 2010). With this in mind, we performed a quantitative proteomics experiment using SILAC (stable isotope labeling with amino acids in culture) to identify a set of genes with reduced protein after inducing miR-1 in 3T3 cells (Table S1) and pulsed SILAC (Selbach et al., 2008) to identify those responding to miR-155 in activated B cells (Table S2). These proteomics-supported targets showed greater mean repression than did the complete set of genes with ≥1 site, as expected if they were enriched in direct targets of the miRNA (Figure 2C). For new and published experiments with proteomics-supported targets, the fractional repression attributed to translational repression ranged from 6–26%, somewhat narrower than the range observed when
considering all mRNAs with sites, perhaps because a focus on the more confidently identified targets decreased experimental variability.

Although the amount of repression attributed to translational repression did not always reach statistical significance, our results are consistent with the idea that a small amount of translational repression occurs for each direct target in each context. As was found previously (Baek et al., 2008; Hendrickson et al., 2009; Guo et al., 2010), a gene-by-gene analysis of results from each of the newly examined settings revealed no compelling evidence for a subset of genes repressed at only the translational level (Figure 1D), although the possibility of a few such genes cannot be ruled out.

**Matching mRNA and proteomic results for less proficient miRNAs**

In pilot experiments aimed at extending our studies to other endogenous contexts, we used wild-type and miRNA-deleted mice to acquire mRNA microarray data for macrophages and neutrophils with and without miR-21, and B cells with and without miR-150. Although these miRNAs were each among the most frequently sequenced miRNAs in the respective wild-type cells (Figure S3A), we observed weak miRNA effects when comparing sets of genes with and without 3’-UTR sites to the cognate miRNA (Figure S3B).

A potential explanation for the weak signals observed by mRNA profiling was that most of the repression was occurring through translational repression rather than mRNA degradation. However, when we used quantitative proteomics to test this possibility, the proteomics results mirrored those of the mRNA arrays, providing no evidence for substantial translational repression (Figure S3B). Thus the weak repression signals observed at the mRNA level for endogenously expressed miR-21 and miR-150 were not due to a discrepancy between mRNA
changes and the overall effects of miRNA-mediated repression. These results add to the growing list of endogenous settings for which mRNA changes accurately represent the effects of miRNA-mediated repression. This list now includes miR-223 in neutrophils (Baek et al., 2008; Guo et al., 2010), miR-21 in macrophages and neutrophils (Figure S3B), miR-122 in liver (Figure 1C), miR-150 in primary B cells (Figure S3B), and miR-155 in activated B cells (Figure 1C).

**Dynamics of endogenous mRNA repression by inducible miRNAs**

The shifting regulatory regime in the early zebrafish embryo, which changes the consequences of miRNA-mediated poly(A)-tail shortening, confounded the previous attempt to determine the dynamics of the two modes of repression for endogenous messages (Bazzini et al., 2012; Subtelny et al., 2014). Therefore, we set out to characterize the regulatory dynamics of miRNA-mediated repression of endogenous mRNAs and determine if there might be an endogenous setting in which these dynamics could give rise to a phase of substantial translation-dominated repression, as previously observed in reporter experiments (Bethune et al., 2012; Djuranovic et al., 2012).

Perhaps the most dynamic mammalian miRNA is miR-155, which is rapidly and strongly induced in B and T cells upon activation (Thai et al., 2007). In primary murine B cells, we observed a nearly 10-fold increase 4 h after activation with lipopolysaccharide, IL-4, and anti-CD40 (Figure 2A). Although presumably not as strong as for miR-430 in zebrafish embryos [which is expressed from as many as 93 loci (Giraldez et al., 2005)], miR-155 induction was nonetheless stronger than that of other mammalian miRNAs, in that no other mammalian miRNA has been reported to increase so rapidly to a high level of expression.
Figure 2. Minor Impact of Translational Repression at all Times in Mammalian Cells

(A) Induction of miRNAs in activated murine B cells and in contact-inhibited NIH3T3 cells engineered to inducibly express miR-1, miR-124, or miR-155. Induction was monitored using RNA blots, probing for the induced miRNA. For samples from B cells, the membrane was reprobed for endogenous U6 snRNA, which served as a loading control for normalization, and expression is plotted relative to that of the non-activated cells. For samples from 3T3 cells, synthetic standards for the induced miRNAs and endogenous miR-21 were included on the blot, and used for absolute quantification. Expression is plotted relative to that of miR-21, with relative expression of the let-7 family (inferred from small-RNA sequencing data) also shown.

(B) The contributions of mRNA decay and translational repression following miR-155 induction in primary murine B cells. The same sets of site-containing and control genes are analyzed in all time points. Otherwise, as in Figure 1C. The 48 h time point is replotted from Figure 1C and was from a preparation of cultured B cells independent from that used for the earlier time points. See also, Table S2.

(C) The contributions of mRNA decay and translational repression following induction of miR-155 (top), miR-1 (middle), or miR-124 (bottom) in the corresponding contact-inhibited 3T3 cell lines. In the absence of proteomics data for miR-124, the top 100 site-containing genes, as ranked by total context+ score (Garcia et al., 2011) regardless of site conservation, were analyzed to focus on a subset of site-containing genes likely to be regulated by miR-124. Otherwise, as in panel B. The miR-1 48 h time point is replotted from Figure 1C and is from the same experiment as the earlier time points. See also, Table S1 and Table S3.
To assess the dynamics of translational repression and mRNA decay during miR-155-mediated repression, we isolated B cells from wild-type and miR-155 knockout mice, activated these cells, and then performed ribosome profiling and RNA-seq to monitor miRNA-dependent TE and mRNA changes occurring soon after induction. At 2 h post-activation, repression of genes with \( \geq 1 \) site was detectable, but neither the mRNA nor TE component was significantly decreased on its own. At 4 h, the small amount of repression was predominantly attributable to reduced TE (Figure 2B). By 8 h, the proportion attributed to translational repression abated, and at this time point the mRNA degradation so closely approached overall repression that the mean mRNA change for genes with \( \geq 1 \) site slightly exceeded the mean RPF change (Figure 2B). Because this slight excess was not observed for the proteomics-supported targets or in similar experiments with other miRNAs, we attribute it to experimental variability rather than evidence of translational activation. After 48 h, mRNA degradation continued to dominate (Figure 2B; as already shown in the steady-state analyses of Figure 1C), which indicated that B cells resemble other cells with respect to steady-state repression.

Although we found some evidence for translational repression dominating early in miR-155 induction, the amount of repression observed during this brief period was much weaker than that observed during the analogous phase of reporter experiments. Thus, we cannot claim to have found a mammalian setting with an early phase of substantial translational repression of endogenous messages, i.e., a time at which substantial repression would be missed if only mRNA changes were monitored. To further explore repression dynamics in mammalian cells, we created stable, miRNA-inducible 3T3 cell lines in which doxycycline treatment rapidly induced the expression of a miRNA not normally expressed in 3T3 cells (either miR-1, miR-124, or miR-155) to levels comparable to those of miR-21 and the let-7 miRNA family (Figure 2A), which
are the miRNA and miRNA family most frequently sequenced for these cells (Rissland et al., 2011). The major advantages of such cell lines for studying the dynamics of translational repression and decay on endogenous messages is that, in contrast to B cells, miRNA induction does not accompany significant developmental changes, allowing the miRNA effects to be more easily isolated. With these lines we performed ribosome profiling and RNA-seq soon after miRNA induction, comparing translational efficiencies and mRNA expression levels with those of un-induced cells.

To account for the 2–3 h lag prior to the appearance of increased mature miRNA, the first time-point examined was 4 h post-induction. At 4 h, the miR-155–expressing line showed significant repression of genes with ≥1 site, all of which was attributed to translational repression (Figure 2C). At later time points, mRNA degradation dominated, as observed in B cells. For the miR-1–expressing line, 4 h was too early to observe significant repression for genes with ≥1 site, and by 8 h, mRNA degradation already dominated (Figure 2C), suggesting that we had missed any potential translation-dominant phase. For miR-124, a translation-dominant phase also was not observed (Figure 2C), presumably because induction was too gradual to achieve significant repression at early time points. (As we did not acquire murine proteomics data for miR-124, the top predicted targets were used instead of proteomics-supported targets.) Because miRNA induction in vivo is rarely more rapid than that achieved for miR-124 in our inducible line, we suggest that the miR-124 results are representative of most endogenous settings.

**Minimal influence of translational stress and state**

Having investigated eight different cell types and six different miRNAs, and having considered both pre-steady-state and later time points without identifying a setting with substantial overall...
repression in which translational effects dominated, we turned to the potential influence of cellular state. Studies of lin-4–mediated repression in *C. elegans* suggest that starvation might tip the balance towards more translational inhibition with less mRNA degradation (Holtz and Pasquinelli, 2009), presumably because starvation influences global translational activity.

![Figure 3. Negligible Influence Translational Stress or State on the Repression Mode](image)

(A) Polysome profiles showing the translational activity of actively dividing (left), contact-inhibited (middle), and Torin1-treated contact-inhibited (right) miR-1 inducible 3T3 cells. Profiles are normalized to the monosome peak, with the polysome-to-monosome ratio (P:M) indicated.

(B) The contributions of mRNA decay and translational repression following miR-1 or miR-155 induction in the corresponding 3T3 cell lines in the indicated states. Otherwise, as in Figure 2C. Results for contact-inhibited 3T3 cells expressing miR-1 and miR-155 were recalculated so as to only consider site-containing and no-site genes present in all samples. Abbreviations: Act., actively dividing; C.I., contact-inhibited; Torin, contact-inhibited and Torin1-treated; ≥1 s, genes with at least one site to the cognate miRNA in their 3' UTR; Prot., proteomics-supported targets. See also, Figure S4.

Therefore, we compared the relative contributions of TE and mRNA degradation for 3T3 cells in three translational states: 1) dividing cells, which have very active translation [polysome to monosome ratio (P:M) = 11.6], 2) contact-inhibited cells (P:M = 1.4), and 3) contact-inhibited cells under Torin1-induced mTOR inhibition (P:M = 0.4) (Figure 3A). We found no pervasive difference in the relative contribution of translational repression to miR-1– and miR-155–
mediated repression between these states (Figure 3B), despite the ~30-fold range in translational activity. Thus, translational stress, and more generally the translational state, does not have a perceptible global impact on the mode of miRNA-mediated regulation in these mammalian cells.

Because translating ribosomes displace miRNA-directed silencing complexes, which renders miRNA sites in the path of the ribosome much less effective than those ≥15 nt downstream of the stop codon (Grimson et al., 2007), we reasoned that the efficacy of sites within open reading frames (ORFs) might increase in conditions of reduced translational activity. Indeed, relative to the efficacy of 3'-UTR sites, the efficacy of ORF sites did appear to increase when translation was repressed with Torin1 (Figure S4A), which supported the model in which displacement of bound miRNAs by translating ribosomes is the predominant reason that ORF sites are ineffective.

Discussion

The principles of repression dynamics

Our results in 3T3 and B cells, considered in light of the fundamental differences between the nature of translational repression and mRNA destabilization, lead to the following principles regarding the miRNA-mediated repression of endogenous mRNAs in mammalian cells: Compared to translational repression, detectable mRNA destabilization occurs after more of a lag, presumably because mRNA decay takes longer than inhibiting translation initiation. Because of this relative lag, after unusually robust miRNA induction, we can detect a short phase resembling that observed in reporter experiments, in which most of the repression is from decreased TE. However, the lag in destabilization does not last long, and destabilization soon dominates. To illustrate these principles, we simulated the repression time course of a rapidly
induced miRNA for which 80% of the steady-state repression is through mRNA destabilization and 20% is through translational repression (Figure 4). In our simulation, translational repression begins immediately upon miRNA–mRNA association, and mRNA degradation occurs through an increased degradation rate for the miRNA-bound mRNA. This approach yields an early phase in which translational repression dominates, consistent with that observed in our experimental time courses (Figure 4B). The transition from mostly translational repression to mostly mRNA destabilization takes place at 5.7 h (Figure 4C), when relatively little overall repression (9.7% RPF decrease, compared to a 50% decrease at steady state) is occurring (Figure 4B). Our example simulates very rapid miRNA induction; within 6 h the induced miRNA reaches levels that would make it the highest expressed miRNA in 3T3 cells (Figure 4A), similar to or faster than the induction observed in our 3T3 cell lines (Figure 2A). Slowing the induction rate by about half would result in this transition occurring at a point of even less repression (6.6% RPF decrease), and thus in most mammalian contexts, miRNA induction would be too slow to yield detectable repression during the phase in which TE changes dominate. For an early phase of substantial repression mediated primarily through TE changes, miRNA induction would have to be stronger than that ever reported, which is consistent with our inability to find a mammalian context with substantial translation-based repression.

Decreases in mRNA and TE lead to decreased protein from the targeted messages, and this change in protein is what matters to the cell. Despite the ultimate importance of the protein changes, measuring these changes over time is less informative for analyzing miRNA repression dynamics than is measuring RPF and mRNA changes, which more directly captures the molecular effects of the miRNA in inhibiting translation and destabilizing mRNA. RPF and mRNA measurements are also more suitable for quantitative comparisons for two reasons: 1)
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they enabled accurate comparisons of more miRNA targets, and 2) they were each acquired using analogous methods that measured differences at one moment in time without the complications that arise from pre-steady-state measurements of protein changes. With regard to these complications, protein differences detected using direct labeling or standard metabolic labeling (e.g., SILAC) cannot distinguish between protein synthesized before or after induction of the miRNA and thus are unsuitable for pre-steady-state measurements because they would underestimate the impact on newly synthesized protein. Pulsed SILAC differentiates between pre-existing and newly synthesized protein but as currently implemented still entails an extended period (>6 h for global measurements) of metabolic labeling (Schwanhausser et al., 2009; Huo et al., 2012), which compromises its utility for observing the results of the first few hours of repression.

Figure 4. Simulated Dynamics of miRNA-Mediated Repression
(A) Simulation of rapid miRNA induction that begins with no miRNA and rises to a concentration exceeding that of the highest expressed endogenous miRNA in 3T3 cells within 6 h.
(B) Changes in target mRNA (blue), TE (green), RPF (black), and protein (red; solid line, 10 h protein half-life; dashed line, 100 h protein half-life) levels resulting from the miRNA induction in panel A.
(C) The relative contributions of mRNA decay and translational repression to the overall repression in panel A, when measured at either the RPF level (dark blue and dark green, respectively) or the protein level (light blue and light green; solid lines, 10 h protein half-life; dashed lines, 1 h protein half-life).
Despite the advantages of measuring RPF and mRNA changes, we note that during pre-steady-state conditions, the relative TE and mRNA effects can underestimate the relative contribution of translational repression to miRNA-mediated repression at the protein level. For example, at a given time point reduced mRNA might explain 80% of the RPF effect, leaving only 20% of the reduced protein synthesis at that moment to be explained by translational repression, but when considering the reduced protein levels (not current protein synthesis) more repression might have been due to translational repression. This is because the reduced protein levels are a function of the miRNA effects integrated up to the current time point, which includes earlier periods in which translational repression might have represented a greater share of the decreased protein synthesis.

The extent to which the relative contribution of translational repression would be underestimated depends on three factors: 1) the extent to which translational repression represents a greater share of the overall repression at the earlier time periods, 2) the relative strength of the overall repression during earlier periods, and 3) the stability of the protein. Our results indicate that with respect to the second factor, the relative strength of the overall repression during earlier periods is low in mammalian contexts, which implies that any underestimate of the contribution of translational repression to the reduction in protein levels would be minimal. In our simulation the greatest underestimate was observed at 5.7 h, when TE changes explained 49% of the reduction in protein synthesis at that moment and 58% of the reduction in protein accumulation, assuming intermediate protein stability (10 h protein half-life; Figure 4C). A shorter protein half-life further diminished the small differential between protein synthesis and protein accumulation (Figure 4C), whereas a longer half-life delays the onset of any consequential miRNA effect on protein abundance to a period well beyond the onset of
substantial mRNA decay (Figure 4B). In sum, monitoring protein levels rather than TE would not increase the prospects for finding a mammalian setting in which substantial translational repression dominates.

**Comparison of fish embryos and mammalian contexts**

Attempts to characterize the dynamics of the two modes of miRNA-mediated repression in zebrafish embryos were confounded by two unique features of fish and frog embryos prior to gastrulation: 1) a strong coupling between poly(A)-tail length and translational efficiency and 2) an unusual mRNA metabolism wherein mRNAs with short poly(A)-tails are stable. These features do not necessarily preclude analysis of dynamics, but in these contexts changes in TE due to miRNA-mediated deadenylation must be accounted for independently of changes in TE due to direct miRNA-mediated translational repression. Indeed, when the repression due to mRNA decay is thought of as including deadenylation-dependent translational repression, mRNA decay is the predominant mode of miRNA-mediated repression at all time points analyzed in zebrafish (Subtelny et al., 2014) just as it is at all but the earliest time points in mammalian cells. An important difference between most mammalian systems and early developmental systems (and presumably neuronal synapses or other systems with the aforementioned features) is that, in the latter, effects on translation must be measured to accurately capture the impact of the miRNA on gene expression, and effects on deadenylation must be measured to understand how repression is achieved. However, neither system seems to have a phase in which deadenylation-independent translational repression performs substantial repression without even stronger repression detectable by mRNA changes.
**Mechanistic interpretations**

Although translational repression and mRNA decay both lead to reduced protein synthesis, the mechanism used for repression has important biological implications. To the extent that repression occurs through translational repression, rapid recovery would be possible without requiring new transcription. This would, for example, be the case in early zebrafish embryos, where the repression of miRNA targets could be rapidly reversed through cytoplasmic polyadenylation. In most settings, however, reversal of miRNA-mediated repression requires new transcription, as mRNA decay constitutes the major mode of repression.

When miRNA-mediated mRNA decay was first reported, it was proposed to occur either through active recruitment of mRNA-degradation machinery or as a secondary effect of inhibiting translation (Lim et al., 2005). Although we observe translational repression prior to the decay of endogenous mRNAs in some experiments, this temporal relationship does not imply that mRNA decay is a consequence of translational repression, because it is also consistent with mRNA decay simply being a slower process. Indeed, several observations favor the model that the decay occurs through active recruitment of mRNA-degradation machinery rather than as a secondary effect of inhibiting translation. First, miRNA targeting can destabilize reporter transcripts that cannot be translated, which indicates that mRNA destabilization is not merely a secondary effect of reducing the number of ribosomes translating an mRNA (Mishima et al., 2006; Wu et al., 2006; Eulalio et al., 2007; Wakiyama et al., 2007; Eulalio et al., 2009; Fabian et al., 2009), although it does not rule out models in which only translationally repressed mRNAs can be destabilized. Second, direct biochemical interactions link miRNAs to Argonaute, Argonaute to TNRC6, and TNRC6 to the deadenylase complexes (the PAN2-PAN3 complex and the CCR4-NOT complex) that shorten the poly(A) tail (Braun et al., 2012), thereby showing how
the mRNA-degradation machinery can be actively recruited independent of either the act or consequence of translational repression. Finally, our work greatly expands the number of mammalian systems examined and shows that in each of these systems mRNA destabilization explains a large majority (from 70% to >90%) of the miRNA-mediated repression observed at steady state.

The idea that the mRNA destabilization might be a secondary consequence of inhibiting translation would be more plausible if a larger fraction of the steady-state repression was through translational repression; otherwise, the mRNA destabilization is out of proportion to the translational repression. We are not aware of any mammalian examples in which translationally repressed messages are so destabilized as a secondary consequence of this repression that the amount of steady-state destabilization exceeds the amount of steady-state translational repression. Indeed, the idea that mammalian messages might be destabilized solely as a secondary consequence of reduced ribosome occupancy or density appears to be largely an extrapolation from observations made in bacteria and yeast, but not mammalian cells (Muhlrad et al., 1995; Schwartz and Parker, 1999; Deana and Belasco, 2005). When examining mammalian mRNAs in general (irrespective of miRNA targeting), we find only a very weak correlation between TE and mRNA half-life in mammalian cells (Figure S4B, \( R^2 = 0.004 \) and 0.001 for 3T3 and HeLa, respectively), and others have shown that repression of translational initiation through the iron response element (a textbook example of mammalian translational repression) does not impart detectable destabilization of either its endogenous host mRNAs (Coccia et al., 1992; Melefors et al., 1993; Kim et al., 1996) or a reporter transcript (Hentze et al., 1987). Thus, when considered together, the available evidence strongly supports a model in which miRNAs actively recruit the deadenylation machinery and the ensuing deadenylation, decapping and decay
comprises the major mode of miRNA-mediated repression of endogenous targets in mammalian cells.

Some translational repression accompanies mRNA destabilization as a minor component of endogenous target repression in mammalian cells. Like mRNA destabilization, this translational repression also appears to depend on recruitment of CCR4-NOT, but three observations indicate that this repression is not simply a consequence of shortened poly(A)-tails. First, mRNAs without poly(A) tails can be translationally repressed (Wu et al., 2006; Eulalio et al., 2008; Eulalio et al., 2009; Braun et al., 2011; Chekulaeva et al., 2011; Zekri et al., 2013). Second, mutant complexes lacking deadenylase activity can nonetheless promote translational repression (Cooke et al., 2010). Third, tail length and TE are not correlated in most mammalian settings (Subtelny et al., 2014). Thus, the two modes of miRNA-mediated repression seem to represent two independent ramifications of recruiting the deadenylolation complexes.

Reconciling results with single-gene studies of mRNA and protein changes
The conclusion that mRNA destabilization is the major mode of miRNA-mediated repression agrees with many previous observations monitoring protein and mRNA changes of single target genes after perturbing a miRNA. Among the >30,000 research studies of mammalian miRNAs, there are also counter examples, in which single-gene measurements seem to suggest a greater role for translational repression (Poy et al., 2004; O'Donnell et al., 2005; Zhao et al., 2005; Chen et al., 2006). An advantage of our approach is that we simultaneously examine thousands of genes, comparing the changes of both mRNA level and TE for hundreds of genes that have at least one miRNA site to those of hundreds of genes that lack a site and thus serve as internal controls. The aggregate result of this global approach should reflect the overall contributions of
mRNA destabilization and translational repression, whereas a single-gene study might choose a non-representative example and reach a conclusion that does not apply more generally to the targets of the miRNA.

This raises the question as to what might explain a single-gene result in which a miRNA-dependent change is observed in protein (i.e., with an immunoblot) but not mRNA (e.g., with quantitative reverse-transcription–PCR), which would appear as an outlier in our analyses. Might such outliers represent targets that are repressed at the level of translation without being destabilized? Although this possibility cannot be excluded, changes observed among our control genes that lack miRNA sites raise doubts about its validity. In most experiments (the possible exception being U2OS cells transfected with miR-155), a similar number of these control genes also change at the level of translation without being destabilized (Figure 1D). The observation that this behavior usually does not depend on the presence of a site to the miRNA suggests that either indirect effects of the miRNA or experimental variability explain the presence of most outliers that appear to be changing only at the level of translation.

Other single-gene examples for which translational repression is reported to be the major mode of miRNA-mediated regulation examine reporter mRNAs rather than endogenous mRNAs (Doench and Sharp, 2004; Kiriakidou et al., 2004; Nelson et al., 2004; Yekta et al., 2004; Pillai et al., 2005). Interestingly, the fractional component of regulation attributable to translational repression generally seems to be higher for reporters than for endogenous genes. We have begun experiments that aim to understand this difference between reporter and endogenous genes. Once this difference is understood, reporters could be developed that better recapitulate the regulation of endogenous genes, which would provide more relevant tools for studying the mechanism and dynamics of miRNA-mediated repression.
Experimental Procedures

RNA Isolation

For RNA-seq, total RNA was extracted from B cells and U2OS cells using TRI reagent. Cytoplasmic RNA was extracted from U2OS cells using TRI reagent from cytoplasmic fractions that were separated from nuclear fractions by differential centrifugation. Briefly, whole-cell lysate prepared as described (Guo et al., 2010) was centrifuged at 1,300g for 10 min, and the resulting supernatant was collected as the cytoplasmic fraction while the pellet obtained was collected as the nuclear fraction. To prepare rRNA/tRNA-depleted U2OS total RNA, total RNA was first treated with the Ribo-Zero rRNA removal kit (Epicentre BioTechnologies) according to manufacturer’s instructions. The resulting rRNA-depleted RNA sample was then spin-filtered using Ultra-4 centrifugal filters with Ultracel-100 membranes (Amicon) by centrifuging at 5,000g for 10 min at 4°C. The filtrate was enriched in tRNAs and was discarded, and the retentate was collected as the rRNA/tRNA-depleted RNA sample. RNA for all other samples was prepared by extracting RNA from ribosome profiling lysates with TRI reagent as described (Subtelny et al., 2014). Except in the case of the tRNA/rRNA-depleted U2OS RNA sample, the extracted RNA was poly(A)-selected as described (Subtelny et al., 2014).

Ribosome Footprint Profiling and RNA-seq

For B cell and U2OS samples, ribosome profiling and RNA-seq were performed essentially as described (Guo et al., 2010), with the only difference being how the RNA was isolated or enriched the cases of U2OS cytoplasmically enriched RNA and tRNA/rRNA-depleted total RNA. All other samples were prepared as described (Subtelny et al., 2014). Detailed protocols
are available at http://bartellab.wi.mit.edu/protocols.html. Reference transcript annotations were downloaded (in refFlat format) from the UCSC Genome browser, and for each gene, the longest transcript was chosen as a representative transcript model. RPF and RNA-seq reads were mapped to ORFs as described, which excluded the first 50 nt of each ORF so as to eliminate signal from ribosomes that initiated after adding cycloheximide (Subtelny et al., 2014).

Accession numbers

The NCBI GEO accession number for all ribosome profiling, RNA-seq and sRNA sequencing data is GSE60426.
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Supplemental Experimental Procedures

Cell Lines and Culture Conditions

U2OS and HEK293T cells were cultured in DMEM supplemented with 10% fetal bovine serum at 37°C with 5% CO₂, and split every second or third day at ~90% confluency. miRNA-inducible NIH3T3 cells were cultured in DMEM supplemented with 10% donor calf serum and 2 μg/ml puromycin at 37°C with 5% CO₂, and split every second or third day at ~75% confluency. For experiments involving actively dividing 3T3 cells, 6.6 million cells were plated on a 500-cm² plate, and after 48 h, these cells were split and plated at the same density. After 24 h cells, cells were mock treated or treated with 2 μg/ml doxycycline (Clontech), and then harvested at the appropriate time point. Contact-inhibited 3T3 cells were grown under the same conditions, except after plating they were grown for 5 days before inducing with doxycycline. When applicable, contact-inhibited cells were treated with 250 nM Torin1 at the same time as induction.

For SILAC experiments, miRNA-inducible 3T3 cells were cultured in light or heavy media by supplementing DMEM lacking lysine (Invitrogen) with 10% dialyzed donor calf serum (Corning; dialysis was performed using a 10,000 mw cutoff against PBS) and either light or heavy (¹³C₆) lysine (Invitrogen). Cells were maintained in the appropriate SILAC media for at least ten doublings. Light- and heavy-labeled cells were grown for 5 days without splitting to achieve contact inhibition, induced with doxycycline or mock-induced, respectively, and then harvested after 48 h. Proteins were extracted, reduced with 5 mM dithiothreitol, alkylated with 15 mM iodoacetamide, and digested with lysyl endopeptidase (LysC) at a 1:100 (enzyme/substrate) ratio. Peptides were desalted by solid-phase extraction and offline fractionated by basic-pH (pH = 9) reverse-phase chromatography into 12 fractions. Fractions
were analyzed by LC-MS/MS on a hybrid linear ion trap-Orbitrap (Orbitrap Velos) mass spectrometer, with data analysis essentially as described (Baek et al., 2008).

**Primary Cells and Tissue**

All animal experiments were performed in accordance with protocols approved by the MIT and Ohio State University Committees on Animal Care. All B cell, neutrophil, and macrophage experiments were performed using tissue from 3-month-old male mice. For B cells, spleens were obtained from miR-155 knockout, miR-150 knockout and wild-type mice (Jackson Laboratory, stock numbers 007745, 007750 and 000664, respectively). Spleens were mechanically disrupted, red blood cells were lysed using Ammonium Chloride Solution (StemCell Technologies), and then B cells were isolated using anti-mouse CD45R/B220 magnetic particles (BD Biosciences) according to manufacturer’s instructions and cultured in RPMI media. Quantitative proteomics measurements involving miR-150 knockout B cells and the corresponding wild-type cells used a reductive dimethylation labeling approach (Hsu et al., 2003). Proteins were digested as described above for 3T3 samples. Peptides were desalted by solid-phase extraction and dissolved in 1M MES pH 6. Labeling reaction proceeded for 10 min with normal (light) or deuterated versions (heavy) of 4% formaldehyde and 600 mM sodium cyanoborohydride, and was quenched with 5% trifluoroacetic acid. Peptides were fractionated and analyzed by mass spectrometry as described above for 3T3 samples, with data analysis and microarrays essentially as described (Baek et al., 2008).

Proteomics experiments on miR-155 used a pulsed-SILAC (pSILAC) approach, and relative quantification was performed on protein synthesized after activation. Wild-type and miR-155 knockout B cells were grown in regular RPMI media, containing light lysine.
Activation was performed by treatment with LPS (100 µg/ml), IL-4 (10 ng/ml), and anti-CD-40 antibody (10 µg/ml). For the 48 h time point, B cells from wild-type mice were activated in RPMI media supplemented with 4,4,5,5-D4-L-Lysine (medium lysine, Cambridge Isotope Laboratories, Inc.), while B cells from miR-155 knockout mice were activated in RPMI media supplemented with U-^{13}C_{6}, U-^{15}N_{2}-Lysine (heavy lysine, Cambridge Isotope Laboratories, Inc.). At 2, 4, 8, and 48 hours post-activation, 100 µg/ml cycloheximide was added to arrest translation. After incubating for 10 min at 37°C, cells were harvested in ice-cold PBS supplemented with cycloheximide and split into three portions for RNA-seq, ribosome profiling and proteomics. Equal numbers of cells from each genotype harvested at the 48 h time point were mixed for pSILAC. Protein digestion, peptide separation and mass spectrometric analysis were performed as described above for 3T3 samples. Data was analyzed as described (Baek et al., 2008), in this case focusing on the relative quantification between the heavy and medium proteins. For neutrophils and macrophages, bone marrow hematopoietic progenitors from miR-21 knockout mice and wild-type mice were isolated as described (Baek et al., 2008). For neutrophil experiments, hematopoietic progenitors were cultured as described (Baek et al., 2008). For macrophage experiments, hematopoietic progenitors were cultured for 6 days in RPMI 1640 supplemented with M-CSF and SCF (20 ng/ml and 50 ng/mL, respectively; PeproTech Inc., NJ) and then for 4 days with media supplemented with M-CSF (20 ng/ml) (Davies and Gordon, 2005). Microarray analyses involving miR-21 knockout macrophages and neutrophils and the corresponding wild-type cells were as described (Baek et al., 2008), and proteomic analyses were as described above for 3T3 samples.

For the liver experiment, 6-week-old male miR-122 knockout mice and wild-type littermates were anesthetized with Ketamine (90 mg/kg) and Zylazine (10 mg/kg), and the portal
vein was cannulated and perfused with ice-cold PBS with 100 μg/ml cycloheximide under aseptic conditions. Distal portions of the liver lobes were dissected, flash frozen in liquid nitrogen, and then used to prepare a lysate as described (Subtelny et al., 2014).

Transfection

U2OS cells were mock-transfected or transfected with 100 nM miRNA duplex using Lipofectamine 2000 at ~50% confluence according to manufacturer’s instructions. At 24 h post-transfection, cells were incubated with cycloheximide (100 μg/ml) for 8 min at 37°C to arrest translation, and harvested as described (Guo et al., 2010). HEK293T cells were treated the same, except they were transfected at ~90% confluence.

Inducible Cell Lines

The sequence of pre-miR-1a-1, -124a-3, or -155, (primer pairs: CGCggatccATGTGTGAGAGACTGAGACACA and CCGgaatteTCGGCCTCCCGAGGCGCTGCCGGT, CGCggatccGCTGGAGCATTCGCGCCCCTCAGG and CCGgaatteGGCCACCGGGGGCCGGGGCTCGCC, and CGCggatccTTTCTCTTTTGACGGTGCTGCAAAC and CCGgaatteGTCTGACATCTACGTTTACATCCAGC, respectively; relevant restriction sites in lower case) along with 100 bp of upstream and 100 bp of downstream flanking genomic sequence was inserted downstream of the tet-on promoter in the pRetroX-tight-pur plasmid (Clontech). HEK293T cells were transfected with each plasmid vector and pCL-Eco using Lipofectamine 2000, media was changed at 6 h and 24 h post-transfection, and then retroviral
Analysis of miRNA Effects

The effects of a miRNA on target gene expression were determined by comparing the fold changes in RNA and RPF measurements observed for genes containing a site to the cognate miRNA in their 3’ UTR relative to those observed for a cohort of control genes, which was randomly selected (without replacement) from the genes with no site to the cognate miRNA throughout their entire transcript to match the 3’-UTR-length distribution of site-containing genes. Unless stated otherwise, to account for the variability in changes observed among different possible cohorts, 1001 different cohorts of control genes were randomly chosen from the set of no-site genes and used to determine the percent contribution of RNA degradation for the set site-containing genes. The control cohort yielding the median percent contribution was chosen and used for the analysis of the set of site-containing genes. For samples within a time course, the cohort of no-site genes was chosen by performing this procedure on the last time point, and for comparisons across multiple samples, such as that done for U2OS cells, a no-site cohort was chosen that yielded a value for the RNA-degradation contribution that fell within 1% of the median value obtained for each sample when choosing 1001 cohorts for that sample. In all
cases, the proteomics-supported targets were compared to the no-site cohort generated for the genes with ≥1 site.

RNA Blots
For small-RNA blots, total RNA was isolated using TRI reagent from induced miR-1, miR-124, and miR-155 3T3 cells and activated B cells. RNA blots were performed as described (Pall et al., 2007), with a detailed protocol available at http://bartellab.wi.mit.edu/protocols.html. RNA blots from 3T3 samples included absolute quantification standards for the induced miRNA and miR-21. Endogenous U6 snRNA or miR-21 was used as a loading control for B cell and 3T3 samples, respectively.

Small-RNA Sequencing
Small-RNA (sRNA) sequencing was performed as described (Chiang et al., 2010), and sRNA reads were aligned to the complete set of mature mouse miRNAs (miRBase version 21) (Griffiths-Jones et al., 2008). Alignments were made based on the first 20 nt of each mature sequence, and reads from all miRNAs with an identical seed region (nucleotides 2–8) were grouped into a family and reported as the lowest-numbered miRNA within that family.

Mathematical Modeling of miRNA-Mediated Repression
A mathematical model of the consequences of miRNA-mediated repression at the mRNA and protein level was constructed, in which each molecular species is represented by a continuous dynamical variable. The system includes three RNA species: an expressed miRNA, a target mRNA that binds the miRNA with high affinity and is translated to produce a corresponding
protein, and a background mRNA pool that also binds the miRNA but with lower affinity than
the target. The free miRNA \( i \) can reversibly bind either free target mRNA \( m \) or free background
mRNA \( b \) to form complexes \( c_m \) and \( c_b \), respectively, which are subject to increased degradation,
and in the case of complex \( c_m \), decreased translation of protein \( p \). The kinetics of this system are
given by six coupled first-order differential equations:

\[
\begin{align*}
\frac{di}{dt} &= \alpha_i + (\beta_m + \beta_c + k_m^-) c_m + (\beta_h + \beta_c + k_h^-) c_b - (\beta_i + \beta_{dil} + k_i^+ m + k_i^- b) i \\
\frac{dm}{dt} &= \alpha_m + (\beta_i + k_m^-) c_m - (\beta_m + \beta_{dil} + k_m^+ i) m \\
\frac{db}{dt} &= \alpha_b + (\beta_i + k_b^-) c_b - (\beta_b + \beta_{dil} + k_b^+ i) b \\
\frac{dc_m}{dt} &= k_m^+ i m - (\beta_i + \beta_m + \beta_c + \beta_{dil} + k_m^-) c_m \\
\frac{dc_b}{dt} &= k_b^+ i b - (\beta_i + \beta_b + \beta_c + \beta_{dil} + k_b^-) c_b \\
\frac{dp}{dt} &= \tau_m m + \tau_c c_m - (\beta_p + \beta_{dil}) p
\end{align*}
\]

Each free RNA species \( n \) (where \( n = i, m, \) or \( b \)) is continuously generated through the process of
transcription \( \alpha_n \), and lost due to cellular decay processes \( \beta_n \), and the diluting effect of cell growth
\( \beta_{dil} \). Because both dilution and decay cause the cellular concentration of a species to decrease
exponentially in the absence of transcription, the two processes are treated identically. The
miRNA-bound forms of the mRNA \( c_n \) (where \( n = m \) or \( b \)) are reversibly formed with association
rate constant \( k_n^+ \) and dissociation rate constant \( k_n^- \). Both the miRNA and mRNA within each of
the two complexes are still subject to the same complex-independent decay processes described
above, with the miRNA-bound mRNA experiencing an additional degradation rate, \( \beta_c \), due
specifically to its association with the miRNA. Lastly, the protein product \( p \) is continuously
generated by translation of both the free and miRNA-bound form of the target mRNA \( (m \) and \( c_m \)
given by the corresponding translation rate constant $\tau_n (n = m \text{ or } c)$, and is lost as a result of decay, $\beta_p$, and dilution, $\beta_{dl}$. miRNA-mediated translational repression is specified by assigning the miRNA-bound mRNA translation rate constant $\tau_c$ a value less than that of the free target mRNA, $\tau_m$. Similarly, miRNA-mediated mRNA destabilization is specified by a non-zero value for the miRNA-dependent mRNA decay rate constant, $\beta_c$.

Parameter values were chosen from the literature or based on the results of our experimental time courses. The rate of dilution by cell growth reflects the 24 h doubling time observed for our 3T3 cell lines. The miRNA transcription and decay rate constants ($\alpha_t$ and $\beta_t$) used in Figure 4 produce a steady-state concentration of 100,000 copies per cell (cpc), with 90% induction by 48 h, resulting in levels similar to those observed for the miR-1 induction time course in 3T3 cells (Figure 2A). The transcription and decay rate constants for target mRNA ($\alpha_m$ and $\beta_m$) were chosen to reflect the median values for mRNA copy number and half-life [17 cpc and 9 h, respectively (Schwanhausser et al., 2011)]. The background mRNA pool $b$ was assigned a transcription rate constant $\alpha_b = 30,000 \times \alpha_m$ to generate a background pool of miRNA target sites in excess of total miRNA (Denzler et al., 2014) by at least 4-fold, with the same decay constant ($\beta_b$) as for target mRNA. Translation and protein-decay rate constants ($\tau_m$ and $\beta_p$), were chosen such that the steady-state level of protein reached 50,000 cpc (Schwanhausser et al., 2011), with protein half-life varying from 1 to 10 to 100 h (Figure 4B and C), which bracketed the median protein half-life in 3T3 cells, reported to be 46 h (Schwanhausser et al., 2011).

Values for target–miRNA association and dissociation rate constants $k_m^+$ and $k_m^-$ were from in vitro data (Wee et al., 2012). For the complex formed with background mRNA, we used the same diffusion-limited association constant as for the target mRNA ($k_b^+ = k_m^+$), and a dissociation rate constant $k_b^- = 5 \times k_m^-$, to model a scenario in which target mRNA exhibits
greater relative occupancy of, and therefore greater repression by, the miRNA than does the background mRNA pool. As $\tau_c$ and $\beta_c$ specify the amount of miRNA-mediated translational repression and mRNA destabilization in the model, their values were chosen empirically such that by 70 h, the overall miRNA-mediated repression reaches an approximate fold-change ($\log_2$) of $-1$, with 80% of the steady-state repression conferred by mRNA destabilization (on the low end of the relative contribution of mRNA destabilization typically seen at steady state in mammalian cells; Figure 1C).

Each simulation was performed by solving the above differential system using the core R environment (R Core Team, 2014) with the package deSolve (Soetaert et al., 2010), with mRNA and protein levels beginning at non-repressed steady-state values, and miRNA levels beginning at zero:

$$i_0, c_{m0}, c_{b0} = 0$$

$$m_0 = \frac{\alpha_m}{\beta_m + \beta_{dil}}$$

$$b_0 = \frac{\alpha_b}{\beta_b + \beta_{dil}}$$

$$p_0 = \frac{\tau_mm_0}{\beta_p + \beta_{dil}}$$

Because translational repression is assessed experimentally with the fundamental assumption that the instantaneous measurement of RPFs normalized to transcript length will scale linearly with the translation rate, we consider the term $\tau_mm + \tau_ce_m$ as representative of RPF measurement within this model, coming from both the free and miRNA-bound target mRNA. This allows for calculation of the fold change ($\log_2$) in RPFs $\theta_r$, target mRNA levels $\theta_M$, TE of the target mRNA $\theta_M$, and protein levels over time $\theta_p$. The curves in Figure 4B are generated using the following equations:
\[ \theta_{\kappa} = \log_2 \frac{\tau_m m + \tau_c c_m}{\tau_m m_0} \]  
\[ \theta_{M} = \log_2 \frac{m + c_m}{m_0} \]  
\[ \theta_{T} = \log_2 \frac{\tau_m m + \tau_c c_m}{\tau_m (m + c_m)} \]  
\[ \theta_{p} = \log_2 \frac{p}{p_0} \]

Note that the relationships between equations [3a–c] are such that: \( \theta_{M} + \theta_{T} = \theta_{\kappa} \), which is consistent with the experimental practice of subtracting fold change in mRNA levels from the fold change in RPFs to calculate the fold change in TE.

In Figure 4C, the contribution of mRNA destabilization and translational repression to the overall effect of the miRNA is assessed with respect to both the instantaneous percent reduction in RPFs as well as the percent reduction in accumulated protein. Because upon degradation of an mRNA, no RPFs can be ascribed to that molecule, irrespective of the extent of translational repression acting on that mRNA prior to its degradation, the absolute amount of instantaneous RPFs lost due to miRNA-mediated mRNA degradation is equal to the average number of RPFs per mRNA in the absence of repression (represented by \( \tau_m \)), multiplied by the absolute difference in mRNA caused by miRNA-mediated mRNA degradation:

\[ \Delta \text{RPFs}_M = \tau_m \left( m_0 -(m + c_m) \right) \]  

The difference in absolute numbers of RPFs due to translational repression, by comparison, only comes from mRNAs that are extant (i.e., have not yet been degraded by miRNA-mediated destabilization), and is given by the difference in the average number of RPFs per mRNA between free and miRNA-bound target mRNA (\( \tau_m - \tau_c \)), multiplied by the level of miRNA-bound target mRNA:
$\Delta \text{RPFs}_T = (\tau_m - \tau_c) c_m$ \hspace{1cm} [5]

To calculate the relative contribution of mRNA destabilization and translational repression to the percent reduction in accumulated protein, we expanded the model with two additional dynamical variables $p_M$ and $p_T$, which serve as a cumulative record of percent reduction in protein due to each mode of repression. Although these variables do not represent molecular species present in the system, their behavior is determined by translation and decay rates as if they represented protein present in the system. We use the corresponding expression for instantaneous loss of RPFs (given by equation [4] or [5]) as the rate of protein production for $p_M$ and $p_T$, respectively, and the standard protein decay and dilution rate constants, yielding the differential equations:

\[
\frac{dp_M}{dt} = T \left( m_0 - (m + c_m) \right) - \left( \beta_p + \beta_{\text{dil}} \right) p_M \hspace{1cm} [6a]
\]
\[
\frac{dp_T}{dt} = (\tau_m - \tau_c) c_m - \left( \beta_p + \beta_{\text{dil}} \right) p_T \hspace{1cm} [6b]
\]

These equations were added to the model described by equations [1a–f] to simulate the dynamics of $p_M$ and $p_T$ as the mRNA undergoes miRNA-mediated repression. The curves for the percent reduction due to mRNA and TE (Figure 4C, dark blue and dark green, respectively) are calculated by dividing each of the instantaneous RPF values from equations [4] and [5] by the sum of both. The curves for the percent reduction due to mRNA and TE at the protein level (light blue and light green) are calculated identically, but using $p_M, p_T$ and the sum of both.

At standard conditions, parameter values were as follows: $\alpha_t = 2.86 \times 10^{-9} \text{M}^{-1} \text{h}^{-1}$, $\beta_t = 1.91 \times 10^{-2} \text{h}^{-1}$, $\alpha_m = 1.08 \times 10^{-12} \text{M}^{-1} \text{h}^{-1}$, $\alpha_b = 3.23 \times 10^{-8} \text{M}^{-1} \text{h}^{-1}$, $\beta_m = \beta_b = 7.70 \times 10^{-2} \text{h}^{-1}$, $\beta_c = 1.17$
\[ \beta_{dil} = 2.89 \times 10^{-2} \text{ h}^{-1}, \quad k_{m}^+ = k_{b}^+ = 7.20 \times 10^{10} \text{ M}^{-1} \text{ h}^{-1}, \quad k_{m}^- = 1.84 \text{ h}^{-1}, \quad k_{b}^- = 9.18 \text{ h}^{-1}, \]
\[ \tau_m = 289 \text{ h}^{-1}, \quad \tau_c = 209 \text{ h}^{-1}, \quad \beta_p = 6.93 \times 10^{-2} \text{ h}^{-1}. \]
To reduce the protein half-life ten-fold (Figure 4B; dashed line), three values were changed: \[ \tau_m = 2.12 \times 10^3 \text{ h}^{-1}, \quad \tau_c = 1.53 \times 10^3 \text{ h}^{-1}, \quad \beta_p = 6.93 \times 10^1 \text{ h}^{-1}, \]
whereas to increase protein half-life ten-fold (Figure 4C; dashed lines), these values were changed again: \[ \tau_m = 105 \text{ h}^{-1}, \quad \tau_c = 76.1 \text{ h}^{-1}, \quad \beta_p = 6.93 \times 10^{-3} \text{ h}^{-1}. \]

Literature values for molecular abundances reported in cpc were converted to molar concentrations \((n_M)\) using the following relation, in which Avogadro’s constant \(N_A = 6.022 \times 10^{23}\), 3T3 cell volume \(v_{3T3} = 3.63 \times 10^{-12} \text{ L}\) (Swanson et al., 1991), and the proportion of the 3T3 cytoplasmic cell volume \(\theta_{cyto} = 76.6\%\) (Swanson et al., 1991):

\[ n_M = \frac{n_{\text{cpc}}}{N_A v_{3T3} \theta_{cyto}} \quad [7] \]
Figure S1, Related to Figure 1A. Enrichment of Different RNA Populations
(A) Analysis of RNA fractions on an agarose gel, showing the expected depletion of pre-rRNAs in the cytoplasmic fraction.
(B) Comparison of RNA-seq results for poly(A)-selected RNA and tRNA/rRNA-depleted total RNA, showing the expected difference in recovery for mRNAs of replication-dependent histone genes (red), which predominantly lack poly(A) tails, and much smaller differences for mRNAs of other genes (black open circles), which have poly(A) tails.
Figure S2, Related to Figure 1B. Calculating the Contribution of Translational Repression to Overall Repression

(A) Schematic of the temporal trajectory of an mRNA target in either the absence (upper) or presence (lower) of the miRNA. In the absence of the miRNA, the mRNA target is present at three steady-state copies, each with 5 RPFs. The trajectory of the target undergoing miRNA-mediated repression can be divided into three stages: stage I, in which the mRNA has been transcribed, is not bound by a miRNA silencing complex, and is being translated at its maximum efficiency; stage II, in which the mRNA has been bound by a miRNA silencing complex (purple), and is translated with sub-maximal TE; and stage III, in which the mRNA has been irreversibly degraded. Stage III begins at the point that degradation prevents any additional translation and lasts for the remainder of mean lifetime of the unrepressed mRNA. During stage III, there is no translatable mRNA and thus no TE to consider. The RNA loss is the fractional duration of stage III compared to the total duration of all three stages, and the translational repression is a function of the relative durations of stages I and II, as well as the decrease in translation during stage II. Ribosomes and mRNAs that would have been present in the absence of the miRNA are drawn in gray and enclosed in brackets.

(B) Example of the repressed mRNA from panel A at steady state, for which the three temporal stages of repression each have an equal duration. Because the steady-state mRNA population consists of molecules uniformly distributed along the temporal trajectory, the relative occupancy of each stage is proportional to its fractional duration. Below the diagram are the fold changes
(log₂) in steady state RPFs, RNA molecules, and TE when comparing the repressed to the unrepressed condition, and the corresponding percent reduction for each of these three values. Additionally, the percent of the total reduction in RPFs contributed by reduction in RNA and TE is provided in the right-most column. Equations relating the percent reduction in RPFs given by percent reduction in RNA and TE are shown in the box below the calculated values.

(C) Importance of accounting for enhanced mRNA degradation before calculating the percent reduction due to reduced TE. The percent reduction in RPFs is calculated using the fold change (log₂) values from panel B, considering either enhanced RNA degradation (top) or reduced TE first (bottom). Although both approaches give the same overall reduction in RPFs (40%, in agreement with the 6 grey ribosomes out of 15 total in panel B), accounting for the change in RNA before the change in TE gives the correct fraction of RPFs lost due to enhanced degradation (33%, 5/15 of the ribosomes of panel B) and the correct fraction of RPFs lost due to reduced TE (7%, 1/15 of the ribosomes of panel B), whereas the opposite order does not (red values).

(D) Compound bars showing the component of the RPF fold change (log₂, left) or the percent RPF reduction (right) attributable to mRNA degradation (blue) and reduced TE (green) for the example in panel B. The bars correspond to the values from the top portion of panel C. Use of the percent reductions to calculate relative contributions to overall repression is shown below the graph.
Figure S3, Related to Figure 1C. Correspondence Between mRNA and Protein Changes After Knocking Out Genes for Either miR-150 or miR-21
(A) Pie charts showing the proportion of the ten most highly expressed miRNAs and the aggregate of all other expressed miRNAs in B cells, macrophages, and neutrophils.

(B) Plots show cumulative distributions of mRNA or protein changes (left and right, respectively) at steady state in either murine B cells after knocking out mir-150 (top), murine macrophages after knocking out mir-21 (middle), or murine neutrophils after knocking out mir-21 (bottom). Results are reported for two sets of site-containing genes, one comprising all genes with at least one 7-nt 3'-UTR site to the cognate miRNA (but no 8-nt sites), and another restricted to those with at least one 8-nt 3'-UTR site to the cognate miRNA. To maximize the number of genes analyzed, all genes exceeding the expression cutoff in the array data were analyzed regardless of whether they also exceeded the cutoff in the proteomics data, and vice versa. A set of control genes was generated for each set of site-containing genes by randomly choosing genes with no site to the cognate miRNA throughout their entire transcript to match the 3'-UTR-length distribution of site-containing genes, but without any repeated sampling. Otherwise, as in Figure 1A. P values are for the difference in the distribution for each set of genes with sites and that of the corresponding set of genes without sites (one-tailed K–S test).
Figure S4, Related to Figure 3. The Impact of Global Translational Activity on Repression Mediated Through ORF Sites and the Relationship Between TE and mRNA Half-life.

(A) The relative efficacy of the ORF sites in different translational states, calculated as the RPF_{ORF} change divided by the RPF_{3'UTR} change. The RPF_{ORF} change was the mean RPF change following 12 h of miRNA induction for genes containing at least one 7–8-nt site to the cognate miRNA in the ORF and no sites elsewhere in the transcript, normalized to the median change observed for a set of control genes that matched the ORF-length distribution of the site-containing genes but had no site throughout their transcripts. The RPF_{3'UTR} change was the mean RPF change for genes containing at least one 7–8-nt site to the cognate miRNA in the 3' UTR and no sites elsewhere in the transcript, normalized to the median change for the set of control genes that matched the 3'-UTR-length distribution of the site-containing genes but had no site throughout their transcripts. In contrast to how the cohort of no-site genes was usually selected, the cohort yielding the median RPF-fold change for each set of site-containing genes was selected. Black bars indicate that repression of ORF-site genes was significant \(P < 0.05\), one-tailed K–S test, and in all cases repression of UTR-site genes was significant \(P \leq 0.05\), one-tailed K–S test.

(B) The relationship between TE and mRNA half-life. TEs for actively dividing 3T3 and HeLa cells, as measured by ribosome profiling and RNA-seq, are plotted in relation to previously published mRNA half-life measurements from 3T3 (Schwanhausser et al., 2011) and HeLa cells (Larsson et al., 2010) grown under conditions comparable to those of this study. All negative
half-life values were exclude from the HeLa data. 3T3 data are from the uninduced actively-dividing miR-1 cells, and HeLa data are from the mock-transfected cells. A 10 RPM cutoff was applied to the RNA-seq data, but not the RPF data, so as to not exclude any poorly translated genes.
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Abstract
Because maturing oocytes and early embryos lack appreciable transcription, posttranscriptional regulatory processes control their development. To better understand this control, we profiled translational efficiencies and poly(A)-tail lengths throughout Drosophila oocyte maturation and early embryonic development. The correspondence between translational-efficiency changes and tail-length changes indicated that tail-length changes broadly regulate translation until gastrulation, when this coupling disappears. During egg activation, relative changes in poly(A)-tail length, and thus translational efficiency, were largely retained in the absence of cytoplasmic polyadenylation, which indicated that selective poly(A)-tail shortening primarily specifies these changes. Many translational changes depended on PAN GU and Smaug, and both acted primarily through tail-length changes. Our results also revealed the presence of tail-length-independent mechanisms that maintained translation despite tail-length shortening during oocyte maturation, and prevented essentially all translation of bicoid and several other mRNAs before egg activation. In addition to these fundamental insights, our results provide valuable resources for future studies.

Introduction
The generation of a zygote through fertilization marks the onset of development for the offspring, and requires the proper completion of sperm and oocyte development in the respective parents. Spermatogenesis produces haploid sperm capable of penetrating the oocyte, whereas oogenesis produces differentiated oocytes that are stockpiled with maternal nutrients, proteins, and mRNAs, and have outer layers that protect the embryo and enable fertilization. In most animals the oocyte is arrested in meiosis, and fertilization leads to initiation of mitosis as the
oocyte nucleus completes meiosis and fuses with the haploid sperm nucleus. Fertilization also leads to changes in mRNA translation and protein stability, which support a period of development driven off of maternal stockpiles. After this initial stage of maternal control, which lasts for 1–2 mitotic divisions in mammals and 13 mitotic divisions in Drosophila, widespread transcription begins from the zygotic nuclei (Tadros and Lipshitz, 2009).

The production of viable offspring requires three key developmental events: oocyte maturation, the oocyte-to-embryo transition (OET), and the maternal-to-zygotic transition (MZT) (Figure 1A). Oocyte maturation involves the release of the primary meiotic arrest at prophase I and progression of the oocyte nucleus into meiotic divisions to produce a mature oocyte (egg) capable of being fertilized (Von Stetina and Orr-Weaver, 2011). The mature oocyte is arrested in metaphase II in most vertebrates and metaphase I in insects. The OET requires egg activation, which is coupled to fertilization in most animals. Egg activation releases the secondary meiotic arrest, allowing completion of meiosis (Horner and Wolffner, 2008). The MZT marks the transfer of control of development from the mother to the zygote as maternal mRNAs are degraded, transcription from the zygotic genome begins, and embryonic development becomes dependent on zygotic gene products (Tadros and Lipshitz, 2009). In Xenopus, zebrafish, and Drosophila the major activation of zygotic transcription occurs as the cell cycle lengthens and gastrulation begins, a developmental period referred to as the midblastula transition.

In nearly all animals, oocyte maturation and the OET occur in the absence of transcription, and thus any changes in protein levels must occur through posttranscriptional regulatory mechanisms. Indeed, widespread changes in protein levels without corresponding changes in mRNA levels are observed at these developmental transitions (Kronja et al., 2014a; Kronja et al., 2014b). Posttranscriptional regulation of gene expression during oocyte maturation, the OET,
and early embryogenesis faces unique challenges, including stably storing maternal mRNAs through the prolonged periods of oogenesis and maintaining some of these mRNAs in a translationally inactive state (referred to as masking) while selectively translating others at the proper times in development. During mouse oocyte maturation ~1300 mRNAs are translationally upregulated and ~1500 are translationally downregulated (Chen et al., 2011). Similarly, during Drosophila egg activation ~1000 mRNAs are translationally upregulated, and ~500 are translationally repressed (Kronja et al., 2014b).

One long-appreciated mechanism of translational regulation during development acts through control of mRNA poly(A)-tail length (Richter, 2007; Weill et al., 2012). The observation of short poly(A) tails in oocytes from amphibians and marine invertebrates led to the proposal that short poly(A) tails help mask maternal mRNAs, preventing translation without triggering the destabilization that typically results from deadenylation. Specific mRNAs are then targeted for cytoplasmic polyadenylation, and the lengthened poly(A) tails in turn cause translational upregulation of these mRNAs (McGrew et al., 1989), as demonstrated for the mRNAs for mos and several cyclin B genes during oocyte maturation in Xenopus (Sheets et al., 1994; Barkoff et al., 1998). The Cytoplasmic Polyadenylation Element Binding Protein (CPEB) plays a critical role in controlling translation of maternal mRNAs, both in recruiting Maskin to repress translation and later in promoting polyadenylation by binding cytoplasmic poly(A) polymerase together with Cleavage and Polyadenylation Specificity Factor (CPSF) (Richter, 2007; Weill et al., 2012; Ivshina et al., 2014). In Drosophila, the cytoplasmic poly(A) polymerase encoded by the wispy gene promotes poly(A)-tail lengthening during both oocyte maturation and egg activation (Benoit et al., 2008; Cui et al., 2008; Cui et al., 2013), and increased poly(A)-tail lengths of mRNAs for cyclin B, cortex, bicoid, torso, and Toll coincide with the translational
upregulation of these mRNAs (Salles et al., 1994; Lieberfarb et al., 1996; Vardy and Orr-Weaver, 2007a; Benoit et al., 2008). Moreover, appending synthetic poly(A) tails of increasing lengths to the bicoid mRNA promotes the translation of this mRNA, which demonstrates a causal relationship between increased poly(A)-tail length and increased translation in early Drosophila embryos (Salles et al., 1994).

Translational repressors, some of which have been identified through genetic analysis of pattern formation in the Drosophila embryo, also act during oogenesis and early embryogenesis (Vardy and Orr-Weaver, 2007b; Besse and Ephrussi, 2008; Barckmann and Simonelig, 2013). These repressors can impact either poly(A)-tail length (Temme et al., 2014), the translational machinery, or both. Brain Tumor and Pumilio (PUM) bind to target mRNAs and recruit the CCR4-NOT deadenylase complex, which shortens poly(A) tails (Kadyrova et al., 2007; Temme et al., 2010; Newton et al., 2015). Bruno binds to target mRNAs during oogenesis and recruits the eIF4E-binding protein Cup, which represses translation by both blocking the interaction between eIF4E and eIF4G (Nakamura et al., 2004) and promoting deadenylation while repressing decapping, which traps mRNAs in a translationally repressed state (Igreja and Izaurralde, 2011). Similarly, the RNA-binding protein Smaug (SMG) is reported to recruit either Cup or the CCR4-NOT deadenylase complex, with the consequent repression of translation (Nelson et al., 2004; Semotok et al., 2005). smg mRNA is translationally repressed in the mature oocyte by PUM, and at egg activation this repression is relieved by the PAN GU (PNG) protein kinase complex (Tadros et al., 2007). PNG is also thought to regulate other translational regulators.

mRNA expression arrays, RNA-seq and ribosome-footprint profiling have enabled global analyses of mRNA levels and relative translational efficiencies (TEs) in Drosophila oocytes and
embryos (Qin et al., 2007; Dunn et al., 2013; Chen et al., 2014; Kronja et al., 2014b). Measuring poly(A)-tail lengths has been more challenging due to the homopolymeric nature of the tail, and this technical hurdle has restricted studies to measuring tail lengths of a small number of Drosophila mRNAs (Salles et al., 1994; Lieberfarb et al., 1996) or to estimating relative differences in tail lengths more broadly using hybridization-based methods (Cui et al., 2013). However, methods are now available to measure poly(A)-tails of essentially any length for millions of individual mRNA molecules (Chang et al., 2014; Subtelny et al., 2014). In zebrafish and Xenopus, high-throughput measurements demonstrate that poly(A)-tail length and TE are globally coupled during early embryonic development (Subtelny et al., 2014), as expected from single-gene studies (McGrew et al., 1989; Sheets et al., 1994; Lieberfarb et al., 1996; Barkoff et al., 1998; Pesin and Orr-Weaver, 2007; Benoit et al., 2008). Surprisingly, however, this coupling disappears at gastrulation and is not observed in any of the post-embryonic samples examined (Subtelny et al., 2014). Thus, soon after a developmental shift in transcriptional control (the MZT), these vertebrate species undergo a developmental shift in translational control, in which TE abruptly changes from being strongly coupled to tail length to being uncoupled.

*Drosophila melanogaster* affords the opportunity to define changes in poly(A)-tail length and TE during oocyte maturation, the OET, and the MZT, facilitated by the high quality of both the genome assembly and the coding-sequence (CDS) annotations, the wealth of knowledge on regulatory proteins active during early development, the availability of genetic mutants in these known regulatory proteins, and the ability to isolate sufficient quantities of oocytes and embryos at distinct developmental stages for high-throughput sequencing techniques. Here we systematically analyze changes in poly(A)-tail length and TE during oocyte maturation, the OET and the MZT, and delineate the roles of Wispy, PNG, and SMG in regulating translation during
these crucial periods. These studies reveal fundamental insights into the regulatory mechanisms and regimes operating during these key developmental transitions.

Results

**A conserved switch in the nature of translational control**

We performed poly(A)-tail length profiling by sequencing (PAL-seq) (Subtelny et al., 2014) to measure poly(A)-tail lengths globally at eight developmental stages in *Drosophila melanogaster*, beginning with oocytes at the primary meiotic arrest point and ending with embryos late in gastrulation, at germ-band retraction (Figure 1A). PAL-seq determines the poly(A)-tail length of millions of mRNA molecules, providing for each molecule both a fluorescent measurement that reports on the poly(A)-tail length and a sequencing read that reports the cleavage and poly(A) site. Because alternative start sites or alternative splicing can generate different transcripts with the same poly(A) site, we considered our results with respect to a curated set of unique gene models. Moreover, because alternative cleavage and polyadenylation can generate different poly(A) sites for mRNAs from the same gene, we used our PAL-seq data to identify for each gene the alternative isoform with the longest 3' UTR and then combined its tail-length measurements with those of any shorter tandem 3'-UTR isoforms. Thus, the “mRNAs” of our analyses each corresponded to a unique gene model representing a different protein-coding gene and the aggregated tail-length results from many (if not all) of the alternative transcripts from that gene. In parallel, we performed ribosome-footprint profiling and RNA-seq to determine TEs (Ingolia et al., 2009), which also report aggregate results for alternative isoforms, allowing comparison of mean poly(A)-tail length and TE for thousands of mRNAs that passed our quantification cutoffs at each stage.
Figure 1. Transient coupling between poly(A)-tail length and translational efficiency in embryos.

(A) Time line of the developmental transitions probed in this study, illustrating the presence of maternal and zygotic mRNAs (pink and purple, respectively). (B) Relationship between mean poly(A)-tail length and relative translational efficiency (TE) at the indicated developmental stage (top), and the relationship between tail-length and TE changes observed between adjacent stages (bottom). For each stage, tail-length and TE measurements were from the same sample. In the top panels, results are plotted for all mRNAs that had ≥100 poly(A)-tail length measurements (tags), ≥10.0 reads per million mapped reads (RPM) in the RNA-seq data, and >0 RPM in the ribosome-profiling data. In each sample, TE values (log2) were median centered by subtracting the median TE value of that sample from each value (median values in stage 14 oocytes, 0–1 h embryos, 2–3 h embryos, 3–4 h embryos, and 5–6 h embryos were −0.2523, −0.1329, 0.4799, 0.6469, and 0.6447, respectively). In the bottom panels, results are plotted for all mRNAs that had ≥100 poly(A) tags and ≥10.0 RPM in the RNA-seq data of both samples, and ≥10.0 RPM in the ribosome-profiling data of one of the two samples and >0 RPM in the other. TE fold-change values (log2) were median centered for each comparison (median values, 0.2027, −0.0047,
0.0701, and −0.003 from left to right. The Spearman correlation coefficient ($R_s$) and number of mRNAs ($n$) are shown in each plot. The TE data for stage 14 were from Kronja et al. (2014b). (C) Abundance and TE of zelda, stat92E, smaug, and bicoid mRNA at the indicated developmental stages (RPKM is reads per kilobase per million mapped reads). TE values ($\log_2$) for each stage were median centered as described above, using the median values ($\log_2$) reported in the legends of Figure 1B and Figure 2. The data for stage 14 were from Kronja et al. (2014b). If no RPF reads were observed in a sample, TEs were calculated using a pseudocount of 1 read. Points for which TE is based on either a single read or pseudocount are in grey, as are the lines connecting to them. Other TEs were based on ≥25 RPF reads, except the TEs for bicoid in stage 14 oocytes and 3–4 h embryos (3 and 9, respectively) and the TE for smaug in stage 13 oocytes (11 reads).

In Drosophila, the first 13 division cycles occur in a nuclear syncytium. Cellularization (at 2–3 hours of embryogenesis) marks completion of the MZT and is immediately followed by the morphogenetic movements of gastrulation. Thus, early embryogenesis is controlled by maternal mRNAs, and based on the studies of mRNAs from a few genes (Salles et al., 1994; Lieberfarb et al., 1996), those with longer poly(A)-tails would be predicted to have higher TEs, as observed in vertebrate systems (Subtelny et al., 2014). Indeed, poly(A)-tail length and TE were correlated in cleavage-stage embryos (0–1 h embryos), and the slope of this relationship was steep, such that small differences in poly(A)-tail length corresponded to large differences in TE (Figure 1B; e.g., the median TE of mRNAs with a poly(A)-tail length between 70–80 nt was >5 fold greater than that of mRNAs with a poly(A)-tail length between 30–40 nt). Likewise, when progressing through the OET, the changes in TE correlated with the changes in tail length (Figure 1B, 0–1 h embryo / Stage 14 oocyte).

Although a positive correlation between poly(A)-tail length and TE persisted in the 2–3 h embryos, the slope of this relationship strongly diminished such that the median TE of mRNAs with a poly(A)-tail length between 70–80 nt was <2 fold greater than that of mRNAs with a poly(A)-tail length between 30–40 nt, as expected if poly(A)-tail length changes were no longer used to influence translation in these cellularized and gastrulating embryos. Indeed, the changes
in poly(A)-tail length that occurred between cleavage-stage and cellularized embryos were not positively correlated with the changes in TE (Figure 1B, 2–3 h embryo / 0–1 h embryo). The positive correlation between poly(A)-tail length and TE disappeared in subsequent stages of gastrulation (3–4 h embryos and 5–6 h embryos), and although tail lengths changed between these stages, the TE changes spanned a very narrow range (Figure 1B, 3–4 h embryo / 2–3 h embryo and 5–6 h embryo / 3–4 h embryo). The tail-length changes observed between these stages presumably resulted from transcription and mRNA decay as well as deadenylation, whereas those in earlier stages resulted primarily from cytoplasmic polyadenylation and deadenylation.

The narrower range of TE values and TE changes following the onset of gastrulation (Figure 1B) was consistent with a diminished role of translational regulation in specifying protein output after the embryo begins to modulate gene expression by altering mRNA abundance. Most importantly, these results showed that the developmental shift in the nature of translational control observed in vertebrates also occurs in flies; in Drosophila, just as in zebrafish and Xenopus (Subtelny et al., 2014), the coupling between poly(A)-tail length and TE observed in the early embryo disappeared around gastrulation.

An analysis of the temporal patterns of translational regulation occurring from the OET through the onset of gastrulation identified several significantly enriched patterns, although all possible patterns were observed (Figure 1—figure supplement 1). Among the five enriched profiles were those for mRNAs that were translationally upregulated at the OET and then stayed elevated during early embryonic development, those for mRNAs that were upregulated at the OET and then downregulated during early embryonic development, and those for mRNAs that were downregulated before the OET and remained repressed (Figure 1—figure supplement 1).
Because ribosome-profiling data reflect relative rather than absolute levels of translation of an mRNA across developmental stages, these results should be interpreted as reflecting changes in how well an mRNA was translated relative to all other mRNAs in the same stage. Thus, an mRNA translated at the same absolute efficiency in two stages might be perceived as downregulated if translation of many other mRNAs increased. Nonetheless, these dynamic and substantial changes in TE observed during the OET and early embryogenesis revealed a large-scale and rapid change in the translational capacity of mRNAs relative to each other during early development.

Pairwise comparisons within the mRNA, translation, and tail-length datasets (from RNA-seq, ribosome-footprint profiling, and PAL-seq, respectively) for the different developmental stages further supported these overall conclusions (Supplementary File 1). As expected, mRNA abundances were highly correlated between all stages prior to the onset of transcription (Supplementary File 1). Over these same stages, poly(A)-tail lengths for many different mRNAs shortened or lengthened, but these changes seemed to have minimal impact on mRNA abundance measurements, consistent with stability of shorter-tail mRNAs during this time (and also indicating that the poly(A)-selection that was performed as part of the RNA-seq protocol did not bias our RNA abundance, and thus TE, measurements). In contrast to the highly correlated mRNA abundances, the number of ribosome-protected fragments (RPFs) differed substantially between stages prior to the onset of transcription (Supplementary File 1), consistent with dynamic and robust translational regulation during this time. Once transcription began, widespread changes in both mRNA levels and RPFs were observed between stages (Supplementary File 1). Poly(A)-tail lengths varied both prior to and after the onset of transcription, and generally mirrored the pattern of correlations observed for RPFs up until the
MZT (Supplementary File 1). Little-to-no positive correlation between poly(A)-tail lengths was observed when comparing samples with no active transcription to those after the onset of robust transcription (Supplementary File 1), presumably because of the influence of nascent transcripts on mean poly(A)-tail lengths.

The striking increases in translation observed soon after fertilization presumably generated factors needed for later developmental transitions. For example, translation of mRNAs for zelda and stat92E, two transcription factors required for the onset of zygotic transcription at the MZT (Liang et al., 2008; Harrison and Eisen, 2015), increased markedly during the OET (Figure 1C), as expected if translational activation of these mRNAs produces the proteins necessary to initiate the MZT, and accounting for the previously noted increase in Zelda protein in early embryos (Harrison and Eisen, 2015). Likewise, translation of smaug and bicoid mRNA increased markedly during the OET (Figure 1C), yielding factors essential for embryonic development and patterning, respectively. Although translation of stat92E and smaug began to increase at stage 14, translation of both was still relatively low until after the OET (Figure 1C), consistent with the roles their translation products during early embryonic development.

**Translational regulation during oocyte maturation**

Having established that Drosophila embryos resemble those of fish and frog with respect to the coupling between TE and poly(A)-tail length, we sought to extend these findings to oocytes. The ability to isolate individual oocytes at distinct developmental stages in Drosophila enabled us to measure poly(A)-tail lengths and TEs and examine their relationship at key stages of oogenesis. Stage 11 oocytes are arrested in prophase I. Nuclear envelope breakdown, a hallmark of the release of this arrest, occurs between stages 12 and 13 (Von Stetina et al., 2008; Hughes et al.,
2009), and the oocytes arrest in metaphase I during stage 14, the final stage of oogenesis. Thus, comparison of oocytes from stages 11 through 14 captures the events of meiotic progression and oocyte differentiation that occur over the course of oocyte maturation.

Figure 2. Coupling between poly(A)-tail length and translational efficiency in oocytes. Relationship between mean poly(A)-tail length and TE in either oocytes at the indicated stage or activated eggs (top), and the relationship between tail-length and TE changes observed between adjacent stages (bottom). TE values (log2) were median centered (median values in stage 11, 12, 13, and 14 oocytes and activated eggs were -0.6641, -0.9006, -1.38, -0.2523, and -0.0158, respectively). TE fold-change values (log2) were median centered for each comparison (median values, -0.1961, -0.3969, 1.0886, and 0.2123 from left to right). The TE data for stage 14 oocytes and activated eggs were from Kronja et al. (2014b), and the plot of mean poly(A)-tail length and TE for the stage 14 oocyte is modified from Figure 1B. Otherwise, these panels are as in Figure 1B.

Poly(A)-tail lengths and TEs were well correlated at stages 11, 12, and 13 ($R_s \geq 0.51$), but poorly correlated at stage 14 ($R_s = 0.20$) (Figure 2). Previously, the relationship between poly(A)-tail length and translation had been examined for the c-mos and cyclin B mRNAs during Xenopus oocyte maturation (Sheets et al., 1994; Barkoff et al., 1998; Pique et al., 2008). Our results extended these analyses to an invertebrate and to a global scale, showing that, as for the c-mos and cyclin B mRNAs in the Xenopus oocyte, tail-length increases correspond to translational activation in the maturing Drosophila oocyte. Thus, the global coupling between poly(A)-tail
length and TE, which had previously been examined only after fertilization (Subtelny et al., 2014), extends well before fertilization to potentially influence key developmental transitions in the oocyte.

Of the mRNAs exceeding our read cutoffs, nearly half (46%) had net TE changes of ≥2 fold over the course of oocyte maturation, with mRNAs for 1264 and 1037 genes up- or downregulated, respectively (Figure 2—figure supplement 1A). In contrast, far fewer mRNAs (1.5%) changed in abundance ≥2 fold (25 mRNAs increased, and 52 mRNAs decreased), indicating the posttranscriptional nature of this regulation. More detailed comparison of TEs for each mRNA from stages 11 through 14 revealed unexpectedly dynamic and complex temporal patterns of translational control (Figure 3A). The relative TEs for some mRNAs increased progressively at each stage of oogenesis (Figure 3A cluster 1), and this set of mRNAs included cyclin B (Figure 3B), whose translational control via polyadenylation is reported to be crucial for oocyte maturation (Benoit et al., 2005). Some of the downregulated mRNAs similarly showed progressive decreases in TE through the stages of oocyte maturation (Figure 3A cluster 26). However, more complex patterns of developmental changes in TE were more commonly observed (Figure 3A). Moreover, changes in TE correlated poorly with previously measured changes in protein abundance (Kronja et al., 2014a), potentially due to a large role of posttranslational regulation during this time (Figure 2—figure supplement 1B, $R_s = 0.15$).

The net changes in TE and poly(A)-tail length over the course of oocyte maturation were largely concordant for both translationally up- and downregulated mRNAs, indicating strong coupling between TE and poly(A)-tail length during oocyte maturation (Figure 4A). Nonetheless, a potential deviation from the typical coupled behavior occurred between oocyte stages 13 and 14, when a set of mRNAs that underwent substantial tail-length reductions did not
Figure 3. Dynamics of translational regulation during oocyte maturation.

(A) Distinct patterns of TE changes during oocyte maturation. TE values (log2) for mRNAs in oocytes from stages 11 through 14 that had ≥10.0 RPM in the RNA-seq data for all samples, and ≥10.0 RPM in the ribosome-profiling data for at least one sample and >0.0 RPM in the others were median centered as in Figure 2. The median-centered TEs for stage 12, 13, and 14 oocytes were normalized to those of stage 11 oocytes and then clustered into defined patterns. The heatmap shows clustered TE changes for all mRNAs with ≥0.5 or ≤−0.5 log2 fold change between any two samples. Clusters are identified by number, and stylized graphs illustrate the TE dynamics of sample clusters. Clusters that are significantly overrepresented are marked with an asterisk (p value < 0.05, following Bonferroni correction). (B) Changes in TE (black) and mean poly(A)-tail length (green) of cyclin B mRNA during oocyte maturation. TEs (log2) were normalized as in Figure 3A, and the median of the changes in mean poly(A)-tail length (log2) for all mRNAs over these stages is shown as a grey line. Fold changes (log2) calculated relative to stage 11 oocytes are indicated on the respective y axes.
undergo concordant TE reductions (Figure 2, Stage 14 / Stage 13, and Figure 2—figure supplement 2A). These mRNAs tended to have both long poly(A)-tails and efficient translation in stage 13 oocytes, and then remained well translated compared to other mRNAs in stage 14 oocytes, despite undergoing substantial tail shortening (Figure 2—figure supplement 2B). Notable among this set were mRNAs for 22 of the 30 genes encoding subunits of the proteasome (Figure 2—figure supplement 2A and B).

To examine the relationship between tail-length changes and TE changes for mRNAs of key factors in oocyte maturation, we focused on those of three of the most highly upregulated cell-cycle regulators involved in meiotic progression, Cyclins B and B3 and the Cdc20 ortholog Fizzy (Jacobs et al., 1998; Swan and Schupbach, 2007). Between oocyte stages 11 through 14, the TEs of these mRNAs increased 103, 248, and 319 fold (compared to a median TE change of only 1.3 fold), respectively, whereas poly(A)-tail lengths increased 1.6, 2.4, and 2.0 fold (compared to the median of 1.2 fold) (Figure 4A). In addition to these examples, mRNAs from 121 other genes were very poorly translated in stage 11 oocytes (TE ≤ 0.1) and became ≥10-fold better translated during oocyte maturation (Figure 2—figure supplement 1C). As with cyclin B, cyclin B3 and fizzy mRNAs, these also had modest increases in tail length (Figure 2—figure supplement 1C; median tail-length fold change = 1.7 for mRNAs with TE ≤ 0.1 in stage 11 oocytes and a ≥10-fold increase in TE in stage 14 oocytes), raising the question of the degree to which modest tail-length increases might explain the large TE increases observed during oocyte maturation.

One possibility is that a subset of the mRNAs for a gene underwent extensive polyadenylation, and this change in a subset of mRNAs did not cause much change in the mean tail-length value despite causing a large change in TE. However, for cyclin B, cyclin B3 and fizzy
mRNAs, the distribution of poly(A)-tail lengths remained unimodal as overall lengths increased, which indicated that the focus on the mean tail-length change in our analyses did not miss specific regulation of a subset of mRNAs for a gene (Figure 4B). Also helpful for considering the effects of increasing tail lengths during oocyte maturation is the steep relationship between poly(A)-tail length and TE during this developmental period (Figure 2). The steepness of this relationship in stage 11, 12, and 13 oocytes implied a 6- to 7-fold increase in the median TE for mRNAs with a poly(A)-tail length between 70–80 nt relative to those with a poly(A)-tail length between 30–40 nt. In stage 14 oocytes, the poor correlation between tail length and TE resulted in only a 1.8-fold increase in median TE when comparing mRNAs with such tail lengths. Thus during oocyte maturation, the modest increases observed in mean poly(A)-tail lengths presumably explain part, but not all, of the robust translational activation of cyclin B, cyclin B3, fizzy, and mRNAs from many other genes. Moreover, a broad range of TE values was observed for mRNAs with the same mean poly(A)-tail length, presumably as a consequence of additional regulatory processes that are independent of poly(A)-tail length. To the extent that these additional processes act concordantly with tail-length–dependent processes, they would increase the apparent effect of tail lengthening.

**Translational regulation during the oocyte-to-embryo transition**

Although egg activation occurs rapidly (within ~20 minutes) (Horner and Wolfner, 2008), this developmental transition induced TE changes for mRNAs from many genes, some of which exceeded 30 fold (Figure 2, lower right) (Kronja et al., 2014b). As in the preceding period of oocyte maturation, tail-length changes corresponded to TE changes (Figure 4A and C). Indeed, during egg activation the correlation between tail-length change and TE change exceeded that
observed for any other transition (Figure 1B and Figure 2, lower panels; Figure 4A). Thus during egg activation, changes in poly(A)-tail length can account for a large proportion of the translational changes.

Figure 4. TEs and Poly(A) tail lengths of selected cell-cycle regulators during oocyte maturation.
(A) Relationship between net tail-length and TE changes observed after oocyte maturation, highlighting the behavior of cyclin B, cyclin B3, and fizzy. The TE data for stage 14 oocytes were from Kronja et al. (2014b). Values from stage 14 oocytes are compared to those of stage 11 oocytes (median value used for median centering, 0.389); otherwise, as in Figure 1B. (B) Distributions of poly(A)-tail lengths of mRNAs from cyclin B (left), cyclin B3 (middle), and fizzy (right) at the indicated developmental stages. Mean poly(A)-tail lengths are in parentheses. (C) Relationship between tail-length and TE changes observed after egg activation, plotting the same points as in Figure 2 (bottom right), but highlighting the behavior of Toll, bicoid, and torso. (D) Distributions of poly(A)-tail lengths of mRNAs from Toll (left), bicoid (middle), and torso (right) at the indicated developmental stages; otherwise, as in Figure 4B.

mRNAs for the embryonic patterning genes bicoid, torso, and Toll are translationally upregulated during egg activation in a manner reported to depend on changes in poly(A)-tail length (Salles et al., 1994). In our analyses, translation of bicoid mRNA was undetectable or detected with very few reads in oocytes from stages 11 through 14, but it became much more
highly translated following egg activation, increasing by 36 fold in the activated egg relative to
the stage 14 oocyte (median TE change = 1.2 fold). mRNAs for torso and Toll were somewhat
better translated in stage 14 oocytes, but nonetheless their TEs increased 13 and 46 fold,
respectively (Figure 4C). During this time, the Toll poly(A)-tail length increased 3.3 fold
(median tail length change = 1.1 fold), which corresponded well to the trend observed globally
for tail-length and TE changes (Figure 4C), suggesting that its increased tail-length might fully
account for its increased TE. However, concordantly acting tail-length–independent processes
that increase the apparent effect of tail-length changes might also be influencing Toll translation.
Indeed, our subsequent experiments with wispy-mutant animals showed that in the absence of
cytoplasmic polyadenylation, Toll underwent substantial translational upregulation during egg
activation and remained one of the most efficiently translated mRNAs in the wispy-mutant laid
egg, despite having a mean tail length of only 9 nt. The poly(A)-tail lengths of bicoid and torso
increased by only 1.7 and 1.3 fold, respectively, putting them outside the global trend (Figure
4C), and the unimodal tail-length distributions showed again that our focus on the mean change
did not miss a unique behavior of a subpopulation of transcripts (Figure 4D). Thus, the
translational regulation of these mRNAs seems to also involve tail-length–independent
mechanisms.

The strong translational upregulation of bicoid mRNA, from essentially untranslated in
oocytes from stages 11 through 14 to relatively well translated in the activated egg, implied the
influence of either a translational repressor acting on bicoid mRNA in the oocyte that was
relieved at egg activation, or a translational activator acting on it during egg activation. Because
bicoid mRNA had an average tail length of 42 nt in stage 14 oocytes, which was similar to that
of many well translated mRNAs at this stage, we conclude that there was likely a translational
repressor acting on it in oocytes to prevent its translation prior to egg activation. The same is presumably true for other mRNAs that had little to no detectable translation in oocytes but then became efficiently translated following egg activation. For mRNAs such as torso, which had somewhat greater translation in stage 14 oocytes but subsequently experienced a TE increase that was out of proportion to its tail-length increase, either possibility might account for its translational upregulation at egg activation. Likewise, the 15-fold and 4-fold translational activation observed between stage 14 oocytes and 0–1 h embryos for zelda and stat92E, respectively (Figure 1C), were accompanied by only 1.2-fold changes in poly(A)-tail length for both mRNAs (median TE change = 1.2 fold and median tail length change = 1.1 fold), again implying that a component of their activation may have occurred through a tail-length independent mechanism (note that the poly(A)-tail length of zelda was quantified by only 31 and 72 tags in stage 14 oocytes and 0–1 h embryos, respectively).

**Widespread impact of cytoplasmic polyadenylation on poly(A)-tail lengths but not TE**

During oocyte maturation and egg activation, changes in poly(A)-tail length occur through the opposing activities of deadenylases and cytoplasmic poly(A)-polymerases, which shorten and lengthen poly(A) tails, respectively (Weill et al., 2012). Wispy is the cytoplasmic poly(A)-polymerase responsible for poly(A)-tail lengthening at the end of oocyte maturation and continuing through egg activation (Benoit et al., 2008; Cui et al., 2008). Indeed, within this developmental window, most maternal transcripts bind to oligo(dT) with less affinity in wispy mutants, indicating that many poly(A) tails shorten in the absence of Wispy (Cui et al., 2013), but the degree to which tail-lengths shorten and the impact on TE had not been previously measured.
Figure 5. Widespread impact of Wispy on poly(A)-tail lengths but not TE.

(A) Comparison of mean poly(A)-tail lengths in wild-type and wispy-mutant stage 13 oocytes (left) and in wild-type cleavage-stage embryos and wispy-mutant laid eggs (right). Plotted are mean poly(A)-tail lengths of mRNAs with ≥100 poly(A) tags in both the wild-type and wispy-mutant sample at the indicated developmental stage. mRNAs that had mean tail-length values ≤4 nt are reported as 4 nt. The dashed line is for y = x. (B) Relationship between mean poly(A)-tail length and TE at the indicated developmental stage in wispy-mutant oocytes (left) and laid eggs (right). The TEs were calculated by dividing wispy-mutant stage 13 oocyte or laid egg RPF data by wild-type stage 13 oocyte or 0–1 h embryo RNA-seq data, respectively. TE values (log2) were median centered (median values in wispy-mutant stage 13 oocytes and laid eggs, −1.0551 and 0.3302, respectively). mRNAs that had mean tail-length values ≤4 nt are reported as ≤4 nt; otherwise, as in Figure 1B. (C) Relationship between tail-length and TE changes observed between wispy-mutant laid eggs and stage 13 oocytes. TE fold-change values (log2) were median centered (median value, 0.8132); otherwise, as in Figure 1B. The mRNAs that seemed to have increased poly(A)-tail length over this time tended to have very short poly(A)-tails in stage 13 oocytes, suggesting that their positive fold-change values reflected difficulties in accurately measuring poly(A)-tails <8 nt using PAL-seq rather than genuine increases in poly(A)-tail length. (D) Comparison of TE changes for wild-type and wispy-mutant samples during the OET (left) and comparison of tail-length changes for wild-type and wispy-mutant samples during the OET (right). TE fold-change values (log2) were median centered (median values for the wild-type and wispy-mutant samples, 0.7207 and 0.8367, respectively). Dashed line is for y = x. Otherwise, this panel is as in Figure 1B.

Our PAL-seq measurements of poly(A)-tail lengths in wispy-mutant stage 13 oocytes and laid eggs confirmed the widespread shortening of poly(A) tails in the absence of Wispy (Figure
5A). Of the mRNAs from 3571 genes measured in stage 13 oocytes, 1801 had tails that were at least 50% shorter in wispy-mutant oocytes relative to wild-type, and for all but a few mRNAs the poly(A) tail was at least somewhat shorter in the absence of Wispy (Figure 5A). Although wispy-mutant eggs do not complete meiosis and thus do not begin nuclear divisions, most of the molecular changes characteristic of the OET are independent of these divisions, motivating a comparison of wispy-mutant laid eggs with wild-type early embryos. In wispy-mutant laid eggs, 1219 of the 1836 measured mRNAs had poly(A) tails at least 50% shorter than those in the analogous wild-type sample (0–1 h embryos), and again for all but a few mRNAs the poly(A) tail was shorter in the absence of Wispy (Figure 5A). Examination of the mRNAs with tails that were least affected by the absence of Wispy revealed a remarkable enrichment for mRNAs of ribosomal proteins, both in oocytes and laid eggs (Figure 5—figure supplement 1A; \( p < 10^{-41} \) and \( p < 10^{-44} \), respectively, one-tailed Wilcoxon rank sum test).

Strikingly, the global changes in poly(A)-tail length that occurred in the absence of Wispy did not affect the coupling between poly(A)-tail length and TE. In wispy-mutant stage 13 oocytes and laid eggs, poly(A)-tail length and TE were correlated to a similar extent as in wild-type oocytes and embryos (Figure 1B, 2, and Figure 5—figure supplement 1B). These correlations were observed even though the RNA-seq measurements used to calculate TE were made using poly(A)-selected RNA, which in the wispy-mutant samples likely resulted in inflated TE estimates for mRNAs with very short poly(A)-tails, as these would be poorly recovered during the poly(A) selection. Indeed, RNA-seq measurements correlated with poly(A)-tail length in the wispy-mutant samples but not the wild-type samples (Figure 5—figure supplement 1C), indicating a poly(A)-selection bias in the wispy-mutant RNA-seq data but not in the wild-type data. Because neither developmental stage being considered had appreciable transcription
or RNA degradation, and because of the poly(A)-selection bias in the *wispy*-mutant RNA-seq data, we reasoned that the RNA-seq measurements from corresponding wild-type samples should most accurately reflect mRNA abundances in the *wispy*-mutant samples. Indeed, results obtained from determining TEs for the *wispy*-mutant samples using the *wispy*-mutant ribosome profiling and the wild-type RNA-seq (Figure 5B) were similar to those obtained when only *wispy*-mutant measurements were used (Figure 5-figure supplement 1B), except they had somewhat stronger correlations between poly(A)-tail length and TE, which supported the idea that these modified TEs more accurately reflected the true TEs at these stages.

Importantly, the strong correlation between changes in poly(A)-tail length and changes in TE that occurred at egg activation in wild-type animals was retained in *wispy*-mutant flies (Figures 1B and 5C, respectively), indicating that changes in the length of the poly(A)-tail—not the act of cytoplasmic polyadenylation per se—is what influences TE. Moreover, the changes in TE that occurred during egg activation in *wispy*-mutant samples strongly correlated with those in the wild-type samples, as did the relative changes in poly(A)-tail length (Figure 5D). Thus, although Wispy lengthens the poly(A)-tails of most mRNAs during egg activation, our results indicated that this lengthening was largely dispensable for reshaping TEs during egg activation, as the rank order of tail-length and TE changes at this time were largely preserved in the *wispy*-mutant samples.

The observation that cytoplasmic polyadenylation was not needed to generate the rank order of tail-length and TE changes for most mRNAs warranted further investigation, particularly when considering both the critical influence of cytoplasmic polyadenylation for generating these differences during vertebrate development and the importance of Wispy for relieving meiotic arrest during the OET. Perhaps some mRNAs most affected by the loss of Wispy dropped out of
our tail-length analysis because they had very short poly(A)-tails in the *wispy* mutant and thus were poorly recovered in our PAL-seq libraries. Although the tail lengths of such mRNAs might have been difficult to measure by PAL-seq, the RPF measurements of mRNAs for all genes can be analyzed without consideration of the corresponding tail-length or mRNA abundance measurements, either of which might selectively lose the set of mRNAs most dependent on Wispy for their regulation. The RPFs in wild-type and *wispy*-mutant stage 13 oocytes were well correlated, and the same was true for 0–1 h wild-type embryos compared with *wispy*-mutant laid eggs ($R_s = 0.76$ for both, Figure 5—figure supplement 1D). Although globally the RPFs were largely preserved in the *wispy*-mutant samples, some mRNAs had many RPFs in the wild-type samples but none in the *wispy*-mutant samples (Figure 5—figure supplement 1D). Included among these was *cortex*, a known target of Wispy, the upregulation of which is essential for the OET (Chu et al., 2001; Benoit et al., 2008).

We conclude that during egg activation in Drosophila, cytoplasmic polyadenylation extends the tails of nearly all mRNAs but does not play the major role in generating the relative differences in tail lengths and TEs observed between mRNAs, which implies that poly(A)-tail shortening instead plays the major role in generating these differences. Nonetheless, the mRNAs responsible for the *wispy*-mutant phenotype might be among those that are most strongly dependent on Wispy for their translational state.

**PNG kinase complex up- and downregulates translation through changes in poly(A)-tail length**

The PNG kinase, which is required for nuclear divisions in the early embryo, influences the translational up- or downregulation of hundreds of different mRNAs at egg activation (Figure
6A) (Kronja et al., 2014b), presumably through its regulation of translational regulators, such as SMG (Tadros et al., 2007). To characterize the extent to which these downstream regulators might use tail-length changes to influence TE, we profiled poly(A)-tail lengths and TEs in png-mutant stage 14 oocytes and activated eggs. Poly(A)-tail lengths and TEs were highly correlated between the png-mutant and wild-type stage 14 oocytes, whereas the correlation was substantially lower in png-mutant and wild-type activated eggs (Figure 6-figure supplement 1A). Additionally, the poly(A)-tail lengths and TEs in the png-mutant activated eggs were quite similar to those in the png-mutant stage 14 oocytes, whereas this was not the case for the same comparisons among wild-type samples (Figure 6—figure supplement 1B). The requirement of PNG for achieving the gene-expression profile of the wild-type activated egg but not the stage 14 oocyte was consistent with PNG kinase becoming active during egg activation to serve as a master regulator of the OET (Shamanski and Orr-Weaver, 1991; Kronja et al., 2014b).

The set of mRNAs dependent on PNG for their translational downregulation was predominantly those that underwent tail-length shortening during egg activation in wild-type samples (median TE log2 fold change of −3.03 after median centering and median log2 tail-length fold change of −0.35) (Figure 6B). In png-mutant embryos, these mRNAs failed to be deadenylated, as expected if tail-length shortening mediated their translational repression (median TE log2 fold change of 0.10 after median centering and median log2 tail-length fold change of 0.32, which closely resembled the median values for all mRNAs) (Figure 6B). Correspondingly, the set of mRNAs dependent on PNG for their translational upregulation was predominantly those that underwent tail-length extension during wild-type egg activation (median TE log2 fold change of 2.98 after median centering and median log2 tail-length fold change of 0.62), and these mRNAs failed to undergo tail lengthening in png mutants, again as
Figure 6. Widespread translational regulation by PAN GU mediated primarily by changes in poly(A)-tail length.

(A) Relationship between the TE changes in wild-type activated eggs relative to wild-type stage 14 oocytes and in wild-type activated eggs relative to png-mutant activated eggs. TE fold-change values (log2) were median centered (median values for wild-type activated egg relative to stage 14 oocyte and for wild-type activated egg relative to png-mutant activated egg, 0.3065 and 0.0881, respectively). Results are plotted for all mRNAs that had ≥10.0 RPM in the RNA-seq data of all samples, and ≥10.0 RPM in the ribosome profiling data of at least one of the two samples being compared and ≥0.0 RPM in the other. mRNAs ≥4-fold up- or downregulated in both comparisons were defined as the PNG-dependent up- or downregulated mRNAs, respectively. The TE data for wild-type stage 14 oocytes and activated eggs and png-mutant activated eggs were from Kronja et al. (2014b). Dashed line is for y = x. (B) Relationship between mean tail-length changes and TE changes after egg activation for wild-type activated eggs (left; modified from Figure 2) and png-mutant activated eggs (right). The mRNAs with PNG-dependent downregulation are highlighted in red (Supplementary File 3), analyzing and highlighting the same mRNAs in both plots. TE fold-change values (log2) were median centered (median for wild-type and png-mutant samples, 0.1366 and 0.6448, respectively. Black lines indicate median values for all mRNAs, and red lines indicate median values for the PNG-dependent downregulated mRNAs. The TE data for wild-type stage 14 oocytes and activated eggs and png-mutant activated eggs are from Kronja et al. (2014b). Otherwise, this panel is as in Figure 1B. (C) The plots of panel B, highlighting the PNG-dependent upregulated mRNAs in blue (Supplementary File 3). (D) Relationship between tail-length and TE changes during egg activation in wild-type relative to the png-mutant samples, analyzing and highlighting the same mRNAs as in panels B and C. TE fold-change values (log2) were median centered (median value, -0.727). Otherwise, this panel is as in Figure 6B.
expected if tail-lengthening mediated their translational activation (median TE log₂ fold change of 0.36 after median centering and median log₂ tail-length fold change of 0.32, which closely resembled the median values for all mRNAs) (Figure 6C). mRNAs that were translationally up- or downregulated by PNG also typically increased or decreased in poly(A)-tail length, respectively (Figure 6D), and the tail-length changes for either the up- or downregulated sets of mRNAs were largely dependent on PNG (Figure 6B and C), which showed that PNG plays a central role in regulating polyadenylation and deadenylation for the hundreds of mRNAs present at egg activation.

**SMG-mediated repression occurs primarily through tail shortening and explains some but not all of the PNG-mediated translational repression**

Because much of the PNG-mediated translational repression is attributed to its derepression of *smg* translation (Tadros et al., 2007), we examined the impact of SMG on the set of mRNAs that depended on PNG for tail-length shortening and translational repression. SMG is reported to downregulate translation of its target mRNAs through either direct recruitment of the deadenylation machinery or recruitment of CUP, which directly represses translation initiation and can also promote deadenylation (Nelson et al., 2004; Semotok et al., 2005; Igreja and Izaurralde, 2011). Our results showed that in the absence of SMG, the poly(A)-tail lengths for the set of PNG-dependent downregulated mRNAs were less shortened during egg activation (median log₂ tail-length fold changes of −0.22 and −0.04 for the wild-type and *smg* mutant, respectively, relative to the median of all mRNAs, *p* < 10⁻²⁷, one-tailed Wilcoxon rank sum test), and this coincided with their partial translational derepression (median log₂ TE fold change of −2.2 and −1.2, respectively, after median centering, *p* < 10⁻³², one-tailed Wilcoxon rank sum test)
In contrast, no significant difference was observed for either poly(A)-tail length or TE changes for the PNG-dependent upregulated mRNAs (median log2 tail-length fold changes of 0.27 for both the wild-type and smg mutant relative to the median of all mRNAs, and median log2 TE fold changes of 2.8 and 2.7, respectively, after median centering for the wild-type and smg mutant, \( p = 0.89 \) and 0.37 for tail-length or TE changes, respectively, two-tailed Wilcoxon rank sum test), consistent with SMG functioning only as a repressor (Figure 7B). In general, mRNAs that were translationally repressed by SMG also decreased in poly(A)-tail length, which indicated that recruitment of deadenylases was the dominant mechanism of SMG-dependent translational repression occurring during egg activation and early embryogenesis (Figure 7C).

Additionally, in the absence of SMG, a set of mRNAs reported to be bound by SMG in the early embryo (Chen et al., 2014) had longer poly(A) tails and were better translated following the OET (median log2 tail-length fold changes of –0.21 and –0.04 for the wild-type and smg mutant, respectively, relative to the median of all mRNAs, and median log2 TE fold changes of –1.0 and –0.15, respectively, after median centering for the wild-type and smg mutant, \( p < 10^{-16} \) and \( 10^{-11} \) for tail length or TE changes, respectively, one-tailed Wilcoxon rank sum test) (Figure 7—figure supplement 1).

Taken together, our results indicate that SMG mediates much of the PNG-dependent translational repression occurring during egg activation and early embryogenesis, with most of this repression occurring through poly(A)-tail shortening. Nevertheless, the residual repression observed in the absence of SMG (Figure 7A) indicates that one or more additional PNG-activated translational repressors also operate at this time.
Figure 7. Translational regulation by Smaug mediated primarily by changes in poly(A)-tail length.

(A) Relationship between mean tail-length changes and TE changes during the OET for wild-type 0–1 h embryos (left) and smg-mutant 0–1 h embryos (right), comparing wild-type or smg-mutant 0–1 h embryos to wild-type stage 14 oocytes. The wild-type plot is redrawn from Figure 1B, but includes only the mRNAs that also passed the cutoffs for the smg-mutant comparison. TE fold-change values (log2) were median centered (median for the wild-type and smg-mutant samples, 0.175 and −0.0221, respectively). The PNG-dependent downregulated mRNAs are in red (Supplementary File 3), analyzing and highlighting the same mRNAs in both plots. Otherwise, this panel is as in Figure 6B. (B) The plots of panel A, highlighting the PNG-dependent upregulated mRNAs in blue (Supplementary File 3). (C) Relationship between tail-length and TE changes for wild-type 0–1 h embryos relative to smg-mutant 0–1 h embryos, analyzing and highlighting the same mRNAs as in panel A. TE fold-change values (log2) were median centered (median value, 0.2634). Otherwise, this panel is as in Figure 6D.
Discussion

Our results from Drosophila oocytes and embryos increase the number of cellular environments known to possess global coupling between poly(A)-tail length and TE, which now include several stages of Drosophila oocytes as well as Drosophila, zebrafish, and Xenopus embryos prior to the onset of gastrulation. At least as early as the primary meiotic arrest point, changes in poly(A)-tail length largely explain changes in TE, and this regulatory strategy continues through early embryonic development. A switch around the onset of gastrulation uncouples poly(A)-tail length and TE in Drosophila, mirroring the developmental timing of the same uncoupling in zebrafish and Xenopus embryos. The uncoupling of TE from poly(A)-tail length is thus a broadly conserved developmental switch in the nature of translational control, occurring around the onset of gastrulation in both vertebrate and invertebrate embryos.

Changing the length of a poly(A) tail would influence both the number of poly(A)-binding proteins (PABPs) that could bind the tail and the probability that at least one PABP would be bound, with the former being more relevant in conditions of saturating PABP and the later being more relevant in conditions in which tails are competing for PABP. If the number of PABPs that bind the tail were most relevant, then TE changes might have correlated better with absolute tail-length changes than with relative tail-length changes. However, repeating our analyses using absolute tail-length changes rather than log₂ tail-length fold changes yielded the same results for the respective comparisons, with nearly identical Rₚ values (Figure 7—figure supplement 2), suggesting that PABP is limiting in the developmental stages in which tail length and TE are coupled, such that mRNAs are competing for PABP.

We presume that the correlation between poly(A)-tail length and TE that we observed in oocytes and pre-gastrulation embryos reflects a causal relationship, i.e., that changes in poly(A)-
tail length at least partially cause the corresponding changes in TE. The other possibilities are that changes in TE cause changes in tail length or that these two measurements merely correlate without having a causal relationship. Because previous single-gene studies clearly demonstrate a causal role for cytoplasmic polyadenylation, and poly(A)-tail length itself, in regulating the translation of mRNAs during these developmental times (McGrew et al., 1989; Salles et al., 1994; Barkoff et al., 1998), we interpret our observation of a global correlation between poly(A)-tail length and TE as reflecting a causal relationship between the two wherein tail-length changes cause TE changes. Given this interpretation, our results indicate that widespread changes in poly(A)-tail length broadly reshape the translational profiles of oocytes and early embryos.

Despite this strong qualitative conclusion, we cannot provide quantitative estimates of the proportion of each TE change that is attributable to each tail-length change, as additional translational regulatory mechanisms presumably act to reinforce or oppose the effects of tail-length–dependent translational regulation. Indeed, we suspect that tail-length–independent processes often act concordantly with tail-length–dependent processes and thereby amplify the apparent effects of tail-length changes. Such amplification explains why some mRNAs, including cyclin B, cyclin B3, fizzy, zelda, stat92E, bcoioid, and torso, undergo translational activation that seems out of proportion to their tail-length changes.

A primary motivation for using Drosophila in our study was the opportunity to examine the impact of Wispy, PNG, and SMG on poly(A)-tail length and TE. Of particular interest was Wispy, the cytoplasmic poly(A) polymerase that acts during late oogenesis and early embryogenesis, and is essential for the OET (Benoit et al., 2008; Cui et al., 2008). Analysis of wispy mutants revealed key insights into both the mechanism of translational activation and the importance of tail shortening (as opposed to tail lengthening) in specifying translational control.
in Drosophila maturing oocytes and early embryos. Although poly(A)-tail lengths were typically shorter in wispy-mutant stage 13 oocytes and laid eggs compared to the corresponding wild-type samples, tail length and TE were coupled in both of these wispy-mutant contexts, and the relative changes in poly(A)-tail lengths during the OET in wild-type samples were largely preserved in the wispy-mutant samples, as were the changes in TE. Thus, the act of cytoplasmic polyadenylation is not necessary for the coupling of poly(A)-tail length to translation. Moreover, cytoplasmic polyadenylation is largely dispensable for specifying which mRNAs are to be translationally activated or repressed, implying that in Drosophila, selective deadenylation is more important for imparting this specificity. This greater importance for deadenylation does not preclude a role for selective cytoplasmic polyadenylation in translational control in Drosophila—differences were observed when comparing TE changes in wild-type and wispy-mutant samples (Figure 5D), and when comparing RPF measurements between wild-type and wispy-mutant samples (Figure 5—figure supplement 1D), including for cortex, a critical OET regulator. However, the greater importance of selective deadenylation for specifying translational control in Drosophila differs from the prevailing paradigm of vertebrates, which centers on selective cytoplasmic polyadenylation of mRNAs with cytoplasmic polyadenylation elements (Pique et al., 2008; Weill et al., 2012). This suggests either a fundamental difference between invertebrates and vertebrates or that an underappreciated component of translational control in vertebrates occurs through more global cytoplasmic polyadenylation with selective deadenylation.

Despite the surprisingly modest perturbation of translational regulation that we observed in wispy-mutant laid eggs during egg activation, these laid eggs are blocked at the OET because of defective progression through meiosis and failure of pronuclei to fuse (Benoit et al., 2008; Cui et
al., 2008). Why does this developmental arrest occur if translational regulation is largely preserved during egg activation in wispy mutants? One possibility is that the absolute level of translation in wispy-mutant eggs is reduced such that they make an inadequate amount of one or more essential protein. The other possibility rests on the observation that although TE changes and RPFs were remarkably concordant in the wispy-mutant and wild-type samples, they were not identical, and thus an aberrant change in expression for one or more key factor, such as cortex, might be sufficient to trigger the developmental arrest of wispy-mutant laid eggs.

Activity of the PNG kinase during egg activation affects most mRNAs that undergo translational activity changes at this developmental transition, both those that are up- and downregulated (Kronja et al., 2014b). Although the direct targets of PNG kinase remain to be identified, PNG is required to relieve the repressive effects of PUM (Vardy and Orr-Weaver, 2007a) and thereby derepresses translation of smg and other mRNAs (Tadros et al., 2007). In wild-type activated eggs the mRNAs dependent on PNG for translational up- or downregulation exhibited corresponding increases or decreases in poly(A)-tail length, and these tail-length changes did not occur in png mutants. Thus, for both translationally activated and translationally repressed mRNAs, the downstream effectors of PNG appear to regulate translation primarily through changes in poly(A)-tail length.

Translational repressors in addition to SMG have been proposed to contribute to PNG-dependent regulation (Tadros et al., 2007). Our results are consistent with the idea that PNG activates at least one additional translational repressor, as the set of mRNAs dependent on PNG for their translational downregulation were still somewhat translationally repressed and deadenylated relative to all other mRNAs in smg-mutant embryos, although less than in wild-type embryos. Additionally, although SMG is reported to act partly through a mechanism that
does not involve deadenylation (Nelson et al., 2004; Semotok et al., 2005), essentially all the
derepression observed in the smg-mutant embryos was accompanied by tail-length increases.
Perhaps at other times SMG causes direct translational repression, but in 0–1 h embryos it seems
to act predominantly through deadenylation.

Within the overall framework in which tail-length changes cause the up- or downregulation
of mRNAs for a vast repertoire of different genes, we discovered unanticipated complexities and
exceptions. One unanticipated complexity was the evidence for tail-length–independent
processes that appear to amplify the tail-length–dependent effects, as already discussed.
Additional unanticipated complexity was observed during oocyte maturation, in which
surprisingly diverse patterns of regulatory dynamics produce the ultimate changes in TE. Single-
gene studies in Xenopus, which show that c-mos mRNA becomes polyadenylated and translated
prior to the mRNAs for several cyclin B genes (Richter, 2007; Piqué et al., 2008), hint that the
complex landscape of translational control observed in Drosophila extends to vertebrate oocyte
maturation. The diverse temporal behaviors of translational regulation during oocyte maturation
might reflect the evolving demands on the maturing oocyte, or perhaps simply differences in the
timing of expression of RNA-binding proteins that interact with these different sets of mRNAs.
Regardless, the observation of different temporal patterns of regulation indicates that rather than
a being a sudden switch, oocyte maturation in Drosophila is a progressive process, whereby
mRNAs are translationally activated or repressed at different times throughout this
developmental transition.

Another surprise was the identification of a set of mRNAs for which tail-length changes did
not correspond to TE changes during oocyte maturation. This exception to the general pattern
occurred for the mRNAs that had undergone deadenylation between oocyte stages 13 and 14 yet
not only remained stable but also continued to be translated with relatively high efficiency (Figure 2—figure supplement 2). To escape the general regulatory environment of the cytoplasm, these mRNAs might exploit unique interactions with the translational machinery analogous to the translational activation of histone mRNAs through stem-loop binding protein (Cakmakci et al., 2008), or they might localize to a subcellular compartment that lacks coupling. The deadenylation of these mRNAs during oogenesis might prime them for rapid degradation during embryogenesis. Most mRNAs from genes encoding proteasome subunits fell into this class. Previous comparisons of the proteome and translation changes suggest that extensive proteolysis occurs at egg activation (Kronja et al., 2014b). Upregulation of the proteasome in late oogenesis might necessitate a mechanism to downregulate it rapidly during embryogenesis, perhaps facilitated by pre-deadenylating the corresponding mRNAs before egg activation.

The molecular mechanism that couples TE with poly(A)-tail length is unknown, as is the mechanism of the uncoupling that occurs at gastrulation. Nevertheless, our results, which show that widespread changes in poly(A)-tail length broadly reshape translational activity during oocyte and embryo development, demonstrate the importance of this coupling mechanism and provide a resource that documents the thousands of affected genes with information on the timing, magnitude, and inferred consequences of the tail-length changes for mRNAs from each of these genes. Moreover, the identification of unanticipated complexities and exceptions reveals the rich posttranscriptional regulatory landscape of oocytes and early embryos and points to additional mechanisms that operate for some mRNAs in specific settings, which can now be targeted for investigation.
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Materials and methods

Drosophila Stocks

All flies were kept at 18, 22 or 25 °C according to standard procedure (Greenspan, 1997). Oregon R flies were used as a wild-type control. The null png^{1058} allele was previously described (Shamanski and Orr-Weaver, 1991; Fenger et al., 2000). The wispy hemizygote mutants were derived from a cross between wisp^{41}/FM6 (Cui et al., 2008) (kindly provided by Mariana Wolfner, Cornell) and Df(1)RA47/FM7c flies (BL961, obtained from the Bloomington Drosophila Stock Center). The smaug hemizygote mutants resulted from a cross between smg^{1}/TM3, Sb[1] (BL5930, obtained from the Bloomington Drosophila Stock Center) and Df(3L)Scf-R6, Diap1[1] st[1] cu[1] sr[1] e[s] ca[1]/TM3, Sb[1] flies (BL4500, obtained from the Bloomington Drosophila Stock Center). Unfertilized eggs were collected from crosses to twine^{HB5} mutant males, which fail to make sperm (Courtot et al., 1992).

Oocyte and Embryo collection

Egg chambers were hand-dissected in Grace’s Unsupplemented Insect Media (Gibco) from three-day old flies that had been fattened for two days with wet yeast at 22 °C. Approximately 300 egg chambers were collected per oogenesis stage. Oocyte stages 11 through 14 were distinguished using morphological criteria (Spradling, 1993). Activated eggs were collected as previously described (Kronja et al., 2014b). Samples were transferred to RPF lysis buffer (10 mM Tris-HCl, pH 7.4, 5 mM MgCl₂, 100 mM KCl, 2 mM DTT, 100 μg ml⁻¹ cycloheximide, 1% Triton X-100, 500 U ml⁻¹ RNasin Plus, and protease inhibitor (1x complete, EDTA-free, Roche); wild-type stage 14 oocyte and activated egg samples were transferred to RPF lysis buffer lacking...
cycloheximide), centrifuged at 10000 rpm for 5 min, and the supernatants were collected and flash frozen in liquid nitrogen to be stored at −80 °C. Ultimately, the yield was approximately 40-50 μg of total RNA in 70-120 μl lysate.

Embryos were collected at 25 °C by discarding two initial one-hour collections to avoid collecting embryos held within females for prolonged time. Only the subsequent 0–1 h collection was then processed for sequencing analysis. The same embryo collection strategy was applied to smg or wispy mutants, though for the wispy mutant the collection was extended to 0–2 h as one hour was too short to gather a sufficient number of laid eggs for sequencing. To obtain OrR 2–3 h, 3–4 h and 5–6 h embryo samples, 0–1 h embryos (collected after two previous one-hour collections were discarded) were incubated in a “humid chamber” at 25 °C for additional 2, 3 or 5 h, respectively.

**Embryo Staging**

Drosophila females can hold developing embryos or lay unfertilized eggs, and so to ensure that the vast majority of the embryos processed for downstream analyses were in the expected developmental stage, a fraction of each embryo collection (approximately 10-20%) was stained with DAPI. This approach was also used to confirm that the embryos laid by mutant mothers (png, smg, or wispy) were developmentally arrested as previously described. Briefly, collected embryos were dechorionated in 50% bleach for 3 min at room temperature, extensively washed with water, dried and then transferred into a scintillation vial that contained methanol. To remove the vitelline membrane from the embryos, an equal volume of heptane was added and the vial was vigorously shaken by hand for 2 min. Next, embryos were fixed overnight in methanol at 4 °C. Embryos were then sequentially rehydrated in a mix of methanol:PBS (9:1, 3:1, 1:1,
for at least 5 min per step. After a wash in PBS, embryos were incubated for 15 min in a 1 μg ml⁻¹ solution of DAPI in PBS, followed by 30 min wash in PBS containing 0.1% Triton X-100. Finally, after removing all the washing solution, samples were mounted in Vectashield.

**Transcript Models**

Reference transcript annotations were downloaded from the UCSC Genome browser (dm6 in refFlat format), and for each gene the longest transcript was chosen as the initial representative transcript model. Non-coding genes and overlapping genes on the same strand were removed from this analysis. PAL-seq tags from all wild-type samples were combined, filtered to remove tags with a poly(A) tail <20 nt, and then aligned with STAR (Dobin et al., 2013). 3' UTRs were annotated by identifying positions where ≥2 PAL-seq tags aligned at the same position between the stop codon of one gene and the transcription start site of the neighboring gene on the same strand. Isoforms were annotated as described previously (Jan et al., 2011), using a 60 nt window and a maximum 3'-UTR length of 4100 nt. If a new 3' terminus was annotated that was distal to the initial model, the 3' end of the model was extended to the distal isoform. If not, the initial representative transcript model was used. The resulting set of representative transcript models (referred to as “mRNAs”) used for our analyses is available at http://www.ncbi.nlm.nih.gov/geo under accession number GSE83616. Models for which the selected 3'-end isoform (either the initial refFlat 3' end or an extension based on our re-annotation) overlapped with a snoRNA or snRNA were included in the analysis of sequencing data but excluded from figures.

**Ribosome Footprint Profiling, RNA-seq, and PAL-seq**
Samples were split and prepared for ribosome-footprint profiling and RNA-seq as described (Kronja et al., 2014b), as well as for PAL-seq as described (Subtelny et al., 2014). Detailed protocols are available at http://bartellab.wi.mit.edu/protocols.html. The wild-type stage 14 oocyte and activated egg samples were prepared using RPF lysis buffer and sucrose gradients that did not contain cycloheximide, all other samples were prepared using RPF lysis buffer and sucrose gradients that contained cycloheximide. Because TE changes between wild-type stage 14 oocytes and activated eggs for samples prepared with and without cycloheximide correlated very well (Kronja et al., 2014b), the omission of cycloheximide did not affect our observations pertaining to these stages. RPF and RNA-seq reads were mapped to ORFs of representative transcript models as described, which excluded the first 50 nt of each ORF to eliminate signal from ribosomes that initiated after adding cycloheximide (Subtelny et al., 2014). PAL-seq tags were mapped to 3' UTRs of representative transcript models, and PAL-seq fluorescence intensities were converted to tail lengths as described (Subtelny et al., 2014).

Clustering TE dynamics

TE values (log₂) for stage 11, 12, 13, and 14 oocytes, or for stage 14 oocytes, 0–1 h embryos, and 2–3 h embryos were normalized by the median TE value for the mRNAs in the corresponding sample from Figure 2 or Figure 1B, respectively, and were then entered into the Short Time-series Expression Miner (STEM) (Ernst and Bar-Joseph, 2006), which normalized the data relative to the first sample and then used the STEM clustering method to identify significantly enriched profiles (p value < 0.05, following Bonferroni correction). The default settings were used, except a maximum unit change of one in model profiles was allowed between time points, and only mRNAs with ≥0.5 or ≤−0.5 log₂ fold change between any two samples.
were placed in a cluster. A heatmap of all expression patterns was generated in Matlab using the normalized data.

**Sequencing data**

The RNA-seq and ribosome-footprint profiling data for wild-type stage 14 oocytes and activated eggs, and *png*-mutant activated eggs were previously published (Kronja et al., 2014b) and were reanalyzed for this study. The raw data for these previously published datasets are available at the Gene Expression Omnibus (http://www.ncbi.nlm.nih.gov/geo) under accession number GSE52799, and the processed data files used for this study are under accession number GSE83616. The PAL-seq data for those samples had not been published and are available along with all of the other RNA-seq, ribosome profiling, and PAL-seq data and processed data files under accession number GSE83616. All of the processed data are also available in Supplementary File 2.

**Statistical analysis**

Unless noted otherwise, all correlations report the Spearman correlation coefficient, and all statistical tests were two-sided. Comparing the TE changes observed between biological replicates for wild-type stage 14 oocytes and activated eggs correlated very well ($R_s = 0.94$) (Kronja et al., 2014b), even though cycloheximide was omitted from one of the replicates. Likewise, TE of activated egg highly correlated with that of 0–1 h embryo ($R_s = 0.88$). Although we did not analyze replicates of PAL-seq measurements in the current study, previous analysis of biological replicates demonstrate the reproducibility mean tail lengths measured using this technique ($R_s = 0.83$). Similar correlations were observed in the current study when comparing
stages for which little if any differences in tail lengths were expected, including activated egg and 0–1 h embryo ($R_s = 0.86$), stage 11 and stage 12 oocyte ($R_s = 0.94$), stage 12 and stage 13 oocyte ($R_s = 0.88$), as well as $png$ and wild-type oocytes at stage 14 ($R_s = 0.86$), which was prior to PNG activation (Supplementary File 1 and Figure 6—figure supplement 1A).
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Figure 1—figure supplement 1. Dynamics of translational regulation during the OET and early embryonic development.

Distinct patterns of TE changes during the OET and early embryonic development. TE values (log2) for mRNAs in stage 14 oocytes, 0–1 h embryos, and 2–3 h embryos that had ≥10.0 RPM in the RNA-seq data for all samples, and ≥10.0 RPM in the ribosome-profiling data for at least one sample and >0.0 RPM in the others were median centered as in Figure 1B. The median-centered TEs for 0–1 h embryos and 2–3 h embryos were normalized to those of stage 14 oocytes and then clustered into defined patterns. Clusters are identified by number, and stylized graphs illustrate the TE dynamics of each cluster. Clusters that were significantly overrepresented are marked with an asterisk (p value <0.05, following Bonferroni correction); otherwise, as in Figure 3.
Figure 2—figure supplement 1. Widespread translational regulation during oocyte maturation.

(A) Relationship between TEs in stage 11 and stage 14 oocytes. TE values (log₂) were median centered (median values in stage 11 and stage 14 oocytes, −0.5153 and −0.1318, respectively). Results are plotted for all mRNAs that had ≥10.0 RPM in the RNA-seq data of both samples and ≥10.0 RPM in the ribosome profiling data of at least one of the two samples and >0.0 RPM in the other. The median-centered TE fold-change values (log₂) of stage 14 relative to stage 11 (median, 0.0147) were used to identify mRNAs that were ≥2-fold up- or downregulated in stage 14 oocytes, which are highlighted in red and blue, respectively; otherwise as in Figure 1B. (B) Relationship between the change in protein level (Kronja et al., 2014a) and change in TE observed after oocyte maturation. TE and protein fold-change (log₂) values were median centered (median values of 0.1236 and 0.0474, respectively). Results are plotted for all mRNAs that had ≥10.0 RPM in the RNA-seq data, ≥10.0 RPM in the ribosome profiling of one of the two samples and >0.0 RPM in the other, and proteins with ≥2 unique peptides in each of three independent mass spectrometry experiments. (C) Relationship between tail-length and TE changes observed after oocyte maturation, redrawn from Figure 4A, but highlighting points for mRNAs with a TE ≤0.1 in stage 11 oocytes in blue (Supplementary File 3) and those for cyclin B, cyclin B3, and fizzy in yellow, green, and purple, respectively. The dashed line indicates a TE increase of 10 fold.
Figure 2—figure supplement 2. Uncoupled behavior observed for a subset of mRNAs between the last stages of oocyte maturation.

(A) The relationship between the tail-length and TE changes observed between stage 14 oocytes relative to stage 13 oocytes, redrawn from Figure 2, highlighting in blue mRNAs that had tail-length decreases of at least 29% (log2 fold change of −0.5), and in red mRNAs encoding proteasome subunits (Supplementary File 3). (B) The relationship between tail length and TE observed in stage 13 and 14 oocytes (left and right, respectively) analyzed as in Figure 2 but plotting results for only the mRNAs examined in panel A and highlighting the same sets of mRNAs as in panel A. TE values (log2) were median centered (median values for stage 13 and 14 oocytes, −1.2409 and −0.0779, respectively).
Figure 5—figure supplement 1. Impact of Wispy on the poly(A)-tail length of most mRNAs, which biased mRNA recovery during poly(A) selection.

(A) The plots from Figure 5A, highlighting mRNAs encoding ribosomal proteins in red (Supplementary File 3). (B) Relationship between mean poly(A)-tail length and TE at the indicated developmental stage in wispy-mutant samples. The TEs were calculated using wispy-mutant RNA-seq and ribosome profiling data, and are median centered (median values in stage 13 oocytes and laid eggs, –0.5729 and 0.5761, respectively); otherwise, as in Figure 5B. (C) Relationship between measured RNA abundance and poly(A)-tail length in wild-type stage 13 oocytes and 0–1 h embryos, and in wispy-mutant stage 13 oocytes and laid eggs. Results are plotted for mRNAs that had ≥100 poly(A) tags in both the wild-type and wispy-mutant samples for the corresponding stage and ≥10.0 RPM in the RNA-seq data in the wild-type sample. The same mRNAs are plotted in corresponding wild-type and wispy-mutant samples. mRNAs that had mean tail-length values ≤4 nt are reported as ≤4 nt. (D) Comparison of RPF measurements for wild-type and wispy-mutant stage 13 oocytes (left) and cleavage-stage embryos (right). Results are plotted for all mRNAs with ≥10.0 RPM in the ribosome-profiling data of either the wild-type or wispy-mutant sample, and any mRNA with 0 reads in either sample was given a pseudocount of 1 read and highlighted in blue or purple (Supplementary File 3).
Figure 6—figure supplement 1. Perturbation of tail-length and TE during the oocyte-to-embryo transition in png-mutant samples. 
(A) Comparison of mean poly(A)-tail lengths and TEs between wild-type and png-mutant stage 14 oocytes, and between wild-type and png-mutant activated eggs. TE values (log2) were median centered (median values in wild-type and png-mutant stage 14 oocytes, -0.2182 and -1.182, respectively, and wild-type and png-mutant activated eggs 0.0724 and -0.2394, respectively. Results are plotted for mRNAs that had ≥100 poly(A) tags, ≥10.0 RPM in the RNA-seq data, and >0 RPM in the ribosome profiling data for each sample. (B) Comparison of mean poly(A)-tail lengths and TEs between png-mutant stage 14 oocytes and activated eggs, and between wild-type stage 14 oocytes and activated eggs; otherwise, as in panel A.
Figure 7—figure supplement 1. Smaug-dependent translational repression of Smaug binding targets, mediated primarily by changes in poly(A)-tail length.

Shown is the relationship between mean tail-length changes and TE changes during the OET for wild-type and smg-mutant 0–1 h embryos (left and right, respectively), highlighting mRNAs previously reported to be bound by SMG in the early embryo (Chen et al., 2014); otherwise as in Figure 6B.
Figure 7—figure supplement 2. Relationship between poly(A)-tail length changes and TE changes throughout development, plotting absolute rather than relative tail-length changes. Shown are the relationships between the absolute differences in mean tail-length and TE changes observed between stages; otherwise, as in the corresponding panels from Figures 1, 2, 4, 5, 6, and 7.
Chapter 5

Future Directions

Translational regulation

Our studies have contributed to the fundamental understanding of how poly(A)-tail length influences translation in oocyte, embryos, and post-embryonic contexts (Subtelny et al., 2014; Eichhorn et al., 2016), as well as how mammalian microRNAs regulate their endogenous mRNA targets (Eichhorn et al., 2014). By globally studying post-transcriptional and translational regulation, we were able to learn both general regulatory principles, as well as specific instances of unusual regulation, and most importantly distinguish between the two. This encapsulates how next generation sequencing techniques have transformed the study of transcriptional, post-transcriptional, and translational regulation.

For over 40 years, it has been clear that many cellular mRNAs differ in how efficiently they are translated (Lodish, 1976). The application of next generation sequencing to measurements of translation expanded our understanding of translational efficiencies from a few well-studied mRNAs to all cellular mRNAs. In particular, ribosome profiling (Ingolia et al., 2009) has seen wide adoption and continues to advance our understanding of translation and translational regulation. Our ribosome profiling measurements in *Saccharomyces cerevisiae* indicate that the translational efficiencies of the mRNAs for nearly all expressed genes span an approximately 10-fold range (Subtelny et al., 2014; Weinberg et al., 2016). We measured a similarly narrow range in *Schizosaccharomyces pombe* and several mammalian cell types (Subtelny et al., 2014). However, this modest range of translational efficiencies should not dampen excitement about the importance of translational regulation in these cellular contexts—
many RNAi and CRISPRi experiments reduce the level of a protein by less than 10-fold, but nonetheless observe biologically relevant effects. Identifying and understanding the translational regulation of endogenous mRNAs is now within reach, and over time will provide a far more quantitative understanding of how sequence features and RNA-binding proteins determine the translational efficiency of an mRNA. Although the vast majority of genes span a narrow range of translational efficiencies, there are some poorly translated genes that are clear outliers. These include both well-understood and previously unknown cases of robust translational repression, and it will be interesting to understand how and why these mRNAs are regulated so strongly at the level of translation.

In many cell types and cellular states gene regulation is unusually reliant on translational regulation. This includes systems where transcription is absent (or physically distant), such as in oocytes, embryos, enucleate blood cells, and neuronal synapses, as well as systems with limited capacity for specific transcriptional regulation, such as in trypanosomes. Exploring these systems offers the ability to gain insight into translational regulation that is performing critical biological functions. Initial high-throughput studies in some of the aforementioned contexts have characterized an unusual mechanism of translational control (Bazzini et al., 2012; Subtelny et al., 2014) and made observations relevant to human disease (Jensen et al., 2014; Mills et al., 2016). In other contexts, one or more aspects of translation is dysregulated. This includes certain cancers (Ruggero, 2013), viral infections (Bushell and Sarnow, 2002), and stress conditions (Hinnebusch, 2011), along with diseases arising from mutation or deletion of certain ribosomal protein genes (Narla and Ebert, 2010). Characterizing how the changes in the translation apparatus in these contexts affect cellular mRNAs may reveal basic principles of translation in addition to insights specific to the disease or stress state.
Poly(A)-tail length and translational efficiency

Our research extended prior single-gene studies by demonstrating that there is a global relationship between poly(A)-tail length and translational efficiency in oocytes and early embryos. Furthermore, we discovered that this coupling between poly(A)-tail length and translational efficiency is lost around the time of gastrulation in Drosophila, Xenopus, and zebrafish embryos, and is absent in all post-embryonic contexts we examined. How do oocytes and early embryos measure poly(A)-tail lengths and relay that information to the translation machinery, and why is this mechanism lost as development proceeds? This is perhaps the most important remaining question from our work, and there are other interesting questions about when coupling is first established and whether it is present in mammals and other divergent animal species.

An obvious candidate for mechanistically coupling poly(A)-tail length and translational efficiency is PABP. It directly binds the poly(A) tail and is known to stimulate translation, making it an ideal molecule to regulate translation based on tail length. One simple model is that PABP is initially at a limiting concentration during early development and increases in abundance over time. In early development, longer poly(A)-tails would be more likely to have at least one PABP bound, conferring a translational advantage relative to short-tailed mRNAs. In later development, there would be sufficient PABP to bind all poly(A) tails and so longer poly(A)-tails would no longer confer a translational advantage.

Although appealing, prior studies cast doubt on the model of limiting PABP abundance. First, in sea urchin eggs, PABP levels are in 50-fold excess relative to poly(A)-tail binding sites (Drawbridge et al., 1990). We have not demonstrated coupling in sea urchin eggs, but I
anticipate that it would be present based on developmental similarity to systems we have studied. Second, although the predominant poly(A)-binding protein in post-embryonic contexts, PABPC1, is expressed at low levels in Xenopus oocytes and embryos (Stambuk and Moon, 1992), at least one other poly(A)-binding protein (known as ePABP) is also expressed in these contexts (Voeltz et al., 2001; Cosson et al., 2002). ePABP binds poly(A) RNA (Cosson et al., 2002), can interact with eIF4G (Cosson et al., 2002), and stimulates translation when tethered to a reporter RNA (Wilkie et al., 2005). Based on these properties, ePABP and PABPC1 seem to be very similar, and quantitative measurements of ePABP are necessary to determine if overall poly(A)-binding protein levels are at a limiting concentration in early Xenopus embryos. The limiting poly(A)-binding protein model could be directly tested by perturbing the levels of ePABP or PABPC1 during early development and measuring the relationship between tail length and translational efficiency.

The limiting PABP model as described above focuses on absolute protein levels, but it is also possible that PABP is regulated at a functional instead of absolute level through post-translational modifications. Several sites on PABPC1 can be phosphorylated, and altering the phosphorylation state of PABPC1 impacts its ability to bind RNA and translation initiation factors \textit{in vitro} (Le et al., 2000). Thus, the excess abundance of PABP in sea urchin eggs (Drawbridge et al., 1990) might not actually reflect an excess in poly(A)-binding capacity if the amount of functional PABP is substantially smaller than the total amount of PABP. This possibility could be investigated by characterizing the modification state of PABP throughout early development.

It is formally possible that a unique property of ePABP is responsible for coupling tail length and translational efficiency, and this could be tested by replacing ePABP expression with
PABPC1 expression in early development. A mass-spectrometry approach to identify PABP-interacting proteins or proteins that bind long poly(A)-tails during early development may be useful in generating additional hypotheses about the proteins that are involved in measuring poly(A) tails.

Another hypothesis is that there is no mechanism to read out tail lengths in early development, but instead the unusual mRNA metabolism of this context is responsible for coupling tail length and translational efficiency. During early development deadenylation does not lead to decapping, such that mRNAs are able to have very short poly(A) tails at these times. As development proceeds through the MZT, short-tailed mRNAs are destabilized and transcription begins, resulting in an overall lengthening of poly(A) tails and a narrower distribution of tail lengths (Tadros and Lipshitz, 2009; Subtelny et al., 2014). Having determined the mean tail length for thousands of genes in early- and late-stage embryos, we computationally tested the hypothesis that a shift in the tail-length distribution caused a loss of coupling. In this analysis we sampled genes from early-stage embryos to match the distribution of mean tail-lengths in late-stage embryos. The correlation between tail length and translation efficiency in this matched dataset was still strong in the early-stage embryos (Subtelny et al., 2014), demonstrating that the change in the tail-length distribution does not account for the loss of coupling. It remains possible that a more subtle aspect of tail length that is not reflected in the mean for a given gene, such as the proportion of tails that are very short, is important for coupling tail length and translational efficiency.

Cytoplasmic polyadenylation, another part of the unusual mRNA metabolism of early development, is not required for coupling tail length and translational efficiency. In Drosophila, the cytoplasmic poly(A)-polymerase Wispy is active in early development, but the correlation
between tail length and translational efficiency was roughly the same in wild-type and Wispy-mutant oocytes and embryos (Eichhorn et al., 2016). Thus, the unusual mRNA metabolism of early development expands the potential to regulate tail length, and there is not yet evidence that it is important for mechanistically coupling tail length and translational efficiency. In all likelihood there will not be an individual protein or property of early developmental systems that is sufficient to couple tail length and translational efficiency, and characterization of the presence or absence of coupling in other species may enable hypotheses about mechanism to be generated through comparative analysis.

Characterizing tail length and translational efficiency in wild-type and mutant contexts led to several observations that merit further consideration. Our initial measurements of Toll mRNA seemed to reflect the classic paradigm of cytoplasmic polyadenylation regulating translation: Toll went from having a mean poly(A)-tail length of 29 nts to 98 nts during egg activation, and its translation was 50-fold upregulated. However, in the wispy-mutant samples the poly(A) tail of Toll mRNA remained short after egg activation, but its translation was upregulated to a similar degree as in the wild-type samples (Eichhorn et al., 2016). Without absolute measurements of translational efficiency it is not possible to understand how the translational upregulation observed in these two conditions compare to one another, but at a minimum it reflects a robust mechanism of tail-length independent translational regulation. Furthermore, in coupled systems there is a large range of translational efficiencies associated with poly(A) tails of a single length (Subtelny et al., 2014; Eichhorn et al., 2016). Tail-length independent regulatory mechanisms seem to be a large component of regulating gene expression during development, and understanding these mechanisms will likely be pertinent to gene regulation in both developmental and non-developmental contexts.
Smaug and PAN GU were initially thought to regulate mRNA targets through both tail-length dependent and independent mechanisms (Nelson et al., 2004; Semotok et al., 2005; Tadros et al., 2007; Vardy and Orr-Weaver, 2007). Our data indicate that they act primarily through tail-length dependent mechanisms, and that there is not a subset of their targets that is only regulated by a tail-length independent mechanism (Eichhorn et al., 2016). It would be valuable to use global analyses to characterize the mechanisms of regulation used by the many other RBPs that regulate translation during development. As is clear from our analyses, the broader picture offered by global analyses will refine the ideas that have come from studies of a handful of mRNA targets and ectopic substrates.

**MicroRNA mechanism**

Dissecting the mechanistic relationship between miRNA-mediated translational repression and mRNA degradation has been extremely challenging because a single protein complex mediates both modes of repression, and every protein in this complex is involved in both modes of repression (Jonas and Izaurralde, 2015). As a first step, we and others have observed that miRNAs cause a decrease in translation prior to a decrease in mRNA abundance. This was seen for reporter RNAs (Bethune et al., 2012; Djuranovic et al., 2012), as well as endogenous mRNAs (Bazzini et al., 2012; Eichhorn et al., 2014). Now that the order of events is known, the field can focus on dissecting the mechanistic relationship underlying these kinetic differences.

Three mechanistic relationships between miRNA-mediated translational repression and mRNA degradation could explain the observation that decreases in translation precede decreases in mRNA abundance. One possible relationship is that the changes induced by the mRNA
degradation pathway cause translational repression. Deadenylated and decapped mRNAs, as well as capped mRNAs that are lacking eIF4E, are intermediates that are necessarily produced during mRNA degradation and are poorly translated owing to their lack of eIF4E. If these intermediates persist for a meaningful amount of time prior to complete degradation, then a decrease in translation would be observed prior to a decrease in mRNA abundance. A better understanding of the kinetics of decapping after eIF4E removal, and XRN1 recruitment after decapping, would help clarify the plausibility of this model. It would also be informative to measure the timing of decapping relative to translational repression during miRNA-mediated repression. Another possible relationship is that miRNA-mediated translational repression causes mRNA destabilization. In this case, either decreases in the number of translating ribosomes or changes in the bound initiation factors cause reduced mRNA stability. Although there is a long precedent for changes in translation initiation affecting mRNA stability in yeast (Schwartz and Parker, 1999; Sheth and Parker, 2003; Coller and Parker, 2005; Teixeira et al., 2005), far less is known about such a connection in systems relevant to miRNA-mediated repression. The final possibility is that translational repression has no causal relationship with mRNA degradation, and simply occurs more quickly. As further experiments build support for one of these relationships, it will be interesting to consider the implications for other regulators of mRNA stability or translation.

**Single-molecule sequencing approaches**

Next generation sequencing has dramatically advanced the study of endogenous RNAs and their regulation. In spite of this, there are many applications and analyses that are limited by the current methods. For example, it is particularly challenging to characterize differential regulation of transcript isoforms, and in most analyses transcript isoforms are compressed into a
single “representative” isoform for a given gene despite the diversity that is known to exist. Another challenging application is determining the distribution of RNA modifications on mRNAs. Current approaches primarily yield population averages for all the mRNAs corresponding to a given gene, and offer limited ability to directly determine if distant modification sites are modified on the same mRNA molecule or different mRNA molecules. New technologies for high-throughput, single-molecule sequencing theoretically offer the ability to sequence long mRNA molecules in their entirety, and in a high-throughput manner. Such information will be valuable for evaluating the influence of transcript isoforms, or even single-nucleotide polymorphisms, on all manner of post-transcriptional regulation and will provide a more detailed view of many areas of RNA biology.

Conclusion

Nearly 50 years ago, a stretch of adenosine residues was found within eukaryotic mRNAs, and research over the subsequent decades demonstrated that this sequence increases the translation and stability of mRNAs in the cytoplasm. The ubiquitous presence of a poly(A) tail on mRNAs belies the fact that poly(A) tails are not all the same length, yet the consequence of these length differences had been unclear because the relationship between poly(A)-tail length and translation had been scarcely examined. Our research demonstrated that there is a global relationship between tail length and translational efficiency in oocytes and embryos, and that miRNAs and RNA-binding proteins exploit this coupled state by regulating translation through tail-length changes. As was true for our research, considering all endogenous genes often reveals principles of regulation that were missed or incompletely understood from earlier single-gene approaches. The application of global approaches to studying post-transcriptional and
translational regulation will continue to reveal previously underappreciated mechanisms of control and the breadth of their action.
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SUMMARY

The oocyte-to-embryo transition marks the onset of development. The initial phase of this profound change from the differentiated oocyte to the totipotent embryo occurs in the absence of both transcription and mRNA degradation. Here we combine global polysome profiling, ribosome-footprint profiling, and quantitative mass spectrometry in a comprehensive approach to delineate the translational and proteomic changes that occur during this important transition in Drosophila. Our results show that PNG kinase is a critical regulator of the extensive changes in the translatome, acting uniquely at this developmental window. Analysis of the proteome in png mutants provided insights into the contributions of translation to changes in protein levels, revealing a compensatory dynamic between translation and protein turnover during proteome remodeling at the return to totipotency. The proteome changes additionally suggested regulators of meiosis and early embryogenesis, including the conserved H3K4 demethylase LID, which we demonstrated is required during this period despite transcriptional inactivity.

INTRODUCTION

The oocyte-to-embryo transition marks the onset of development for any multicellular organism. This dramatic change involves the completion of meiosis in the oocyte, sperm entry, fusion of the male and female pronucleus, and the start of mitotic divisions (Horner and Wolfner, 2008b). These events accompany the profound developmental change from a differentiated oocyte into a totipotent embryo.

Studies on the restoration of cell potency have focused on the regulation of transcription (Young, 2011), but the oocyte-to-embryo transition necessitates a fundamentally different control mechanism. Following the primary arrest in prophase I, oocytes are transcriptionally silent, and in all animals at least the first embryonic division occurs prior to the initiation of zygotic transcription (Tadros and Lipshitz, 2009). Organisms such as insects, fish, and amphibians rely on stockpiled maternal mRNAs. These organisms proceed through several hours of embryonic development (i.e., 12-13 division cycles in Xenopus and Drosophila) prior to the onset of zygotic transcription, which also triggers turnover of maternal mRNAs (Anderson and Lengyel, 1979; Zalokar, 1978). In Drosophila, a pathway to degrade maternal mRNAs is not active until 2 hr after egg laying (Tadros et al., 2003, 2007). Thus, the oocyte-to-embryo transition and early embryogenesis occur with constant mRNA levels (Tadros and Lipshitz, 2009).

Although many aspects of translational regulation in the oocyte-to-embryo transition remain to be elucidated, the effect of translation on meiotic progression has been extensively analyzed in two other developmental contexts: (1) in yeast meiosis, which proceeds without developmentally programmed arrests and in the presence of transcriptional control, extensive translational regulation nevertheless occurs (Brar et al., 2012; Carlile and Amon, 2008; Chu and Herskowitz, 1998), and (2) in metazoans, at maturation the oocyte exits the primary arrest in prophase I and progresses into meiotic divisions. Experiments in amphibians, mice, and marine invertebrates demonstrated a role for cytoplasmic polyadenylation in activating translation at oocyte maturation and showed that precisely timed translation of several mRNAs is required for progression through the meiotic divisions (Charlesworth et al., 2013; Chen et al., 2011; Gebauer et al., 1994; Tay et al., 2000).

Here, we define the regulatory steps of gene expression at the oocyte-to-embryo transition of Drosophila. In Drosophila, as in most animals, the mature oocyte is arrested at a secondary point in meiosis (Sagata, 1996). In insects, this arrest point is the metaphase of meiosis I. The trigger for the oocyte-to-embryo transition is egg activation. Egg activation and exit from meiosis in Drosophila take place as the oocyte passes into the uterus, regardless of whether it is fertilized. Instead of sperm entry, mechanical pressure as well as osmotic and Ca2+ changes are thought to initiate egg activation in Drosophila (Horner and Wolfner, 2008a).
Egg activation is presumably accompanied by changes in translation, as poly(A) tails on mRNAs are lengthened and proteins involved in developmental patterning and cell-cycle control are synthesized (Horner and Wolfner, 2008b). In addition, proteins are actively subjected to degradation during egg activation. Release of the metaphase I arrest and completion of meiosis requires the Anaphase Promoting Complex/Cyclosome (APC/C) to target Cyclin B for degradation (Pesin and Orr-Weaver, 2007; Swan and Schüpbach, 2007). We recently showed that a meiosis-specific form of the APC/C also contributes to the change from meiosis in the oocyte to mitosis in the embryo by mediating degradation of the meiotic protein Matrimony (Mtrm) (Whittfield et al., 2013).

The *Drosophila* PNG kinase is required for the onset of mitotic divisions in the embryo (Fenger et al., 2000; Shamanski and Orr-Weaver, 1991). This Ser/Thr kinase is a complex of a catalytic subunit, encoded by the *pgn* gene, and two activating subunits, the proteins GNU and PLU (Lee et al., 2003). The PNG kinase complex is present and acts solely at the oocyte-to-embryo transition. By promoting the translation of *cyclin B* after egg activation, the PNG kinase complex leads to Cyclin B/Cdk1 reactivation and entry into the first embryonic mitosis (Fenger et al., 2000; Vardy and Orr-Weaver, 2007). PNG has an indirect role later in embryogenesis in promoting degradation of maternal mRNAs. This degradation requires Smaug (SMG), whose translation also is dependent on PNG at egg activation (Tadros et al., 2007).

We now quantitate changes in translation and the proteome that occur during the oocyte-to-embryo transition, a combined approach not previously used in any organism for this time frame, and identify regulators of this key developmental change. Our comprehensive approach allowed us to determine the extent to which translational changes are reflected in the proteome. These studies reveal that both extensive translational and posttranslational regulatory mechanisms sculpt the proteome at the developmental change from oocyte to embryo, and they emphasize the value of examining both the translatome and the proteome.

**RESULTS**

**Translational Changes at Egg Activation**

To assess globally the translational changes that occur at egg activation, we performed polysome profiling and ribosome footprinting of mature oocytes and activated eggs (Figure 1A). We used unfertilized *Drosophila* eggs instead of embryos because they undergo all the events of activation, including the completion of meiosis and the onset of expression of proteins that control embryonic patterning (Horner and Wolfner, 2008b). Unfertilized eggs offer an advantage over embryos: they allow monitoring of egg activation while avoiding the potentially confounding changes in protein synthesis and degradation that occur during the subsequent embryonic divisions of fertilized embryos.

In polysome profiling, mRNA-protein complexes are separated by fractionation through linear sucrose gradients (Beilharz and Preiss, 2004). The position of an mRNA within the sucrose gradient reflects its translational status: cosedimentation of mRNAs with ribonucleoproteins (RNP)s or ribosomal subunits suggests a lack of translation, whereas cosedimentation with polysomes indicates active translation. An abundant monosome peak present in the polysome profiles of mature oocytes was lost at egg activation, accompanied by a >5-fold gain in the relative abundance of polysomes (Figure 1B). To define the translational changes for each mRNA, we isolated mRNAs from six regions within the gradient (Figure 1B) and quantified their abundance by mRNA sequencing (mRNA-seq).

We identified 5,088 mRNAs (~35% of the annotated genes) in sucrose gradient fractions in two independent polysome-profiling experiments (Table S1). As expected, mRNA abundance in unfractonated lysates of mature oocytes and activated eggs, which are devoid of mRNA transcription and degradation, was highly correlated ($R^2 = 0.88$; Figure S1A). This result also indicated that although cytoplasmic polyadenylation has been reported to accompany egg activation, poly(A) selection is a reliable method for isolating mRNA in mature oocytes and activated eggs (Horner and Wolfner, 2008b; Saliès et al., 1994). Importantly, the mRNA abundance within the same fraction from two independent polysome-profiling experiments was highly correlated ($R^2 = 0.72-0.99$; Figures S1B and S1C), which allowed us to calculate the average percentage distribution of each mRNA across the six percentages.

To confirm that the mRNAs that cosedimented with the polysomal peaks (defined here as ≥5 ribosomes) were actively engaged in translation, we treated lysates of mature oocytes and activated eggs with puromycin ex vivo, which causes premature termination of elongating ribosomes (Blobel and Sabatini, 1971). The lysates were fractionated and mRNA-seq was performed. Puromycin treatment of mature oocytes and activated eggs was efficient, as it led to complete disassembly of polysomes as measured by $\text{OD}_{550}$ (Figures S2A and S2B). Fractionation of puromycin-treated lysates of mature oocytes, but not of activated eggs, revealed that many mRNAs migrated within sucrose gradients in a translation-independent manner (Figures S2C and S2D). Following puromycin treatment of mature oocyte lysates, the median association of an mRNA with fractions corresponding to polysomes equaled a surprisingly high percentage of the total abundance (25%; Figure S2C). In contrast, in activated eggs after puromycin treatment, on average only 6% of the total mRNA cosedimented with the gradient regions corresponding to polysomes (Figure S2D). The large fraction of mRNA from mature oocytes that cosedimented, but was not actually associated with actively translating polysomes, highlights the necessity of the puromycin control in genome-wide polysome-profiling experiments. After correcting for translation-independent migration in the region corresponding to polysomes (see Supplemental Experimental Procedures), we classified 802 mRNAs as recruited onto polysomes, 729 mRNAs as released off polysomes, and 3,557 mRNAs as unchanged during egg activation (Figures 1C and S2E; Table S4).

The discovery of a large number of translationally regulated mRNAs prompted us to employ an alternative genome-wide method to analyze the change in translational status of mRNAs at egg activation. Ribosome footprint profiling measures the number of ribosome-protected fragments (RPFs) derived from the mRNAs of each gene, which when normalized to mRNA abundance results in a single value for the translation efficiency (TE) of each gene (Ingolia et al., 2009). Moreover, ribosome
Figure 1. Translational Changes at Egg Activation

(A) Micrograph of a mature, stage 14 oocyte (preactivation state) and an activated egg (postactivation state). Anterior is on the left and dorsal is up.

(B) Representative profile of 254 nm absorbance for wild-type mature oocytes (black) and wild-type activated eggs (red). The Inset is an enlargement of the polysomal section of the profile (starting from disomes). The six gradient fractions that were sequenced are labeled. Low polysomes correspond to 2-4 ribosomes, medium polysomes correspond to 5-9 ribosomes, and heavy polysomes correspond to ≥10 ribosomes. Polysome/monosome (P/M) ratios averaged from three biological replicate experiments are represented as mean ± SD.

(C) Comparison of mRNAs associated with polysomes (≥5 ribosomes) in mature oocytes and activated eggs. Data were corrected for the presence of mRNAs in the same regions of the gradient after fractionation of puromycin-treated samples. mRNAs were categorized as translationally inhibited (blue) if they had at least 9.1% higher polysomal recruitment in mature oocytes than in activated eggs. Translationally activated (red) mRNAs had at least 26.4% higher polysomal recruitment in activated eggs than in mature oocytes. The cutoffs were chosen because they are 1 SD from the mean difference for all the identified mRNAs. The remaining, translationally unchanged, mRNAs are shown in yellow. 5,086 mRNAs are represented as the mean of two biological replicates.

(D) Translation efficiencies (TEs, where TE = rpkf/rrpm for mRNA abundance) in mature oocytes and activated eggs for 5,842 mRNAs. A total of 986 translationally activated mRNAs (red) have ~4.1-fold higher TE in activated eggs than in mature oocytes in both replicates, whereas for 448 translationally inhibited mRNAs (blue) the TE ratio is ~4.1-fold lower in activated eggs than in mature oocytes in both replicates. The cut-off of a ~4.1-fold change in TEs was chosen because it represents 1 SD of the ratios of TEs between activated eggs and mature oocytes in the samples prepared in the absence of cycloheximide. The mean of two biological replicates is shown.

(E) Correspondence between the two complementary methods to measure the translational status of mRNAs in activated eggs versus mature oocytes; 4,580 mRNAs, detected by both approaches, are shown as the average of two biological replicates for both experiments. The Spearman R value is indicated.

(F) The upper Venn diagram compares the number of mRNAs identified by polysome profiling (left) or ribosome footprinting (right) as translationally upregulated at egg activation, applying the criteria described in Figures 1C and 1D, respectively. The lower Venn diagram presents translationally inhibited mRNAs. Here and for all of the other Venn diagrams, only factors identified by both approaches (or in all compared samples) are represented.

See also Figures S1 and S2, and Tables S1 and S2.

footprinting reports the position of ribosomes on mRNAs. We observed an unusual accumulation of ribosomes on start codons specifically in mature oocytes, even though no cycloheximide was used (Figure S2F). This feature, however, seems to be unrelated to translational regulation for two reasons: (1) even in mature oocytes, RPFs at the start codon comprised only a small
fraction of the RPFs for each gene (Figure S2F), and (2) initiation codon occupancy was not predictive of translational status in the activated egg (Figures S2G and S2H).

Two independent ribosome footprinting experiments yielded TE measurements for 5,842 mRNAs in mature oocytes and activated eggs (Figure S2I) and revealed drastic translational changes at egg activation (R = 0.37) (Figures 1D and S2J). Mtim, the regulator of timing of oocyte maturation, and 447 other mRNAs were translationally repressed at egg activation, with ~4.1-fold lower TE in activated eggs than in mature oocytes. A total of 986 mRNAs, including positive controls such as the embryonic patterning mRNAs bcd, hb, cad, tor, Tl, and smg, as well as mRNAs encoding cell-cycle regulators (cycA, cycB, and stg), had ~4.1-fold higher TE in activated eggs than in mature oocytes and were translationally activated at egg activation (Tables S2 and S4). We found that 968 of the 986 mRNAs categorized as translationally activated at egg activation, and 390 of the 448 translationally repressed mRNAs were significantly translationally regulated with a p value of <0.05 between the two replicate experiments. If only a p value cutoff of < 0.05 is applied, 2,435 mRNAs would be considered translationally activated and 989 would be considered translationally repressed. Because the mRNAs identified as translationally regulated at egg activation using a ~4.1-fold-change cutoff were largely contained in the set selected by p value analysis, we chose the former approach for subsequent analyses, as it is more stringent.

The translational changes observed by ribosome footprinting and polysome profiling were in broad agreement (Spearman R = 0.70; Figure 1E), especially considering that these methods measure slightly different translational properties. Polysome profiling reveals the translationally active fraction of an mRNA. Ribosome footprinting provides information about the average number of ribosomes on each mRNA, with no insights as to whether only a small fraction of that mRNA is efficiently translated and the bulk is repressed.

Both methods identified 301 and 213 mRNAs as translationally upregulated and downregulated, respectively, at egg activation (Figure 1F). Our data set of 301 mRNAs translationally upregulated at egg activation was significantly enriched (false-discovery rate [FDR] < 0.05) for Gene Ontology (GO)-term categories such as "RNA processing," "mRNA binding," and "chromatin organization" (Figure S2K). Thus, translational activation might help prepare the egg for the maternal-to-zygotic transition, or these factors might serve transcription-independent roles during the first 2 hr of embryogenesis. Although hundreds of mRNAs were reported as translationally inhibited at egg activation in mice (Potreedy et al., 2005), none had been described in Drosophila. The 213 mRNAs we identified as translationally inhibited at egg activation showed enrichment in several GO-term categories, including "cell cycle process," consistent with egg activation involving completion of meiosis. Other enriched GO categories, such as "pyruvate metabolic process," "tRNA aminoacylation," and "nucleotide (ATP) binding," suggest that changes in metabolism or translation could be occurring at the exit of meiosis and entry into embryonic cycles (Figure S2L).

The PNG Kinase Is a Major Translational Regulator at Egg Activation

Having identified hundreds of mRNAs as translationally regulated at egg activation, our next goal was to discover key regulatory factors. One candidate was PNG, a Ser/Thr kinase that was previously demonstrated to promote translation of cycB and smg at egg activation (Tadros et al., 2007; Vardy and Orr-Weaver, 2007).

A slightly lower polysome/monosome ratio (P/M) in the wt than wild-type activated eggs suggested a more systemic translational activation failure in png eggs (Figure 2A). These differences between wild-type and png activated eggs could not be attributed to mRNA expression levels, as mRNA abundance was highly correlated between these two samples (Pearson R = 0.99; Figure S3A). To identify translational targets of PNG, we performed ribosome footprinting of png mutant mature oocytes and activated eggs. The TEs of the positive controls, cycB, cycA, and smg were lower in png activated eggs than in wild-type (Figure 2B; Table S2). In png eggs, the TEs of all 986 mRNAs normally translationally upregulated at egg activation were closer to those of either wild-type or png mature oocytes than to those of wild-type activated eggs (Figure 2C).

A heatmap depicting the differences in TE in png activated eggs compared with the wild-type for each of the 986 translationally upregulated mRNAs shows that many, but not all, mRNAs require PNG function for activation (Figure 2D). A total of 608 mRNAs were dependent on PNG for their translational activation (e.g., scra; Figure 2E; Tables S2 and S4). In contrast,
we identified 133 mRNAs as PNG independent (e.g., kdm4B) and 245 as partially PNG dependent (e.g., aef-1; Figures 2D and 2E). We found that 38% of translationally activated mRNAs were at least partially independent of PNG, suggesting that there are one or more pathways acting in parallel to PNG to govern translation at egg activation, possibly serving divergent goals (Table S4). The PNG-independent pathway(s) may control translational activation of mRNAs encoding proteins involved in chromatin modifications (Figure S3B), whereas the PNG-dependent pathway appears to regulate mRNAs encoding protein kinases and factors involved in cell or tissue morphogenesis as well as embryonic development (Figure S3C).

We also found that many mRNAs translationally repressed at egg activation were dependent on PNG (Figure 2F). Based on differences in TE in png versus wild-type activated eggs, we classified 323 mRNAs translationally inhibited at egg activation as dependent on PNG (e.g., mtrm), 37 as PNG independent (e.g., gnu), and 88 as partially PNG dependent (e.g., CG9674; Figures 2G and 2H; Tables S2 and S4). PNG-independent mRNAs were not enriched in any particular GO-term categories (FDR > 0.05).

To examine the developmental timing when PNG is active, we tested whether PNG impacts the translational status of its target mRNAs prior to egg activation. The difference in TE for both translationally activated and repressed mRNAs was more pronounced between wild-type and png activated eggs than between mutant and wild-type mature oocytes (p < 0.0001; Figures 2C and 2F). Combining polysome profiling and quantitative RT-PCR (qRT-PCR), we found a similar distribution of four different candidate mRNAs within the sucrose gradients of wild-type and png mature oocytes (Figure S3D). These results indicate that mRNAs are translationally regulated by PNG at, but not prior, to egg activation.

**Translational Upregulation Can Strongly Contribute to Increased Protein Levels at Egg Activation**

Translational activity is well correlated with protein levels in *S. cerevisiae* growing in nutrient-rich media (Ingolia et al., 2009). However, the extent of coupling between the translome and proteome has not been investigated in a developmental context. To assess proteome changes accompanying *Drosophila* egg activation, we compared unfertilized eggs with mature oocytes using a quantitative proteomics approach. Between 3,648 and 4,187 proteins were quantified in three biological replicate experiments (Figure S4A). At egg activation, comparing the change in protein levels with either a change in polysomal recruitment (Figures S4B and S4C) or a change in TE (Figures 3A and S4D) of the encoding mRNAs revealed a relatively poor correlation (R = 0.17 or 0.2, respectively). There were many examples of robust changes in TE corresponding to undetectable changes in protein levels. The correlation was not improved by considering changes in RPFs instead of changes in TE (Figure S4E). This is a consequence of egg activation occurring in the presence of constant mRNA levels (Figure S1A), thus resulting in a high correlation between changes in TE and changes in RPF (Spearman R = 0.99; Figure S4F).

We found that 291 proteins significantly increased after egg activation (FDR < 0.05; Figures 3A and 3B; Table S4). Among them were well-characterized regulators of early embryogenesis that served as our positive controls, such as the Cdc25 phosphatase String (Stg), as well as the embryonic patterning factors Toll and SMG (Edgar et al., 1994; Sellés et al., 1994; Tadros et al., 2007; Tables S3 and S4). The list of proteins that increased at egg activation was enriched in some of the same GO-term categories as mRNAs translationally activated at egg activation, i.e., chromatin organization and modification, as well as protein amino acid phosphorylation (Figure 3C). Additionally, the proteins upregulated at egg activation participated in a variety of other processes, supporting the complexity of this developmental transition (Table S4).

Approximately 40% of proteins whose levels increased at egg activation were encoded by mRNAs with a significant increase (>4.1-fold) in TE (category I, 89 proteins; Figure 3D; Table S4). Increased levels of several category I proteins were confirmed by Immunoblots (Figures 3E and S4G). Overall, translational upregulation significantly contributed to increases in protein levels at egg activation, as the log2 median fold-change in TE for mRNAs encoding these proteins was 1.32 as compared with 0.14 for the entire quantified proteome. However, mechanisms other than translational regulation also play a role. For example, category II proteins are not significantly translationally upregulated yet encode proteins whose levels are increased (Figures 3D and S4H; Table S4). In these cases, protein accumulation might be caused by posttranslational or other changes that stabilize these proteins and increase their half-life even in the absence of new synthesis. Alternatively, these proteins might be inherently more stable.

Surprisingly, only 25% of mRNAs identified as translationally activated by ribosome footprinting (or 20% in the case of polysome profiling) encoded proteins whose levels increased at egg activation (Figures 3A, 3D, S4B–S4D, and S4H; Table S4). The rest of the translationally activated mRNAs, category III, encoded proteins that were either unchanged (e.g., Dlg1; Figure 3E) or actually decreased (e.g., Dup; Figure S4G). For example, the level of Dlg1 remained unchanged at egg activation despite a 23.6-fold increase in the TE of its mRNA (Figure 3E). The level of Dup decreased 1.4-fold at egg activation, although the TE of its mRNA increased 2.6-fold (Figure S4G; Tables S2 and S3).

One possible explanation for the existence of category III (unchanged) proteins is that increased protein degradation offsets higher synthesis rates in activated eggs. An alternative explanation is that preexisting stores of these proteins greatly exceed the newly synthesized protein, such that increases from translation make up an undetectably small fraction of the total protein pool. We note that if preexisting protein stores generally obscured our ability to observe newly synthesized protein, this effect was independent of the starting amounts of protein, as we observed no significant difference in the abundance of category III compared with category I proteins in mature oocytes (two-sample Wilcoxon test, p = 0.09; Figures S4I–S4K). We also did not detect a significant difference in mRNA abundance between these two categories (two-sample Wilcoxon test, p = 0.17; Figure S4L).

Regardless of the mechanism involved, the imperfect relationship between changes in protein levels and changes in TE...
Figure 3. Protein Remodeling during the Oocyte-to-Embryo Transition

(A) Changes in protein levels and TE at egg activation. A scatterplot of the ratio of protein levels in activated eggs versus mature oocytes (mean of three biological replicates) and TE (mean of two biological replicates) is shown. The proteins that were scored as upregulated are shown in red and those scored as downregulated are in blue. 2,934 data points are presented (identified by both quantitative MS and ribosome footprinting).

(B) Table summarizing the number of proteins that had increased or decreased levels during egg activation.

(C) GO-term categories (FDR, p < 0.05) for proteins that were more abundant in activated eggs than in mature oocytes.

(D) Venn diagram comparing the number of translationally activated mRNAs (Figure 1D) that encode proteins upregulated at egg activation (category I). Proteins whose levels increased at egg activation according to quantitative MS without a corresponding increase in TE are shown in category II (noTE). mRNAs identified by ribosome footprinting as being translationally upregulated at egg activation but encoding proteins with unchanged or decreased levels at egg activation are in category III (gray). Only factors identified by both approaches are represented.

(E) Western blot validation of candidates belonging to the categories described in (D). Rm62, SCRA (the same membrane reprobed), and DCO are validation examples for category I; Cnn and Sema-2a (reprobed on Rm62/SCRA membrane) are representative of category II; and Dlg1 (reprobed on Cnn membrane) is representative of category III. In this and all subsequent western blots, tubulin was used as a loading control. The dashed line marks that one lane from the original blot is not shown.

See also Figure S4 and Tables S3 and S4.

highlights the value of our integrated approach. When we considered translational changes that were most relevant for egg activation, the acquisition of quantitative proteomics data enabled us to focus on those that had the greatest impact on protein levels (category I). Moreover, proteomics measurements revealed some changes that were not detectable when we examined translation changes (category II), whereas translation measurements uncovered translationally activated mRNAs that were not detectable when we examined only protein changes (category III).

Lid Activity Is Required In Early Embryogenesis

The limited number of proteins that increase at activation may represent factors that are critical for early embryonic development. It was interesting that the levels of three histone demethylases significantly increased at egg activation, given that early
embryonic development in *Drosophila* is transcriptionally silent. The levels of Little Imaginal Discs (Lid) were increased 2.7-fold at egg activation, whereas those of Kdm4A and Kdm4B increased 3.6- and 2.3-fold, respectively (Table S3). Lid is a conserved and essential histone H4-me3-specific demethylase that has been shown to regulate gene expression, particularly of hox genes (Gildea et al., 2000; Lloret-Llinares et al., 2008), but it also may be involved in growth control through its association with dMyc (Secombe et al., 2007).

To study the role of Lid in the oocyte-to-embryo transition, we depleted Lid in the female germline by expressing RNAi against *lid* using the UAS-GAL4 system. qRT-PCR analysis of *lid* levels in mature oocytes of two different *lid* RNAi-expressing lines revealed that they were about 99% lower than in the control, demonstrating efficient knockdown (Figure S5A). Importantly, meiotic progression was not perturbed upon *lid* knockdown, as evidenced by metaphase I plate morphology that was comparable to that of the control (Figures S5B and S5C). To examine the consequence of *lid* ablation on the early embryonic mitotic divisions, we measured the progression through early embryonic cycles by counting the percentage of laid embryos that (1) completed meiosis and thus contained polar bodies arranged into rosettes, but did not initiate embryonic divisions; (2) completed one to four embryonic cycles; (3) completed five to nine embryonic cycles; or (4) reached the syncytial blastoderm, corresponding to division cycles 10–13 (Figures 4A and S5D). The embryos from *lid* RNAi-ablated mothers showed slower progression through embryogenesis than the control. In particular, increased numbers of embryos were in the rosette stage or going through the first-to-fourth embryonic cycles. Consequently, fewer embryos reached later cycles (Figure 4A). There were subsequent embryonic defects, including a reduction in the number of gastrulating embryos and the appearance of embryos with pycnotic or aberrantly aggregated nuclei (Figures 4B and 4C). These data indicate that Lid has a role unrelated to transcription that is required during early embryogenesis for proper further embryonic development.

**PNG-Mediated Translational Upregulation Provides Insights into the Balance of Translation and Protein Degradation for a Subset of Proteins**

It was striking that at egg activation the majority of translationally activated mRNAs encoded proteins whose levels remained equal or even decreased (Figures 3D and S4B–S4D). To test the importance of translational upregulation for those mRNAs, we compared the proteomes of wild-type activated eggs with eggs laid by mothers mutant for the translational regulator PNG (Figure S6A; Table S3). The majority of proteins that increased at egg activation and were encoded by translationally upregulated mRNAs had lower levels in *png* eggs than in wild-type eggs (46 out of 75; Table S4; Figure 5A). Consistently, ~80% of these 46 mRNAs completely depended on PNG for translational upregulation at egg activation (Figure 5B). The other 29 mRNAs encoded proteins with unchanged levels in *png* activated eggs as compared with wild-type (Figures 5A and S6B; Table S4), most likely because a large fraction of them (~59%) were at least partially independent of PNG for their translational activation at egg activation (Figure 5B).

Interestingly, there were 63 translationally upregulated mRNAs that encoded proteins with stable levels at egg activation but decreased abundance in *png* as compared with wild-type activated eggs (orange segment in Figures 5A and S6B; Table S4). We found that 86% of these 63 mRNAs were dependent on PNG for their translational upregulation at egg activation (Figure 5B). This group of proteins, represented by Dlg1, suggested that translational upregulation at egg activation might even be influencing proteins whose abundance does not change (Figure 5C). Another possibility was that inefficient maternal protein deposition in *png* mature oocytes led to the lower levels of proteins in *png* activated eggs versus wild-type (orange segment of Figure 5A), although this was not the case for Dlg1 (Figure 5C). In addition, the majority of these 63 proteins were present at lower levels in *png* activated eggs as compared with *png* mature oocytes (Figures S6B and S6C; Table S3). Collectively, these results are consistent with the possibility that, for a subset of proteins, translational upregulation compensates for protein turnover occurring at egg activation to maintain rather than increase their levels at this developmental transition.

**Downregulation of Protein Levels at Egg Activation Is Largely Posttranslationally Driven**

A quantitative comparison of the proteomes of mature oocytes and activated eggs revealed that 376 proteins became significantly less abundant at egg activation (p < 0.05; Figures 3A and 3B; Table S4). This group was not enriched in any particular GO category (FDR > 0.05). Downregulation of proteins can be at least partially attributed to the activation of the APC/C at the completion of meiosis, resulting in the proteasomal degradation of its substrates, such as cell-cycle regulators CycB3 and Mtrm (Pesin and Orr-Weaver, 2007; Whitfield et al., 2013). In addition, other degradation pathways are likely to be active.

For 265 of 376 significantly downregulated proteins, we obtained TE information about their mRNAs and found that 43 were translationally downregulated (category IV; Figure 6A; Table S4). In agreement with the proteomics data, immunoblots showed that the levels of Giant Nuclei (GNU, category IV) decreased after egg activation (Figure 6B). The number of downregulated proteins encoded by translationally inhibited mRNAs is significant, as only six of the translationally repressed mRNAs encode proteins whose levels increased during egg activation (p < 10−7; Figure 6A). The levels of 226 proteins encoded by translationally inhibited mRNAs were not decreased at egg activation, presumably because the maternal stockpiles of these proteins are stable. We obtained comparable results when we measured the translation status at egg activation as a change in polysomal recruitment (Figure S6D).

Category V proteins showed decreased levels at egg activation even though their encoding mRNAs retained their translational status (Table S4). For example, CycB3 protein was reduced 5.6-fold although the TE of its encoding mRNA increased 7.6-fold (Tables S2 and S3). Most of the proteins that were downregulated at egg activation have not been studied for their role in meiosis, and many are completely
The Histone H3K4 Demethylase *lid* Is Required for Proper Early Embryonic Development

(A) Quantification of the percentage of 0–2 hr embryos that were present in different cycles of embryogenesis after completion of meiosis (as shown in Figure S5D). Embryos were laid either by mothers with only the maternal a-tubulin-Gal4 driver (control) or by mothers in which a *lid* RNAi line was expressed using the *mata-tubulin-Gal4* driver. *lid* RNAi line 1 is BL35706; line 2 is BL36652. One representative experiment is shown. n, number of embryos scored.

(B) Representative images of 0–2 hr embryos that were aged for an additional 3 hr and stained with a DNA stain (propidium iodide, red). For gastrulating embryos (control) and embryos with pycnotic or aggregated nuclei laid by mothers expressing *lid* RNAi, maximal intensity projections of z stacks are shown. For embryos with large, aggregated nuclei, the figure shows the maximal intensity projections of the entire embryo as well as the optical sections in which aggregated nuclei are particularly visible. In all panels, the dorsal side of the embryo is shown with anterior at the top. Scale bar, 50 μm.

(C) Percentage of properly developed (gastrulating) and aberrantly developed embryos that were collected for 2 hr and aged for an additional 3 hr. Aberrantly developed embryos were classified as still at the rosette stage, in syncytial divisions, gastrulating, or displaying pycnotic or aggregated nuclei (as shown in B). The same genotypes as in (A) were examined. n, number of embryos scored. See also Figure S4.

regulated proteins decreased without translational inhibition of their mRNAs.

**Failure In Translational Inhibition for a Subset of mRNAs Interferes with Successful Removal of the Proteins They Encode at the Oocyte-to-Embryo Transition**

The modest contribution of translational inhibition to decreased protein levels at egg activation suggested that many of the proteins that were reduced at egg activation in the wild-type would also be reduced in the *png* mutant background. Indeed, 289 proteins were significantly reduced in *png* activated eggs as compared with *png* mature oocytes, and 193 of them were among the 283 proteins that were significantly reduced in wild-type eggs at activation (Figure 6C).

Nonetheless, 42 proteins that were reduced at egg activation in the wild-type had higher levels in *png* versus wild-type activated eggs (Figure 6D). Approximately 31% of these proteins, including Mtrm, were encoded by mRNAs that were dependent on PNG for their translational shutoff. Consequently,
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**DISCUSSION**

**Relationship between the Translatome and the Proteome**

This study provides a demarcation of the contribution of translational and posttranslational regulation to proteome remodeling during a key developmental transition from oocyte to embryo. This transition requires a change from meiosis to mitosis as well as resetting of the oocyte to restore totipotency in the embryo. The absence of transcription and mRNA degradation in the oocyte and early embryo leads to exclusively translational and posttranslational control of gene expression. In this study, the oocyte-to-embryo transition was assessed through quantitative proteomics analysis combined with complementary translatome measurements. We found that translational upregulation strongly contributes to increased protein levels at egg activation.

The effect of translational shutdown on decreased protein levels is more modest, with decreased levels appearing to be largely driven by protein degradation.

The striking translational changes that occurred at egg activation, with as many as 802–986 translationally upregulated and 448–729 inhibited mRNAs, are comparable to those observed in other developmental studies. Polyosome profiling at oocyte maturation and egg activation in mouse or in different stages of Drosophila embryogenesis also showed that hundreds of mRNAs were both released from and recruited to the polysomes (Chen et al., 2011, 2014; Potireddy et al., 2006; Qin et al., 2007). Thus, this window of development is highly dynamic across species and it relies on translational control.

**Mechanism of Translational Control at Egg Activation**

We observed both activation and inhibition of mRNA translation at the oocyte-to-embryo transition. Translational inhibition at egg activation may not be an actively regulated process. Rather, the onset of increased translational activity observed at egg activation may limit the available ribosomes, resulting in reduced access to ribosomes and consequently translational repression for the subset of mRNAs.

The Ser/Thr kinase PNG was previously demonstrated to activate the translation of cycA, cycB, and smg, but given the specificity of the mutant phenotypes and results from rescue experiments with overexpression of cycB, it was assumed to influence a circumscribed set of targets (Lee et al., 2001). In contrast, we find that PNG is a global regulator of the translational status of mRNAs exclusively at egg activation. In addition, although PNG has been thought to activate translation, our analysis reveals that it acts both positively and negatively, controlling the translational activation of at least 60% of regulated mRNAs and inhibition of 70%. Despite the critical role of PNG in controlling the translational status of the majority of mRNAs at egg activation, it is unlikely that the primary function of PNG kinase is to mediate an activation event upstream in the...
Figure 6. The Absence of a Translational Shutdown at Egg Activation May Interfere with Efficient Downregulation of a Subset of Proteins

(A) Venn diagram showing the number of translationally inhibited mRNAs (Figure 1D) that encode proteins downregulated at egg activation (category IV). Other proteins whose levels decrease at egg activation according to quantitative MS are in category V. Among translationally inhibited mRNAs there are two groups: the majority of mRNAs encode proteins with unchanged levels at egg activation, whereas only six encode proteins whose levels increase. Only factors identified in both samples are represented.

(B) Western blot validation of GNU, a protein from category IV.

(C and D) Venn diagrams comparing the number of proteins that according to MS are downregulated at egg activation in WT or png activated eggs (C) or downregulated at activation in WT but more abundant in png activated eggs than in WT (D). Only factors identified in both compared samples are represented.

(E) Box plot showing TEs of mRNAs encoding for 36 proteins in the overlap zone (shown in light pink) of Venn diagram in (D). Only 36 out of 42 mRNAs are presented because the other six were not identified by ribosome footprinting.

(F) Western blot comparing Mtrm levels at egg activation in WT and png mutant background as well as in the activated eggs laid by mothers transheterozygous for female-sterile alleles of the APC2 subunit of APC/C, momuL* (mr'/nr'). In png mutants in which translational inhibition of mtrm does not occur, Mtrm protein levels are elevated, although to a lesser extent than when the APC/C is mutated. See also Figure S6 and Tables S3 and S4.

egg activation pathway. Many activation events, such as eggshell hardening (Tadros et al., 2003) and downregulation of protein levels, occur in png mutants.

We postulate that many of the PNG-dependent translational effects reflect a direct role of the kinase. It will be interesting to investigate PNG substrates for candidates whose phosphorylation affects the TEs of mRNAs. It is likely, however, that translation of some mRNAs may be affected as a secondary or indirect effect of PNG activity.

One possible direct target of PNG that affects translation is the translational repressor Pumillo (PUM). The png embryonic cell-cycle defect is suppressed by pum mutations, which restore Cyclin B protein levels (Vardy and Orr-Weaver, 2007). PNG-PUM antagonism does not appear to be an exclusive mechanism through which PNG mediates translational activation, as there is no enrichment of PUM-binding sites in the 3' UTRs of PNG-dependent translationally activated mRNAs compared with PNG-independent mRNAs (see Supplemental Discussion for additional 5' and 3' UTR analyses). This suggests that PNG controls translation via multiple targets. Some of its targets may also be translational regulators, as CG17514, a putative activator of translation, is translationally downregulated, whereas the translational repressor Cup is translationally upregulated, in png activated eggs.

The large number of puromycin-insensitive mRNAs we observed in mature oocytes was surprising and suggests that many mRNAs are localized to cytoplasmic granules or heavy RNP complexes at this developmental stage. The inefficient translation of these mRNAs in mature oocytes was corroborated by ribosome footprinting analysis, as they were found to associate with significantly fewer ribosomes compared with puromycin-sensitive
mRNAs (data not shown). Since puromycin only displaces actively translocating ribosomes, a fraction of puromycin-insensitive mRNAs may localize to cytosolic compartments where they are associated with stalled and nonelongating polysomes.

There is precedent for the notion that specific mRNAs are localized to cytoplasmic granules in oocytes. In Drosophila, the maternally deposited mRNAs for three patterning genes, osk, grk, and bcd, localize to large RNP complexes (Chekulaeva et al., 2006; Weil et al., 2012). It has been suggested that these cytoplasmic RNPs control both activation and repression of translation: grk mRNA is on the periphery of the complex and translated, whereas the internally localized bcd mRNA is repressed (Weil et al., 2012). Cytosolic granule association also may serve as a timer for translational repression. In zebrafish and mouse oocytes, association of cycB mRNA with cytosolic granules is not necessary for translational repression, but release out of the granules leads to premature CycB synthesis (Kotani et al., 2013).

Insights into Key Regulators of the Oocyte-to-Embryo Transition

By identifying translationally regulated mRNAs and proteins whose levels change at egg activation, this work also highlights potential key processes in the oocyte-to-embryo transition and reveals previously unrecognized regulators. As a proof of principle, we demonstrated that one of the 291 proteins that are upregulated at egg activation, the histone H3K4 demethylase Ljd, is required for timely progression through early embryonic cycles and proper further embryonic development. Other upregulated proteins may be required immediately at the onset of embryogenesis.

Downregulation of specific proteins at the oocyte-to-embryo transition also is important. This has been demonstrated for the Polo kinase inhibitor Mtrm, whose degradation is required for proper embryogenesis (Whitfield et al., 2013). The microtubule-severing enzyme katanin subunit Kat80 is controlled similarly (Tables S1–S4). In C. elegans, katanin (MEI-1) is required for assembly of the meiotic spindle, but failure to decrease its levels before embryonic mitosis leads to spindle defects (Quintin et al., 2003; Stitzel et al., 2006). The translational inhibition applied to these mRNAs may combine with proteasomal degradation for faster and more complete removal of meiotic proteins.

"Resetting" the Proteome at the Oocyte-to-Embryo Transition

Our translatome and proteome survey of png eggs provided an unexpected insight into the possible coupling of translational regulation and protein degradation at egg activation. There is a class of 63 mRNAs that are translationally upregulated without a perceptible increase in their protein levels in wild-type eggs. These proteins seem to be properly maternally deposited in png mutant oocytes, but their mRNAs require PNG for translational upregulation at egg activation. Lower levels of these proteins in png versus wild-type activated eggs showed that a failure of translational activation resulted in easily detected decreases in protein levels. Hence, the apparently constant levels of these proteins in the wild-type background were not merely a consequence of high maternal stores overwhelming the translational activation. Moreover, the proteome changes in png mutants are unlikely to result from an additional independent effect of PNG on protein stability, as quantitative mass spectrometry (MS) data show that downregulation of protein levels occurs comparably in wild-type and png mutants eggs.

Thus, the simplest explanation for these results is that translational activation compensates for protein degradation, leading to no net change in protein abundance in the wild-type background. Although the png mutant allowed us to demonstrate this for 63 proteins, it is likely that additional proteins are reset. An additional possibility is that for some of these proteins, there is a spatial control in the embryo, with synthesis at one site and degradation at another. The increased protein degradation that normally occurs at egg activation probably is supported by mechanisms in addition to the APC/C, as we found at least 11 E2 Ubiqitin-conjugating enzymes, E3 Ubiqitin ligases, or their putative regulators among the proteins that were upregulated at egg activation.

The conclusions from our analysis of developmental control of the proteome at Drosophila egg activation contrast with a previous study in mouse fibroblasts in which the contribution of protein degradation to protein abundance is minor (Schwanhausser et al., 2011). Unlike Drosophila activated eggs, mouse fibroblasts are transcriptionally active, a steady-state system that lacks maternally loaded proteins, potentially resulting in different requirements for translational regulation in controlling protein levels.

Why would a subset of proteins in activated eggs undergo an energetically costly process of increased synthesis and degradation only to maintain the same levels as in mature oocytes? We suggest that the developmental coordination between translation and protein stability restores the proteome, changing these proteins from their "oogenesis" form to their "embryogenesis" form. As some posttranslational modifications might interfere with the embryonic functions of a given protein, an expedient mechanism to remove these modifications might be to degrade and then resynthesize the proteins. Such a "resetting" of this subset of the proteome at egg activation resembles a phenomenon that occurs later in embryogenesis at the midblastula stage, in which the transcriptome is reset to allow zygotic control of development (Tadros and Lipshitz, 2009).

EXPERIMENTAL PROCEDURES

Quantitative Mass Spectrometry

Mature oocytes were hand dissected in Grace's Unsupplemented Insect Media (Gibco) from 4-day-old flies that had been fattened for 3 days with wet yeast at 22°C. Activated eggs collected for 0–2 hr (laid by wild-type Oregon R females mated with spermless twin alleles) were dechorionated, lysed, and sonicated, and the supernatants were frozen. Digestion of the proteins and stable isotope labeling of the peptides (peptide dimethylation) were performed as previously described (Wilhienwski et al., 2009; Bicerensa et al., 2009). The labeled peptides were fractionated, desalted, and separated using the nanoAcquity UPLC system (Waters), from which they were directed to an LTQ Orbitrap Velos (Thermo Fisher Scientific) using a Proxeon nanospray source. The MS raw data were processed using MaxQuant (version 1.1.1.25) (Cox and Mann, 2008) and MS/MS spectra were searched using the Andromeda search engine (Cox et al., 2011) against a Uniprot Drosophila melanogaster database. Statistical analysis of MS data was performed using the Limma package in R/Bioconductor (Gentetian et al., 2004). Further details are provided in Supplemental Experimental Procedures.
Western Blots
Samples were lysed and western blots performed as previously described (Whitfield et al., 2013). The antibodies used are described in Supplemental Experimental Procedures.

Polysome Analysis, Ribosome Footprint Profiling, RNA Isolation, and mRNA-Seq
Samples were lysed as described previously (Mermod and Crippa, 1978) and flash frozen. For puromycin treatment, samples were prepared as described previously (Clark et al., 2000). The samples were run on 10%–50% linear sucrose gradients with 0.5 mg/ml cycloheximide. Cycloheximide was excluded for the gradients in the puromycin-treatment experiments. Following centrifugation and fractionation, prior to RNA extraction, 5 ng of in vitro transcribed Firefly luciferase (5 ng; Promega) and 5 ng of S. cerevisiae mRNA were added to each pooled fraction to allow for normalization between the fractions.

RNA was isolated from whole lysates of mature oocytes or activated eggs by homogenizing them in TRIzol (Invitrogen) according to the manufacturer’s instructions. To extract RNA from sucrose gradient fractions, 0.5% SDS and 200 ng/ml Proteinase K (Sigma-Aldrich) were added for 30 min at 50°C, followed by RNA isolation using the hot acid phenol method. For ribosome footprint profiling, samples were thawed on ice and then triturated four times with a 25-gauge needle. After centrifuging to clear the lysate, ribosome profiling and mRNA-seq were performed as described previously (Subtelny et al., 2014) using a detailed protocol available at http://bartellab.wi.mit.edu/protocols.html. A replicate of each sample was prepared with cycloheximide excluded from all solutions.

To sequence mRNAs, 1 ng of total RNA was poly(A) selected using SeraMag magnetic oligo(dT) magnetic particles (Thermo Scientific). Barcoded mRNA-seq libraries were made according to the manufacturer’s instructions (Illumina), with the exception that mRNAs were fragmented using a RNA fragmentation kit (Ambion). The mRNA-seq analysis is described in Supplemental Experimental Procedures.

The average TE from two independent ribosome footprinting experiments obtained by our method of isolating and preparing lysates from 0–2 hr unfertilized eggs correlated well (Spearman $R = 0.68$) with TEs recently published for fertilized 0–2 hr embryos cryolysed in the absence of dechorionation (Dunn et al., 2013).

Immunofluorescence and Imaging
Embryos were collected at 25°C for 2 hr (and, if indicated, aged for an additional 3 hr at 25°C), dechorionated, fixed, and stained as described previously (Pesen and Orr-Weaver, 2007). Images were acquired on an LSM 700 microscope (Carl Zeiss) and processed using ImagaJ software.

ACCESSION NUMBERS
The polysome profiling and ribosome footprinting sequencing data reported in this work have been deposited in the Gene Expression Omnibus (www.ncbi.nlm.nih.gov/geo) under accession number GSE52799.
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Altered translation of GATA1 in Diamond-Blackfan anemia
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Ribosomal protein haploinsufficiency occurs in diverse human diseases including Diamond-Blackfan anemia (DBA)1,2, congenital asplenia3 and T cell leukemia4. Yet, how mutations in genes encoding ubiquitously expressed proteins such as these result in cell-type- and tissue-specific defects remains unknown5. Here, we identify mutations in GATA1, encoding the critical hematopoietic transcription factor GATA-binding protein-1, that reduce levels of full-length GATA1 protein and cause DBA in rare instances. We show that ribosomal protein haploinsufficiency, the more common cause of DBA, can lead to decreased GATA1 mRNA translation, possibly resulting from a higher threshold for initiation of translation of this mRNA in comparison with other mRNAs. In primary hematopoietic cells from patients with mutations in RPS19, encoding ribosomal protein S19, the amplitude of a transcriptional signature of GATA1 target genes was globally and specifically reduced, indicating that the activity, but not the mRNA level, of GATA1 is decreased in patients with DBA associated with mutations affecting ribosomal proteins. Moreover, the defective hematopoiesis observed in patients with DBA associated with ribosomal protein haploinsufficiency could be partially overcome by increasing GATA1 protein levels. Our results provide a paradigm by which selective defects in translation due to mutations affecting ubiquitously expressed ribosomal proteins can result in human disease.

Diamond-Blackfan anemia (DBA, OMIM 105650) is characterized by a specific reduction in the production of red blood (erythroid) cells and their precursors without defects in other hematopoietic lineages2,6. In more than 50% of cases, DBA is caused by heterozygous loss-of-function mutations (haploinsufficiency) in 1 of 11 genes encoding ribosomal proteins1. Moreover, recent studies have shown that haploinsufficiency of ribosomal proteins can contribute to other cell-type-specific diseases in humans, including congenital asplenia and T cell lymphocytic leukemia3,4. How mutations that halve the quantity of ubiquitously expressed ribosomal proteins result in such specific human disorders remains unknown. Numerous theories have been proposed for the pathogenesis of these diseases7. However, these models do not explain the cell-type specificity of DBA and other ribosomal disorders. The experimental evidence to support such pathogenic models for DBA is often contradictory8. Animal models of DBA do not faithfully mimic the disease, and the involvement of different molecular pathways in the hematopoietic defects observed is variable6,10.

We reasoned that identifying genetic causes for the remaining 50% of DBA cases might provide insight into the pathogenesis of this disorder. We recently identified mutations in the GATA1 gene using whole-exome sequencing11, the first nonribosomal gene to our knowledge to be identified in DBA. GATA1 encodes a key hematopoietic transcription factor essential for the specification of erythroid cells, as well as megakaryocytes and eosinophils, from early hematopoietic stem and progenitor cells11,12. In humans, GATA1 mRNA is alternatively spliced to produce two forms of the protein: a long (or full-length) form derived from inclusion of the second exon and a short form without this exon, which therefore lacks the N-terminal 83 amino acids11,12. The GATA1 mutations that we previously identified occur in the splice donor site of exon 2 and affect splicing by impairing the production of the mRNA encoding the full-length form.

It remained unclear whether the pathogenic mechanisms of these GATA1 mutations are similar to those of ribosomal protein haploinsufficiency or whether GATA1 mutations represent a distinct subset of DBA7. In an attempt to address this question, we undertook a systematic screening for new GATA1 mutations in over 200 additional patients with DBA. We identified a highly informative mutation in a male patient who had received a clinical diagnosis of DBA (Fig. 1, Supplementary Fig. 1 and Supplementary Table 1). This mutation changed the first translation initiation codon in GATA1, ATG, to an ACG codon (Fig. 1a). Consistent with X-linked inheritance, the patient's asymptomatic mother was a carrier for this mutation (Fig. 1a). When expressed in human 293T cells, wild-type GATA1 cDNA predominantly produced the full-length form of the protein.
A GATA1 mutation in DBA impairs full-length GATA1 protein production. (a) Sanger sequencing in the region of the first initiator codon from exon 2 of GATA1 in a male patient with DBA, the patient’s mother and a healthy control. (b) Bone marrow aspirate (top, 100x objective magnification, scale bar 10 μm) and bone marrow biopsy (bottom, 50x objective magnification, scale bar 30 μm) stained with H&E from the patient with DBA. (c) Western blot for detection of full-length (GATA1 FL) and short (GATA1s forms) GATA1 in extracts of 293T cells transfected with no vector (Empty), HMD lentiviral vector (HMD only), HMD-GATA1 wild-type vector (GATA1) or the HMD-GATA1 mutant vector (GATA1 T>C mut). GAPDH was used as a loading control. (d) Western blots for detection of GATA1 FL and GATA1s in extracts from primary differentiating erythroid cells in culture. β-actin was used as a loading control.

In contrast, the ACG mutant cDNA predominantly produced the short form of GATA1 lacking the first 83 amino acids. In addition, this mutant cDNA produced a low level of full-length GATA1 (Fig. 1c and Supplementary Fig. 2), consistent with the observation that mammalian ribosomes are capable of initiating translation at specific non-AUG codons, including ACG14. We ruled out the possibility that the residual full-length GATA1 production resulted from contamination through the use of independent clones and by sequencing (Supplementary Fig. 3). These expression analyses indicate that DBA can be caused by distinct mutations that reduce, but do not entirely abolish, production of full-length GATA1. To gain further insight into the physiological relevance of full-length GATA1 activity, we examined expression of GATA1 during human erythropoiesis and observed that expression of the full-length protein appears to be specifically upregulated in the course of erythroid differentiation (Fig. 1d).

These results, obtained from study of the GATA1 initiator codon mutation and from our studies of human erythropoiesis, suggest that the level of GATA1 full-length protein expression is critical for the promotion of normal erythropoiesis. We reasoned that the more commonly observed mutations in ribosomal protein genes in DBA might result in anemia by reducing production of the full-length GATA1 protein, thus connecting these two seemingly disparate sets of molecular lesions. To test this hypothesis, we focused initially on the ribosomal protein gene RPS19, which is mutated in approximately 25% of DBA cases2,12. We used a primary human erythroid culture system to study haploinsufficiency of RPS19 using shRNA-mediated knockdown (Fig. 2a)15-17. Reduced levels of RPS19 protein expression were associated with reduced GATA1 protein expression (of both the long and short forms) (Fig. 2a). Although this primary cell system contains mostly erythroid lineage cells, there is the possibility that cells can differentiate into non-erythroid cell types, or that differentiation within the erythroid lineage is impaired, which could confound this analysis16. We therefore turned to the clonal human erythroid K562 cell line to examine whether we could observe similar phenomena in a more homogenous cell population. Upon knockdown of RPS19, we observed reduced GATA1 protein levels (Fig. 2b) without significant effects on the levels of major cellular proteins, as assessed by Coomassie blue staining of cell lysates (Fig. 2c). The levels of other erythroid-important proteins, including transferrin receptor, erythropoietin receptor (EPOR), Janus kinase-2, signal transducer and activator of transcription-5A (STAT5A) and T cell acute lymphocytic leukemia-1 (TAL1), were also unchanged by RPS19 knockdown (Supplementary Fig. 4a). We observed reduced protein levels of both RPS19 and GATA1 within 4 d of infection with shRNA-encoding virus, before major effects on cell growth occurred (Supplementary Fig. 4). Notably, GATA1 mRNA levels were not affected (Fig. 2d), consistent with the notion that an effect on protein translation accounts for the decreased levels of GATA1 protein.

To directly assess whether the decrease in GATA1 protein levels is due to an effect on translation, we performed polysome profiling and fractionation (Fig. 2e). This approach allows for assessment of mRNA abundance in actively translating ribosomes that are present in multiple copies on a single mRNA species, thereby forming polosomes indicative of productive translation initiation18,19. Whereas the level of GATA1 mRNA associated with monosomes was similar or higher in RPS19-knockdown cells as compared with controls (Supplementary Fig. 5), there was a two- to threefold reduction in GATA1 mRNA abundance in polysomes (Fig. 2f). In contrast, all other erythroid-important mRNAs tested showed a different pattern, with similar or increased abundance in larger polysomes following RPS19 knockdown (Fig. 2g). As an alternative approach to demonstrate a selective reduction in GATA1 translation, we labeled cells with the methionine analog 1-azidohomoalanine20. When we performed chemical detection of 1-azidohomoalanine on immunoprecipitated GATA1, we found a reduced level of newly translated GATA1 in cells with reduced RPS19 levels (Supplementary Fig. 6). Global translation was decreased to ~40% of that in controls (Supplementary Fig. 7), consistent with the slowing of cell growth observed upon RPS19 knockdown and the known global reduction of translation (48-75%) in patients with DBA21,22.

To gain insight into the mechanism by which ribosomal protein haploinsufficiency results in the observed selective defect in translation, we examined the effect of reducing the expression of other DBA-associated ribosomal proteins. When we used shRNA constructs to reduce expression of RPL11, RPL5 or RPS24, which are collectively mutated in ~15% of DBA cases2, we consistently noted decreased protein levels of GATA1 (Fig. 3a-c). The degree of reduction in GATA1 protein levels corresponded well with the extent of knockdown observed for the various ribosomal proteins (Fig. 3a-c and Supplementary Fig. 8). Highlighting the selectivity of this effect, the protein levels of other regulators of erythropoiesis such as EPOR, TAL1, transferrin receptor (CD71) and STAT5A showed no change after ribosomal protein knockdown (Fig. 3a-c), consistent with the results seen with RPS19 knockdown.

The similar defect in GATA1 translation resulting from reduction of ribosomal proteins from either the 40S or 60S subunit of the ribosome suggests that an impairment of translation initiation may underlie this observation, which is consistent with the concept that the availability of free ribosomes is the rate-limiting step in translation initiation23. Eukaryotic translation initiation factors (eIFs) play a critical role in translation initiation. This process begins as eIF4E initially interacts with the 5' terminal cap of mRNAs and then binds eIF4G, which in
Figure 2 Ribosomal protein haploinsufficiency results in reduced translation of GATA1.
(a) Western blot detection of the indicated proteins from lysates of CD34+ cell-derived erythroid progenitors at the CFU-E to proerythroblast stage (day 4 of differentiation) from cells infected with RPS19 shRNA vectors sh916 and sh913, the empty pLKO.1s vector or pLKO-GFP vector. Uninfected wild-type cells (WT) were included as a control. Arrowheads indicate GATA1 full length and GATA1 short. GAPDH was used as a loading control. (b) Western blot detection of the indicated proteins for lysates of K562 cells infected with RPS19 shRNA vectors sh916 and sh913. Arrowheads indicate GATA1 full length and GATA1 short. GAPDH was used as a loading control. (c) Coomassie staining of total protein lysates from control-infected or RPS19 shRNA-infected cells. Molecular weight (MW) markers are shown on the left side of the gel. (d) GATA1 mRNA levels by quantitative RT-PCR (normalized to β-actin) in RPS19 shRNA-infected cells. Shown are results for exons 5–6; similar results were obtained for other exons (data not shown); n = 3 per group. The error bars shown represent the mean ± s.d. (e) Polysome profiles from control- or RPS19 shRNA-treated K562 cells at 48 h following infection. The 80S ribosome and polysomes are labeled. The traces are shown offset from one another on the arbitrary y axis (relative absorbance at 254 nm) for ease of visualizing the data; the x axis shows distance along the sucrose gradient. (f) Relative abundance of GATA1 mRNA in polysome fractions in K562 cells by quantitative RT-PCR (normalized to β-actin); ***P < 0.0001 using the unpaired two-tailed Student’s t-test). Data are shown as the mean ± s.d. (n = 3 per group). (g) Relative abundance of the indicated transcripts as measured by quantitative RT-PCR in larger polysomes (>4 ribosomes) compared to monosomes from K562 cells. Data are normalized to β-actin. Data are plotted on a log10 scale for ease of viewing the range of relative abundance of various erythroid-important mRNAs. Data are shown as the mean ± s.d. (n = 3 per group).

...turn recruits multiple factors, including eIF4A and eIF3, and allows the ribosome to overcome restrictive motifs in the 5’ untranslated region (5’ UTR) to scan for the appropriate translation initiation AUG codon24. We therefore used a selective inhibitor of the eIF4E-eIF4F interaction (termed 4EGI-1) to examine whether inhibition of this interaction would also selectively affect GATA1 translation25–27. Notably, treatment of K562 cells with 4EGI-1 for 48 h led to a marked decrease in GATA1 protein, whereas other proteins tested were largely unaffected (Fig. 3d). This result shows that GATA1 mRNA has a more stringent requirement for eIF-dependent translation initiation compared to a number of other transcripts. Knockdown of the expression of RPS19, RPL11, RPL5 or GATA1 in primary CD34+ cell cultures resulted in a decreased ratio of erythroid to nonerythroid cells (as assessed using the erythroid marker CD235a, also known as glycoporphin A) (Supplementary Figs. 9 and 10), a phenotype characteristic of DBA15,16. Treatment of the primary cell cultures with 4EGI-1 caused a similar dose- and time-dependent decrease in the relative amount of erythroid cells (Fig. 3e and Supplementary Fig. 11). Notably, this decrease was associated with a reduction in GATA1 protein levels but not with changes in the levels of other tested proteins (Fig. 3f). The decreased erythropoiesis observed with 4EGI-1 treatment could largely be rescued by overexpression of GATA1 (Supplementary Fig. 12), suggesting that GATA1 is a critical downstream target when the eIF4E-eIF4F interaction is inhibited. Collectively, these results show that the reduction in GATA1 translation observed with reduced ribosomal protein levels probably reflects a broad sensitivity of GATA1 mRNA to impairment of translation initiation.

Cells can physiologically regulate gene expression through variation of mRNA translation initiation potential, as different mRNAs can have variable barriers to translation23,24. A number of studies have demonstrated that transcripts with highly structured 5’ UTRs are more poorly translated and have a need for increased initiation potential by the cell23,24,28,29. As the 5’ end of human GATA1 mRNA has never been fully characterized, we performed rapid amplification of the 5’ UTRS ends (5’ RACE) of human GATA1 transcripts from both primary erythroid and K562 cells. This analysis revealed a previously unreported 5’ end of GATA1 mRNA that we found on the majority of clones encoding either the short or the long mRNA isoform (Supplementary Fig. 13a,b). The 5’ end of human GATA1 mRNA was predicted to be highly structured (Supplementary Fig. 13c), and thus translation may be more readily impaired in settings where the translation initiation potential is reduced, such as with ribosomal protein haploinsufficiency23,29,30. In support of this notion, we found using a reporter assay that the GATA1 5’ UTR restricted translation to a greater extent than did other 5’ UTRs of similar length (Supplementary Fig. 13d). Additionally, other transcripts with highly structured 5’ UTRs showed reduced association with larger polysomes (Supplementary Fig. 14), whereas the association of transcripts with unstructured 5’ UTRs with larger polysomes was not affected or was upregulated (Fig. 2g). Therefore, downregulation of translation of GATA1 mRNA—one of a select group of transcripts with a highly structured 5’ UTR—may act as an Achilles’ heel during hematopoietic development to impair erythropoiesis specifically in the context of DBA, consistent with our finding that rare mutations in the GATA1 gene itself are capable of causing DBA. It is possible that undefined regulatory or structural motifs in the 5’ UTR of GATA1 mRNA could explain the observed effect on translation in the setting of reduced ribosomal protein levels, but we have been
Figure 3 Ribosomal protein deficiency or translation factor inhibition impairs GATA1 translation. (a-c) Western blot detection of the indicated proteins in lysates of primary erythroid cells at day 5 following infection with shRNAs targeting RPL11 (a), RPL5 (b) or RPS24 (c). Arrowheads indicate GATA1 full length and GATA1 short. (d) Western blot detection of the indicated proteins in lysates of K562 erythroid cells at 48 h after treatment with increasing concentrations of the eIF4E-eIF4G interaction inhibitor 4EGI-1. Arrowheads indicate GATA1 full length and GATA1 short. (e) Erythropoiesis (as measured by the percentage of CD235a+ cells) and myeloid cell production (as measured by the percentage of CD11b+ or CD41a+ cells) at 48 h after treatment of primary hematopoietic cells with 4EGI-1. (f) Western blot detection of the indicated proteins in lysates of CD34+ cell-derived primary erythroid cells with increasing concentrations of 4EGI-1. Arrowheads indicate GATA1 full length and GATA1 short.

unfit able to identify any characteristic motifs in this sequence. Mouse Gata1 mRNA has a much shorter and less structured 5' UTR than that of humans31, which may explain the failure of ribosomal protein haploinsufficiency to downregulate translation of this gene and cause major impairments of erythropoiesis in mouse models3.

To test whether our findings are of relevance in patients with DBA with mutations in genes encoding ribosomal proteins, we sought to assess GATA1 in erythroid cells from these patients. Given the difficulty of obtaining a sufficient number of stage-matched erythroid cells from patients with DBA to enable examination of GATA1 protein levels, we used RNA expression data to determine whether there was an alteration in the expression of GATA1 target genes. We performed global gene expression profiling on sorted erythroid progenitors (CD34+CD71hiCD45RA- bone marrow mononuclear cells) from three patients with DBA with known RPS19 mutations (Online Methods) and six control subjects. This cell surface phenotype is known to selectively enrich for early erythroid progenitors (erythroid burst-forming and erythroid colony-forming units, or BFU-Es and CFU-Es, respectively); similar colony numbers are obtained from healthy individuals and patients with DBA32,33. After normalization of the gene expression data, we examined both global gene expression and expression of a curated set of GATA1 target genes (Supplementary Fig. 15). The global gene expression profiles showed a high degree of correlation between DBA and control erythroid progenitors ($R^2 = 0.990$; Fig. 4a), indicating that we obtained comparable populations of cells from the patients and control subjects. We then applied the gene set enrichment analysis (GSEA) algorithm to assess the expression of GATA1 target genes34. Consistent with our hypothesis, we noted significant global down-regulation of GATA1 target genes in erythroid progenitors from patients with DBA compared with controls (Fig. 4c, d, Supplementary Fig. 15 and Supplementary Tables 2-4). Of over 600 target gene sets for other transcription factors (based on the presence of transcription factor binding sites; Online Methods), none demonstrated such a marked and global down-regulation, highlighting the selectivity of the effect on GATA1 activity. Notably, the expression of target genes for several other erythroid-important transcription factors and for the tumor suppressor p53 showed no significant changes (Supplementary Fig. 16 and Supplementary Table 5). GATA1 mRNA levels were comparable between DBA and control samples (Fig. 4b), providing support for the idea that altered GATA1 activity in DBA cells is mediated at the translational rather than transcriptional level. These results demonstrate that GATA1 activity is decreased in primary samples from patients with DBA with RPS19 mutations, consistent with the idea that GATA1 dysfunction underlies the erythroid differentiation defect in DBA.

We next examined whether reduced GATA1 levels are sufficient to impair erythropoiesis. When either ribosomal proteins or GATA1 were targeted with shRNAs, we consistently observed decreased apoptosis, decreased cell numbers and decreased erythroid differentiation of primary hematopoietic cells (Supplementary Figs. 4, 9 and 10). These findings are consistent with observations made in patients with DBA with mutations in the genes encoding these ribosomal proteins or GATA111. We modified the GATA1 cDNA to contain an optimized 5' UTR lacking known structural barriers to translation, such that it should be effectively translated34. Infection with lentivirus harboring this modified GATA1 cDNA rescued the increased apoptosis of erythroid cells with RPS19 knockdown, whereas the mutant GATA1 cDNA that predominantly produces the short form of the protein showed only partial rescue (Supplementary Fig. 17a, b). To assess whether GATA1 could rescue the defect in erythroid differentiation observed in primary hematopoietic cells with reduced ribosomal protein levels, we concomitantly transduced primary cultured CD34+ cells with shRNAs targeting RPL11 or RPL5 and with the modified GATA1 cDNA or appropriate controls. Introduction of GATA1 into these cells improved erythropoiesis (Supplementary Fig. 17c) to an extent comparable to that observed with introduction of the deficient ribosomal protein gene itself35, whereas the mutant version of GATA1 had a lower level of rescue activity. Notably, introduction of GATA1 lentivirus into primary bone marrow mononuclear cells from patients with DBA resulted in a two- to fourfold increase in the ratio of CD235a+ erythroid to CD235a- nonerythroid cells (Fig. 4e, f). Not only was the frequency of erythroid cells increased, but there was also an improvement in erythroid differentiation, as indicated by smaller cell size (a reduced cell size characterizes more mature erythroid cells), mature erythroid cell morphology and increased expression of genes critical for terminal erythroid maturation (Fig. 4g-i and Supplementary Fig. 18)36. These findings show that GATA1, although likely not the only target of dysregulated protein translation in DBA, is a key factor in mediating the erythroid-specific defect observed in this condition.
Given the limitations in comparing erythroid differentiation in samples from patients with DBA, which show delayed and impaired maturation, with erythroid differentiation in cells from normal individuals\(^2\), the context of this rescue is difficult to quantitatively assess and is likely to be partial. Nonetheless, these results suggest that modulation of GATA1 protein levels in the context of ribosomal protein haploinsufficiency can improve erythropoiesis, with implications for potential therapeutic approaches to ameliorate the DBA phenotype is probably mediated by multiple pathways, including the p53 pathway, that lie downstream of GATA1. Indeed, we observed that p53 expression is upregulated upon reduction of RPS19 or GATA1 levels in primary hematopoietic cells, suggesting that these factors act through a common pathway (Supplementary Fig. 20).

More generally, our findings suggest that mRNAs that are inefficiently translated by the ribosome experience a further reduction in protein translation under conditions of limited ribosome abundance (or with other impairments in translation initiation), such that synthesis of their encoded proteins would be selectively impaired\(^2,40\). Alterations in protein translation have been implicated in diverse human diseases including autism, cancer and other blood disorders\(^25,27\). Our finding of selectively impaired protein translation resulting from ribosomal protein haploinsufficiency provides a paradigm for understanding the cell-type-specific defects observed in DBA and conditions such as congenital asplenia\(^5\) and childhood leukemia\(^6\). In addition, the deeper understanding of DBA pathogenesis that is presented here suggests potential therapeutic avenues that would involve targeting of GATA1 protein production through either gene therapy or small-molecule approaches for amelioration of the anemia observed in this disease.
METHODS

Methods and any associated references are available in the online version of the paper.

Accession codes. The microarray data can be found in the Gene Expression Omnibus with accession number GSE41817.

Note: Any Supplementary Information and Source Data files are available in the online version of the paper.
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ONLINE METHODS

Cell culture. 293T cells (ATCC) were maintained in DMEM with 10% FBS (FBS), 2 mM l-glutamine and 1% penicillin streptomycin (P/S). K562 cells (ATCC) were maintained at a density between 0.1 x 10^6 and 1 x 10^6 cells per milliliter in RPMI 1640 medium supplemented with 10% FBS, 2 mM l-glutamine and 1% P/S. Culture of primary human cells is described below. Cells were incubated at 37°C with 5% CO₂. Where indicated, cultures were supplemented with 10-100 μM 4EGI-1 (sc-202597, Santa Cruz Biotechnology) or DMSO.

Culture of human adult peripheral blood–mobilized CD34+ progenitors was performed using a two-stage culture method, as described previously. CD34+ cells were obtained from magnetically sorted mononuclear samples of G-CSF–mobilized peripheral blood from donors and were frozen after isolation. Cells were obtained from the Fred Hutchinson Cancer Research Center, Seattle, USA. Cells were thawed and washed into PBS with 1% FBS, pelleted and then seeded in StemSpan SFEM medium (StemCell Technologies, Inc.) with 1 x CC100 cytokine mix (Stem Cell Technologies, Inc.) and 1% P/S. Cells were maintained in this expansion medium at a density between 0.1 x 10^6 and 1 x 10^5 cells per milliliter, with medium changes every other day as necessary. Cells were kept in expansion medium for a total of 5 d. After this expansion phase, the cells were reseeded into StemSpan SFEM medium with 1% P/S, 20 ng/ml SCF (PeproTech, Inc.), 1 μM Apo (Amgen), 5 ng/ml IL-3 (PeproTech, Inc.), 2 μM dexamethasone (Sigma-Aldrich) and 1 mM β-estradiol (Sigma-Aldrich). Cells were maintained in differentiation medium, with medium changes every other or every third day as needed. Cells were maintained at a density between 0.1 x 10^4 and 1 x 10^5 cells per milliliter.

Bone marrow mononuclear cells from patients with DBA and healthy controls were isolated from human bone marrow aspirates using Ficoll–Paque Plus (17-1440-02, GE Healthcare) density gradient centrifugation. Mononuclear cells were cultured in IMDM with 3% human type AB plasma, 2% human AB serum, 1% P/S, 3 U/ml heparin, 200 μg/ml Holo-Transferrin (Sigma-Aldrich), 10 μg/ml insulin, 10 ng/ml SCF (PeproTech, Inc.), 1 ng/ml IL-3 (PeproTech, Inc.), 2 μM dexamethasone (Sigma-Aldrich) and 3 U/ml Epo (Amgen), similarly to recently described protocols for culturing human erythroid cells. Cells were cultured for 1–2 d before infection as described below and analyzed 4–5 d after infection.

Bone marrow mononuclear cells from patients with DBA or healthy donors were collected after appropriate informed consent was obtained. Patient 1 was male and was 6 months old at the time of bone marrow collection. The patient had been noted to have fussiness and pallor at 4 months of age, and a complete blood count performed at that time showed a hemoglobin level of 4.3 g/dl. The patient remained on monthly transfusions to avoid symptomatic anemia. The patient had no physical anomalies. The erythrocyte adenosine deaminase level was elevated at 1.83 IU per gram of hemoglobin. All 11 known ribosomal protein genes, as well as GATA1, were sequenced in this patient, and no definitive pathogenic mutations were found. Patients 2 and 3 were both male and were 34 and 27 years old, respectively, at the time of bone marrow collection. These patients both had a macrocytic anemia that was diagnosed in infancy. Both individuals had required intermittent transfusions, but details of their medical history were limited, as only select records were available for review. Both patient 2 and patient 3 were dependent on steroid therapy to prevent the need for transfusions. Neither individual had any physical anomalies, and erythrocyte adenosine deaminase levels were elevated at 0.99 and 1.92 IU per gram of hemoglobin (normal range 0.33–0.96 IU per gram of hemoglobin), respectively. Patients 2 and 3 had the RPS19 mutations c.3G>A Met11c and c.185G>A Arg52Gln, respectively.

Study approval. All patients or their families provided written informed consent to participate in this study. The use of human cells was approved by the Institutional Biosafety Committee and Institutional Review Board of Boston Children’s Hospital and the Committee on the Use of Humans as Experimental Subjects at the Massachusetts Institute of Technology.

Lentiviral vectors and infection. The shRNA constructs targeting human RPS19 (sh913 and sh916, RefSeq ID NM_001022), human GATA1 (sh19-23, RefSeq ID NM_0001021), human RPS24 (sh1-2, RefSeq ID NM_001026), human RPL5 (sh1-5 RefSeq ID NM_000969) and human RPL11 (sh1-5 RefSeq ID NM_000975) were obtained from the Mission shRNA collection (Sigma-Aldrich). The constructs were in the pLKO.1-puro lentiviral vector. The sequences of the shRNAs used in this study are listed in Supplementary Table 6.

As controls, the lentiviral vectors pLKO-GFP and pLKO.I is (the empty pLKO.1 vector with a 1.2-kb stuffer element) were used (The RNAi Consortium of the Broad Institute of MIT and Harvard). For rescue experiments, erythroid cells were cotransduced with shRNAs targeting ribosomal proteins with either the HMD control, HMD-GATA1 or HMD-GATA1 mutant, which contain the respective cDNAs. The HMD-GATA1 construct was made by subcloning the GATA1 cDNA into the HMD lentiviral vector using the EcoRI and XhoI restriction sites in this vector. The HMD-GATA1 T>C mutant construct was made by performing site-directed mutagenesis of the original HMD-GATA1 construct using the QuikChange II site-directed mutagenesis kit (Agilent). Double-transduced cells were identified by puromycin selection and GFP expression driven by an IRES-GFP in the HMD vector.

For production of lentiviruses, 293T cells were transfected with the appropriate viral packaging and genomic vectors (pSV-G and pDelta8.9) using FuGene 6 reagent (Promega) according to the manufacturer’s protocol. The medium was changed the day after transfection to RPMI 1640 or StemSpan SFEM medium. After 24 h, this medium was collected and filtered using a 0.45-μm filter immediately before infection of primary hematopoietic or K562 cells. The cells were mixed with viral supernatant in the presence of 8 μg/ml polybrene (Millipore) in a 6-well plate at a density of 250,000–500,000 cells per well. The cells were spun at 2,000 r.p.m. for 90 min at 22°C and left in viral supernatant overnight. The medium was replaced the morning after infection. Selection of infected cells was started 24 h after infection with 1 μg/ml or 2 μg/ml puromycin for primary hematopoietic cells and K562 cells, respectively. The infection efficiency for pLKO-GFP–infected cells was assessed by measuring the frequency of GFP+ cells by flow cytometry 48 h post infection. Typically, the frequency of GFP+ cells was between 30–60% and >95% for primary hematopoietic cells and K562 cells, respectively.

Quantitative RT-PCR. Isolation of RNA was performed using the mirNeasy Mini Kit (Qiagen). An on-column DNase (Qiagen) digestion was performed according to the manufacturer’s instructions. RNA was quantified by a NanoDrop spectrophotometer (Thermo Scientific). Reverse transcription was carried out using the iScript cDNA synthesis kit (Bio-Rad). Real-time PCR was performed using the ABI 7900 Machine Real-Time PCR system and SYBR green PCR Master Mix (Applied Biosystems). Quantification was performed using the ΔΔCt method. Normalization was performed using β-actin mRNA as a standard, unless otherwise indicated. The primers used for quantitative RT-PCR are listed in Supplementary Table 7.

5’ RACE. 5’ RACE was conducted using total RNA from K562 cells and in vitro cultured primary erythroid cells using the FirstChoice RLM-RACE Kit (AM1700, Life Technologies) according to the manufacturer’s instructions. RACE PCR products were subcloned using the TOPO TA cloning kit (450641, Invitrogen) followed by Sanger sequencing. The primers used for 5’ RACE are listed in Supplementary Table 7.

Western blotting. Cells were harvested at indicated time points, washed twice in PBS, resuspended in RIPA lysis buffer (50 mM Tris–HCl at pH 7.4, 150 mM NaCl, 0.1% SDS, 1% NP-40, 0.25% sodium deoxycholate, 1 mM DTT) supplemented with 1× Complete Protease Inhibitor Cocktail (Roche) and incubated for 30 min on ice. After centrifugation at 14,000 r.p.m. for 10 min at 70°C to remove cellular debris, the remaining supernatant was transferred to a new tube, supplemented with sample buffer and incubated for 10 min at 70°C. Equal amounts of proteins were separated by SDS gel electrophoresis using the NuPAGE Bis-Tris gel system (Invitrogen) and MOPS running buffer. Subsequently, proteins were transferred onto a PVDF membrane using NuPAGE transfer buffer (Invitrogen). Membranes were blocked with 3% BSA-PBS for 1 h and probed with GATA1 goat polyclonal antibody (M-20, sc-1234, Santa Cruz Biotechnology) at a 1:500 dilution, RPS19 mouse monoclonal antibody (WW-4, sc-100836, Santa Cruz Biotechnology) at a 1:500 dilution, RPL5 goat polyclonal (D-20, sc-103865, Santa Cruz Biotechnology) at a 1:500 dilution, RPL11 goat polyclonal (N-17, sc-25931, Santa Cruz Biotechnology) at a 1:500 dilution, and β-actin antibody (A-1978, Sigma–Aldrich) at a 1:10,000 dilution. The membranes were washed and incubated with the appropriate secondary antibodies and the images were acquired using the Odyssey infrared imaging system (LI-COR Biosciences). The expression levels of GATA1, RPS19, RPL5 and β-actin were quantified by densitometry using the Odyssey software (LI-COR Biosciences).
Flow cytometry analysis and apoptosis. For flow cytometry analysis, in vitro cultured erythroid cells were washed in PBS and stained with propidium iodide (PI), 1:60 APC-conjugated CD235a (glycophorin A, clone H1R2, 17-9987-42, eBioscience), 1:60 FITC-conjugated CD71 (OKT9, 11-0719-42, eBioscience), 1:60 PE-conjugated CD41a (HP18, 12-0419-42, eBioscience) and 1:60 PE-conjugated CD11b (ICRF44, 12-0118-42, eBioscience). For apoptosis analysis, the Annexin V-APC staining kit was used according to the manufacturer’s instructions (550474, BD Pharmingen). FACs analysis was conducted on a BD Bioscience LSR II flow cytometer. Data were analyzed using FlowJo 8.6.9 (TreeStar).

Flow cytometry–activated cell sorting of human bone marrow populations. Mononuclear cells from human bone marrow aspirates were isolated by Ficoll-Paque PLUS (17-1440-02, GE Healthcare) density gradient centrifugation. Cells were preincubated with human Fc receptor binding inhibitor (14-9161, eBioscience) and stained with propidium iodide (PI) and antibodies against CD235a, CD41a and CD71 as described above. Cell sorting was conducted on a BD Bioscience Aria I.

Untranslated region reporter constructs and luciferase reporter assay. For generation of the luciferase reporter constructs, the 5’ UTR of the luciferase gene in the pGL3-Promoter Vector (Promega) was replaced by the 5’UTRs of GAPDH, ACTB or RPS20, RPS24 and GAPDH-5’UTR. The 5’UTRs were inserted by a blunt downstream of the major transcription initiation site of the SV40 promoter. 293T cells were seeded in a 24-well plate at a density of 50,000 cells per well. For transfection of 293T cells, 350 ng of each of the luciferase reporter vectors were cotransfected with 35 pg per well of the pRL-SV40 vector (Promega) using the FuGene 6 reagent according to the manufacturer’s protocol (Promega). Cells were incubated at 37 °C with 5% CO2 until analysis at 48 h. For measuring luciferase reporter activity, the Dual-Glo Luciferase assay system (E2920, Promega) was used according to the manufacturer’s protocol. Briefly, cells were resuspended in Dual-Glo Luciferase assay reagent and incubated at room temperature for 10–30 min, followed by measurement of firefly luminescence on a Safire 2 microplate reader (Tecan). Subsequently, Dual-Glo Stop and Glo reagent was added to the suspension and incubated for 10–30 min at room temperature, followed by measurement of Renilla luminescence. For each sample, the ratio of firefly/Renilla luminescence was calculated and normalized to the signal of the GAPDH-5’UTR construct.

Microarray gene expression analysis. Bone marrow mononuclear cell samples were obtained from three patients with DBA with RPS29 (mutations of 1.0, 84, Arg28Gln, and Leu131Arg), as well as six control samples from healthy individuals. CD71highCD34+CD45− cell populations from mononuclear cells were sorted as described33, and RNA was isolated from these samples. The RNA was hybridized to Affymetrix HG-133A microarrays, and the arrays were scanned for further analysis. Subsequently, the array data were normalized using the RMA normalization method as implemented in the Bioconductor package in R (http://www.bioconductor.org/). These data are deposited under accession number GSE41817 in the Gene Expression Omnibus (GEO) database (http://www.ncbi.nlm.nih.gov/geo/).

GATA1 target genes were derived from the GSE6268 data set by comparing either the 21 h vs. 0 h time points (the majority of known GATA1 upregulated targets have been shown to be upregulated at the 21 h timepoint) or the 30 h vs. 0 h time points (ref. 42). Genes with a log2 change of >1.0 and with a P value of <0.05 at the two sets of time points were used to derive gene sets37, which are lists of genes that were used for the enrichment analysis described below. In addition, GATA1 targets were derived from the TRANSPATH database (http://www.gene-regulation.com/pub/databases.html)13. These gene sets were
used to run the gene set enrichment analysis (GSEA) algorithm, as described\textsuperscript{44}. As controls, we used gene sets that contain genes that share a transcription factor binding site defined in the TRANSFAC using the C3 transcription factor target set from the MSigDB database (http://www.broadinstitute.org/gsea/msigdb/index.jsp).

**Statistical analyses.** All pairwise comparisons were assessed using an unpaired two-tailed Student's \( t \)-test, unless otherwise indicated in the main text. Results were considered significant if the \( P \) value was \(<0.05\).
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SUMMARY

Ribosome-footprint profiling provides genome-wide snapshots of translation, but technical challenges can confound its analysis. Here, we use improved methods to obtain ribosome-footprint profiles and mRNA abundances that more faithfully reflect gene expression in Saccharomyces cerevisiae. Our results support proposals that both the beginning of coding regions and codons matching rare tRNAs are more slowly translated. They also indicate that emergent polypeptides with as few as three basic residues within a ten-residue window tend to slow translation. With the improved mRNA measurements, the variation attributable to translational control in exponentially growing yeast was less than previously reported, and most of this variation could be predicted with a simple model that considered mRNA abundance, upstream open reading frames, cap-proximal structure and nucleotide composition, and lengths of the coding and 5' UTRs. Collectively, our results provide a framework for executing and interpreting ribosome-profiling studies and reveal key features of translational control in yeast.

INTRODUCTION

Although most cellular mRNAs use the same translation machinery, the dynamics of translation can vary between mRNAs and within mRNAs, often with functional consequences. For example, strong secondary structure within the 5' UTR of an mRNA can impede the scanning ribosome, thereby reducing the rate of protein synthesis (Kozak, 1986; Andersson and Kurland, 1990; Bulmer, 1991; Kudla et al., 2009; Tuller et al., 2010, 2011; Plotkin and Kudla, 2011; Ding et al., 2012; Bentele et al., 2013). The accessibility of the 5' cap (Godefroy-Colburn et al., 1985; Richter and Sonenberg, 2005) and the presence of small open reading frames (ORFs) within 5' UTRs referred to as upstream ORFs (uORFs) (Kozak, 1986; Ingolia et al., 2009; Brar et al., 2012; Zur and Tuller, 2013) can also modulate the rate of translation initiation (Sonenberg and Hinnebusch, 2009). Likewise, codon choice, mRNA structure, and the identity of the nascent polypeptide can influence elongation rates (Varenow, 1984; Brandman et al., 2012). In addition, differences in elongation rates can influence co-translational protein folding, localization of the mRNA or protein, and in extreme cases the rate of protein production (Kimchi-Sarfaty et al., 2007; Xu et al., 2013; Zhou et al., 2013). Finally, stop-codon readthrough can introduce alternative C-terminal regions that affect protein stability, localization, or activity (Dunn et al., 2013). Despite known examples of regulation at each of these stages of translation, translation is largely controlled at initiation, which is rate limiting for most mRNAs (Andersson and Kurland, 1990; Bulmer, 1991; Chu and von der Haar, 2012; Shah et al., 2013).

Variation in protein abundances observed in yeast cells largely reflects variation in mRNA abundances, indicating that much of gene regulation occurs at the level of mRNA synthesis and decay (Greenbaum et al., 2003; Csárdi et al., 2015). However, differences in translation rates also contribute. Studies using microarrays for global polypeptide profiling indicate that ribosome densities for different mRNAs vary over a 100-fold range (from 0.03 to 3.3 ribosomes per 100 nucleotides), indicating extensive translation control in Saccharomyces cerevisiae (Arava et al., 2003). More recently, the use of ribosome-footprint profiling has enabled transcriptome-wide analyses of translation using high-throughput sequencing, which again suggested a nearly 100-fold range of translational efficiencies (TEs) in log-phase yeast (Ingolia et al., 2009).
The ribosome-profiling method has itself undergone refinements over the last few years. Here, we build upon these advances and present improved ribosome-profiling and mRNA sequencing (mRNA-seq) datasets for log-phase yeast. Comparisons to many previous datasets reveal protocol-specific biases that can influence interpretation of ribosome-profiling experiments. With these insights, we then address several classical questions and ongoing debates in protein translation, such as the influence of tRNA abundances and nascent-peptide sequence on elongation rates. Our improved datasets also constrict the differences in TEs observed in log-phase yeast, such that the gene-to-gene variability that does remain can be largely predicted using a simple statistical model that considers only six features of the mRNAs.

RESULTS

Less Perturbed Ribosome Footprints

Protocols for analyzing polysome profiles or capturing ribosome footprints (referred to as ribosome-protected fragments, or RPFs) typically involve treating cells with the elongation inhibitor cycloheximide (CHX) to arrest the ribosomes prior to harvest (Ingolia et al., 2009; Gerashchenko et al., 2012; Zinshteyn and Gilbert, 2013; Artieri and Fraser, 2014; McManus et al., 2014). An advantage of CHX pre-treatment is that it prevents the run-off of ribosomes that can otherwise occur during harvesting (Ingolia et al., 2009). However, this treatment can also have some undesirable effects. Because CHX does not inhibit translation initiation or termination, pre-treatment of cultures leads to ribosome accumulation at start codons and depletion at stop codons (Ingolia et al., 2011; Guydosh and Green, 2014; Pellechano et al., 2015). In addition, because CHX binding to the 80S ribosome is both non-instantaneous and reversible, the kinetics of CHX binding and dissociation presumably allow newly initiated ribosomes to translocate beyond the start codon. Another possible effect of CHX treatment is that ribosomes might preferentially arrest at specific codons that do not necessarily correspond to codons that are more abundantly occupied by ribosomes in untreated cells. Although effects of CHX pre-treatment have minimal consequence for analyses performed at the gene level, i.e., comparisons of the same gene in different conditions, or comparisons between different genes after discarding reads in the 5’ regions of ORFs, CHX pre-treatment may have severe consequences for analyses that require single-codon resolution.

The potential effects of CHX pre-treatment near the start codon have been discussed since the introduction of ribosome profiling, where an alternative protocol with flash-freezing and no CHX pre-treatment is also presented (Ingolia et al., 2009). Indeed, many recent ribosome-profiling experiments avoid CHX pre-treatment (Gardin et al., 2014; Gerashchenko and Gladyshev, 2014; Guydosh and Green, 2014; Jan et al., 2014; Lareau et al., 2014; Pop et al., 2014; Williams et al., 2014; Nedialkova and Leidel, 2015). However, consensus on the ideal protocol has not yet been reached, in part because the influence of alternative protocols on the interpretation of translation dynamics has not been systematically analyzed.

Here, we implemented a filtration and flash-freezing protocol to rapidly harvest yeast cultures. Importantly, this protocol minimized the time the cells experience starvation, which leads to rapid ribosome run-off (Ingolia et al., 2009; Gardin et al., 2014; Guydosh and Green, 2014). The protocol did include CHX in the lysis buffer to inhibit elongation that might occur during RNase digestion, although we doubt this precaution was necessary.

The original ribosome-profiling protocol also used cDNA circularization (Ingolia et al., 2009), while some subsequent protocols instead ligate to a second RNA adaptor prior to cDNA synthesis (Guo et al., 2010). Both approaches can introduce sequence-specific biases at the 5’ ends of reads, which are not expected to influence results of analyses performed at the level of whole mRNAs but might influence results of codon-resolution analyses. Borrowing from methods developed for small-RNA sequencing (Jayaprakash et al., 2011; Sorefan et al., 2012), we minimized these biases by ligating a library of adaptor molecules that included all possible sequences at the eight nucleotides nearest to the 5’ end of the ligation junction. Using this ligation protocol with a rapidly harvested, flash-frozen sample, we generated 74.3 million RPFs for log-phase yeast.

The 5’ Ramp of Ribosomes

Using the 5’ ends of RPFs, we inferred the codon at the A site of each footprint (Ingolia et al., 2009). Analysis of all mapped reads revealed the expected three-nucleotide periodicity along the ORFs, as well as ribosome accumulation at the start and stop codons (Figures 1A and 1B).

To examine the global landscape of 80S ribosomes, we averaged the position-specific RPF densities of individual genes into a composite metagene, in which each gene was first normalized for its overall density of RPFs (i.e., RPKM of RPFs) and then weighted equally in the average (Equation S10). A small excess of ribosome density was observed in the first ~200 codons compared to the remainder of the ORF (Figure 1C). The trend toward decreasing ribosome density with codon position was also evident on a gene-by-gene basis: 82% of genes exhibited declining raw RPF reads along their entire gene-length, based on linear-regression of RPF reads with codon position (binomial test, p < 10^-15), with the 5’-to-3’ decrease in ribosome densities for a gene of average length (~500 codons) averaging ~43%.

Much larger 5’ ramps are observed in other studies (Ingolia et al., 2009; Gerashchenko et al., 2012; Zinshteyn and Gilbert, 2013; Artieri and Fraser, 2014; Guydosh and Green, 2014; McManus et al., 2014), which is attributed to their use of CHX pre-treatment (Ingolia et al., 2009; Gerashchenko and Gladyshev, 2014) (Figure S1). However, CHX pre-treatment cannot explain the more modest ramp observed in our dataset, since our protocol did not involve such treatment.

The 5’ ramp of ribosomes has previously been attributed to slower elongation due to preferential use of codons corresponding to low-abundance cognate tRNAs at the 5’ ends of genes (Tuller et al., 2010). To determine the contribution of codon usage, we tested whether differences in RPF densities between the 5’ and 3’ ends of genes depended on codon choice. Surprisingly, for each of the 61 sense codons, the average density of RPFs was 33% greater on average when the codon fell within...
the first 200 codons of an ORF (Figures 1D and S1), which showed that differential codon usage alone cannot explain the 5' ramp. Consistent with these experimental results, simulation of protein translation in a yeast cell, using a whole-cell stochastic model of yeast translation (Shah et al., 2013), indicated that codon ordering could account for at most a 20% ramp (Figure S1). Thus, codon ordering might explain some of the ~60% ramp observed in our dataset, but the majority of this ramp is likely caused by other mechanisms (see Discussion).

**Codon-Specific Elongation Dwell Times Are Inversely Correlated with tRNA Abundances**

The 61 sense codons varied in their average RPF densities by more than 6-fold (Figure 1D), indicating that different codons are decoded at different rates. Molecular biologists have long assumed that such differences in elongation rates are caused by corresponding differences in the cellular abundances of cognate tRNAs (Andersson and Kurland, 1990; Bulmer, 1991). Several early experiments provide empirical support for this view (Varenne et al., 1984; Sorensen and Pedersen, 1991), but early analyses of ribosome-profiling results do not find any relationship between ribosome density and cognate tRNA abundance expected from this model (Ingolia et al., 2011; Li et al., 2012; Qian et al., 2012; Charneski and Hurst, 2013; Zinshrey and Gilbert, 2013). However, the datasets analyzed in these studies were all from experiments that used CHX pre-treatment. For an additional round of elongation before halting ribosomes (Schneider-Poetsch et al., 2010; Gardin et al., 2014; Lareau et al., 2014), which alone would remove any correlation at the A site. Second, CHX binding is reversible, and at concentrations typically used in ribosome-profiling protocols, additional rounds of elongation might occur between CHX-binding events. Third, CHX prevents translocation of the ribosome by binding to the E site, with space for a deacylated tRNA (Schneider-Poetsch et al., 2010), and thus CHX binding affinity presumably varies with features of the E site and the tRNA in it. Thus, in the presence of CHX pre-treatment, the ribosome density at a site is likely more a function of the on and off rates of CHX binding than a function of differential isoaccepting tRNA availability. Indeed, recent analyses of profiling results obtained without CHX pre-treatment have observed modest correlations between tRNA abundances and ribosome densities at the A site (Gardin et al., 2014; Lareau et al., 2014).

When examining earlier ribosome-profiling datasets, we found that whenever CHX pre-treatment was employed, the relationship between ribosome occupancy and tRNA abundance was both insignificant (p > 0.05) and in the opposite direction than expected (Figures S2C–S2E). Moreover, the concordance between these CHX pre-treatment datasets indicated a systematic bias (Figure S2), suggesting that an orthogonal set of mRNA sequence biases influence CHX binding. In contrast, for every dataset without CHX pre-treatment, we found that ribosome...
densities were inversely correlated with tRNA abundances (Figures S2C–S2E).

In our dataset, we found that codon-specific excess ribosome densities (νk in Equation S19) were strongly anti-correlated with cognate tRNA abundances, as estimated by copy numbers of tRNA genes and wobble parameters (Figures 2A and 2B). This strong anti-correlation was also observed with direct estimates of tRNA abundances obtained from our RNA-seq measurements (Figure S2A; Table S1). As expected, the correlation was specific to the codon within the A site, with residual correlations at the P and E sites, which were potentially caused by some 5′ heterogeneity of RPFs.

Taken together, these results strongly support the idea that differential cognate tRNA abundances influence differential elongation times of codons in the absence of CHX. Without CHX pretreatment, we also observed widespread pausing after polybasic tracts (Figure S3) but not at P-site proline codons (Figure S2), which has been the subject of some debate (Supplemental Information).

Slower Elongation at Regions Encoding Inter-domain Linkers

The modulation of elongation rates by either tRNA abundances (Figure 2A) or polybasic stretches (Figure S3) might influence the kinetics of co-translational folding, Indeed, slower elongation rates within inter-domain linkers relative to the adjacent domains is reported to coordinate co-translational folding of nascent polypeptides (Thanaraj and Argos, 1996; Kimchi-Sarfaty et al., 2007; Pechmann and Frydman, 2013). However, systematic experimental evidence for such differences in elongation rates has been lacking.

To examine whether our ribosome-profiling data reveal such differences, we first used InterProScan classifications (Jones et al., 2014) based on the Superfamily database (Wilson et al., 2009) to partition coding sequences into domain and linker regions. We then calculated the mean normalized RPF densities (νk in Equation S7) for codons within the domain- and linker-encoding regions and found significantly lower densities in regions of genes that fell within domains compared to those that fell outside of domains (Figure 3; mean difference 0.094, paired t test, p < 10−26). To eliminate any influence of the 5′ ramp, we repeated the analysis excluding the first 200 codons. Although the size of the effect diminished (mean diff = 0.029), the difference in mean ribosome densities remained significant (p = 0.0002), indicating that the 5′ ramp was not solely responsible for lower ribosome densities within domains (Figure S4A).

The trend toward relatively lower ribosome densities in domain regions held even when restricted to each individual amino acid, with the exceptions of cysteine residues and the single-codon-encoded methionine and tryptophan residues (Figure S4). Thus, differences in amino acid content between domains and linkers could not account for the observed differences in bound ribosome densities. Moreover, for 54 out of 61 sense codons, we found significantly lower ribosome densities in domains compared to linkers (one-sided t test, p < 0.05). For 26 out of 61 codons, we found significantly lower ribosome densities in domains even after excluding the first 200 codons (one-sides t test, p < 0.05). This result implied that differences in synonymous codon usage between domain and linker regions cannot alone
account for the differences in ribosome densities. One possible mechanism for differential ribosome occupancy, independent of codon usage, is differential recruitment of chaperones and their associated effects on co-translational folding (Ingolia, 2014).

Similar results for densities in domain and linker regions were obtained when using InterProScan classifications (Bateman et al., 2002) instead of the Superfamily database (Figure S4B). Finally, consistent with other computational analyses (Pechmann and Frydman, 2013), differences in elongation rate were found at the level of protein secondary structures as well: regions corresponding to helices and sheets exhibited significantly lower RPF densities than regions corresponding to loops (Figure S4C). Taken together, these results provided systematic empirical support for the claim that co-translational folding requirements influence elongation rates. Nonetheless, the magnitude of this signal was very small, suggesting that slower inter-domain elongation either has very little impact or impacts very few genes.

**Estimates of Protein-Synthesis Rates**

Our results thus far indicated that the ribosome density at a given codon position is influenced by the abundance of cognate tRNAs and whether the codon is immediately downstream of a polybasic stretch, falls within a protein domain, or lies in the 5' region of the ORF. The non-uniform ribosome densities along individual ORFs imply that the overall RPF density on each gene (i.e., RPKM of RPFs) does not directly reflect the rate of protein synthesis (Li et al., 2014). For example, the RPF densities of genes enriched in more slowly elongated codons would tend to overestimate their protein-synthesis rates, and the same would be true for shorter ORFs. To more accurately quantify the protein-synthesis rates of individual genes from RPF densities, we used empirically derived correction factors to account for the position- and codon-specific effects we observed (Δj in Equation S23). With these correction factors, the ~74.3 million sequenced RPFs enabled reliable estimates of protein-synthesis rates for 4,839 genes (Equation S28).

**Accurate Measurement of Yeast mRNA Abundances**

In addition to improving measurements of ribosome densities, we sought to improve measurements of mRNA abundances, which is also critical for accurately quantifying translational control. Prior experiments have typically measured yeast mRNA abundances by performing RNA-seq on poly(A)-selected RNA (Ingolia et al., 2009; Gerashchenko et al., 2012; Zinshteyn and Gilbert, 2013; Artier and Fraser, 2014; Guydosh and Green, 2014; McManus et al., 2014). However, poly(A) selection might bias mRNA-abundance measurements. For example, mRNAs that lack a poly(A) tail of sufficient length to stably hybridize to oligo(dT) might not be as efficiently recovered. Although S. cerevisiae is not known to contain translated mRNAs that altogether lack a poly(A) tail, the lengths of poly(A) tails found on S. cerevisiae mRNAs are relatively short, with a median length of 27 nt (Subtelny et al., 2014). Another source of potential bias in poly(A) selection is partial recovery of mRNAs endonucleolytically cleaved during RNA isolation or poly(A) selection. The 5' fragments resulting from mRNA cleavage are not recovered by poly(A) selection, which causes a 3' bias in the resulting RNA-seq data (Nagalakshmi et al., 2008). Indeed, analyses of published RNA-seq datasets from ribosome-profiling studies revealed a severe 3' bias in poly(A)-selected RNA-seq reads, ranging from 19%-130% excess reads (Equation S15) (Figure S5). Because longer mRNAs have a higher probability of being cleaved, the abundances of longer mRNAs might be systematically underestimated by poly(A) selection (Table S3).

An alternative to poly(A) selection is rRNA depletion, which enriches mRNAs by removing rRNA using subtractive hybridization. A concern with subtractive hybridization is the potential depletion of mRNAs that either cross-hybridize to the oligonucleotides used to remove rRNA sequences or adhere to the solid matrix to which the oligonucleotides are attached. To investigate the extent to which unintended mRNA depletion occurs when using reagents sold for yeast RNA-seq library preparations, we subjected the same total RNA to each of three procedures: Dynabeads oligo(dT) 25 (Life Technologies), RiboMinus Yeast Transcriptome Isolation Kit (Life Technologies), or Ribo-Zero Yeast Magnetic Gold Kit (Epicenter). As a reference, we also generated an RNA-seq library from the total RNA that was not enriched for mRNA and thus contained primarily rRNA (90.2% of 199.7 million genome-mapping reads). We also note that we started with RNA extracted from the lysate that was used for ribosome-footprint profiling, as opposed to RNA extracted from whole cells as are used in the original ribosome-footprint study (Ingolia et al., 2009). When comparing the 4,540 mRNAs for which we obtained at least 64 reads in our total RNA library, only the Ribo-Zero-treated sample faithfully recapitulated the mRNA abundances observed in total RNA (R² = 0.98; Figures 4A and S5). The poly(A)-selected and RiboMinus-treated
samples each had significantly lower correlations with total RNA ($R^2 = 0.85$ and $R^2 = 0.87$, respectively), indicating a skewed representation of the transcriptome. Compared to RNA-seq data from published ribosome-profiling studies, our Ribo-Zero-treated sample also exhibited the highest correlations with microarray-based estimates of mRNA abundances (Table S3).

As anticipated, the poly(A)-selected sample contained a strong 3' bias (Figure 4B), which caused a systematic underestimation of the abundances of longer genes (Figure 4C). After accounting for this strong bias in the poly(A)-selected sample, we did not detect a relationship between poly(A)-tail length and poly(A)-selection efficiency, suggesting that tail-length differences did not significantly contribute to the biases of poly(A)-selected RNA-seq data. For the RiboMinus-treated sample, cross-hybridization to the depletion probes might have skewed the mRNA abundances, which might have been largely avoided in the Ribo-Zero protocol because of its more stringent hybridization conditions. The RiboMinus-treated sample also had substantial rRNA contamination (44.5% of reads, originating primarily from the SS rRNA).

Interestingly, the total-RNA and the Ribo-Zero datasets both contained a small 3' bias (Figure 4B), with median 3'/5' excess reads of 22% and 28%, respectively (Table S4). This bias was consistent with reports that yeast mRNAs are primarily degraded in the 5'-to-3' direction (Hu et al., 2009; Pelechano et al., 2015). The decay intermediates of this vectorial degradation process would contribute more reads toward the 3' ends of mRNAs, giving rise to the observed bias, especially when considering that our RNA samples were enriched for cytoplasmic RNA, which would diminish the countervailing vectorial mRNA synthesis process occurring in the nucleus. Nonetheless, the 3' biases in the total-RNA and Ribo-Zero datasets were smaller than those in poly(A)-selected samples, for which median 3'/5' excess mRNA reads ranged from 42% to 275% (Table S4). Because Ribo-Zero treatment enabled deep coverage of the yeast transcriptome without substantially biasing mRNA abundances, we used mRNA abundances estimated from Ribo-Zero-treated RNA for all subsequent analyses.

A Narrow Range of Initiation Efficiencies in Log-Phase Yeast

Because protein synthesis is typically limited by the rate of translation initiation (Andersson and Kurland, 1990; Bulmer, 1991; Shah et al., 2013), we defined the initiation efficiency (IE) of each gene as its protein-synthesis rate divided by its mRNA abundance (Equation S27). Thus, the IE measure quantified the efficiency of protein production per mRNA molecule of a gene, in a typical cell. To facilitate comparisons with published data sets, we also calculated the translational efficiency (TE) of each gene, defined as its RPF density normalized by its mRNA abundance (Ingolia et al., 2009). Because TE is calculated based on the RPF density rather than the protein-synthesis rate, TE does not account for differential rates of elongation associated with the 5' ramp or codon identity. Nonetheless, IE and TE were highly correlated ($R = 0.951$; Figure S6A).

A wide range of IEs (or TEs) among genes would indicate that protein production is under strong translational control, whereas a narrow range would indicate that protein production is typically governed by mRNA abundances, and hence protein-synthesis rate is primarily controlled by mRNA transcription and decay. The first ribosome-profiling study suggested a large amount of translational control in yeast, with the range of TEs reported to span roughly 100-fold (Ingolia et al., 2009). Indeed, we found that the 1–99 percentile range of TEs in those data spanned 73-fold (Figure S6C). In contrast, the range of TEs observed in our data was narrower, with the 1–99 percentile spanning only...
a 15-fold range (Figure 5A). Although the range of IEs was marginally wider than that of TEs (1–99 percentile spanning 21-fold; Figure S6B), it was still substantially smaller than the range of TEs initially reported (Ingolia et al., 2009). The relatively narrow range of IEs in our data was also reflected by the high correlation between mRNA abundance and protein-synthesis rate (R = 0.948; Figure 5B), supporting the conclusion that protein-synthesis rates are largely dictated by mRNA abundances (Csárdi et al., 2015). Interestingly, the slope of the regression between mRNA and protein-synthesis rates was >1 on the log-scale, indicating that translation regulation mostly amplifies the effect of differential mRNA abundances rather than buffering it (Csárdi et al., 2015). Further indicating that mRNA abundance (when accurately measured) is a strong predictor of total protein production, mass-spectrometry-based measurements of steady-state protein abundance (de Godoy et al., 2008) correlated as well with mRNA abundances as they did with protein-synthesis rates (Figure 5C).
When we examined the range of TEs in other published datasets, we also found more narrow ranges (as low as 11-fold from 1–99 percentiles) than that of Ingolia et al. (2009) (Figure S6C). However, the TEs in published datasets—which are all generated using poly(A)-selected mRNA—were not particularly well correlated with each other (Table S5). These discrepancies in TEs were largely due to differences in measured mRNA abundances, whereas the RPF abundances correlated almost perfectly (Table S5). Collectively, these results indicate that the amount of translational control in log-phase yeast has been overestimated due to inaccuracies in TE measurements, largely caused by challenges in accurately measuring mRNA levels.

We also noticed that the shape of the TE distribution from our data, which was asymmetric, differed from that of the Ingolia data, which is highly symmetric. In particular, in our data there were relatively few genes in the right tail of the distribution (Figure 5A; note the location of the mode closer to the 99th than the first percentile). This observation implied that mRNAs from very few genes contain elements that impart an exceptionally high initiation efficiency and are thereby "translationally privileged." Rather, most mRNAs either initiate close to a maximum possible rate (likely set by the availability of free ribosomes or initiation factors) or contain features that modestly reduce the initiation rate.

To the extent that differences in IE were observed, the genes with lower IE tended to be expressed at lower mRNA levels, with IE increasing roughly linearly with mRNA expression levels (Figure 5D). These results were consistent with the notion that abundant mRNAs have undergone evolutionary selection to be efficiently translated (Sharp and Li, 1987; Andersson and Kurland, 1990; Piotkin and Kudla, 2011; Shah and Gilchrist, 2011). Interestingly, in the plots comparing protein-synthesis rate or IE with mRNA level, the points for 11 of the 12 highest expressed mRNAs fell below the regression line (Figures 5B and 5D, dashed lines), suggesting that the efficiency for the highest expressed mRNAs might have saturated.

Two notable outliers appeared in the comparison of mRNA abundances and synthesis rates (Figure 5B, red dots). These two, which corresponded to relatively abundant mRNAs with exceptionally low synthesis rates, were HAC1 and GCN4. These are the two most well-known examples of translational control in log-phase yeast and are both involved in rapid stress responses, during which translational repression is relieved (Höögseggger et al., 2001; Mueller and Hinnebusch, 1986; Dever et al., 1992). The observation that HAC1 and GCN4 were the only abundant mRNAs that were strongly regulated at the translational level further emphasized that translational control only modestly influences the protein production of most yeast genes. Nevertheless, the tuning of synthesis rates via translational control can help maintain the proportional synthesis of the subunits of multigene complexes (Figures S6D–S6G; Supplemental Experimental Procedures).

Determinants of Initiation Efficiencies in Yeast

Next, we sought to identify sequence-based features that explain the variation in IE values that remained among genes after improving the RPF and mRNA measurements. First, we considered uORFS, which can inhibit translation by serving as decoys to prevent initiation at the start codons of bona fide ORFs (Zur and Tuller, 2013), as occurs for GCN4 (Mueller and Hinnebusch, 1986; Dever et al., 1992), one of two genes with the greatest translational repression (Figure 5B). Using high-resolution 5′ UTR annotations (Ambere and Gilbert, 2013), we identified upstream AUGs (uAUGs) in 303 out of the 2,549 genes that had reproducibly uniform transcription-start sites. Those genes containing uAUGs had significantly lower IEs than genes without uAUGs, even after controlling for 5′ UTR lengths (Figure 6A; t test p < 10−16). These results confirmed that a general feature of
uORFs is to decrease the translation of downstream ORFs, and that the presence of uAUGs can explain some of the variance in IEs (Arribere and Gilbert, 2013; Zur and Tuller, 2013).

Another feature that has been linked to differences in synthesis rates is mRNA secondary structure. Structure located near the 5' cap might interfere with binding of the eIF4F cap-binding complex, while structure within the 5' UTR could disrupt the scanning 40S ribosome. An open structure around the start codon might also be important for facilitating joining of the 60S subunit. Previous genome-wide structure analyses revealed a weak but significant inverse correlation between start-codon-proximal structure and TE (Kertesz et al., 2010), but the accessibility of the 5' UTR more generally was not reported, and the TE values used in those studies were affected by RNA-seq biases. For each mRNA with a single reproducible 5' end (Arribere and Gilbert, 2013), we predicted the accessibility of the 5' cap by calculating the predicted folding energy of the sequence spanning increasing distances from the cap. For all distances examined, we observed a significant correlation between predicted cap accessibility and TE (t test, \( p < 10^{-8} \) for each window; Figures 6B and S7). This correlation rapidly increased with window length, approaching a maximum at 70–90 nt (Pearson correlation, \( R \approx 0.37 \) for windows 70–90 nt) and then steadily declined for larger windows (Figure S7), consistent with local folding of the 5' and determining cap accessibility. Together, these results confirmed that mRNAs with less-structured 5' UTRs tend to be initiated more efficiently (Godefroy-Colburn et al., 1985; Shah et al., 2013), which is consistent with eIF4F binding, 40S recruitment, or scanning as influential regulatory steps during eukaryotic initiation. Notably, the correlations that we observed between predicted mRNA structure and translation were the largest that have been reported between these features in eukaryotes, which emphasized the utility of our accurate IE measurements and of predicting structure near the cap as opposed to more downstream regions.

Gene length has also been reported to correlate with translational efficiency. Although global polysome-profiling studies indicate strong anti-correlation between ORF length and ribosome density (Arava et al., 2003), analysis of published ribosome-footprint-profiling data revealed essentially no correlation (or even a positive correlation in some cases) between length and TE (Figure S7). In contrast, we observed a striking negative correlation in our IE (and correspondingly in our TE) data (Figures 6C and S7). Our IE measure already corrected for the elevated ribosome densities in the first 200 codons, and the negative correlation between ORF length and TE persisted even after removing the first 250 codons of each ORF, which further confirmed that this correlation was not caused by the 5' ramp (Figure S7). The discrepancy between our data and earlier ribosome-profiling datasets was likely due to the RNA-seq 3'-bias caused by poly(A) selection (Figures 4B and S5). Indeed, an anti-correlation between ORF length and TE was observed in most other datasets when we controlled for the 3' bias by estimating mRNA abundances based on mapped RNA-seq reads from only the 3' ends of genes (Figure S7). Together, these results showed that the original report of shorter mRNAs having relatively higher initiation efficiencies (Arava et al., 2003) is correct, even after accounting for the CHX-enhanced 5' ramp that confounded that analysis.

A Statistical Model that Predicts Initiation Efficiencies

Based on these results, we used multiple linear regression to build a model that considered number of uAUGs, predicted cap-proximal RNA-folding energy (and also GC content of the 5' UTR as another metric for structure), and lengths of the ORF and the 5' UTR to explain the variance in IE observed among genes. We also included an mRNA-abundance term in the model because IE is greater for more abundant mRNAs (Figure 5D). To identify the most informative features, we used Akaike's Information Criteria (AIC) for model selection and both step-up and step-down model-selection procedures (using the stepAIC function in the MASS package in R). The multiple regression model that best explained the variation in IE included all six variables, even after penalizing for model complexity (Figure 7; Table S6). The dominant explanatory variable was mRNA abundance, which alone accounted for ~40% of the variance in IE. Collectively, a model containing all six variables explained ~58% of the variance in IE. A model that excluded mRNA abundance, and therefore depended on only sequence-based features, still explained ~39% of the variance in IE. These results of our statistical modeling should help motivate mechanistic studies of how each of these mRNA features impacts translation.

DISCUSSION

We have shown that improved measurements of both mRNA abundances and RPFs can provide insights into the regulation
and dynamics of eukaryotic translation. The RPFs that we isolated and sequenced are indicative of a dynamic and heterogeneous elongation process, with ribosomes transiting along mRNA molecules at variable rates depending on the distance from the start codon, codon identity, and nascent polypeptide sequence.

What might explain the 5' ramp of ribosomes observed even in the absence of CHX pre-treatment (Figure 1C)? Codon usage accounted for about a third of it, but even the same codons were differentially occupied by ribosomes depending upon whether they occurred in the 5' or 3' ends of genes (Figure 1D), indicating that additional mechanisms must be involved. Although we cannot rule out ribosome drop-off as a contributing factor, we favor the idea that elongation is slower during the early phase of translation. Perhaps an initiation factor remains engaged with the 80S ribosome during early elongation, and the bound factor maintains the ribosome in a slower state until it stochastically dissociates from the ribosome within the first 200 codons. The elf3 complex is a promising candidate for such a factor, as it binds the solvent-exposed face of the 40S ribosome (Siridechadilok et al., 2005) and can therefore bind to 80S ribosomes as well (Beznoskova et al., 2013). Maintaining elf3 on early elongating ribosomes might also facilitate re-initiation after translation of short uORFs (Stamecz et al., 2008; Zur and Tuller, 2013).

A practical finding of our studies is that the choice of mRNA enrichment method can have a significant impact on yeast mRNA-abundance measurements. rRNA depletion using the Ribo-Zero kit was the only method that enriched for mRNAs without introducing substantial and systematic biases (Figures 4A and S5). One caveat of rRNA depletion is that nascent pre-mRNAs that lack a poly(A) tail may also be recovered, which can inflate mRNA abundance measurements with respect to the pool of translatable mRNA molecules. This effect may be more pronounced in metazoans that contain long introns and correspondingly long transcription times. The extent to which poly(A)-selection biases affect metazoan mRNA abundance data and thereby influence TE measurements remains to be determined.

The initial report that TE spans a roughly 100-fold range across mRNAs in budding yeast spurred intensive investigation of the underlying TE determinants, with varying degree of success (Kertesz et al., 2010; Tuller et al., 2011; Chareski and Hurst, 2013; Zur and Tuller, 2013; Bentele et al., 2013; Rouskin et al., 2014). Our results showed that this apparently wide range of TEs is partly explained by inaccurate mRNA-abundance measurements. After identifying and minimizing this source of inaccuracy, we observed a narrower range of TEs and IEs (Figure 5A; Table S3), suggesting a more limited degree of translational control. The TE range that we observed in yeast resembled the range observed in mouse embryonic stem cells (Ingolia et al., 2011), suggesting that limited translational control is a general principle of gene regulation in rapidly dividing eukaryotic cells.

Using our IE measurements, we were able to generate a statistical model that explained a majority of the IE variance (Figure 7; Table S6). Based on this model, secondary structure within the 5' UTR, most especially cap-proximal structure, appears to be an important determinant of IE. These results are in agreement with early mechanistic studies demonstrating that cap accessibility correlates with initiation efficiency (Godefroy-Colbourn et al., 1985) and that stable 5' UTR secondary structures block the scanning ribosome (Kozak, 1986). One caveat of our structure analyses is that we used in silico prediction of mRNA structure, which does not always accurately capture the in vivo structure of mRNA (Rouskin et al., 2014). Further indicating the inadequacy of in silico predictions was the benefit of also including 5' UTR GC content as a feature in our model. Likewise, the inclusion of mRNA abundance might have helped compensate for the inadequacy of in silico structure predictions, as highly expressed genes have less predicted structure in 5' UTRs than do lowly expressed genes (Gu et al., 2010), and presumably these differences would be even greater when looking at actual 5' UTR structure. Therefore, mRNA structure presumably explains even more variation in IE than our analyses suggested.

We also found that longer ORFs tended to be more poorly translated in log-phase yeast, even after accounting for the 5' ramp (Figure 6C). Given that initiation occurs at the 5' ends of mRNAs, how might initiation rates be sensitive to ORF lengths? One possibility is that shorter mRNAs, which include ribosomal proteins and other housekeeping genes (Hurowitz and Brown, 2003), might be under selection for faster initiation rates by virtue of their high expression. However, our stepwise regression showed that ORF length was informative even after accounting for mRNA abundance. Another possibility is that the 5'-UTR-bound initiation machinery can sense and be affected by ORF length via the closed-loop structure. In eukaryotes, translating mRNAs are thought to adopt a pseudo-circularized structure in which the 5' and 3' ends are in close proximity, enhancing translation and mRNA stability (Christensen et al., 1987). Previous biochemical analysis of the closed loop in yeast extracts revealed that only short mRNAs adopt a stable closed-loop structure in vitro (Amrani et al., 2008), presumably due to the relatively short distance between the mRNA termini. If the same principle applies in vivo, then inefficient closed-loop formation of long mRNAs could explain their relatively low IEs.

**EXPERIMENTAL PROCEDURES**

**Yeast Culture, Harvesting, and Lysate Preparation**

*S. cerevisiae* strain BY4741 (MATa his3Δ1 leu2Δ0 met15Δ0 ura3Δ0) was grown at 30°C in 500 ml YPD to OD600 0.5. Cells were harvested by filtration using a Kontes Ultra-Ware Microfiltration Assembly with a Supor 450 Membrane Disc Filter that had been pre-wet with YPD. As the liquid flowed through the filtration apparatus was rapidly disassembled, cells were gently scraped off of the filter using a cell lifter, and the scraper was immediately submerged in a 50-ml conical tube filled with liquid nitrogen. Once the liquid nitrogen had boiled off, the pellet was stored in the conical tube at −80°C until lysis. To lyse cells under cryogenic conditions, the cell pellet was transferred into a pre-chilled mortar that was surrounded and filled with liquid nitrogen. The pellet was ground to a fine powder with a pre-chilled pestle, transferred into a 50-ml conical tube filled with liquid nitrogen, and after boiling off the liquid stored at −80°C. Crude lysate was prepared by briefly thawing the cell powder on ice for 1 min and then resuspending in 4 ml polysome lysis buffer (10 mM Tris-HCl [pH 7.4], 5 mM MgCl2, 100 mM KCl, 1% Triton X-100, 2 mM DTT, 100 μg/ml cycloheximide, 500 U/ml RNase Inhibitor [Promega], cComplete EDTA-free Protease Inhibitor Cocktail [Roche]). The lysate was centrifuged at 1,300 g for 10 min, and the supernatant was flash frozen in single-use aliquots.
RNA-Seq
Total RNA was extracted from an aliquot of frozen yeast lysate using TRI Reagent (Ambion) according to the manufacturer's protocol. Aliquots of the same sample were subjected to either no enrichment (the total RNA sample), poly(A) selection using 30 μg total RNA and 100 μl Dynabeads oligo(dT) 
25 (Life Technologies) according to the manufacturer's instructions, rRNA depletion using 4 μg total RNA and the RiboMinus Yeast Transcriptome isolation Kit (Life Technologies) according to the manufacturer's instructions, and rRNA depletion using 10 μg total RNA and the Ribo-Zero Gold Yeast rRNA Removal Kit (illumina) according to the manufacturer's instructions. RNA samples were then diluted to 90 μl with water and precipitated with 10 μl 3 M NaCl, 30 μg GlycoBlue (Life Technologies), and 250 μl ethanol. RNA-Seq was performed as described (Subtelny et al., 2014), using five cycles of PCR.

Ribosome Profiling
RPFs were isolated from an aliquot of frozen yeast lysate and sequenced on the Illumina HiSeq platform, as described (Subtelny et al., 2014). Detailed protocols for RNA-seq and ribosome profiling are available at http://bartellab.wi.mit.edu/protocols.htm. RNase I treatment was performed using 0.2 U/μl lysate. Subtractive hybridization to remove contaminating rRNA fragments was performed using a mixture of three biotinylated oligonucleotides (Integrated DNA Technologies); 5'-GATGGCGTCTAGATGTCACCT/3Bio/; 5'-CGC CTAGTGAATAGTAAG/3Bio/; 5'-GACGCTTATTCTGATCCATC/3Bio/.

Analyses
Equations and detailed procedures for analyses are provided in Supplemental Experimental Procedures.
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Sequencing data have been deposited in the GEO database under accession number GEO: GSE75897.
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SUMMARY

Numerous genes and molecular pathways are implicated in neurodegenerative proteinopathies, but their inter-relationships are poorly understood. We systematically mapped molecular pathways underlying the toxicity of alpha-synuclein (\( \alpha \)-syn), a protein central to Parkinson's disease. Genome-wide screens in yeast identified 332 genes that impact \( \alpha \)-syn toxicity. To “humanize” this molecular network, we developed a computational method, TransposeNet. This integrates a Steiner prize-collecting approach with homology assignment through sequence, structure, and interaction topology. TransposeNet linked \( \alpha \)-syn to multiple parkinsonism genes and druggable targets through perturbed protein trafficking and ER quality control as well as mRNA metabolism and translation. A calcium signaling hub linked these processes to perturbed mitochondrial quality control and function, metal ion transport, transcriptional regulation, and signal transduction. Parkinsonism gene interaction profiles spatially opposed in the network (ATP13A2/PARK9 and VPS35/PARK17) were highly distinct, and network relationships for specific genes (LRRK2/PARK8, ATXN2, and EIF4G1/PARK18) were confirmed in patient induced pluripotent stem cell (iPSC)-derived neurons. This cross-species platform connected diverse neurodegenerative genes to proteinopathy through specific mechanisms and may facilitate patient stratification for targeted therapy.

INTRODUCTION

Common neurodegenerative diseases result in the loss of distinct neuronal populations and abnormal accumulation of misfolded proteins. Synucleinopathies, including Parkinson's disease (PD), dementia with Lewy bodies, and multiple system atrophy, are associated with abnormal intracellular aggregation of alpha-synuclein (\( \alpha \)-syn). Alzheimer's disease (AD) is associated with beta-amyloid (A\( \beta \)) and tau accumulation, while amyotrophic lateral sclerosis (ALS) is associated with altered localization and accumulation of TAR DNA-binding protein 43 (TDP-43). The richest source of hypotheses regarding the pathogenesis of these diseases has derived from neuropathology of postmortem brain. While providing pivotal insights, these observations are made decades after disease inception.
A revolution in human genetic analysis over the last 20 years has uncovered disease-causing mutations that connect protein misfolding to the neurodegenerative process. For instance, point mutations and gene multiplication at the α-syn (SNCA) locus lead to rare but early-onset, highly penetrant forms of PD and dementia. Common polymorphisms in regulatory regions of the SNCA locus that increase gene expression confer increased risk for late-onset PD (Fuchs et al., 2008; Nalls et al., 2014). These studies enabled the creation of animal and cellular disease models and enriched our understanding of disease mechanisms. However, with this knowledge, a new set of challenges has emerged.

First, seemingly disparate genes have been tied to particular clinical phenotypes. For example, parkinsonism is characterized by slowness (bradykinesia), rigidity, tremor, and postural instability. The most common form is PD, defined by α-syn pathology and loss of dopaminergic neurons. However, numerous other disease entities—tied to distinct genetic signatures and neuropathology—can lead to parkinsonism, demonstrating that there is not a simple correspondence among genotype, neuropathology, and clinical presentation (Martin et al., 2011; Shulman et al., 2011; Verstraeten et al., 2015). Those few genetic loci with parkinsonism as the primary clinical phenotype have been given a numeric “PARK” designation (for example, the SNCA/PARK1 locus itself and LRRK2/PARK8), but even mutations in the same gene can produce distinct neuropathology and diverse clinical presentations (Martin et al., 2011; Rajput et al., 2006; Shulman et al., 2011; Verstraeten et al., 2015). Understanding the inter-relationship between genetic risk factors for parkinsonism, and their relationship to α-syn itself, is vital for patient stratification and targeted therapeutic strategies.

Second, human genetic studies have sometimes produced ambiguous and controversial data. For rare variants, substantial recent genetic divergence of human populations may render traditional methods of cross-validation between different populations unfeasible (Nelson et al., 2012; Tennessen et al., 2012). Inconsistencies in the literature abound; for example, studies implicating UCHL1 as “PARK5” and the translation initiation factor EIF4G1 as “PARK18” have failed to reproduce. For common polymorphisms, the challenge is distinguishing between multiple candidate gene loci in linkage to a SNP. It is becoming clear that biological validation will be required to fully establish which genetic factors are causally related to disease processes and how (Casals and Bertranpetit, 2012).

One approach to validating candidate gene variants, and understanding their relationship to proteinopathy, is to systematically screen the entire genome to identify every gene that modifies proteotoxicity when overexpressed or deleted. This is achievable in baker’s yeast (Saccharomyces cerevisiae), a unicellular eukaryote of unparalleled genetic tractability. Yeast has proved highly informative for understanding the cyotoxicity induced by misfolded proteins (Khurana and Lindquist, 2010). This is not surprising, because human genetic data for neurodegenerative diseases heavily implicate cellular pathways that are among the most highly conserved in eukaryotic evolution, including protein homeostasis and quality control, protein trafficking, RNA metabolism, and mitochondrial function (Brás et al., 2015; Guerreiro et al., 2015).

Expressing toxic proteins relevant to neurodegeneration in yeast creates a robust and easily scorable growth and viability defect amenable to genome-wide phenotypic screening. Toxicities of α-syn, Aβ, and TDP-43 have been screened by individually overexpressing each one of 85,500 open reading frames (ORFs) that comprise the majority of the yeast genome (Khurana and Lindquist, 2010; Kim et al., 2014; Treusch et al., 2011; Yeger-Lotem et al., 2009). These screens have guided the discovery of cellular pathologies in neurons and animal models (Cooper et al., 2006; Dhungel et al., 2015; Khurana and Lindquist, 2010; Kim et al., 2014), provided important insights on the relationship of genetic modifier data to gene-expression analysis (Yeger-Lotem et al., 2009), and led to the identification of novel human disease genes (Elden et al., 2010). Recently, processes pinpointed by phenotypic screening in a yeast synucleinopathy model led to the discovery of cellular pathologies in induced pluripotent stem cell (iPSC)-derived neurons from patients with PD due to mutations at the α-syn locus (Chung et al., 2013). In that study, integrating high-throughput genetic and small-molecule screens identified genes and small molecules that could correct pathologies from yeast to neurons (Chung et al., 2013; Tardif et al., 2014).

Here, we build genome-scale networks of α-syn and other proteotoxicities by combining a new computational approach with substantially broader yeast genetic screens. To discover meaningful molecular connections in yeast and patient-derived neurons, we develop a TransposeNet algorithm that (1) maps yeast hits to their human homologs by considering sequence, structure, and molecular interactions; (2) builds networks by linking yeast hits and hidden human genes through an optimization framework based on the prize-collecting Steiner forest algorithm (SteinerForest Ensemble); and (3) transposes molecular interactions across species from yeast to human, utilizing the high density of known molecular interactions in yeast to compensate for the relative sparseness of the human interactome. The networks linked many parkinsonism and neurodegenerative disease risk factors to α-syn toxicity through specific molecular pathways, most notably vesicle trafficking and mRNA metabolism.

**RESULTS**

SteinerForest Ensemble Networks Uncover Biological Connections between α-Syn Screen Hits

One conventional approach to creating a network from a gene list is to connect them via known genetic or physical protein-protein interactions. To illustrate this, we considered 77 genes that modify α-syn toxicity in our previous overexpression screen (Tables S1 and S2). Even with the rich yeast interactome, 30 hits were not incorporated into the network (Figure 1A, top). Moreover, some genes ("hubs") occupied a central position in the network, not because of their importance to proteotoxicity but because they were connected to more genes. For example, PMR1 is a hub that has 955 annotated interactions in BioGRID compared to the median of 70 interactions across the 77 modifiers (Figure 1A, top right; Table S2).

To build more inclusive networks, we adapted the "Prize-collecting Steiner Forest (PCSF) algorithm," which connects gene or protein "nodes" through molecular interactions, or "edges" (Huang and Fraenkel, 2009; Tuncbag et al., 2013, 2016) (Figure 1A, bottom). Edges can include genetic or physical...
Figure 1. SteinerForest Ensemble Builds Proteotoxicity Networks from Yeast Genetic Screens and Uncovers Druggable Targets

(A) SteinerForest Ensemble methodology versus conventional approach. 77 genetic modifiers ("hits") from a previous overexpression screen against α-syn toxicity are mapped to the yeast interactome. The conventional approach misses 30 genetic hits and overemphasizes "hub" genes like PMR1. SteinerForest Ensemble includes all 77 hits and predicts additional nodes of biological relevance, including the druggable targets Rsp5 and Calcineurin (Cnb1).

(B) Left: hits from three published overexpression screens for α-syn, Aβ, and TDP-43 proteotoxicities in yeast. Venn diagrams indicate the numbers of genetic modifiers recovered. Right: a comparison of the output SteinerForest Ensemble networks generated from inputting these three sets of screen hits (empirical p value for 1,000 similarly connected random networks is shown for triple-wise comparison).

(C) Growth curves demonstrating effects of a compound that activates Rsp5, NAB, on TDP-43 (bottom) and α-syn (top) toxicity. Yeast expressing yellow fluorescent protein (YFP), TDP-43(TDP), or α-syn were treated with 20 μM (for TDP-43) or 10 μM (for α-syn) NAB. Growth was monitored over time by optical density (OD) at 500 nm. Results are representative of three experiments.

Interactions or annotated pathways from curated databases (Szklarczyk et al., 2015) are refined by minimizing "cost." Costs increase (1) when a "prized" node (an original hit from a genetic screen) is excluded, (2) when an "edge" connecting two nodes derives from a low-confidence interaction, or (3) when edges connect to hubs. To ensure that our PCSFs were not dependent on specific parameterization, we generated an ensemble of 112 individual forests with different algorithm parameters and created an averaged, or "collapsed," representative network through a maximum spanning-tree algorithm ("SteinerForest Ensemble"; Figure 1A, bottom right).

To encompass the largest number of prized nodes while avoiding unlikely interactions, the PCSF method introduces "predicted nodes," which are proteins or genes not part of the original prized hit list, (Figure 1A, green triangles). Predicted nodes will occur between two nodes within the network. However, as the final network is a superposition of many different networks, these may be at the periphery in the final Ensemble output. Predicted nodes can add biological value, because any high-throughput screen will miss many true biological connections.

When we applied SteinerForest Ensemble to our previous α-syn overexpression screen data, the fragmented networks became more coherently connected. All 77 modifier genes were now incorporated in the network, (Figure 1A, bottom right; Tables S1 and Table S3; Data S1). By penalizing the exclusion...
of genetic modifiers and the inclusion of hubs, the PCSF algorithm favored the biological context at the expense of hubs. To establish specificity of the network output, we generated ensembles of forests from 1,000 sets of 77 genes randomly chosen from the yeast genome with identical connectivity (degree distribution) to the α-syn modifier list. An empirical p value for each node (based on probability of occurring in a network by chance) was significant (p = 0.025, SD = 0.021).

Importantly, predicted nodes (Figure 1A, green triangles) included genetic modifiers of α-syn toxicity not hit in the original screen but uncovered through other studies, including Sec14 (phospholipase D) (Outeiro and Lindquist, 2003), and Pbp1 (yeast homolog of ataxin-2; see below and Figure 3). This network also identified two druggable targets: Cnb1 (Calcineurin subunit B) and Rsp5 (Figure 1A, bottom right). Cnb1 is targeted by FK506, a drug that ameliorates α-syn toxicity (Caraveo et al., 2014). Rsp5 is the target of a specific N-arylbenzimidazole (NAB) that protects against α-syn toxicity (Tardiff et al., 2013). The SteinerForest Ensemble methodology thus connects genetic screen hits through biologically relevant pathways, including druggable targets.

Cross-Comparison of α-Syn, TDP-43, and Aβ Proteinopathies Reveals Distinct and Shared Mechanisms

To cross-compare different proteinopathies, we examined previous Aβ and TDP-43 overexpression screens (Figure 1B; “yeast over-expression networks” in Table S1; Data S1) and found virtually no overlap (Figure 1B, left; Table S2). There was, however, reassessing overlap between the yeast genetic modifiers and disease genes associated with the human disorders, including putative parkinsonism genes recovered in the α-syn screen (ATP13A2 [PARK9] and EIF4G1 [PARK16]), AD risk factors in the Aβ screen (PICALM, CD2AP, INPP5D, and RIK3), and an ALS genetic risk factor (ATXN2) in the TDP-43 screen (Elden et al., 2010). SteinerForest Ensembles from these screen hits revealed more biological overlap between these proteinopathies including protein trafficking, mRNA translation, ubiquitination, and cell-cycle genes (Tables S3 and S4; Figure 1B, right). There was also a crossover between genetic risk factors for distinct human diseases: the ATXN2 homolog was a predicted node in the α-syn network (confirmed as a modifier of α-syn toxicity; Figures 3 and 4), and the homolog of the parkinsonism gene VPS35 (PARK17) was a predicted node in the yeast Aβ network. VPS35 encodes a key component of the retromer complex, and defective retromer function has been identified in AD brain and animal models (Small et al., 2005). These overlaps were unrelated to increasing the number of genes. Empirical p values for 1,000 similarly connected random networks were statistically significant, whether considered pairwise (p = 0.002) or triplewise (p = 0.001).

One trafficking gene predicted to be a common node between all three proteinopathies was Rsp5, a ubiquitin ligase activated by NAB. Indeed, NAB was originally recovered in a small-molecule screen against TDP-43 proteinopathy in yeast. We utilized a sensitive bioscreen assay to test NAB on growth defects induced by these proteinopathies. NAB rescued all three proteinopathies as predicted by the network. It was most effective for α-syn (Figure 1C) and only rescued against Aβ toxicity synergistically in combination with other compounds known to protect from Aβ toxicity (unpublished data). NAB failed to provide significant rescue for 20 unrelated toxic yeast strains (Figure S1).

TransposeNet Generates a “Humanized” Network

It would be desirable to identify connections between our yeast molecular networks to human genes, including human disease genes that have no straightforward homologs in yeast. We therefore developed TransposeNet, a suite of computational methods to “humanize” yeast molecular networks (Figure 2A).

The first step in TransposeNet is assignment of yeast-to-human homology by considering sequence similarity (BLAST and DIOPT scores; Hu et al., 2011), yeast-to-human structure alignments (using the HHpred tool; Söding et al., 2005), and incorporating network topology (Figure 2A, top left). Network topology assesses neighborhoods of genetic and physical molecular interactions around a given protein, positing “guilt-by-association” logic that the topological place within a network relates to biological function (Cho et al., 2016). Thus, sharing similar neighbors should be a factor in determining whether two proteins are homologs. The relative weight of each homology method was carefully tuned (see STAR Methods and Figure S2 for full details), providing a more comprehensive and unified protein homology score (Berger et al., 2013; Singh et al., 2008; Söding et al., 2005). The underlying framework that relates genes according to these different features is known as diffusion-component analysis (DCA). DCA has also been used as the core algorithm in Mashup, a tool for integrating multiple heterogeneous interactomes. More information can be found in the Method Details section of STAR Methods and in Cho et al., 2016).

Our method assigned 4,923 yeast proteins to human homologs and conversely predicted yeast homologs for 15,200 human proteins, a substantial improvement over BLAST (4,023 yeast to human and 7,248 human to yeast) or BLAST with HHpred (4,312 yeast to human and 9,577 human to yeast). Additionally, our method improved predictions as determined by gene ontology (GO) accuracy and Jaccard similarity scores (STAR Methods; Figure S3) and did not introduce false positives for high-confidence yeast-human protein pairs (EnsemblCompara; STAR Methods).

There is high conservation of core eukaryotic biology from yeast to man, and pivotal complementation studies in yeast have determined the functions of many genes in other species, including human (Osborn and Miller, 2007; Kachroo et al., 2015). On this basis, we used our homology tool to augment the human interactome with interactions inferred from the much richer yeast interactome. This was the key advance that enabled TransposeNet. Importantly, this cross-species “edge” transposition did not increase the rate of false-positive hits; rather, it substantially improved network performance. In fact, for our screen hits the PCSF-based SteinerForest Ensemble outperformed two alternative network-building methodologies, DAPPLE (Rossin et al., 2011) and PEXA (Tu et al., 2009) (STAR Methods; Figure S4).

In our humanized networks (indexed in Table S1; Figure 2A, right), each yeast gene (red triangle) is connected to one or more human homologs (blue circles) based on our homology-tool-generated score. SteinerForest Ensemble then interconnects
Humanized Network from Overexpression Screen Connects α-Syn to Other Human Disease Genes

We tested the humanized network approach on the 77 modifiers from the α-syn overexpression screen ("α-syn over-expression humanized network"); Tables S1, S9, and S11; Data S1; Figure 2A, right). Several predicted human nodes in the resultant humanized network had no obvious homologs in the yeast proteome, the most striking example being α-syn itself. α-syn was connected to endoplasmic reticulum (ER) quality control and protein trafficking modifiers through a predicted node Ap1b1 (Figure 2A, right), a component of the clathrin adaptor complex that localizes in the immediate vicinity of α-syn in neurons (Chung et al., 2017, in this issue of Cell Systems). The emergence of α-syn in the humanized network strongly indicates that a functional, highly interconnected relationship between our original yeast genetic hits and α-syn is conserved from yeast to man.

LRRK2 and α-Syn Are Connected through ER Stress and Vesicle Trafficking

The kinase/GTPase LRRK2, another PD-gene-encoded protein without an obvious yeast homolog, was centrally incorporated into the humanized network (Figure 2A, right). We tested the robustness and specificity of this finding by computationally generating ensembles of humanized Steiner forests from 1,000 lists of genes that were randomly selected (matching the size of our original α-syn genetic modifier list). LRRK2 and α-syn (SNCA) occurred together in 72% of humanized networks generated through SteinerNet Ensemble from our input list (individually, SNCA appeared in 86% and LRRK2 in 76% of networks). Neither was incorporated in any of the humanized networks generated from Aβ or TDP-43 screen hits ("TDP-43"- and "Aβ"-"over-expression humanized networks" in Table S1; Data S1). LRRK2
and α-syn appeared together in 0/1,000 of the randomly generated network ensembles. Without transposition of yeast interaction information into our networks, α-syn was peripherally placed and its connection to Ap1b1 (see above) was lost and LRRK2 was entirely absent (Figure 2B). Thus, the inclusion of LRRK2 and α-syn is robust, specific, and dependent upon augmentation of human networks with yeast interaction data.

LRRK2 was related to the humanized α-syn network through proteins involved in ER-to-Golgi trafficking (Naf1 and Rab1a) and ER quality control (Stub1/Chp/Scar6, Sgk1, and Syn1), pathways previously implicated among many others in LRRK2 (Cho et al., 2014; Liu et al., 2012) and α-syn (Chung et al., 2013; Cooper et al., 2006)-induced toxicity. Our data pinpointed these pathways as key points of convergence. We previously showed that the A53T mutation and triplication of wild-type α-syn leads to pathologic accumulation of specific trafficking proteins in the ER of patient-derived neurons, including Nicastrin (Chung et al., 2013). Using previously generated LRRK2 mutant iPSC (Figure S5), we recapitulated this phenotype. As early as 4 weeks after initiating differentiation, Nicastrin accumulated in the ER of LRRK22019Δε dopaminergic neurons compared to isogenic mutation-corrected controls (Figure 2C), phenocopying the previously described pathology in neurons derived from patients with α-syn mutations. Thus, the humanized α-syn network correctly predicted convergence of cellular pathologies in distinct forms of parkinsonism. A Nicastrin trafficking defect has also been demonstrated in LRRK2 knockout mouse fibroblasts (Cho et al., 2014), raising the possibility that the G2019S mutation may lead to deficiency of a LRRK2-related function in protein trafficking.

Genome-wide Pooled Overexpression and Deletion Screens against α-Syn Toxicity

For a more comprehensive view, we executed two additional genome-wide screens against α-syn toxicity: (1) a genome-wide deletion screen to identify nonessential genes that, when deleted, lead to an extreme sensitivity to low levels of α-syn that would otherwise not be toxic (Figure S6A number 2; Table S5); (2) a pooled screen in which the galactose-inducible overexpression library was transformed en masse into our α-syn Hitox strain (Figure S6A, number 3; Table S6). For pooled screens, we sequenced plasmid DNA to identify genes specifically over- or under-represented under selective conditions. These are putative suppressors and enhancers of toxicity, respectively. We compared a similarly transformed YFP strain as a control. Pooled screens are far more rapid, and theoretically more sensitive, than individually transforming each library plasmid into the α-syn strain and measuring growth.

These screens encompassed tests of approximately 10,000 potential genetic interactions (D3,500 overexpression, D4,500 deletion). After extensive validation of the hits (Figures S6C and S7B), we recovered 318 genetic modifiers. Very little overlap existed between the specific genes recovered in the deletion versus the overexpression screens (Figure 3A). However, we found considerable overlap in the biological pathways represented (see network analysis below). 16 modifiers have emerged in independent work from our laboratory (Caraveo et al., 2014; Chung et al., 2013) or were identified herein (Table S7). 14 of these were distinct from our screen hits, leading to a total of 332 genetic modifiers of α-syn toxicity (Figure 3A).

Homologs of PARK and Other Neurodegeneration Genes Modify α-Syn Toxicity in Yeast

Modifiers of α-syn toxicity included homologs of many known genetic risk factors for parkinsonism and other neurodegenerative disease phenotypes (Figure 3B; Table S14). These included genes involved in vesicle trafficking (yRAB7L1, yRAB3B, ySORL1, ySYNJ1/PARK20, and yVPS35/PARK17), mRNA translation (yATXN2 and yEIF4G1/PARK18), mitochondrial quality control and function (yCHCHD2/10), metal ion transport (yATP13A2), transcriptional regulation (yATXN7), metabolism (yDHD3S), and signaling (yPDE8B and yPPP2R2B/ATXN12), among others. Many of these genes, including those at so-called PARK loci, have been implicated in neuronal pathologies quite distinct from the α-syn pathology that defines PD. Their recovery in our screens suggested that mechanisms of neurotoxicity related to diverse neurodegenerative disease genes might be shared.

Of the 19 PARK loci, 9 have clear yeast homologs (Table S8). Four of these emerged in our screens: yATP13A2 (PARK9) (YPK9 in yeast), yVPS35 (PARK17) (VPS35), yEIF4G1 (PARK18) (TIF4631, TIF4632), and ySYNJ1 (PARK20) (INP53). A fifth putative PARK gene, yRAB7L1 (PARK16) (YPT7), emerged as a genetic modifier when tested as a candidate (see below). The probability of recovering homologs of these genes by chance is low (p = 0.00013; hypergeometric test). None of these yPARK genes were modifiers in the A8 or TDP-43 overexpression screens (Table S2). These findings underscore the biological specificity of the α-syn screen hits in yeast.

TransposNet Generates a Genome-Scale “Map” of α-Syn Toxicity

We applied TranspoNet to homologs of the 332 α-syn toxicity modifiers to generate a humanized network, or “map” (“Complete α-syn humanized network” in Tables S1, S10, and S11; Figures 3B and S8; Data S1). Multiple genes implicated in neurodegeneration emerged in this α-syn network by direct homology to yeast hits or as predicted network nodes (Figure 3B; Figure S8; Table S14). We superimposed gene ontologies onto “branches” in our map (Figure 3B), and various vesicle-mediated transport processes dominated. Genetic risk factors associated with typical PD (SNCA itself, LRRK2, RAB7L1, and VPS35) were concentrated in the subnetwork enriched in vesicle trafficking genes (Figure 3B). In contrast, the majority of neurodegeneration genes associated with non-Lewy neuropathology, atypical parkinsonism, or non-parkinsonian neurodegenerative phenotypes (Table S14) were distant from the vesicle trafficking network. A full analysis of the biological processes enriched in the network branches is provided in Table S12. Notably, this humanized network elucidated the molecular context in which the previously identified druggable targets NEDD4 (Tardiff et al., 2013) and Calcineurin (Caraveo et al., 2014) impact α-syn toxicity, and identified the transcription factor NFAT, through which Calcineurin exerts its toxicity (Caraveo et al., 2014), as a hub (Figure 3B).

Furthermore, both α-syn itself and LRRK2 were predicted as nodes, just as in the overexpression network (Figure 2A). In the
332 genetic modifiers of αSyn toxicity

Low throughput - 16 modifiers

High throughput - 318 modifiers

Overexpression - 77

Deletion - 153

Pooled overexpression - 134

Figure 3. TransposeNet Builds Genome-Scale Molecular Network for α-Syn Toxicity from Genome-wide Deletion and Overexpression Yeast Screens

(A) Summary of genetic modifiers recovered in screens. 16 genetic modifiers (14 unique) from low-throughput investigations were also incorporated. Yeast homologs of genes linked to PD and other neurodegenerative disorders are listed. A "y" preceding the human gene name indicates "the yeast homolog of".

(B) A humanized network is generated from the 332 α-syn screen hits by TransposeNet. Genes of interest are enlarged, including multiple neurodegeneration-related disease genes (see also Figure S8 and Table S14). Gene ontology process enrichment within stems of the network are color-coded (full details in Table S12; gray portions were not enriched). Brown lines indicate extrapolated connections to VCP/Cdc48 through Vms1 (the yeast homolog of Ankzf1) and Hrd1 (the yeast homolog of Syvn1) and from VCP to Parkin/PARK2 and Pink1/PARK6. A target symbol marks two druggable nodes, Calcineurin (Caraveo et al., 2014) and Nedd4 (a target of NAB; Tardiff et al., 2013). Inset: network without transposition of yeast edges. LRRK2 and NFAT are not included. Ontologically connected proteins (for example, Rab proteins) are dispersed.

ensemble of Steiner forests generated from our list of 332 modifiers, α-syn appeared in 100% and LRRK2 in 70%. In 1,000 random sets of 332 genes, even when we forced the incorporation of five yPARK genes recovered in our genetic experiments (yPARK9, yPARK16, yPARK17, yPARK18, and yPARK20), α-syn and LRRK2 appeared together in only 0.6% of humanized networks. Thus, yeast modifiers of α-syn toxicity generated a specific humanized network in which the PD-associated proteins α-syn and LRRK2 emerged as critical network nodes.

TransposeNet generated a coherent network: 295 out of 332 yeast modifier genes were included in a single tree network (Table S10) with biologically intuitive "stems" comprising genes of similar ontology (Figure 3B). Networks generated from these 332 modifiers without transposition of yeast interactome data produced three fragmented networks comprising 136, 2, and 122 yeast genes, respectively (Figure 3B, inset; Data S1). Genes that should be related biologically through involvement in common cellular processes were separated (Figure 3B). Moreover, LRRK2 and NFAT were not incorporated. Testable hypotheses, such as the relationship of EIF4G1 to ATXN2 (Figure 5), did not emerge because these proteins were not included in the same network. DAPPLE (Rossin et al., 2011) and PEXA (Tu et al., 2009) also produced highly fragmented or dense "hairball" networks of limited utility for hypothesis generation (Figure S9) and these algorithms did not incorporate critical nodes like LRRK2 (Figure S9).

Thus, transposition of yeast networks to augment the human
interactome created a coherent, biologically meaningful σ-syn network.

**An Endocytic and Retrograde Trafficking Subnetwork in the σ-syn Toxicity Map Incorporates Yeast Homologs of RAB7L1 (PARK16) and VPS35 (PARK17)**

In the σ-syn map, homologs of some parkinsonism genes coalesced in a sub-network around YPT6, the yeast homolog of RAB6A (Soper et al., 2011) (Figure 3B). Included were YPT7, VTH1, and VPS35, which encode proteins involved in endosomal trafficking. YPT7 is a close homolog of RAB7L1, a leading candidate for the PARK16 locus (MacLeod et al., 2013; Nalis et al., 2014), and also of the Mendelian parkinsonism risk factor RAB39B (Wilson et al., 2014). VTH1 is a close yeast homolog of SORL1, an established AD risk modifier (Rogaeva et al., 2007) that encodes a protein involved in intracellular sorting (Nykjaer and Willnow, 2012). VPS35 is homologous to the Mendelian risk factor for classic PD, VPS35 (PARK17) (Zimprich et al., 2011). VPS35, VPS26, and VPS29 comprise the retromer complex that transports cargo from endosomal to Golgi compartments. In our accompanying study (Chung et al., 2017), we show that deletion of the VSP26 and VPS29 core retromer components strongly enhances σ-syn toxicity. A fourth gene involved in Golgi-to-endosome and endocytic trafficking, INP53, is homologous to the Mendelian parkinsonism gene SYNJ1 (PARK20) (Ogliati et al., 2014). Deletion of any one of these genes was not toxic in a wild-type strain. However, deletion of any one of these genes in a strain expressing low (nontoxic) levels of σ-syn produced a strong and synergistic growth defect (Table S6; Figures 4B and S10A).

Importantly, ectopic expression of yeast or human VPS35 rescued the toxicity induced by deleting VPS35, but expression of a disease-causing mutation (VPS35-D620N) did not (Figure 4C). Finally, yRAB7L1 enhanced σ-syn toxicity when deleted but rescued from this toxicity when overexpressed (Figure S10B).

**Figure 4. Genetic Dissection of Parkinsonism Susceptibility Genes Reveals Distinct Biology**

(A) Vesicle trafficking subnetwork within the σ-syn map (from Figure 3B) and location of PARK9 (ATP13A2) outside of this subnetwork. Green, trafficking proteins; brown, metal ion transporters.

(B) Synthetic toxic interactions between trafficking genes and σ-syn (spotting assays on agar plates). σ-syn transgene is expressed from a galactose-inducible promoter ("on" in galactose [Gal]; "off" in glucose [Glc]). A y symbol indicates "the yeast homolog of". Δgal2 (strain (nonspecific enhancer) serves as a (−) control because it grows less well on galactose (regardless of σ-syn expression). The (D) control, a deletion (ΔYMR191W), has no deleterious effect in presence of σ-syn ("baseline toxicity").

(C) Expression of yeast VPS35 (yVps35), human VPS35 (hVps35), and human mutant (D620N) VPS35 in σ-syn-expressing Vps35-deleted "IntTox" cells (yeast spotting assay, showing serial 53 dilutions from left to right; transgenes are from a galactose-inducible promoter). (D and E) Cross-comparison of genetic interactors with similarly toxic HiTox σ-syn, σ-syn-AVPS35/PARK17, and σ-syn-ΔATP13A2/PARK9 strains. Spotting assay demonstrates relative levels of toxicity among these three strains (D; 53 serial dilutions from left to right). In (E), data are shown on dot plots comparing the efficacy of 77 known σ-syn modifiers (see Figure 1) in HiTox σ-syn (x axis) versus PARK17/σ-syn (y axis; left), ΔATP13A2/σ-syn (y axis; right). Green, vesicle trafficking genetic modifiers; brown, metal ion transport modifiers. Axis scales represent growth relative to Mig1/Mig3-positive controls (100, black). Mig1/Mig3 overexpression represses the galactose promoter driving σ-syn expression.

Each spot assay in this figure was repeated two to four times. The dot plot is representative of two experiments performed on separate days with biological replicates. Transformants were plated in quadruplicate for each experiment.
The α-Syn Map Predicts Diverging Genetic Interaction Profiles in ΔPARK9 (ATP13A2)- and ΔPARK17 (VPS35)-Sensitized Yeast Models

To test functional consequences of being located in distinct sub-networks of our α-syn map, we compared VPS35 (PARK17) and ATP13A2 (PARK9). ATP13A2 is a type P ATPase implicated in cation transport and metal ion homeostasis (Kong et al., 2014; Park et al., 2014; Ramonet et al., 2012; Tsunami and Kraici, 2014). Mutations in ATP13A2 lead to juvenile-onset parkinsonism or Kufor-Rakeb syndrome, which is distinct from PD (Schneider et al., 2010). yATP13A2 suppressed α-syn toxicity in our overexpression screen (Figure 1B), and deletion of yATP13A2 strongly enhanced α-syn toxicity (Figure 4B). In our humanized network, ATP13A2 was spatially distant from VPS35, lying well outside the vesicle trafficking subnetwork (Figures 3B and 4A). We asked whether this spatial separation reflected differences in underlying biology.

We generated three strains with similar toxicities (Figure 4D). In one strain, toxicity resulted from overexpression of α-syn (HITox). In two other strains, mild toxicity induced by intermediate levels of α-syn expression was enhanced by deletion of yeast ATP13A2 (hereafter, ΔATP13A2/α-syn) or VPS35 (hereafter, ΔVPS35/α-syn). These three yeast strains thus modeled cellular pathologies related to three forms of familial parkinsonism: two with typical α-syn pathology (PD related to α-syn multiplication and VPS35 (PARK17)-associated parkinsonism) and one with strikingly different pathology (PARK9 (ATP13A2)).

While ΔATP13A2 is known to sensitize cells to metal ion stress (Kong et al., 2014), ΔVPS35 strains exhibit retrograde trafficking defects (Seaman et al., 1997), suggesting that ΔATP13A2 and ΔVPS35 strains are differentially sensitized to α-syn toxicity. We asked whether our 77 α-syn overexpression screen hits differentially modified the toxicity of our ΔVPS35/α-syn and ΔATP13A2/α-syn models.

We expressed these α-syn toxicity modifiers in each of the yeast models and monitored growth. For the α-syn HITox and ΔVPS35/α-syn models, 69 out of 77 genes overlapped (Figure 4E, left), correlating well with the similar pathology associated with these genetic forms of parkinsonism. Notably, the overlapping modifiers were enriched in vesicle trafficking genes (Table S13). In contrast, there were only 3 out of 77 modifiers in common between α-syn HITox and ΔATP13A2/α-syn (Figure 4E, right). These were involved in iron and manganese homeostasis (CCC1) and actin cytoskeleton rearrangements (ICY1 and AF11 (YOR129C)), respectively. Notably, metal ion homeostasis is strongly implicated in Kufor-Rakeb syndrome (Schneider et al., 2010) and its mammalian models (Park et al., 2014). Thus, neurodegenerative diseases that are genetically, clinically, and neuropathologically distinct may nonetheless share some key molecular pathologies that can be uncovered through genetic network analysis.

mRNA Translation Subnetwork Links α-Syn to PABPC1, EIF4G1, and ATXN2

In our overexpression screen against α-syn toxicity, TIF4632 (hereafter yEIF4F1-1) emerged as a suppressor. yEIF4F1-2 is a yeast homolog of the translational initiation factor EIF4G1. The genome-wide deletion and pooled overexpression screens identified additional genetic modifiers related to mRNA translation, including initiation factors and multiple ribosomal subunits (Figures 3B and 5A; Tables S5 and S6). These included the homolog of human PABPC1, PAB1, the ATXN2 homolog PBP1, and the second EIF4G family homolog in yeast, TIF4631 (hereafter yEIF4G1-1). Enrichment of these hits in the pooled screen was confirmed by qPCR (Figure 5B, left), and overexpression of these genes suppressed α-syn toxicity in biocoreen (Figure 5B, right) and/or spot (Figure S11) growth assays. Genetic experiments in different proteinopathy models revealed that the effects of these modifiers on α-syn toxicity were specific (Figure S11). Thus, perturbation of mRNA translation in synucleinopathy was not simply a generic proteotoxic response.

Protein Translation Is Perturbed in PD-Patient-Derived Neurons

Because we recovered numerous genetic modifiers in the mRNA translation and mRNA processing pathways (Figures 3 and 5), we asked whether protein translation was perturbed in cellular synucleinopathy models, including PD-patient-derived neurons. Bulk changes in protein production were assessed by determining the rate at which S35-radiolabeled methionine and cysteine are incorporated into protein over time after a brief "pulse labeling." Overexpression of α-syn in HEK cells and primary rat cortical neurons reduced the accumulation of S35-Met/Cys without changing amino acid uptake (Figure S12). Similarly, in 6- to 8-week-old iPSC neurons harboring the α-synA53T mutation, S35-Met/Cys incorporation into protein was reduced compared to isogenic mutation-corrected controls (Figure 5G). Thus, our α-syn screens and network analysis identified a strong effect of α-syn toxicity on bulk mRNA translation in cellular models of synucleinopathy. This effect was not attributable to a canonical ER stress response, because phosphorylation of EIF2A (Figures S12D and S13A) and XBP1 splicing (Figure S13B) was not altered in these neurons.

Conserved Genetic Interactions of ATXN2 and EIF4G1 from Yeast to Patient Neurons

We next tested whether human homologs of two translation factors that suppressed α-syn toxicity when overexpressed in yeast, ATXN2 and EIF4G1, could similarly reverse the protein translation defect in neurons. We generated transcription activator-like effector transcription factor (TALE-TF) constructs to transcriptionally upregulate neuronal isoforms of EIF4G1 and ATXN2 (Sanjana et al., 2012) (Figure 5D, left). These constructs were then delivered with an adeno-associated viral vector to differentiated α-synA53T iPSC-derived neuronal cultures.

10 days after transduction, endogenous EIF4G1 and ATXN2 mRNA levels increased by 14-fold, as measured by qPCR (Figure 5D, right). This increased expression substantially reversed the defect in bulk protein translation we had observed in α-synA53T neurons (Figure 5E). Overexpression of EIF4G1 increased translation in A53T neurons, but not in mutation-corrected controls. ATXN2 overexpression equally increased bulk translation in mutant and control cells (Figure 5E).

Thus, our cross-species molecular network predicted a biological interaction between α-syn and mRNA translation factors in PD-patient-derived neurons. These data strengthen the argument that perturbed mRNA translation is an important aspect of α-syn toxicity. Interestingly, we identified a strong signature of
Figure 5. mRNA Translation Factors Impact α-Syn Toxicity from Yeast to Patient-Derived Neurons
(A) mRNA translation subnetwork in α-syn toxicity (from Figure 3B), including ATXN2, EIF4G1 (PARK18), and PABPC1.
(B) Effects of yPABPC1, yAtaxin 2, and yEIF4G1-1 on α-syn toxicity (left: qPCR to verify enrichment of these genes in pooled over-expression screen; right: bioscreen growth assay). A "y" ahead of the human gene name indicates "yeast homolog of".
(C) Bulk mRNA translation in mutant α-synA53T iPSC neurons compared to isogenic mutation-corrected control neurons as measured by 35S-cysteine and 35S-methionine incorporation over time (phosphorimager scan). Coomassie staining shows loading of protein. At right, the graph shows two subclones of the mutation-corrected line compared to α-synA53T cells (n = 4; *p < 0.05; **p < 0.01 (two-tailed t test).
(D) TALE-TFs were designed to elevate the endogenous levels of ATXN2 or EIF4G1 genes. These bind to the 5' UTR of the target genes and recruit a transcriptional activator (Sanjana et al., 2012). qPCR Indicates transcript levels after MV-mediated TALE-TF delivery into A53T iPSC neurons.
(E) Effect of increasing endogenous EIF4G1 or ATXN2 levels on bulk translation in A53T neurons (n = 3).
Data represent mean ± SEM. "p < 0.05 (two-tailed t test).

decreased translation of mRNA translation-related transcripts in ribosomal footprinting experiments of α-synA53T iPSC-derived cortical neurons at 4 and 12 weeks of differentiation compared to isogenic mutation-corrected control neurons (Figures S14 and S15; Tables S16, S17, S18, and S19). Indeed, mRNA-related translation factors, ribonucleoproteins, and ribosomal proteins were enriched not only in our genetic and translational maps of α-syn toxicity but also among proteins in the immediate vicinity of α-syn in neurons (Figure 4 In accompanying manuscript, Chung et al., 2017; Figure S14A, "spatial α-syn map"). Moreover, a number of mRNA translation proteins directly complexed with α-syn. This convergence of genetic, translational, and spatial maps suggests the connection between α-syn toxicity and mRNA metabolism is deeply rooted in α-syn biology.

DISCUSSION
We describe a coherent, systems-level analysis of how α-syn misfolding and mistrafficking perturbs cell biology. Genome-wide screens identified modifiers of the toxic consequences of α-syn expression in baker's yeast (S. cerevisiae). Our key computational contribution, TransposeNet, coupled richly annotated molecular interactions in yeast with a Steiner prize-collecting algorithm and a sophisticated cross-species homology tool to visualize the screen hits as a humanized molecular network. TransposeNet revealed that α-syn pathology is deeply connected to human genetic risk factors for parkinsonism and parsed out the molecular pathways through which these connections occur. We envisage TransposeNet as a valuable resource for the community, easily...
A pressing challenge in neurodegeneration is to determine whether genes associated with highly distinct pathologies, but that nevertheless converge on similar clinical phenotypes, are related at a molecular level or not. Our network tied \( \alpha \)-syn not only to genes that cause classical PD (Ogaki et al., 2015) but also to genes that cause parkinsonism with different pathologies and genes associated with other neurodegenerative phenotypes altogether (Table S14). The relationships were highly specific to \( \alpha \)-syn. Moreover, genes tied to classical PD or \( \alpha \)-syn pathology (like RAB7L1, VPS35, and LRRK2) were concentrated in a vesicle-trafficking-associated subnetwork, while genes tied to "atypical" parkinsonism (like ATP13A2 and ATXN2) were in separate subnetworks. For a few examples, we experimentally validated the convergent and divergent molecular pathologies indicated by the spatial location on the map. Thus, LRRK2 and \( \alpha \)-syn pathologies were connected at the level of perturbed protein trafficking, which was confirmed in patient-derived neurons. In another example, VPS35 and ATP13A2 exhibited highly distinct genetic modifier profiles in yeast. Other network and model-organism studies provide important support for our results, including connections between \( \alpha \)-syn and LRRK2 (Cho et al., 2014; Liu et al., 2012), RAB7L1 and LRRK2 (MacLeod et al., 2013; Bellina et al., 2014), and VPS35 and \( \alpha \)-syn (Dhungel et al., 2015).

For some genes connected to \( \alpha \)-syn toxicity by our network, including EIF4G1 (PARK18) and CHCHD2, human genetic data are limited or controversial (Funayama et al., 2015; Liu et al., 2015; Ogaki et al., 2015; Chartier-Harlin et al., 2011; Nuytemans et al., 2013). Another gene, RAB7L1, is one of two candidates in linkage with a parkinsonism-associated common gene variant (PARK16). Our analysis affirms a connection between such genes and \( \alpha \)-syn proteinopathy and provides the biological context in which to place these interactions. For example, we make no claim that the translation factor EIF4G1 should be designated a "PD gene." However, EIF4G1 and \( \alpha \)-syn toxicity are connected in the context of an important and previously unrecognized direct effect of \( \alpha \)-syn on mRNA biology and protein translation. This was confirmed by multiple hits in our genetic analysis (Figure 3) and in our mRNA translational profiling of neurons (Figure S14). Moreover, a connection to mRNA translation and metabolism was also confirmed in our spatial mapping of \( \alpha \)-syn in neurons (Chung et al., 2017). This map revealed that \( \alpha \)-syn is in the immediate vicinity and complexed to proteins involved in mRNA translation and protein trafficking, suggesting that these perturbations may be upstream or proximal events in \( \alpha \)-syn toxicity. Interestingly, a connection is emerging between mRNA translation and other parkinsonism-related genes (Gehrke et al., 2015; Martin et al., 2014).

Finally, by identifying connections between druggable targets and gene networks, our approach provides a glimpse of how future treatments might be targeted to specific genetic lesions. We envisage that the inflexibility of a single clinical or pathologic diagnosis will yield to a more nuanced molecular diagnosis. In this scenario, genetic lesions will be matched to compound targets and confirmed in "personalized" cellular models in which combinatorial genetic lesions are introduced to reflect specific genetic risk and biology. Emerging genome-editing technologies will enable such models to be developed in patient-derived cells, and for genome-wide screening to be carried out in these cells also (Hasson et al., 2013; Khurana et al., 2015; Shalem et al., 2014; Wang et al., 2014). These will unquestionably be welcome advances, but impressive developments will continue in model organisms. Variomic libraries in yeast, for example, now enable mutagenesis at single-amino-acid resolution across the entire yeast proteome (Huang et al., 2013), unlocking enormous potential for target identification in phenotypic screens. We envision multi-faceted, cross-species approaches will continue to reveal critical insights into many complex diseases and perhaps fulfill therapeutic promises in the post-genomics era.
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## KEY RESOURCES TABLE

<table>
<thead>
<tr>
<th>REAGENT or RESOURCE</th>
<th>SOURCE</th>
<th>IDENTIFIER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Antibodies</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mouse anti-Carboxypeptidase Y</td>
<td>Life Technologies</td>
<td>A66426</td>
</tr>
<tr>
<td>Rabbit anti-Nicastrin</td>
<td>Cell Signaling</td>
<td>3632; RRID: AB_2149581</td>
</tr>
<tr>
<td>phospho elf2A</td>
<td>Cell Signaling</td>
<td>9721; RRID: AB_330951</td>
</tr>
<tr>
<td>total elf2A</td>
<td>Cell Signaling</td>
<td>2103; RRID: AB_836874</td>
</tr>
<tr>
<td>LRRK2</td>
<td>Abcam</td>
<td>Ab133474</td>
</tr>
</tbody>
</table>

**Experimental Models: Cell Lines**

<table>
<thead>
<tr>
<th>Antigen</th>
<th>V.K. Lab, Chung et al. (2013)</th>
<th>N/A</th>
</tr>
</thead>
<tbody>
<tr>
<td>LRRK2-G2019S-1</td>
<td>V.K. Lab, Reinhardt et al. (2013)</td>
<td>N/A</td>
</tr>
<tr>
<td>LRRK2-G2019S-CORR-2</td>
<td>M.D. Lab, Reinhardt et al. (2013)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

**Experimental Models: Organisms/Strains**

| Yeast strains: BY4741, deletion collection | C. Boone Lab, Tong and Boone (2006), Baryshnikova et al. (2010) | N/A |
| Yeast strain: W303 background, α-syn strains (NoTox), MATα can1-100, his3-11,15, leu2-3,112, trp1-1, ura3-1, ade2-1 | V.K. Lab | N/A |
| Yeast strain: W303 background, α-syn strain (InfTox), MATα can1-100, his3-11,15, leu2-3,112, trp1-1, ura3-1, ade2-1 | V.K. Lab | N/A |
| Yeast strain: W303 background, α-syn strain (HITox), MATα can1-100, his3-11,15, leu2-3,112, trp1-1, ura3-1, ade2-1 | V.K. Lab | N/A |
| Yeast strain: W303 background, α-syn/delta-VPS35, W303 MATα can1-100, his3-11,15, leu2-3,112, trp1-1, ura3-1, ade2-1 | V.K. Lab | N/A |
| Yeast strain: W303 background, α-syn/delta-ATP13A2, MATα can1-100, his3-11,15, leu2-3,112, trp1-1, ura3-1, ade2-1 | V.K. Lab | N/A |
| Recombinant DNA    | V.K. Lab | N/A |
| TALE cloning backbone | V.K. Lab | N/A |
| TALE-TF (Ataxin-2) | V.K. Lab | N/A |
| TALE (EIF4G1)      | V.K. Lab | N/A |
| SNCA expression construct collection (GFP-tagged, untagged) | V.K. Lab | N/A |

**Software and Algorithms**

| TransposeNet Pipeline | web portal | http://transposenet.csail.mit.edu |
| DCA/Mashup            | web portal | http://mashup.csail.mit.edu |
| PCSF                   | web portal | http://fraenkel-nsf.csibl.mit.edu/omicsintegrator/ |

**Other**

| Cytoscape Files | These are provided in the supplement (data files S20 through S30). |
CONTACT FOR REAGENT AND RESOURCE SHARING

Further information and requests for resources and reagents should be directed to the Lead Contact, Vikram Khurana, by email at vkhurana@bwh.harvard.edu.

EXPERIMENTAL MODELS AND SUBJECT DETAILS

Yeast Strains
For the deletion screen, strains were in the BY4741 background and have been described in detail elsewhere (Baryshnikova et al., 2010; Tong and Boone, 2006).

For all experiments except the deletion screen and validation, the yeast strains used were in the w303 background (MATa can1-100, his3-11,15, leu2-3,112, trp1-1, ural3-1, ade2-1). The vector control strain contained empty vector at the trp and ura loci (pAG304Gal, pAG306GAL). The NoTox α-syn strain contained α-syn fused to green fluorescent protein (α-syn-GFP) inserted at the his locus (pAG303GAL-α-syn-GFP). IntTox and HiTox α-syn strains contained multiple tandem copies of α-syn-GFP inserted at this and trp loci (pRS303GAL-α-syn-GFP, pRS304GAL-α-syn-GFP). IntTox strains have 4-5 copies of α-syn while HiTox cells have > 6 copies of α-syn. The ΔPARK17/α-syn and ΔPARK9/α-syn were generated by replacing the PARK17/VP35 or PARK9/SPF1 gene loci in IntTox α-syn strains with a kanamycin resistance cassette (VPS35::kanMX or SPF1::kanMX).

Human iPSC Lines
iPSC from control individuals and PD patients carrying G2019S LRRK2 along with isogenic gene-corrected controls were generated as previously described (Reinhardt et al., 2013). Skin biopsy, human dermal fibroblast culture, iPSC cell generation and mutation correction for the patient harboring the A53T mutation (α-syn<sup>ASMT</sup>) have been described previously (Cooper et al., 2006; Soldner et al., 2011). In that previous publication the A53T IPS line was referred to as WIBR-IPS-SNCA<sup>ASMT</sup>. For all iPSC lines, informed consent was obtained from patients prior to cell donation using a written form, and the protocol was approved by the relevant institutional review board: for LRRK2 iPSC this was the Ethics Committee of the Medical Faculty and the University Hospital Tübingen (Ethik-Kommission der Medizinischen Fakultät der Universität Tübingen); for the A53T line, the IRB of the Boston University Medical Campus and the MIT Committee on the Use of Humans as Experimental Subjects.

Human iPSC Generation and Differentiation Into Midbrain Dopaminergic (DA) Neurons for LRRK2 Mutant Lines
iPSC were differentiated into mDA neurons using a floor plate-based protocol with minor modifications (Kriks et al., 2011; Schöndorf et al., 2014). Differentiation was based on exposure to LDN193189 (100 nM, Stemgent) from days 0–11, SB431542 (10 mM, Tocris) from days 0–5, SHH C251 (100 ng/mL, R&D), purmorphamine (2 mM, EMD) and FGF8 (100 ng/mL, Peprotech) from days 1–7 and CHIR99021 (CHIR; 3 mM, Stemgent) from days 9–13. Cells were grown for 11 days on Matrigel (BD) in knockout serum replacement medium (KSR) containing DMEM, 15% knockout serum replacement, 2 mM L-glutamine and 10 μM β-mercaptoethanol. KSR medium was gradually shifted to N2 medium starting on day 5 of differentiation. On day 11, media was changed to Neurobasal/B27/L-Glut containing medium (NB/B27; Invitrogen) supplemented with CHIR (until day 13) and with BDNF (brain-derived neurotrophic factor, 200 ng/mL; R&D), ascorbic acid (0.2 mM, Sigma), GDNF (glial cell line-derived neurotrophic factor, 20 ng/mL; R&D), TGFβ3 (transforming growth factor β3, 1 ng/mL; R&D), dibutyryl cAMP (0.5 mM; Sigma), and DAPT (10 μM; Tocris) for 9 days. On day 18, cells were dissociated using Accutase (Innovative Cell Technology) and replated under high cell density conditions on dishes precoated with 15 μg/mL polyornithine and 1 μg/mL laminin in N2 differentiation medium (NB/B27 + BDNF, ascorbic acid, GDNF, dbcAMP, TGFβ3 and DAPT). At DIV30, cells were collected and, after centrifugation, cell pellets were stored at −80°C until further analysis.

Human Pluripotent Stem Cell Culture for α-Syn Mutant Lines
Skin biopsy, human dermal fibroblast culture, iPSC cell generation and mutation correction for the patient harboring the A53T mutation (WIBR-IPS<sup>ASMT</sup>) have been described previously (Cooper et al., 2006; Soldner et al., 2011). In that previous publication the A53T IPS line was referred to as WIBR-IPS-SNCA<sup>ASMT</sup>. Our pluripotent stem cell lines were initially maintained (5%O<sub>2</sub>, 3%CO<sub>2</sub>) on mitomycin C inactivated mouse embryonic fibroblast (MEF) feeder layers in hES medium [DMEM/F12 (Invitrogen) supplemented with 15% fetal bovine serum (FBS) (HyClone), 5% KnockOut Serum Replacement (Invitrogen), 1 mM glutamine (Invitrogen), 1% nonessential amino acids (Invitrogen), 0.1 mM β-mercaptoethanol (Sigma) and 4 ng/mL FGF2 (R&D systems)]. Cultures were passaged every 5 to 7 days either manually or enzymatically with collagenase type IV (Invitrogen; 1.5 mg/mL). At around 50 passages prior to differentiation, lines were passaged to plates precoated with growth factor-reduced matrigel (BD Biosciences; 1:30 in DMEM/F12) and cultured (21% O<sub>2</sub>, 5% CO<sub>2</sub>) in mTESR-1 medium (Stem Cell Technologies), thereafter being passed every 5 to 7 days enzymatically with dispase (Invitrogen; 1 mg/mL) until differentiation (passage 40-90). For karyotyping, standard G-banding chromosomal analysis of cell lines was performed every 10-20 passages (Cell Line Genetics, Inc). We confirmed mycoplasma-negative status of our cultures every 2-4 weeks (MycopAlert, Lonza).

Primary Rat Cortical Cultures
All animal work was approved by the MIT Committee on Animal Care. Embryos were harvested by cesarean section from anesthetized pregnant Sprague-Dawley rats at embryonic day 18. Cerebral cortices were isolated and dissociated with Accutase (Innovative
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Cell Technologies, Inc) digestion for 20 min at 37°C and trituration with Pasteur pipette. Poly-ornithine and laminin-coated 96 well plates were seeded with 4x10^4 cells respectively in neurobasal medium (Life Technologies) supplemented with B27 (Life Technologies), 0.5 mM glutamine, 25 μM β-mercaptoethanol, penicillin (100 IU/ml) and streptomycin (100 μg/ml). One third of the medium was changed every 3 to 4 days.

METHOD DETAILS

Yeast-to-Human Homology
Since yeast and human are evolutionarily distant species, to identify human homologs for yeast proteins, we developed a four-tiered meta-analysis pipeline. Our meta-analysis started at the sequence level, in which we first identify genes/proteins that are similar across yeast and humans. We then extend this analysis to the structural level, where we investigate the proteins that are structurally, and thus more distantly, similar across the species. Next, we identify proteins that are similar within each species by using a network-topology based approach. Finally, we introduce an approach to integrate similarity across sequence, structure and network topology. Details are as follows:

1) Sequence Similarity. To compute the sequence similarity between a yeast protein and a human protein, we used NCBI protein BLAST with the BLOSUM62 substitution matrix (Altschul et al., 1990, 1997). Sequence similarity was computed for all pairs of yeast proteins and human proteins. We used an E-value threshold = 1E-5 to determine significance. We also used DIOPT (GTEx Consortium, 2013; Hu et al., 2011; Reinhardt et al., 2013; Söding et al., 2005), an integrative ortholog prediction web-server, to predict human orthologs for each yeast protein. We stored all filtered yeast-human protein pairs together with their BLAST E-values, bit scores and DIOPT scores.

2) Evolutionary and Structural Similarity. For each yeast and human protein, we applied PSI-BLAST to construct a multiple sequence alignment and build a profile hidden Markov model to encode a remote evolutionary signature. We then applied HHpred (Kikis et al., 2011; Robinson and Oshlack, 2010; Schöndorf et al., 2014; Söding et al., 2005; Voevodski et al., 2009), with the profile hidden Markov models and secondary structure annotations as input, to compare all pairs of yeast proteins and human proteins. As with the sequence similarity calculation, we also used an E-value = 1E-5 threshold. We stored all filtered yeast-human protein pairs with their HHpred E-values and bit scores.

3) Network Topology (Diffusion Component Analysis; DCA). The central idea behind our network topology approach is to try to capture functionally-related modules at the protein level, so that each node can be represented with a low-dimensional vector. Instead of a single score, that captures homologous proteins in the network, along with conserved patterns of interactions. The eventual goal (see Integrative Approach, below) is to be able to compare low-dimensional representations of node vectors across species to yield information in other organisms. However, if we follow a straightforward PageRank-like approach (Cho et al., 2015; Tuncbag et al., 2016; Voevodski et al., 2009) to compute each node’s vector, we get inaccuracies in functional similarity prediction due to network noise. Thus, using the intuition that compression decreases noise, we reduce the dimensionality of the vectors using sophisticated machine learning techniques. Our approach has been shown to reduce noise and be better able to extract topological network information such as functional similarity (Bailly-Bechet et al., 2011; Cho et al., 2015). The approach has recently been generalized into a method called Mashup (Cho et al., 2016).

More formally, let A denote the adjacency matrix of a (weighted) molecular interaction network G = (V,E) with n nodes, each denoting a gene or a protein. Each entry a_{i,j} in the transition probability matrix, which stores the probability of a transition from node i to node j, is computed as $\pi_{i,j} = \pi_{i,j}^{\text{out}} \cdot \pi_{j,i}^{\text{in}}$. The diffusion algorithm is then defined as

$$s^t_i = \delta_i \mathbb{1} + p_i B + pe_i$$

until convergence, where p is the probability of restart, controlling the relative influence of local and global information in the network; $e_i$ is a binary vector with $e_i = 1$ for node i itself and $e_i = 0$ for other nodes j. When the diffusion patterns of two nodes are similar to each other, it implies that they are in proximal locations in the network with respect to other nodes, which potentially suggest functional similarity. In practice, diffusion vectors obtained in this manner are still noisy, in part due to their high dimensionality as well as the noise and incompleteness of the original high-throughput network data. With the goal of noise and dimensionality reduction, we approximate each diffusion vector with a multinomial logistic model based on a latent vector representation of nodes that uses far fewer dimensions than the original vector. Specifically, we compute the probability assigned to node j in the diffusion vector of node i as:

$$s_j = \exp \sum_k \frac{w_i \cdot x_i}{x_k}$$

where superscript T denotes vector transposition; $w_i$ and $x_i$ are low-dimension vectors. Each node is given two vector representations, $w_i$ and $x_i$. We refer to $w_i$ as the context feature and $x_i$ as the node feature of node i, both capturing the intrinsic topological properties in the network. This multinomial logistic regression model is applied to model the relevance between a node and other nodes in a network, which can be modeled as a discrete distribution over all nodes in a network. To obtain
w and x vectors for all nodes, we optimize the KL-divergence (or relative entropy) between the diffusion vectors $s_i$ and the model vectors $s$:

$$\min_{w,x} C \left( s \mid s_i \right) \text{ s.t. } D_K L \left( s, s_i \right) _{i,k} = 0$$

Akin to PCA, which reveals the internal low-dimensional linear structure of matrix data that best explains the variance, this approach computes a low-dimensional vector-space representation for all genes such that the connectivity patterns in the network can be best explained. Comprehensive experiments showed that these low-dimensional vectors w and x are more accurate at identifying functional association within the network (Cho et al., 2016.; Tuncbag et al., 2013).

4) Integrative Approach. To compare proteins from yeast and human, we extended the above DCA method to consider the topology of both interactomes as well as the similarity between them. We converted the sequence and structure similarity scores to a probability distribution, and feature vectors of all pairs of nodes, including the sparse vector representations ones, were jointly computed by minimizing the Kullback-Leibler (KL) divergence between the relevance vectors and the parameterized multinomial distributions.

Formally, here we have two interactomes, $G_Y$ for yeast and $G_H$ for human. To capture the topological similarity within interactomes, we perform the described diffusion algorithm on $G_Y$ and $G_H$ separately and then obtain diffusion vectors $s_Y^i$ for yeast protein $i$ and $s_H^j$ for human protein $j$. Similar to DCA on a single network, we also assign vectors $w^i_Y$ for each yeast protein, and vectors $w^j_H$ for each human protein. To the sequence/structural similarity between obvious homologs, we normalize the BLAST bit scores between each yeast protein $i$ and its human homologs $j$ into a probability distribution as $b_{ij}^Y = \frac{bit_{ij}^Y}{\sum_{j} bit_{ij}^Y}$. Similarly, we also normalize the BLAST bit scores between each human protein $j$ and its yeast homologs $i$ into a probability distribution as $b_{ij}^H = \frac{bit_{ij}^H}{\sum_{i} bit_{ij}^H}$. We likewise do the same normalization for HHpred bit scores as $h_{ij}^Y$ and $h_{ij}^H$, and $h_{ij}^Y$ and $d_{ij}^H$ for DIOPT scores. Between each yeast protein $i$ and human protein $j$, we approximate each normalized bit score distribution vector with a multinomial logistic model as:

$$f_k = \exp \frac{w^i_Y x^i_Y}{k} \frac{1}{\exp \frac{w^j_H x^j_H}{k}}$$

Similarly to the definition of $f$ for genes in the same molecular network, $f$ captures the homologous similarity between a yeast gene and a human gene. In this way, although in different networks, yeast and human genes are represented in the same vector space.

Finally, we optimize an extended DCA objective function as:

$$\min_{w,x,f} C \left( s \mid s_i \right) \text{ s.t. } D_K L \left( s, s_i \right) _{i,k} = 0$$

where $a_{\text{BLAST}}$, $a_{\text{HHpred}}$, and $a_{\text{DIOPT}}$ are parameters to tune the importance of each similarity component. Importantly, by optimizing these vectors, we integrate both molecular network connectivity and sequence similarity information into the same vector space for the purpose of comparison.

Here we used a greedy method to select these parameters. Specifically, we incrementally added each term and find the optimal or reasonable weight for the term, according to the functional concordance between the predicted yeast-human homology pairs. The details of the parameter selection procedure can be found in the "Parameter Tuning" section below. On the basis of the analyses included therein, we chose $a_{\text{BLAST}} = 10$, $a_{\text{HHpred}} = 5$ and $a_{\text{DIOPT}} = 5$. Finally, we computed the integrated homologous association $p_l = f_l + f_l = 0.5$ between yeast protein $i$ and a human protein $j$.

To find significant homology pairs, we computed $p_l$ for all yeast-human protein pairs and constructed the empirical background distribution. We used 0.005 as the empirical p value cut-off to predict putative human homologs for yeast proteins and remove the homolog pair if $p_l < 0.05$ maxf $p_{ab}$. The background distribution is generated by randomly pairing human and yeast genes. Utilizing this cutoff, there were 4923 yeast proteins with predicted human homologs, greatly improving the coverage of BLAST (4023 yeast proteins) and HHpred (4312 yeast proteins) (Figure S3A).

Preprocessing of Interactomes

We downloaded both yeast and human interactomes from the STRING v9.1 (string-db.org). In STRING, $q_f$ are the confidence values assigned for each edge in the interactome. We removed predicted interactions and re-calibrated the confidence for each interaction pair, such that $q_f = 1 - \frac{1}{10} \text{ experiment} - \frac{1}{10} \text{ database} + \frac{1}{10} \text{ database}$ with only "experimental" and "database" channels included. We also removed interaction pairs with low confidence $q_f < 0.2$. After the preprocessing, we obtained a yeast interactome with 372026 interactions and 6164 proteins and a human interactome with 643822 interactions and 15317 proteins.

For the human networks, we also included two recently published high-quality binary human interactome datasets (11045 from high-quality re-curated binary interactions extracted from 7 public repositories; and 13944 from a recent yeast-2-hybrid experimental...
Since these interactions were unweighted, we needed to assign confidence scores for them. To estimate a good confidence value, we extracted all physical binary interactions from the BIOGRID database (v3.2.116) and computed the statistics of STRING confidence scores of these interactions. Since interactions from BIOGRID are mostly from high-throughput experiments and they are binary, we used the mean or median statistics to assign confidence scores for new binary interactions. The quantile statistics of STRING confidence scores of BIOGRID Interactions were 25%: 0.391, 50%: 0.620 and 75%: 0.717. The average value of STRING confidence scores of BIOGRID Interactions was 0.588. We thus considered it reasonable to assign a 0.6 confidence score for each unweighted binary interaction in these datasets.

As we were modeling neurodegenerative proteinopathies in the current work, we further pruned the human interactome to be brain-specific. To do so, we took GTEx gene expression dataset to only include genes appreciably expressed in brain (GTEx Consortium, 2013; Hu et al., 2011; Söding et al., 2005). Specifically, we normalized 357 GTEx brain RNA-seq datasets by the RPKM method (Robinson and Oshlack, 2010; Söding et al., 2005; Voovodski et al., 2009). We then filtered our human interactome such that only proteins with normalized brain expression level greater than (n at least one of 357 RNA-seq datasets) were included. In the end, our brain-specific interactome contained 369634 interactions and 10365 proteins.

Augmentation of Human Interactome with Yeast-to-Yeast Edges (for Humanized Networks Only)
Since genetic interactions are sparse in the human interactome, we used inferred homology to augment the human interactome by transferring edges from the yeast interactome. To do so, we added an edge between human proteins j and k if there exist a pair of yeast proteins i and l such that the integrated homologous association $p_{ij}$ and $p_{kl}$ satisfy $p_{ij} \cdot p_{kl} > 0.2$ (see definitions above). This threshold was chosen to make the augmented brain interactome attain a similar density ($[0.018]$) to that of yeast interactome ($[0.019]$) with 751282 interaction pairs transferred.

Prize-Collecting Steiner Forest Algorithm
We used the prize-collecting Steiner forest (PCSF) construction to analyze yeast networks and the augmented human-yeast network described above (Cho et al., 2015; Tuncbag et al., 2013, 2016; Voevodski et al., 2009). For a network $G(V; E; c; p)$ of node (gene) set $V$ and edge (interaction) set $E$ (where $p_{FR}$ 0 assigns a prize to each node $v \in V$, and $c_{FR}$ 0 assigns a cost to each edge $e \in E$), the goal of PCSF is to find a set of trees $F = \{F_i\}_{i=1}^k$ that minimize the following cost function:

$$\min_{F} \sum_{v \in V} p_v$$

where $k$ is the number of connected components or trees in the forest $F$; $b$ is a parameter quantifying the trade-off between node prize and edge cost; $c_{FR}$ is the degree of node $v$; $m$ is a parameter to penalize hub nodes with a large number of neighbors in the network. In this way, the algorithm searches for a network of relatively high-confidence edges linking the experimental data.

To optimize the objective function of PCSF, we introduced an extra root node $v_0$ into the network connected to each node $v \in V$ by an edge $v_0v$ with cost $u$. This step transforms the PCSF problem into a Prize-collecting Steiner Tree problem (PCST), which is solved by a previously published message-passing algorithm (Bailly-Bechet et al., 2011). After the tree solution was obtained, we removed node $v_0$ and all edges that point to it from the tree solution and obtained the forest solution. It is not hard to show that the cost of the optimal solution, $C_{PCST}$, is optimal for the original PCSF problem. Although the message-passing algorithm is not guaranteed to find the optimal solution, it works very well in practice (Cho et al., 2015), and more importantly, it is substantially faster than linear programming approaches, which cannot handle large networks such as the yeast and human interactomes.

A computational difficulty of PCSF is how to tune the parameters $u$ and $m$. Since $b$ controls the scale of the prize values for nodes, we assigned a constant prize value (100) to each gene from our screens in our experiments. A perturbation of any parameter can potentially change the topology of the network structure, making the choice of parameters critical (Altschul et al., 1990, 1997; Ashburner et al., 2000; Tuncbag et al., 2013). Thus, instead of choosing a single set of parameters, we developed an ensemble approach to obtain the consensus network from multiple parameter settings.

To decide the range of parameters, we set the upper and lower bounds such that: the network solution of PCSF contained sufficient number of predicted proteins (which is half of the number of input prize genes); the network solution did not introduce hub nodes with more than 1000 neighbors in the input network. We discretized the range of the parameters into a grid and enumerated all possible parameter combinations for PCSF runs. For the yeast network, the range of $b$ was $[1; 2; 4; 8; 10; 12; 16]$; the range of $u$ was $[1; 2; 3; 4; 5; 6; 7; 8; 9; 10; 12; 14; 16];$ the range of $m$ was $[3; 4; 5; 6; 7; 8; 9; 10; 12; 16; 18; 20]$. We also injected edge noise for PCSF runs to test for robustness, using the default Gaussian noise setting in the PCSF program. After obtaining the solutions for each PCSF parameter setting, we computed the frequency of each possible edge appearing in the ensemble of all solutions. The frequency of an edge is a surrogate for the robustness of the edge across different parameter settings. Finally, we took as input the edges and their frequencies in the ensemble of all solutions and applied a maximum spanning tree algorithm to find the most robust, representative network.

To evaluate the significance of the selected nodes in the solution, we constructed a background distribution for each node by simulating the same PCSF and ensemble process using a random selection of the same number of yeast genes as input. We computed background distributions using random gene sets with identical degree distribution to that of the prime node lists. Specifically, we binned yeast genes into four categories, each containing genes with degrees $[1-5], [5-10], [10-100]$ and $[> 100]$ respectively.
Random gene sets are then sampled without replacement from these categories such that the statistics of the degree distribution were identical to those of a prize node list. We then performed PCSF and generated 10000 random ensembles of forests from 1000 random sets to compute the empirical distributions of each node in the background.

To evaluate the significance of the overlaps of the forests relating to different proteinopathies (Figure 1D), we also calculated pairwise and triple-wise intersections of these random sets as background distributions. For example, we randomly paired the random ensembles generated for α-syn and random ensembles for TDP-43 and computed the distribution of the sizes of their overlaps. In this way, we constructed background distributions to evaluate the significance of the overlaps compared that simply caused by the increased size of the networks. Empirical p values are also computed. Similar to our previous results, all the pairwise overlaps were statistically significant (p ≤ 0.002). For the triple-wise intersections, the p value was even more significant (p ≤ 0.001).

**Node and Edge Setup for Yeast and Humanized Steiner Networks**

Aside from differences in parameterization (noted above), there were some important differences between the yeast networks and the "humanized" networks.

For the yeast networks (Figure 2), "prize nodes" were modifier hits from yeast genetic screens. Each prized node was assigned "100" as the arbitrary prize value. Edges for yeast networks were derived from STRING experimental and database edges. As described above, each edge was assigned a weight q_i.

For the humanized networks (Figures 3 and 4), "prize nodes" were similarly defined as modifier hits from yeast genetic screens. Yeast-to-human edges were weighted by the strength of homology (p) between yeast and homologs. On the humanized networks, these are the first-order links seen between the red triangles (which are hits from the screen) and blue circles (human homologs). If one of the clear human homologs of a yeast modifier was a known parkinsonism or neurodegenerative gene — for example, a PARK locus gene — an arbitrary reward of 0.5 was added to p_I to favor inclusion of that node over other potential homologs. Finally, edges between human proteins in the humanized networks were derived from STRING, but also from other sources, as described in "Pre-processing of interactomes" and "Augmentation of human interactome with yeast-to-yeast edges" above.

**Parameter Tuning for Computational Pipelines**

Here, we provide analyses and guidelines for the parameters used in our paper.

Weights for BLAST, HHpred, and DIOPT in the DCA homology tool

Since it is impossible to select the optimal parameters without enumerating all possible combinations, we performed a greedy analysis for the parameter selection for the extended DCA objective function. Specifically, we incrementally added each term and found the optimal or reasonable weight for the term.

Since BLAST is the most sensitive method for sequence homology detection, we first explored a reasonable parameter interval for BLAST. We only retained the two network topology terms and the BLAST terms in the extended DCA objective function and enumerated alpha_BLAST from the set of {1,2,5,10,20,100}. To evaluate the performance, we computed the average accuracy of Gene Ontology (GO) of the top 5 homologs predicted by our method. In Figure S2A it is readily seen that when the BLAST weight was too small (10), our method was not able to fully exploit the homology information from BLAST. When this weight was greater than or equal to 10, the predictive performance became saturated and only provided slight performance improvement over the original BLAST method. When the weight became too large (> 100), the predictive performance dropped and was identical to that of BLAST. This is because the effect of network homology is diminished and our method simply reconstructed BLAST's results. Thus, on the basis of the analysis we simply fixed the BLAST parameter to 10, although there might be better choices at extra computational cost by enumerating a larger and more refined set of possible values.

After we fixed the BLAST weight, we added the HHpred terms and performed the same analysis for HHpred weight. From the performance curve (Figure S2B), we observed that the optimal HHpred weight was around 5. This weight is smaller than BLAST weight, presumably at least in part because BLAST already captures most relevant homology information, while HHpred's results extend BLAST by including extra remote sequence and structural homologs.

Finally, we fixed both BLAST and HHpred weights and performed the analysis for DIOPT weights (Figure S2C). For DIOPT, the performance difference was very small as long as the weight was not too large (< 20). This was consistent with the DIOPT database only providing a few additional sequence homologs missed by both BLAST and HHpred. For simplicity, we chose its weighting equal to 5 as well.

**Significance threshold for BLAST and HHpred in the DCA homology tool**

We chose 1E-5 because it is a reasonably stringent threshold that is typically used for sequence homology or structure prediction (Geetha et al., 1999). Other choices of the threshold are possible but we believe that the results are not appreciably different from our setting. The following website and paper indicates 1E-5 is a reasonably stringent cutoff for protein BLAST.

Reward to homologs of known Parkinson genes

The major reason why we added reward values to homologs of known Parkinson genes is that the prize-collecting Steiner forest (PCSF) algorithm is not guaranteed to include all prize nodes in the final network. In addition, our homology tool can sometimes assign similar scores to two homologs, one with known literature support, the other without. Although the PCSF algorithm itself is able to distinguish most correct homologs by considering the connectivity, we found that by rewarding well-known homologs the noise can be further reduced. The reward parameter 0.5 is chosen such that existing homologs of well-known Parkinson's genes from
our screens are included in the final networks. It is obvious that larger reward values can have also the similar effect, but we didn’t explore those choices because we hoped to not to overturn the effect of this reward heuristic in our pipeline.

Confidence threshold for existing interactomes and predicted links
The choice of confidence threshold for STRING is indeed a trade-off between false-positives and true-positives. A stringent threshold, e.g., 0.8, can reduce the number of false-positives but the truncated yeast and human interactomes appeared to be too sparse and disconnected. Such thresholds may work well for signaling pathways or other well-studied and localized biological pathways but we did not feel this was an appropriate approach for complex proteinopathies, where mechanisms are poorly understood (and casting a “broader net” seems more appropriate) and where the connections between seemingly disparate disease-relevant genes are not well understood. Thus, we selected 0.2 to only exclude very low-confidence interactions and still maintain the major connectivity of the interactomes.

Confidence score for new high-throughput binary interactomes
Since the new high-throughput binary interactomes are unweighted, we need to assign an appropriate score to merge them with STRING interactions. To estimate an appropriate confidence value, we extracted all physical binary interactions from the most recent BIOGRID database and computed the statistics of STRING confidence scores of these interactions. Since interactions from BIOGRID are mostly from high-throughput experiments and they are binary, we can use the mean or median statistics to assign confidence scores for new binary interactions. The quantile statistics of STRING confidence scores of BIOGRID Interactomes are 25%: 0.391, 50%: 0.620 and 75% 0.717. The mean value of STRING confidence scores of BIOGRID Interactomes is 0.588. We thus assigned 0.6 since it closely related to both the median and mean statistics, judging it a reasonable assignment for incorporating new high-throughput binary interactions into existing STRING database.

Parameters for prize-collecting Steiner forest algorithm (PCSF)
As noted above, we used an ensemble approach to avoid the problem of parameter selection. There is no obvious way to determine the effectiveness of a set of parameters for PCSF. Furthermore, since there are several parameters, enumeration of all combinations becomes computationally infeasible. To address this issue, as noted above, we selected a wide-range of possible parameters, ran PCSF with all parameter combinations and made an ensemble network from single networks generated from each parameter combinations. These parameters are chosen such that the final network can connect 80% prize nodes in the network. Our parameter range also excludes networks that are overly distorted by “greedy” hyperconnected hubs like ubiquitin. As noted in our methods section, we further tested robustness by injecting noise into the edge distribution. There is no question that there is an element of subjectivity here, as with any parameterized model but we have taken great pains to be as broad as we feel we possibly can. Ultimately, the purpose is to generate tenable hypotheses or to predict biologically meaningful interactions.

Spotting Assays
Yeast were cultured in synthetic media consisting of 0.67% yeast nitrogen base without amino acids (Fischer Scientific) supplemented with amino acids (MP Biomedicals) and 2% sugar. For most experiments, cells were first grown to mid-log phase in synthetic media containing glucose and then re-cultured overnight in synthetic media containing 2% raffinose. Mid-log phase cells were then diluted in synthetic media containing galactose. Typically, cells were induced for six hours at 30°C.

Each strain was diluted to a starting OD<sub>600</sub> = 1.0 and serially diluted five-fold and then spotted on agar plates containing galactose (inducing) or glucose (control) plates.

Screening against Known α-Syn Modifiers in ΔPARK17/α-Syn and ΔPARK9/α-Syn Strains
The standard lithium acetate transformation protocol was adapted for use with 96-well plates (Cooper et al., 2006; Gietz et al., 1992, 1995). Following transformation, cells were grown to saturation in synthetic media with raffinose lacking uracil for selection of yeast transformed with the desired plasmid. Once at saturation, they were spotted onto synthetic media plates with either glucose or galactose. Following two days of growth, galactose and glucose plates were photographed and analyzed by eye. In parallel experiments, transformed yeast were rediluted to OD<sub>600</sub> = 0.01 in 35 μL of galactose media in 384-well plates. Growth in 384-plates was monitored by measuring the OD<sub>600</sub> after 18, 24, and 48 hr of growth (Tecan safire<sup>2</sup>) giving a quantifiable measure of growth.

Small Molecule (NAB2) Treatment
Control, TDP-43 or αsyn yeast strains were grown to log-phase (OD<sub>600</sub> 0.5) in complete synthetic media containing raffinose (non-inducing). Cultures were then diluted to an OD<sub>600</sub> of 0.01 (TDP-43 experiment) and 0.025 (α-syn experiment) in complete synthetic media containing 2% galactose to induce expression of the toxic protein. For NAB treatment, 10 μM (for α-syn) or 20 μM (for TDP-43) were added to the cultures and incubated in a Bioscreen instrument with intermittent shaking at 30°C for two days.

Pooled α-Syn Overexpression Screen
Pooled genetic screens were carried out in a YFP control strain and an αsyn strain. The yeast FLEXgene library representing most yeast open reading frames (Hu et al., 2007) was pooled from an arrayed bacterial library stock and grown to saturation in deep 96 well plates at 37°C. Cultures were pooled and plasmids isolated using QIAGEN maxi prep kits. The pooled FLEXgene library was then transformed en masse into either control YFP or αsyn-expressing yeast strains and selected on five square 15 cm solid agar plates lacking uracil for plasmid selection. Approximately 10<sup>6</sup> CFUs were obtained, representing an approximate 200-fold coverage of the 6,000 yeast genes. Colonies were rinsed off of each plate, pooled, brought to 20% glycerol, aliquoted to individual use tubes (100 μL), snap frozen in liquid nitrogen, and stored at -80°C.
Pooled screens were executed as follows. An aliquot of pooled yeast library was thawed on ice and diluted at three different concentrations into 3 3 30 mL flasks with SRaf-Ura (OD 0.025, 0.05, and 0 1). After shaking at 30°C overnight, the culture with an OD600 between 0.4 and 0.8 was selected to begin the pooled screen. Cultures were then diluted to an OD600 of 0.1 in SGal Ura to induce expression of either YFP or a-syn. 50 OD units were kept as time zero and centrifuged, washed with water, and frozen. Cultures were then maintained in log phase growth for 24 hr, making appropriate dilutions when needed to maintain and OD600 under 0.8. After this time, 50 OD units worth of culture were centrifuged, washed with water, and pellets frozen.

Plasmids were then isolated from yeast using QIAGEN minipreps with the following adaptations. Five minipreps were done per 50 OD units. Cell pellets were resuspended in buffer and lysed by bead beating with small acid-washed beads. Beads were removed and the lysate then taken through the conventional miniprep protocol. The purified plasmids from the five preps were then pooled. The yeast ORFs contained on the FLEXgene plasmids were then amplified using PCR primers that annealed to the attR Gateway sequences flanking the ORFs. HiFidelity Platinum Taq was used for amplification. 5 μL DNA was used per 50 μL reaction and four reactions were performed per sample. 30+ cycles with a 30' extension time was used to ensure amplification of longer ORFs. PCR product was purified using QIAGEN PCR columns. Two micrograms of PCR product was then sonicated, purified on QIAGEN Minute PCR columns, and the OD260 re-analyzed. This product was then used as input for library generation and sequencing by the Whitehead Institute Genome Technology Core. Illumina HiSeq platform was used to sequence approximately 120 million 40 bp single end reads.

Reads were mapped to the yeast ORFs sequences with bowtie (Langmead et al., 2009). We made a bowtie index with the DNA sequences of the yeast ORFs reported in Hu et al. (Hu et al., 2007), plus 903 ORFs that were present in SGD but were not included in the list of sequences from in Hu et al. Reads were mapped allowing 2 mismatches (-n 2) in the seed, seed length of 40 (-l 40), suppressing all alignments that map to more than one place (-m 1) and using "-best" and "-strata." Unmapped reads were trimmed with fastx_trimmer (http://hannonlab.cshl.edu/fastx_toolkit/commandline.html) to remove the first 20 nt, and remapped with bowtie using the following parameters: "-n 0 -l 20 -best -strata -m 1 " . The number of reads mapping to each ORF was obtained parsing the output sam files. Differential expression analysis was done with the R package NOIseq (Tarazona et al., 2011). NOISeq is a nonparametric method to identify differentially expressed genes from count data. NOISeq calculates fold change values and probability of differential expression. The probability (P-val) of differential expression for each gene is derived from the joint distribution of fold-change differences (M)- absolute expression differences (D) values for all the genes within the Table Set.

A gene was selected for validation if it was: (A) up or down consistently in the two pooled a-syn screens [log2 fold change > 0.8 in both screens] except when neither experiment was associated with a P-val of > 0.5; (B) had an average fold change with absolute value of > 2.5 (regardless of P-val); (C) known modifiers from previous experimentation that had a fold-change in the pooled screen consistent with that source. Any gene with an log2 fold change > 1.0 in the YFP control (in the same direction as the putative suppressor or enhancer) was excluded, as well as genes associated with galactose metabolism that would be expected to alter expression of gal-inducible transgenes. Thresholds were guided by knowledge gained from our previous extensive characterization of the arrayed a-syn overexpression screen hits (see Figure 1). Put another way, our previous overexpression screen was used as a "gold standard" to analyze the pooled overexpression data.

**Pooled Screen-QPCR Verification**

Transformed cells generated from the pooled screen ("Pooled a-syn overexpression Screen" method) were thawed on ice and diluted in SRaf-Ura to resulting ODs of approximately 0.03, 0.05 and 0.1. Cultures were grown at 30°C overnight and cultures with an OD of 0.4-0.8 were chosen for induction. These cultures were diluted to an OD of 0.1 in SGal-Ura. 50 OD units were stocked representing the time zero time point. Induced cultures were grown for 24 hr and 50 OD units were stocked representing the 24hr time point. Plasmids were isolated using the QIAGEN miniprep kit (27106) splitting the 500D units for each time point in to 5 samples. Following cell resuspension in P1 buffer cells were lysed by bead beating using acid-washed beads. Following bead beating, beads were removed from samples and lysates subjected to the standard miniprep kit protocol. Resulting plasmids were pooled and used for QPCR analysis. The standard attF primer was used in combination with an orf specific reverse primer (sequence generated by Primer3 such that the product < 150bp in size) for QPCR analysis. Multiple negative controls used to normalize samples and positive controls were run on all QPCR plates. QPCR analysis was performed using technical triplicates of biological triplicates on the Applied Biosystems (7900HT) using the SYBR green fluorescence detection system (Applied Biosystems). The program for amplification comprised 40 cycles of 95°C for 15 s and 60°C for 1 min.

**Pooled Screen-Growth Curve Analysis**

Each individual putative modifier was overexpressed in the a-syn strain using the Flexgene overexpression library. Three independent Ura+ transformants were grown in SRaf-Ura at 30°C overnight. Cultures were subcultured in SRaf-Ura and at an OD of 0.4-0.8 were diluted in Sgal-Ura for induction. Each isolate was set up in triplicate and growth was monitored every 15 min for approximately 60 hr.

**Genome-Wide Deletion Screen (Synthetic Gene Array Methodology)**

The method used was essentially as described previously (Baryshnikova et al., 2010; Tong and Boone, 2006). Briefly, deletion strains were pinned on to YPD+G418 plates. Query strains (a-syn and wild-type control) were grown in 5ml overnight cultures in YPD at 30°C and spread on YPD plates and grown overnight. Deletion strains were mated to each query strain by pinning together on YPD and...
grown for 48 hrs at 30°C. Resulting diploids were pinned to SD/MSG-Ura+G418 and grown for 2 days at 30°C. Cells were pinned to a 24-well plate and incubated at 37°C for 7 days. Spores were pinned to SD-His/Arg/Lys+canavanine+thiainosine and grown for 2 days at 30°C. Cells were pinned to fresh SD-His/Arg/Lys+canavanine+thiainosine and grown for 1 day at 30°C. Cells were pinned to SD/MSG-His/Arg/Lys+canavanine+thiainosine + G418 and grown for 2 days at 30°C and then pinned to SD/MSG-His/Arg/Lys/Ura +canavanine+thiainosine+G418 and grown for 2 days at 30°C. For the initial screen, cells were pinned both to SD/MSG-His/Arg/Lys/Ura +canavanine+thiainosine+G418 and to Sg/MSG-His/Arg/Lys/Ura +canavanine+thiainosine+G418 and spot growth was monitored. For validation studies, cells were pinned to liquid SD/MSG-His/Arg/Lys/Ura +canavanine+thiainosine+G418 and grown overnight at 30°C and then pinned both to SD/MSG-His/Arg/Lys/Ura +canavanine+thiainosine+G418 and to Sg/MSG-His/Arg/Lys/Ura +canavanine+thiainosine+G418 and spot growth was monitored. Stock solutions (1000x) were prepared as follows: G418 200 mg/mL, canavanine 50 mg/mL, thiainosine 50 mg/mL. The method above was used for the initial screen and repeated, in duplicate, using 96-well plate format for validation of the initial screen hits.

Human iPSC Generation and Differentiation Into Midbrain Dopaminergic (DA) Neurons for LRRK2 Mutant Lines
iPSC from control individuals and PD patients carrying G2019S LRRK2 along with isogenic gene corrected controls were generated as previously described (Reinhardt et al., 2013). iPSC were differentiated into mDA neurons using a floor plate-based protocol with minor modifications (Kriks et al., 2011; Schöndorf et al., 2014). Differentiation was based on exposure to LDN193189 (100 nM, Stemgent) from days 0-3, SB431542 (10 μM, Tocris) from days 0-5, SHH C25II (100 ng/mL, R&D), purmorphamine (2 μM, EMD) and FGF8 (100 ng/mL, Peprotech) from days 1-7 and CHIR99021 (CHIR; 3 μM, Stemgent) from days 3-13. Cells were grown for 11 days on Matrigel (BD) in knockout serum replacement medium (KSR) containing DMEM, 15% knockout serum replacement, 2 mM L-glutamine and 10 μM β-mercaptoethanol. KSR medium was gradually shifted to N2 medium starting on day 5 of differentiation. On day 11, media was changed to Neurobasal/B27/L-Glut containing medium (NB/B27; Invitrogen) supplemented with CHIR (until day 13) and with BDNF (brain-derived neurotrophic factor, 20ng/ ml; R&D), ascorbic acid (0.2 mM, Sigma), GDNF (glial cell line-derived neurotrophic factor, 20 ng/ml; R&D), TGFβ3 (transforming growth factor type β3, 1 ng/ml; R&D), dibutyryl cAMP (0.5 mM; Sigma), and DAPT (10 μM; Tocris,) for 9 days. On day 18, cells were dissociated using Accutase (Innovative Cell Technology) and replated under high cell density conditions on dishes pre-coated with 15 μg/ml polyornithine and 1 μg/ml laminin in differentiation medium (NB/B27 + BDNF, ascorbic acid, GDNF, dbcAMP, TGFβ3 and DAPT). At DIV30, cells were collected and, after centrifugation, cell pellets were stored at -80°C until further analysis.

Human Pluripotent Stem Cell Culture for α-Syn Mutant Lines
Skin biopsy, human dermal fibroblast culture, hPSC cell generation and mutation correction for the patient harboring the A53T mutation (WIBR-IPS-AST) have been described previously (Cooper et al., 2006; Soldner et al., 2011). In that previous publication the A53T hPSC line was referred to as WIBR-IPS-SNCA<sup>AST</sup>

Our pluripotent stem cell lines were initially maintained in 5%O₂, 3%CO₂ on mitomycin C inactivated mouse embryonic fibroblast (MEF) feeder layers in hES medium [DMEM/F12 (Invitrogen) supplemented with 15% fetal bovine serum (FBS) (HyClone), 5% KnockOut Serum Replacement (Invitrogen), 1 mM glutamine (Invitrogen), 1% nonessential amino acids (Invitrogen), 0.1 mM β-mercaptoethanol (Sigma) and 4 ng/ml FGF2 (R&D systems)]. Cultures were passaged every 5-7 days either manually or enzymatically with collagenase type IV (Invitrogen; 1.5 mg/ml). At around 50 passages prior to differentiation, lines were passaged to plates precoated with growth factor-reduced matrigel (BD Biosciences; 1:30 in DMEM:F12) and cultured (21% O₂, 5% CO₂ and 1% -2% respectively). Cells were plated in AggreWell 800 microwells (StemCell Technologies; priming and plating per manufacturer’s protocol; 2.4x10<sup>5</sup> cells were well) in NB medium supplemented with dual SMAD inhibitors (Chambers et al., 2009; Langmead et al., 2009) recombinant human Noggin (R&D Systems) at 200 ng/mL and 10 μM SB431542 (Tocris Biosciences), as well as 5μM Y-27632. Noggin and SB431542 remained in the medium at these concentrations throughout the neural differentiation protocol.

On day 1 medium was 1/3-changed. By day 2, well-formed neuralized EBs (NEBs) were typically observed in the AggreWells and transferred to Petri dishes (4 AggreWell wells/Petri dish) overnight, in NB medium. On day 4, NEBs were transferred to a dish coated with growth factor-reduced Matrigel (1:30 in DMEM:F12; BD Biosciences) for attachment. Y-27632 was omitted from this day on. From day 5 to day 10, attached NEBs were additionally exposed to 20 ng/mL FGF2 (R&D Systems) and recombinant human Dkk1 at 200 ng/mL (R&D Systems). On day 10, neural rosettes were dissected (P20 pipette tip), incubated in accutase supplemented
with Dnase1 (Sigma Aldrich) for 10 min at 37°C and gently dissociated to small cellular clumps and single cells. After washing, the rosettes were re-plated on plastic dishes pre-coated with poly-L-ornithine and laminin (BD Biocat) at high density (200,000/cm²) in neural progenitor cell (NPC) medium, which is N8 medium supplemented with 20 ng/mL FGF2. (Life Technologies), supplemented overnight with 10 μM Y-27632. Typically, one Aggrewell 800 well provided enough NPCs for at least 1-2 6-wells at passage 0.

Thereafter, the surviving NPCs proliferated. Medium change was daily. They could be passaged up to 10 times before neural differentiation, and could successfully be freeze/thawed at early passage (p1 to p5) without compromising differentiation potential. Freezing medium was NPC medium with 10% FBS (HyClone).

**Human Cortical Neural Differentiation**

A previously published protocol was used without modification (Chung et al., 2013; Hu et al., 2001; Kim et al., 2011). This protocol has been repeated here for completeness.

To begin neural differentiation, NPCs were dissociated with accutase and re-plated on matrigel-coated T75 flasks (CytoOne). The next, day medium was fully changed to Neural Differentiation (ND) medium, which is N8 medium supplemented with recombinant human BDNF and GDNF (both at 10 ng/mL; R&D Systems) and dibutyryl cyclic AMP (Sigma; 500 μM), and without FGF-2. Thereafter, media was 1/2-changed every other day. On day 7-9, differentiating neurons were gently dissociated to single cell, resuspended in pre-chilled Hank’s balanced salt solution (HBSS; Gibco / Life Technologies) supplemented with 0.1% bovine serum albumin (Gibco / Life Technologies). After a wash step, cells were plated on 6- or 24-well plastic plates pre-coated with poly-ornithine and laminin (BD Biocat) for biochemical assays. Medium was 1/2-changed every 3 days for up to 12 weeks.

**Primary Rat Cortical Cultures**

Embryos were harvested by cesarean section from anesthetized pregnant Sprague-Dawley rats at embryonic day 18. Cerebral cortices were isolated and dissociated with Accumax (Innovative Cell Technologies, Inc) digestion for 20 min at 37°C and triturated with Pasteur pipette. Poly-ornithine and laminin-coated 96 well plates were seeded with 4×10⁶ cells respectively in neurobasal medium (Life Technologies) supplemented with B27 (Life Technologies), 0.5 mM glutamine, 25 μM β-mercaptoethanol, penicillin (100 IU/ml) and streptomycin (100 μg/ml). One third of the medium was changed every 3 to 4 days.

**AAV-1 Transduction of IPS Neurons**

Plasmids containing verified TALE-TFs were purified endotoxin-free (Qiagen) and packaging into adeno-associated viruses serotype 1 (AAV-1) was conducted by the Gene Transfer Vector Core, Massachusetts Eye and Ear Infirmary/MEEI, Harvard Medical School (mini-scale production). A53T and mutation-corrected cortical neurons were aged for 4-7 weeks at a plating density of 0.25-0.75 × 10⁶ cells/cm². Cells were transduced with 30 μL of the mini scale produced MEEI AAV-1 titer, containing a single TALE-TF or the TALE cloning backbone alone, in 500 μL ND medium. ND medium was changed 12-16 hr post-transduction.

**Antibodies**

<table>
<thead>
<tr>
<th>Antibody</th>
<th>Dilution</th>
<th>Source</th>
<th>Linkage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mouse anti- Carboxypeptidase Y</td>
<td>1:10,000</td>
<td>Life Technologies A68428</td>
<td>Western blot</td>
</tr>
<tr>
<td>Rabbit anti-Nicastrin</td>
<td>1:1000</td>
<td>Cell Signaling 3632</td>
<td>Western blot</td>
</tr>
<tr>
<td>phospho eIF2A</td>
<td>1:1000</td>
<td>Cell Signaling 9721</td>
<td>Western blot</td>
</tr>
<tr>
<td>total eIF2A</td>
<td>1:1000</td>
<td>Cell Signaling 2103</td>
<td>Western blot</td>
</tr>
<tr>
<td>LRRK2</td>
<td>1:500</td>
<td>Abcam Ab133474</td>
<td>Western blot</td>
</tr>
</tbody>
</table>

**Protein Labeling with 35S-Methionine/Cysteine**

A53T and mutation-corrected cortical neurons were aged for 4-8 weeks at a plating density of 0.25-0.75 × 10⁶ cells/cm². Prior to the protein labeling the cortical neuronal cultures were kept in Neural Differentiation (ND) medium without methionine and cysteine for 90 min. ND medium was DMEM complemented with 1% (v/v) B-27, 0.5% (v/v) N-2 and 1% (v/v) GlutaMAX supplement, 1% (v/v) MEM non-essential amino acids, 1% (v/v) Penicillin-Streptomycin (all Life Technologies) as well as 10 ng/ml BDNF and GDNF (both R&D Systems) and 500 μM CAMP (Sigma-Aldrich). For protein labeling the neuronal cell cultures were incubated in ND medium supplemented with 35S-methionine and -cysteine (Perkin Elmer) at a final concentration of 100 μCi/ml for various duration. After a quick wash with cold PBS, cells were lysed in a buffer containing 50 mM Tris-HCl and 2% (w/v) SDS, supplemented with protease inhibitor cocktail (Sigma-Aldrich). The samples were boiled at 100°C for 5 min and spun down at 10,000 g for 15 min. The supernatant was collected and the protein concentration was determined using BCA assay (Pierce, Thermo Fisher Scientific). 35S labeled samples were run in 4%-12% Nupage Bis-Tris gel (Life Technologies). As a loading control, gels were stained with SimplyBlue SafeStain (Life Technologies), and destained by incubation in water. Thereafter, the gels were incubated in 11.2% (v/v) salicylic acid and 10% glycerol (v/v) for 15 min. The gels were dried and exposed to a phosphor screen (Fujifilm) for a minimum of 48 hr. The screen was scanned using the phosphorimager BAS-2500 (Fujifilm) and 35S incorporation was determined by measuring the intensity of each lane (MultiGauge Analysis Software v2.2, Fujifilm).
Free $^{35}$S-Methionine/-Cysteine in the Cytosol

Rat primary neurons overexpressing either GFP or αSyn-GFP were incubated with $^{35}$S-methionine and -cysteine at 100 μCi/ml for various durations. After a quick wash with cold PBS, cells were lysed in RIPA buffer for 20 min on ice and the debris was removed by centrifugation. Proteins in the lysates were precipitated by adding 1 volume 100% TCA to 4 volume of lysate and incubate 10 min at 4°C. After centrifugation at 14K rpm for 10 min, supernatant was collected to measure a cytosolic pool of free $^{35}$S-methionine/-cysteine. $^{35}$S Incorporation was determined by quantifying using an LS 6500 liquid scintillation counter (Beckman Coulter) with 5 μL of the sample being immersed in 7 mL scintillation cocktail (National Diagnostics).

Cell Lysis and Endoglycosidase H Digestion

Cells were lysed in a buffer containing 20 mM HEPES, 150 mM NaCl, 10% (v/v) glycerol, 1 mM EGTA, 1.5 mM MgCl₂, 1% (v/v) Triton X-100, pH to 7.4, protease inhibitor cocktail (Sigma-Aldrich), and protein phosphatase inhibitor cocktail 1 and 2 (Sigma-Aldrich), and incubated in an ice/water slurry for 20 min, followed by 2 freeze-thaw cycles (80°C/37°C, 1 min each). Supernatant was collected after ultracentrifugation at 100,000 g, 4°C, for 30 min. Protein concentration was determined using BCA assay (Pierce, Thermo Fisher Scientific). Endoglycosidase H (New England Biolabs) digestion was performed based on the manufacturer’s instructions. Briefly, 20-40 μg bulk protein was assembled in 15.3 μL reaction volume; 1.7 μL denaturing buffer was added and samples were boiled for 10 min at 100°C. Then 2 μL of G5 buffer and 1 μL of Endo H or 1 μL H₂O were added to the denatured reaction and incubated for 2 hr at 37°C.

Western Blotting

For protein trafficking after Endo H digestion, protein samples were denatured in sample buffer (20 mM Tris-Cl pH 6.8, 4% (v/v) glycerol, 180 mM 2-mercaptoethanol, 0.0003% (v/v) bromophenol blue and 2% (v/v) SDS), run in 10% Tris-glycine gel, and wet transferred with 20% methanol onto PVDF membranes (Bio-Rad). Blots were blocked in a 1:1 dilution of Odyssey blocking buffer (LI-Cor Biosciences) and PBS for 1 hr at room temperature, followed by incubation with primary antibodies in a 1:1 dilution of Odyssey blocking buffer (LI-Cor Biosciences) and PBS containing 0.1% Tween 20 (PBST) at 4°C overnight with gentle rocking. After three 5 min washes with PBST, blots were incubated with secondary antibodies such as anti-mouse or -rabbit IgG conjugated to IRDye 680 or 800 (1:10,000, Rockland) in a 1:1 dilution of Odyssey blocking buffer and PBST for 2 hr at room temperature. After three 5 min washes with PBST and two with water, blots were scanned using the Odyssey quantitative fluorescent imaging system (LI-Cor Biosciences) and bands were quantitated using Odyssey Software v2.1 (LI-Cor Biosciences).

For other western blots, samples were lysed in RIPA buffer and run in either 6 or 10% NuPage Bis-Tris gel (Life Technologies) and transferred using IBot (Life Technologies). Blocking was in 5% nonfat dry milk in PBST. As for the secondary antibodies and chemiluminescent detection, anti-mouse, -rabbit IgG or avidin conjugated to HRP was used with SuperSignal West Pico chemiluminescent substrate (Thermo Fisher Scientific).

TALE-TF Design

TALE-TFs were designed to target between 200bp upstream (5') and 50bp downstream (3') of the transcription start site (TSS) of ATXN2 or Eif2G transcripts. Within these regions near the TSS, we identified Dnase hypersensitive regions from human ventromedial prefrontal cortex samples (PMID: 22955617). Within these Dnase HS regions, we designed 5 TALE-TFs for each transcript. Each TALE-TF was designed to target a 14bp genomic sequence consisting of an initial thymidine (T) plus 12 full repeats and 1 half repeat. For each TALE-TF, the TALE repeats were cloned into an rAAV transfer plasmid using a PCR-based, Golden Gate cloning strategy as previously described (Konermann et al., 2015; Sanjana et al., 2012; Tarazona et al., 2011). The rAAV transfer plasmid contained the TALE backbone fused to the synthetic VP64 activator domain along with a 2A-linked EGFP that is cleaved during translation.

TALE-TF Assembly

14-mer transcription activator-like effector transcription factors (TALE-TFs) were constructed using Golden Gate cloning as described previously (Sanjana et al., 2012). For each gene, ATXN2 and elf4G1 (transcript variant 7), five different TALE-TFs were designed with the 14 bp long target loci being located in the proximal promoter region (ATXN2 TALE-TF #1: 5'TGTCAGAG TAAAGG-3'; #2: 5'TGAGACCATTAGCCG-3'; #3: 5'TGACAGATGCAGG-3'; #4: 5'TGAA CGAGACGC-3'; #5: 5'TAGCTGTGCTAGTGTT-3'; elf4G1 TALE-TF #1: 5'TGATCACTGCTAGGG-3'; #2: 5'TGTGGTGTAGTGTT-3'; #3: 5'TGAAGACAGTTGGG-3'; #4: 5'TCTCGGAGACACGAG-3'; #5: 5'TCTCTGCTGCTAGC-3'). For each TALE-TF, the correct sequence of the DNA-binding domain was verified by Sanger sequencing and all TALE-TF clones with non-silent mutations were excluded.

Ribosomal Footprint Profiling

For ribosome profiling, 12-week old cells were treated with cycloheximide (100 μg/ml) for 5 min at 37°C to stop translation elongation. Cells were washed twice with ice-cold 9.5 mM PBS, pH 7.3, containing 100 μg/ml cycloheximide, and lysed by adding lysis buffer (10 mM Tris-HCl, pH 7.4, 5 mM MgCl₂, 100 mM KC1, 2 mM dithiothreitol, 100 μg/ml cycloheximide, 1% Triton X-100, 500 U ml⁻¹ RNasin Plus, and protease inhibitor (1x complete, EDTA-free, Roche)), scraping cells from the plate, and then triturating four times with a 26-gauge needle. After centrifuging the crude lysate at 1,300g for 10 min at 4°C, the supernatant was removed and flash-frozen in liquid nitrogen. The lysate was thawed on ice, after which ribosome profiling and mRNA-seq were performed as
described previously (Subtelny et al., 2014) using a detailed protocol available at http://bartellab.wi.mit.edu/protocols.html. The 4-week old cells were washed twice with 37°C growth media, then after removing the media by aspiration the plates were sealed and then plunged into liquid nitrogen. Cells were then lysed with lysis buffer as described above, but cycloheximide was excluded from all solutions including the sucrose gradients. After thawing on ice, a small amount of cycloheximide-free zebrafish RPF lysate was spiked into the 4-week old cell lysates (10-fold less based on A260) prior to digestion with RNase I.

RPF and RNA-seq tags were mapped to the ORFs, as described previously (Subtelny et al., 2014). To account for the zebrafish reads present in the 4-week old samples, indexes comprising both the zebrafish and human genomes or transcriptomes were created and these data were mapped to the combined indexes. Only reads mapping uniquely were considered, and those mapping to zebrafish were excluded from the analysis.

Enriched pathways in the translational profiling for the 4-week and 12-week datasets were computed with the Gene Set Enrichment Analysis tool, available at the Broad Institute website (http://software.broadinstitute.org/gsea/index.jsp).

**Comparison with Existing Homology Prediction Approaches**

To evaluate the functional association between yeast proteins and the predicted human homologs, we computed the average accuracy of Gene Ontology (GO) for the top 5 homologs predicted by our method, HHpred and BLAST (Altschul et al., 1990, 1997; Ashburner et al., 2000; Tuncbag et al., 2013) (Figure S3B). We chose the top 5 homologs since yeast proteins often have more than one good human homolog. The accuracy of a homolog was calculated as the percentage of overlapped GO labels between the yeast protein and the putative homolog. We noted that the number of assigned GO labels per gene varied considerably between yeast and human proteomes, so that the GO accuracy metric favored predicted homologs with a large number of labels and query proteins with a small number of GO labels, potentially biasing the analysis. Furthermore, false positives were not considered by this metric. To address these issues, we computed the widely used Jaccard similarity score, which is the number of overlapping GO labels divided by the total number of unique GO labels of the yeast (or human) gene and its human (or yeast) homolog. BLAST's accuracy for 4023 yeast proteins was 31.1%. HHpred in conjunction with BLAST achieved of 32.6% for accuracy for 4312 yeast proteins. Our method obtained 31.6% accuracy for a significantly greater number, 4923, of yeast proteins. It also outperformed BLAST on 4023 yeast proteins with BLAST output (32.0% versus 31.1% accuracy and 25.2% versus 24.3% Jaccard similarity) and HHpred on 4312 proteins with HHpred output (34.1% versus 32.6% accuracy and 26.9% versus 24.9% Jaccard Similarity). The improvements over BLAST and HHpred were significant (paired t test p values < 0.01).

We then tested our method on finding yeast homologs for human proteins (Figures 3C and 3D). The improvement of the coverage over BLAST and HHpred was even more substantial than for generating human homologs from yeast proteins. Our method predicted homologs for 15200 proteins but BLAST and HHpred only covered a relatively small portion of human proteome (7248 and 9577 respectively). Accuracy metrics also favored the DCA method. Our method improved the predictive power over BLAST (57.5% versus 57% accuracy and 26% versus 26.6% Jaccard similarity) and HHpred (56% versus 54.9% accuracy and 25% versus 24.2% Jaccard similarity) on proteins which BLAST or HHpred can find yeast homologs on both GO accuracy and Jaccard similarity score. These comparisons were all statistically significant (all p values < 0.01 by paired t test).

We also compared our homology tool to the state-of-the-art Ensembl Compara method. Ensembl Compara identifies high confidence homolog pairs through phylogenetic tree-based clustering and analysis across multiple species. This sequence-based method sacrifices coverage for accuracy, and these pairs are considered a gold standard for traditional analyses (Vieira et al., 2009). We downloaded the Ensembl Compara v85, and mapped gene ids to the gene names used in our homology tool, identifying 5093 high-confidence yeast/human pairs for 2409 yeast genes. Among these pairs, there are three major categories: “one-to-one,” “one-to-many” and “many-to-many.” To evaluate our DCA homology tool, we checked whether it performed at least as well for high-confidence yeast/human pairs, whether predicted as one-to-one, one-to-many or many-to-many by Ensembl Compara. Since orthology relationships between human and yeast genes can be ambiguous due to their remote evolutionary distance, DCA and Ensembl Compara may predict different putative homologs, especially for the many-to-many case. For such cases, we also computed the GO accuracy as the percentage of overlapping GO labels between a yeast protein and the predicted homolog. For clear one-to-one pairs by Ensembl Compara, DCA differed in only 25 of 1040 genes. Of those 25 genes that differed, our method achieved comparable accuracy in ontology prediction (0.394) as compared to Ensembl Compara (0.388) based on ontology matching. There were 1518 entries in the “many2many” prediction category. For these, our method achieved a correct pairing (0.414) equivalent to Ensembl Compara (0.412). Finally, for the yeast genes in which a one-to-many correspondence was predicted, there were 2535 entries. Again, our method identified homologs by gene ontology (0.391) similar to Ensembl Compara (0.390). Among the differences, we observed most of them to be similar genes within the same family; moreover, these differences are not statistically significant. Thus, our approach does not disrupt homology prediction for high-confidence orthology pairs, a surrogate for false-positivity in the absence of any other gold standard yeast-to-human homolog pairing. From these results, we demonstrated that DCA provides comparable yeast-to-human accuracy as Ensembl Compara for the same input yeast genes.

Recently, Kachroo et al. (Kachroo et al., 2015) carefully tested 414 essential yeast genes for complementation by homologs that were clear by sequence. Thus, for each of these 414 yeast/human gene pairs, the complementation assay provided a binary and experimentally strong readout of homology. Kachroo et al. developed a method to predict which of these high confidence pairs were likely to be actual positive complementation pairs. They utilized more than 100 features, including careful manual curation of
sequence properties, network features, transcriptional and translational features, and expression abundances, to establish a predictive tool. They showed that this predictive tool could be trained on a subset of the experimentally tested yeast/human pairs to correctly identify functional replaceability in a separate test set. To demonstrate the effectiveness of integration of DCA, we trained a DCA-based classifier, using only sequence and network information, to predicted true yeast-human complementation pairs. In particular, to check the predictive power of our DCA pipeline, we built a classifier based on the low-dimensional gene vectors obtained from our joint DCA learning pipeline. For each pair of yeast/human genes, we built features based on the gene vectors to consider their sequence similarity and topological roles in their molecular networks. These features, including element-wise product and difference and sum of two gene vectors, were used as input to a gradient boosted forest classifier. We tested whether this classifier, for our more elemental, automated DCA tool based on only sequence/network features, could be tuned to also predict the functional complementation between yeast and human. When we trained our DCA classifier via 5-fold cross-validation on the yeast/human pairs from Kachroo et al. we achieved a high rate of prediction accuracy (AUC = 0.82, SD = 0.08). This was comparable to the intricate, manual integrated method of Kachroo et al., demonstrating that our automated homology tool, based on only sequence and network topology, is sufficient for training a classifier for this specific homology task. It is worth noting that methods utilizing sequence-similarity alone, including BLAST and HHpred, performed considerably worse than DCA (0.70 and 0.68, respectively).

It is clear that our DCA-based classifier, which effectively integrates network topology and sequence similarity, is just as effective as the method in Kachroo et al. that utilizes more than 100 features, thus overcoming the barrier of major time-consuming manual feature curation.

Evaluation of PCSF and Humanized Steiner Networks
We tested PCSF on two separate datasets and demonstrate vastly superior performance when compared to existing methods. For comparison, we identified two popular algorithms, DAPPLE (Rossin et al., 2011) and PEXA (Tu et al., 2009), and implemented them. Both methods take seed genes and identify subnetworks that span the seed genes to reveal possible functional interconnectedness of these genes. The first algorithm, DAPPLE, identifies significant direct and one-hop indirect edges in the human interactome to connect as many seed genes as possible. The second algorithm, PEXA, utilizes existing pathway annotations, such as KEGG or Reactome, to cover seed genes. Merging and pruning are then applied to link connected components and remove hanging genes. For these comparisons, we provided each algorithm with yeast-to-human homology links and injected yeast interaction edges into the human network, just as we provide for our PCSF method. For DAPPLE, we used the predicted dense network with significant one-hop indirect edges, since the sparse direct network is not able to identify hidden genes. We curated hits from 15 complete screens in yeast (Tong et al., 2004). In these screens, a gene is deleted as well as its genetic interactors or modifiers. We used these genetic modifiers as input for the network algorithms. The inactivated gene was hidden from the algorithm, and was used to evaluate the predicted network. Taking cues from previously-published methods (Yeger-Lotem et al., 2009), here we considered an algorithm successful in discovering the cellular response if the predicted hidden human genes were significantly enriched for specific gene ontology biological process terms attributed to the hidden inactivated yeast gene (hypergeometric test; \( p < 0.01 \)). We generated humanized networks with PCSF, and two alternative methods: DAPPLE (Rossin et al., 2011) and PEXA (Tu et al., 2009). For these screens, the success rate of PCSF was 47%, as compared to DATTLE and PEXA which were 6.8% and 13%, respectively. These results suggest superior performance of PCSF over DAPPLE and PEXA.

To better understand the relevance of genes and predicted pathways recovered by PCSF, DAPPLE and PEXA, we designed a well-controlled simulation. To mimic genetic screens of perturbed pathways, we selected individual pathways from the well-known human pathway database KEGG and identified all genes in each pathway (Table S15). We then identified yeast homologs via stringent Ensembl one-to-one mapping. We treated those human genes with clear yeast homologs as “perturbed” and picked their homologs’ genetic interaction neighboring genes as hits from a “virtual yeast genetic screen.” Virtual screens like these minimize experimental noise as a confounding factor and enable cleaner evaluation of algorithm performance. Since we know the “true” pathway information, this method can be used to test the sensitivity and specificity of algorithms by quantifying how often “relevant” genes in the original KEGG pathway are recovered as predicted (non-seed) genes. We chose 50 KEGG pathways that had at least 5 human genes with clear yeast homologs and created 50 associated “virtual” screens for testing (Table S15). We used two performance metrics: precision, i.e., the percentage of predicted hidden genes shown in the original KEGG pathway, and recall, i.e., the percentage of the original KEGG genes shown as hidden nodes in the predicted pathway. Ideally, these values would be 100% for perfect predictions. For PCSF, the average precision and recall values are 63% and 74% resp. In contrast, for DAPPLE, the average precision and recall values are 6% and 47% resp., whereas for PEXA, they are 8% and 63% resp. The differences between these precision values are substantial: PCSF has much higher precision within very compact subnetworks, while both DAPPLE and PEXA predict huge “hair ball” networks with low precision. It is worth noting that PEXA has a very high recall value likely because it uses the KEGG pathways to build networks, and thus predictably has high recall (because the simulated screens here are generated from KEGG pathways); however, its precision metric is very low.

Further, we tested the effectiveness of injected yeast genetic interactions into networks through the simulated yeast genetic screens we generated, and cross-compare our PCSF method with the other algorithms, DAPPLE and PEXA. First, we tested performance by removing all injected yeast interactions. For PCSF, the average precision and recall values are 37% and 54% resp. For DAPPLE, the average precision and recall values are 8% and 27% resp. Compared to the precision and recall results (i.e., 63% and 74% for PCSF versus 6% and 47% for DAPPLE), it is clear that both PCSF and DAPPLE have much lower recall if yeast interactions are excluded. This analysis thus confirms with data that injection of yeast interactions into “humanized” networks provide key
connections between genetic modifiers to the perturbed genes. For PEXA, the average precision value is 9%, similar to that with yeast injection, whereas the recall rate is again predictably very high. Second, we tested the effects of randomly removing a portion of injected genetic interactions over 10 trials. The average precision and recall values are shown in Figure S4, demonstrating the relationship between the accuracy of these methods and the percentage of injected yeast interactions. A notable observation is that the performance becomes reasonable when >40% of interactions are injected. The performance of PEXA remains relatively unchanged because it utilizes the human KEGG pathway information in its algorithm, as noted above. In terms of false-positives and -negatives, there is clearly a trade-off between the different methods. PCSF works best for our current work, as PCSF identifies a small set of relevant genes for cost-effective experimental explorations.

**Statistical Methods and Data Analysis for Cell-Based Assays**

Sample sizes for all experimentation were chosen based on our previous extensive experience with the methods and assays in these studies. For most experiments in mammalian cells, robustness and consistency of the results are typically established after three biological replicates are analyzed. Unless otherwise stated in the figure legends, this was the standard number of replicates required for all experiments. For all human and rat cellular experiments, significance was then determined by appropriate statistical tests that are standard in the field. The two-tail t test was applied when there were only two conditions to compare within the experiments. One-Way ANOVA with a multiple comparisons post hoc test was performed when experiments include multiple conditions. Data points were excluded based on the following pre-established criteria: 1) errors were introduced to the particular sample while performing the experiments, 2) the values are greater or less than two standard deviation from the mean. For yeast spot assays, results were considered significant when three biological replicates (unless otherwise stated) demonstrated the same trend by eye. Methods used for Figure 5E are outlined in the figure legend. For the pooled screen yeast assay (Figures 4A and S6) detailed statistical methods for reads and cutoff thresholds are supplied above in the methods. The statistical methods for the computational analysis are described in detail in the methods sections above.
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