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Abstract

Although finite element (FE) methods are well established for modeling geotech-
nical problems in soil masses and soil-structure interaction, most prior research on
large deformation problems has been limited to simplified assumptions on drainage
conditions and constitutive behavior. This thesis investigates two large deformation
problems in soft clay and proposes a methodology for performing coupled flow and
deformation analyses with advanced effective stress models.

The first part of the research focuses on realistic 3-D finite element analyses (using
AbaqusTM Standard) of a conductor (steel pipe pile) embedded within soft marine clay
subjected to large lateral deformations caused by drift/drive-off of a drilling vessel.
The proposed analyses use coupled pore pressure-displacement procedures together
with the MIT-E3 soil model to represent the anisotropic, non-linear and inelastic
effective stress-strain-strength properties of deepwater marine sediments with input
parameters derived from a series of laboratory element tests performed on reconsti-
tuted Gulf of Mexico (GoM) clay. The numerical predictions are evaluated through
comparison with experimental results from centrifuge tests with a well-instrumented
model conductor. The FE results accurately predict the measured bending moment
distribution along the length of the conductor and the spread of plastic strains within
the conductor itself. The study has also shown the effects of soil behavior on local
pile-soil interactions, enabling simplified analyses using macro-elements. The FE re-
sults have been used to calibrate input parameters for BWGG framework (Gerolymos
& Gazetas, 2005), the Bouc-Wen (BW) model extended by Gerolymos and Gazetas
(GG), that simulates generalized hysteretic pile-soil interactions and allows for degra-
dation in soil resistance associated with geometric non-linearities.

The second application considers the effects of partial drainage for large deformation,
quasi-static piezocone penetration in clay. The proposed axisymmetric FE analysis
procedure introduces automated remeshing and solution mapping technique (similar
to RITSS; Hu & Randolph, 1998) within a commercial FE solver. We have analyzed
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the penetration resistance for a piezocone device using two elasto-plastic soil models
(MCC, MIT-E3) and the recent elasto-viscoplastic MIT-SR soil model (Yuan, 2016)
over a range of steady penetration velocities. The MCC predictions are in very good
agreement with laboratory measurements of tip resistance and penetration pore pres-
sures measured in centrifuge model tests in reconstituted kaolin. The results from
more advanced soil models illustrate the impacts of anisotropic, rate dependent soil
behavior on penetration tests in natural clays and are within the range of empirical
measurements. The proposed analyses provide a complete framework that can now
be used to investigate effects of partial drainage that occurs in piezocone tests for
soils (such as silts) of intermediate permeability.

Thesis Supervisor: Andrew J. Whittle
Title: Edmund K. Turner Professor of Civil and Environmental Engineering
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Chapter 1

Introduction

1.1 Problem Statement

The constantly increasing worldwide energy demand has led to offshore hydrocar-

bon exploration and production. The offshore oil and gas development has expanded

into the water depths greater than 1000 meters since the 1990s. These deepwater

environments required different considerations for reliability and the development of

novel foundation systems that facilitated the mooring of floating production and ex-

ploration platforms. These advances necessitated considerable investment in offshore

engineering research and the field of offshore geotechnics (Randolph and Gourvenec

[2011]). Offshore geotechnical considerations are important in all aspects of plan-

ning, designing, and operating of offshore facilities. The consequences of a failure for

these facilities can be severe and the costs associated with the remediation efforts are

very large. Geotechnical engineers must deal not only with design concerns for off-

shore foundations under various loading conditions (McCarron [20111), but also take

into account the complex behavior of soils (non-linear, inelastic, anisotropic and time

dependent behavior) (Mitchell et al. 12005]), uncertainties associated with geologic

materials (Einstein 12003]) and the challenges related to offshore site investigations

(Randolph et al. [20051).

Deepwater oil and gas production makes an extensive use of deep foundations in-

cluding large diameter piles referred to as conductors. The conductor, a large diameter
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pipe, is installed deep into the seabed to provide the stable structural foundation for

the oil well. These conductor pipes connected to the floating vessels are subject to

large lateral loads produced by waves and winds associated with offshore storms and

other factors. As a result, a geotechnical engineering problem of an offshore founda-

tion or a conductor pipe subjected to lateral loading involves the interaction of soil

and conductor. The ability to make reasonable estimates of the behavior of laterally

loaded conductors is an important design consideration. Complex loading conditions

and the necessity to accurately evaluate conductor-soil interaction required the fur-

ther development of numerical capabilities to reliable model the lateral responses of

offshore structures. The comprehensive physical model tests of laterally loaded con-

ductors are required to evaluate the performance of conductor-soil interaction and

to validate more advanced numerical modeling capabilities. Currently, most finite

element analyses of laterally loaded piles or conductors focus on the lateral displace-

ments within 0.1-0.2 of pile/conductor diameters and are often limited to the simple

isotropic constitutive soil models with the total stress approach (in which the soil is

modeled as a single-phase material).

The most prominent example of large deformation geotechnical problems, how-

ever, is the soil penetration problem that relates to the mechanics of penetration in

porous media (with the applications ranging from penetrometers, to the performance

of driven piles, and pile installation effects). The analysis of soil penetration repre-

sents a very challenging class of geotechnical problems due to the high gradients of the

field variables (stresses, strains, pore pressures, etc.) around the penetrometer, the

large deformations and strains in the soil, the complex constitutive behavior of soils,

and the non-linear penetrometer-soil interface characteristics. The cone penetration

test (CPT) is currently the most performed in-situ test during offshore geotechnical

investigations (Randolph and Gourvenec [2011]). The interpretation of engineering

properties of soils is based on theoretical and experimental analyses of the testing

method. The reliable numerical modeling of this test will also contribute to the

development of meaningful correlations between engineering properties of soils and

in-situ measurements. Although there has been some modest progress in the analysis
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of penetration problems using various numerical methods with mostly simple consti-

tutive models, the reliable modeling of large deformation geotechnical problems using

advanced effective stress soil models remains to be a great challenge.

The overall goal of this thesis is to study large deformation offshore geotechnical

problems with advanced effective stress soil models. The current research undertakes

two main tasks: 1) the development of reliable models of conductor-soil interaction

under large lateral loads using realistic modeling of constitutive soil behavior and

taking advantage of extensive prior research at MIT on the Gulf of Mexico (GoM)

Clay; 2) the development of numerical capabilities to perform extremely large defor-

mation analyses using advanced effective stress soil models. These capabilities are

demonstrated through the analysis of large deformation offshore cone penetration in

soft clay considering the partial drainage, stress history, and penetration rate effects.

The first part of this work involves the development, validation and refinement of

3D Finite Element (FE) models of conductor-soil interactions in soft clay that simu-

late the loading conditions associated with offshore drift/drive-off loading events (that

cause large lateral loads and tension). The analyses use the advanced effective stress

soil model MIT-E3 (Whittle and Kavvadas [1994]) and some simple isotropic EPP

(elastic-perfectly plastic) and IHPP (isotropic hardening) soil models. The MIT-E3

soil model provides a more comprehensive framework for characterizing the non-linear,

hysteretic and anisotropic stress-strain-strength properties of soft clays and is capable

of achieving reasonable predictions of cyclic load response (e.g., accumulation of plas-

tic strains) (Whittle and Kavvadas [19941). The simulations results were validated

through comparisons with the results of physical model tests carried out in a large

geotechnical centrifuge facility. This study provided some useful insights into the be-

havior of offshore conductor subjected to large lateral loads under tension. The effects

of the soil models and the elasto-plastic properties of the conductor are considered

and compared. The location of the plastic hinge developed due to large bending is de-

termined. The load-unload-reload cycle was also considered and a simplified method

to represent conductor-soil interaction was proposed.

The second part of this work includes the development of numerical capabilities
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to analyze extremely large deformations related to the mechanics of penetration us-

ing advanced effective stress soil models. The method is based on the automated

remeshing and solution mapping technique (Hu and Randolph [1998a]). The cone

penetration test (CPT) in soft clay was modeled with several soil models including

the MCC (Modified Cam Clay) (Roscoe and Burland [1968]), MIT-E3 (Whittle and

Kavvadas [1994]) and MIT-SR (Yuan [2016]) soil models. The predictions of cone

penetration are evaluated through comparisons with the published results (Aubeny

[1992], Ladd et al. [1999], Schneider et al. [2007], Ceccato et al. [2016]) that used

various numerical methods (MPM, Strain Path Method) and the experimental (field

and laboratory) measurements. The realistic soil behavior, effect of stress history

and the considerations of partially drained conditions were taken into account in

the developed Finite Element simulations of piezocone penetration. In addition, it

is well-known that the undrained shear response of clays is dependent on the shear

strain rate, but this is not usually considered directly in most available soil models

that have been used in the previously published penetration analyses. In this study,

the realistic modeling of penetration rate effects was achieved using a newly devel-

oped elasto-viscoplastic MIT-SR model capable of modeling rate-dependent behavior

of clays. The methodology to perform large deformation geotechnical analyses using

advanced effective stress soil models is developed, discussed and presented in this

thesis.

1.2 Thesis Organization

The thesis chapters are organized in the following way:

Chapter 2 describes the background information. Initially, it presents the intro-

duction and motivation for this research. Then, it provides an overview of existing

large deformation numerical analysis methods applicable to geotechnical engineer-

ing problems. The main Finite Element Method (FEM) formulations are introduced

(Lagrangian and Eulerian formulations). The most relevant large deformation gen-

eral numerical analysis methods such as ALE (Arbitrary Lagrangian Eulerian), CEL
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(Coupled Eulerian Lagrangian), MPM (Material Point Method) and SPH (Smoothed

Particle Hydrodynamics) are briefly presented and summarized. After that, the adap-

tivity techniques are discussed including the so-called Remeshing and Interpolation

Technique with Small Strain (RITSS) that was used as a basis for the proposed

methodology. Next, offshore geotechnical conditions are described along with the

previously published research on deepwater conductors under lateral loads and cone

penetration problems in soft clay. The conventional analysis methods of laterally

loaded piles using "p-y" curves and the overview of cone penetration basics are also

covered.

Chapter 3 presents the proposed methodology for large deformation numerical

analyses of geotechnical problems. The chapter starts with the description of model-

ing methodology for conductor-soil interaction. The initial base case 3D Finite Ele-

ment Model development is described. The methodology for obtaining soil reactions

and p-y curves is presented. Then, the comparison with the previously published nu-

merical results is shown using the total stress analysis. Next, the total stress analysis

methodology is compared with the effective stress analysis approach. The theoretical

preliminaries and implementation details of the proposed large deformation analy-

sis methodology are presented. Debugging strategies, validation and practical usage

evaluation are also provided. Finally, the advanced effective stress constitutive soil

models are described providing a brief overview of MIT-E3 and MIT-SR soil models

used in the subsequent numerical simulations.

Chapter 4 provides the results of numerical simulations for conductor-soil inter-

action centrifuge model tests and results validation. First, the centrifuge model tests

are described. The instrumentation and model properties are presented. The Resed-

imented Gulf of Mexico Clay (RGoM) soil samples obtained after the centrifuge tests

were delivered to MIT Soil Mechanics Laboratory and tested in Ko-consolidated tri-

axial compression and extension undrained shear tests with appropriate repeatibility.

The results of these tests are presented, and the calibration of the advanced effec-

tive stress soil model MIT-E3 associated with Average Gulf Clay (AGC) parameters

set is adjusted to best fit the laboratory data. Next, the development of 3D Finite
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Element Model of the test conductors subjected to the prescribed tension loads and

lateral displacements is described. The assumed properties of the conductor material

and used undrained shear strength profiles are explained. The analysis results are

then compared to the measured data obtained from the centrifuge model tests. The

discussed results include the bending moments, lateral deflection profiles, conductor

rotations and the plastic strains in the conductor to determine the location of the

hinge due to excessive bending. The mesh sensitivity studies are also presented.

Chapter 5 presents the simplified methods for representing conductor-soil interac-

tions. This chapter describes the evaluation of p-y curves associated with the lateral

loading of the conductor. The back-bone curves for monotonic loading are obtained

for the analyses using EPP and MIT-E3 soil models. The geometric effects and other

interaction considerations are discussed. A simplified model based on BWGG frame-

work is presented. The calibration of a hysteresis (Bouc-Wen) model is shown, and the

input parameters are presented for monotonic and cyclic loading conditions. A basic

set of 4 input constants are needed to achieve reasonable representation of conductor-

soil response in monotonic lateral loading, including softening effects associated with

geometric non-linearities. The results obtained from the simplified methods are com-

pared with the 3D Finite Element Analysis results for monotonic and cyclic loading

conditions.

Chapter 6 provides the numerical analysis of cone penetration testing in soft clays.

This chapter provides an overview of cone penetration testing and modeling aspects of

the problem. The development of axisymmetric numerical models is described. Large

deformation effective stress analyses are conducted using the proposed methodology

described in Chapter 3. The results of the analyses using the three effective stress

soil soil models are presented. First, the obtained results using MCC soil model

considering the effects of partial drainage are compared with the most recently pub-

lished work on modeling the cone penetration test using the two-phase Material Point

Method (MPM). Then, the results are compared with the measured data. Next, the

analyses using more realistic soil models that take into account complex soil behavior

and penetration rate effects are presented considering the effect of stress history. The
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MIT-E3 and MIT-SR simulation results are compared with the measured field data

(Ladd et al. [1999]) and the steady state analytical solutions obtained from the Strain

Path Method (Baligh and Levadoux [1986], Aubeny [1992]).

Chapter 7 summarizes the work with the main conclusions and presents the the

recommendations for future research. The obtained insights and useful contributions

of the work are outlined.

The summary results of the laboratory tests conducted on the samples of Resedi-

mented Gulf of Mexico Clay are presented in the Appendix A. The numerical details

and procedures for large deformation effective stress analyses using axisynmietric and

3D Finite Element models are summarized in Appendix B. Appendix C contains the

relevant program source codes developed during this research.
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Chapter 2

Background

This research was initially motivated by a practical offshore engineering project

involving large lateral deformations of a conductor pipe in soft clay and the opportu-

nity to validate the three-dimensional numerical predictions against measured data

from a sophisticated centrifuge model test. The study was then extended to investi-

gate large deformation penetration problems. This chapter presents the background

information on the subject and a brief overview of the existing numerical analysis

methods to discuss the rationale behind the proposed methodology presented in the

next chapter.

2.1 Introduction and Motivation

Deepwater well drilling projects for oil and natural gas are complex endeavors

with a great number of challenges and risks (Randolph et al. [2005]). The oil and gas

reserves are located deep within the seabed. An offshore borehole or oil well is drilled

by a floating vessel that is dynamically positioned (DP) at the site using a satel-

lite GPS (Global Positioning System) signal. The DP system aims to automatically

maintain vessel's position by means of the vessel's own propellers (thrusters) prevent-

ing it from drifting due to the wind, waves, or sea currents. The upper section of

the borehole/wellbore is stabilized by a conductor, a large diameter pipe. A blowout

preventer is connected to the wellhead at the top of the conductor pipe. The blowout
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preventer stack comprises the LMRP (lower marine riser package) and blowout pre-

venter (BOP) that can be used to control and monitor or seal oil and gas wells. The

drilling vessel floating on the water surface is connected to the seafloor through the

blowout preventer via a marine riser. This slender pipe provides a conduit to provide

a temporary extension of a subsea oil well to a surface drilling facility (Figure 2-1).

The riser is held under tension to maintain stability.

Due to current, wind and wave loading, or other unfavorable conditions such

as failure of the DP system the vessel may drift off-station causing failure in the

riser-conductor-soil system either above or below the mudline (Figure 2-la). During

emergency drift-off situations, the riser should be immediately disconnected from the

conductor and the well has to be sealed within the blowout preventer. One of the main

risks during deepwater drilling operations is the failure of the conductor system below

the blowout preventer (Figure 2-1b). This is the most unfavorable and catastrophic

situation that can lead to uncontrolled release of oil and gas from the wellbore.

Prior simulations of DP system failures (Josefsson and Dincal [2014]) have included

independent analyses of the quasi-static loading conditions during the drift/drive-off

process and the dynamic response of the system following parting of the riser (recoil

and collapse through the water column). For deepwater conditions (1500-1800 m), the

results show that the initial yield occurs in the conductor (typically at depths up to

15m below mudline) when the drilling vessel is offset at 8-10', with mudline displace-

ments of 3-4.6m (i.e., d/D = 3-6, for conductors with outside diameter, 0.71-0.91m).

The post-parting of the riser generates large cyclic bending moments in the conductor

and can cause significant permanent deviations from the vertical.

The main goal of this research is to develop and validate numerical models of

conductor-soil interactions that can be integrated within a comprehensive analysis

framework of the riser-wellhead system and, hence, enable oil and gas engineers to

evaluate well integrity for uncontrolled drift-off or drive-off loading conditions. The

work carried out during this research has involved the development, validation and

refinement of 3D Finite Element (FE) models of conductor-soil interaction that repre-

sent: 1) the large deformation conditions associated with drift/drive-off load events;
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and 2) the non-linear, inelastic and anisotropic constitutive behavior of marine sed-

iments typically encountered in the Gulf of Mexico. The former is addressed by

using AbaqusTM Standard solver with coupled pore pressure-stress elements and tak-

ing into account geometric non-linearity (for extreme deformations associated with

penetration mechanics problems, a new procedure for remeshing and interpolation is

implemented). The latter is achieved by comparing the results for a generalized ef-

fective stress soil model, MIT-E3 (Whittle and Kavvadas 11994]), which is integrated

within the commercial AbaqusTM Standard Finite Element program through a User

Material (UMAT) interface. Prior studies (Whittle and Sutabutr 12005]) have shown

that the MIT-E3 model is capable of describing the anisotropic, non-linear and inelas-

tic effective stress-strain-strength properties of deepwater sediments from the Gulf of

Mexico (GoM).

The numerical predictions are evaluated through comparisons with data from

two physical model tests performed in a 5.5m radius beam centrifuge at C-CORE

(Canadian research and development corporation) within a testbed of reconstituted

GoM clay. These tests measured bending strains in the model conductor pipe over

an embedded depth of 60m (prototype scale) associated with simulated riser drift-off

and separation events. Numerical predictions of the centrifuge tests are conducted by

independently calibrating input parameters for the MIT-E3 using a suite of elemental

laboratory tests (ID consolidation and undrained triaxial shear tests) on specimens

of the reconstituted GoM clay'. Predictions of conductor-soil interaction are then

based on selection of a stress history profile for the centrifuge testbed to achieve close

matching with the measured undrained shear strength profile.

Substantial computational efforts are required to conduct 3D FE simulations of

conductor-soil interactions for the large lateral deformations expected in drift-off

events. The representation of these interactions as a component in the simulation

of the overall riser-wellhead system can be accomplished more efficiently through

simplified local interaction models (p-y representation). We have implemented the

BWGG generalized p-y model originally developed by Gerolymos and Gazetas [2005b]

'The tests were performed at the MIT geotechnical laboratory using tube specimens
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to describe pile-soil interactions in seismic loading events. Input parameters for the

BWGG model are then calibrated from the 3D FE simulations.

The main motivation to extend the current research into the analysis of deep

soil penetration was to demonstrate the developed numerical capabilities (automatic

remeshing and interpolation) on a large deformation axisynimetric problem that is

very important within geotechnical engineering practice. Historically, the approxi-

mate solutions methods for the analysis of this problem in saturated clays included

bearing capacity, cavity expansion and the strain path methods. Previous studies

have shown the limitations of the approximate cavity expansion solutions for deep

penetration problems (Levadoux [1980], Baligh and Levadoux [1986]). Strain path

analyses provide an approximate solution for undrained steady state penetration.

However, there was a need in a more realistic solutions that could help to improve

rational approaches to in-situ test interpretation (Aubeny [1992]). Large deformation

FE analyses are required to introduce correct initial conditions and to simulate a

displacement of at least several times of the diameter of the cone to give a realistic

build up of the shaft pressure (van den Berg [1994]). These analyses must address

the large gradients of solution variables (stresses, deformations, pore pressures) and

to approximate the steady state of the cone tip penetration. Currently, most full

finite element analysis solutions of deep penetration in clay are limited to either total

stress formulations (not taking into account the pore pressures) or simple isotropic

constitutive models. Even though simple soil models provide a useful insight into the

mechanics of deep penetration in clays, more comprehensive constitutive soil models

are required for reliable predictions of pore pressures and effective stresses during and

after the test procedures. Advanced effective stress soil models including a newly

developed advanced elasto-viscoplastic model capable of capturing rate effects (Yuan

[2016]) are used in the current study of large deformation deep penetration problems.

The proposed methodology can be readily extended to layered soil profiles and various

drainage conditions.
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2.2 Overview of Large Deformation Numerical Methods

for Geotechnical Application

In this thesis, we focus on the continuum approach to representing the soil in nu-

merical models. This section presents a brief description of the traditional Lagrangian

and Eulerian formulations within the Finite Element Method and introduces some of

the practical methods and techniques for large deformation numerical analyses with

regard to the geotechnical application.

2.2.1 Displacement-Based Finite Element Method

In the traditional displacement-based finite element method formulation (also

known as the Lagrangian finite element method), the material associated with the

mesh remains associated with it throughout the analysis (i.e. the mesh and the ma-

terial are coupled). The material moves with mesh deformations, and the material

cannot flow across the boundaries of mesh elements. The nodes at the boundary of

the material remain at the boundary during the analysis (Figure 2-2). The Gauss

points also move with the material allowing the constitutive equations to be evalu-

ated at the same material points. The interface between different materials and the

boundary conditions are easily tracked due to a well-defined free surface of the ma-

terial boundaries. For large deformations associated with soil penetration analysis,

mesh distortion problems arise when the material is severely deformed . As a result,

one of the main drawbacks of the conventional Lagrangian finite element method is

the limitation in modeling very large deformations associated with mesh distortion.

2.2.2 Eulerian and CEL (Coupled Eulerian Lagrangian)

In Eulerian formulation, the mesh is fixed in space and material flows through the

mesh. Eulerian formulation is commonly used for fluid mechanics problems and is

not susceptible to mesh distortion problem due to large deformations. The Eulerian

mesh is usually a simple rectangular grid of elements extended beyond the material
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boundaries and creates a space in which the material is free to move and deform

(Figure 2-3). Any Eulerian material that moves outside the Eulerian mesh is not con-

sidered in the simulation. Eulerian elements may be partially or completely empty of

the material. It becomes challenging to track the material boundaries as the material

deforms within a fixed mesh. In the Eulerian description, the mesh is decoupled from

the material. This introduces numerical difficulties with history-dependent materials

(such as elasto-plastic soils) as convective terms appear in the Eulerian FE formula-

tion. Effectively, large distortions of the material are handled at the expense of the

resolution in flow details (Donea et al. [2004]).

It is possible to have Eulerian and Lagrangian meshes interacting with each other

within the same analysis using contact algorithms. This type of numerical analy-

sis method is referred to as the Coupled Eulerian Lagrangian (CEL) analysis and

has been implemented in the commercial finite element software AbaqusTM Explicit

(SIMULIA [2016]). CEL is typically used to model the interactions between a solid

body and a yielding or fluid material, such as a Lagrangian cone penetrating through

Eulerian soil or an Eulerian gas inflating a Lagrangian airbag. For geotechnical en-

gineering purposes, the CEL method has only been applied to analyze various large

deformation problems in fully drained and fully undrained conditions (Qiu et al.

[2011]). This method has yet to be extended to effective stress analyses with mixed

deformation and pore pressure elements in AbaqusTM (SIMULIA [20161).

2.2.3 ALE (Arbitrary Lagrangian Eulerian)

The Arbitrary Lagrangian Eulerian (ALE) is a broad class of FE formulations

that combine the advantages of Lagrangian and Eulerian formulations. In the ALE

approach, the nodes of the mesh can move with the material (normal Lagrangian

mode) or can be held fixed (Eulerian manner), or can be moved in some arbitrarily

specified way to give a continuous mesh-update capability. As a result, the pure

Lagrangian and pure Eulerian formulations can be regarded as a special cases of

the ALE aproach. Larger distortions of the material can be handled than would be

possible in a purely Lagrangian method with more resolution than that is afforded by
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a purely Eulerian approach due to the freedom in moving the computational mesh in

an ALE method (Donea et al. [2004]). The convective terms enter the governing ALE

equations just as in the Eulerian formulation. The treatment of these terms plays a

crucial role in the numerical implementation, especially for complex path-dependent

constitutive models (Savidis et al. [2008]).

There are several variations of the ALE approach depending on different advection

schemes and remapping strategies including Single-Material Arbitrary Lagrangian-

Eulerian (SMALE), Multi-Material Arbitrary Lagrangian-Eulerian (MMALE) and

Efficient Arbitrary Lagrangian-Eulerian (EALE), etc. Nevertheless, the key idea of

ALE method is that the computational mesh can move independently (arbitrarily) of

the material. Therefore, the motion of the material and of the mesh must be defined.

The remapping of the solution variables is performed using the basic ALE kinematic

formula (Hughes et al. [1981], Nazem et al. [20061):

=f+ (vi - V) (2.1)

where f is an arbitrary function, vi is the material velocity, vr is the mesh velocity,

j denotes the time derivative of f with respect to the mesh coordinates, and _

represents the time derivative of f with respect to the material coordinates. The

term (vj - v,) is the convective velocity.

In the ALE method, the discretized governing equation can be written in a general

form as follows (Gadala and Wang [1998], Nazem et al. [20061):

[Ks] {AUg} + [Kiy] {AUj } = {Rj} - {F} (2.2)

where K' is the stiffness matrix related to material displacement vector; K'

is the stiffness matrix related to the mesh displacement vector; U is the material

displacement vector; U' is the mesh displacement vector; R is the external load

vector; and F is the internal force vector. The material and the mesh displacements

are two unknowns at each degree of freedom. Since the mesh displacements are

coupled with the material displacements, the number of equations to be solved is
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doubled. Therefore, supplementary equations are required to solve the equilibrium

equation.

Benson [1989] proposed a split of the ALE operator into a Lagrangian step and an

Eulerian step to decouple mesh and material displacements: i) the system of governing

equations is solved in the Largangian step using implicit or explicit finite element

procedures; and ii) the Lagrangian mesh is then smoothed and the solution variables

are remapped on the updated mesh in the Eulerian step (Figure 2-4). In the ALE

method based on the operator-split technique, the number of elements and nodes are

constant during the analysis and the nodal points are free to move arbitrarily. This

approach can be categorized as an r-adaptive scheme (Zienkiewicz and Zhu [19911),

in which the solution variables (e.g. stresses) can be remapped from the old mesh

to the new mesh using Equation 2.1 through knowledge of the convective velocities

(Nazem et al. 120061).

In general, there are three main mesh adaptivity or refinement methods referred

to as h-adaptivity, p-adaptivity, r-adaptivity, and their combinations (Di et al. [20071,

Zienkiewicz and Zhu [1991]):

" h-adaptivity method changes the mesh connectivity through an addition of el-

ements (usually via dividing elements into smaller ones),

" p-adaptivity method enhances the polynomial interpolation space in high strain

location regions (usually by increasing polynomial degree of elements)

" r-adaptivity method refines the mesh by relocation of nodes without changing

the mesh topology (Susila and Hryciw [2003]).

In most ALE methods with adaptive meshing and operator-split ALE, a single mesh

definition is used and is adapted through the smoothing of the mesh nodes. This

smoothing is typically applied frequently within analysis steps, but this is only useful

when a single mesh can be effective for the duration of a simulation.
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2.2.4 MPM (Material Point Method)

The Material Point Method (MPM) belongs to a class of particle-based numerical

methods developed to address the mesh distortion issue associated with large defor-

mation problems by discretizing the continuum body by a number of small Lagrangian

elements referred to as material points or particles. The MPM can be categorized

as a mesh-free method despite the presence of a background mesh which is used to

calculate gradient terms (accelerations and deformation gradient). The method is

based on the particle-in-cell method (PIC) used for fluid mechanics (Harlow [1964]).

Sulsky et al. [19941 extended the method into solid mechanics. Since then the Mate-

rial Point Method has been applied to many large deformations problems in various

fields of mechanics. Recently, multi-phase MPM formulations have been developed

to take into account the soil-water interaction in saturated soils. Various geotech-

nical problems including slope stability, dam, riverbank failures were analyzed using

these developments. For example, a two-phase MPM formulation (Al-Kafaji [2013])

was most recently applied to the study of large deformation penetration problems in

saturated clay considering different drainage conditions using the isotropic Modified

Cam Clay soil model (Ceccato [2015], Ceccato et al. [2016]).

In the MPM, large deformations of material are simulated by a collection of ma-

terial points that move through a finite element mesh. These points carry all the

solution information (density, velocity, acceleration, stress, strain, material parame-

ter, and external loads). The two-phase continuum is discretized with a single set of

material points, which carries both fluid and solid properties and deforms according

to the displacement of the solid phase. The following gives a brief outline of the

solution sequence for a single time step using the two-phase Material Point Method

(Ceccato and Simonini 12016], Al-Kafaji [2013]):

The discretized momentum equations are written as

w= Fx - F"t - Ff"a (2.3)

39



Ms = -Mtb + Fe -xt Fi- (2.4

where zb and b are the fluid and soil phase accelerations, the subscripts s and

w indicate the soil and water phase, respectively; no subscript indicates that the

quantity belongs to the mixture.

M is the mass matrix, Fext is the external force, Fintis the internal force, and Fwra

is the drag force which takes into account the soil-fluid interaction. The mass balance

equation provides the pore pressure increment, and the soil constitutive model gives

the effective stress increment.

At the beginning of each time increment, the momentum equations for the fluid

(Equation 2.3) and the mixture (Equation 2.4) are initialized by mapping the quanti-

ties from the material points to the mesh nodes according the interpolation functions

(Figure 2-5(a)). The governing equations of motion are then solved (Figure 2-5(b)).

Equation 2.3 is solved for the fluid acceleration at time t

Wt = M t- 1 [F"xtit - Fintt - Fragt] (2.5)

Equation 2.4 is solved for the solid acceleration at time t

Vt = M -1 H-t Wet + Fex,t - Fintt] (2.6)

The velocities of the material points are updated using nodal accelerations and

interpolation functions:

fle

W+s= W + Z tNi,w' (2.7)
i=1

Vs = v + EZ tNi,pvt (2.8)
i=1

where ne is the number of nodes per element, Ni,p is the interpolation function of

node i evaluated at the position of material point p, and At is the time increment.
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The nodal values are used to compute strains and stresses at the material points

according to the velocity and the position (Figure 2-5(c)). The nodal velocities

Wt+At and vt+At are calculated from the updated material points (using momentum

equations 2.3 and 2.4) and are integrated to get nodal incremental displacements

Aut+At = Atvt+At. The fluid and solid strains at material points are calculated as

At+At = BtAtwt+At (2.9)

A,+At = BAtvt+At (2.10)S p

where B is the matrix of the derivative, of the shape functions at the location of

material point p. The stresses are obtained according to the constitutive relations.

The pore pressure at material points is updated as:

r +A =t , + At [(1 - n)Act+ t + nAc t +f t ] (2.11)

where Et+,A and E+t are the volumetric strains of solid and fluid.Vol's Vol,W

At the end of the time step, the mesh can be updated to the initial configuration or

changed arbitrarily because no information is stored in it. The assignment of material

points to the mesh elements is updated after the mesh adjustment (Figure 2-5(d)).

2.2.5 SPH (Smoothed Particle Hydrodynamics)

Smoothed Particle Hydrodynamics (SPH) is another numerical method that is

part of the larger family of meshless (or mesh-free) methods that has become promis-

ing for geotechnical applications (Bui et al. [20081). The SPH method was initially

developed for astrophysical problems (Lucy [1977], Gingold and Monaghan [1977]),

but later was extended to a large number of other fields and applications gaining

considerable theoretical support from various researchers (Monaghan [2012]). The

smoothed particle hydrodynamics is a Lagrangian modeling scheme that allows the

discretization of continuum equations by interpolating -the properties directly at a
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discrete collection of points distributed over the solution domain without the need to

define a finite element mesh. Difficulties associated with fluid flow or solid mechanics

problems involving large deformations and free surfaces are resolved in a relatively

natural way because of the method's Lagrangian nature, associated with the absence

of a fixed mesh.

The SPH method is based on dividing the continuum domain into a set of discrete

elements. referred to as particles. These discrete particles that carry the material

properties have a spatial distance, known as the smoothing length, over which their

properties are smoothed by a kernel function. An evolving interpolation scheme to

approximate solution variables at any point is used in the SPH method. The value

of a variable at a particle can be approximated by summing the contributions from

a set of neighboring particles, denoted by subscript j, for which the kernel function,

W, is not zero.

(f (x)) f:- >3 -Jfj-W (I x - xj I, h) (2.12)

An example kernel function is shown in Figure 2-7. The smoothing length, h,

determines how many particles influence the interpolation for a point of interest a

(SIMULIA 120161).

The Smoothed Particle Hydrodynamics (SPH) and Material Point Method (MPM)

are promising methods for simulating large deformation problems. Ma and Zhang

[2009] presented a detailed comparison between MPM and SPH methods conclud-

ing that both methods are worthwhile for the simulation of hyper-velocity impact

and extreme deformation problems. The MPM is reportedly less computationally

demanding compared to SPH since the time consuming neighboring search is not re-

quired. Also, the Smoothed Particle Hydrodynamic analyses are currently subject to

several limitations. For example, it is known that the standard SPH method could

be susceptible to a so-called tensile instability (Mehra et al. [2012]), which may occur

when the material is subjected to a tensile stress state leading to an unstable cluster-

ing of SPH particles. This instability is usually related to the interpolation technique
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of the standard SPH method (in contrary, the MPM is not inherently a subject to

this issue). Although the SPH analyses are, in general, less accurate than conven-

tional Lagrangian finite element analyses when the deformation is not too severe, the

SPH method can be very effective for applications involving extreme deformations

associated with multi-phase fluid flow (Tartakovsky et al. [2016], Pan et al. [2016]).

The SPH method is available in several popular commercially available finite ele-

ment analysis programs including Abaqus", but is currently limited to total stress

geotechnical analyses (SIMULIA [2016]).

2.2.6 Remeshing and Interpolation Approach

Hu and Randolph [1998a] described a practical approach for large deformation nu-

merical analysis using conventional Lagrangian Finite Element Method with remesh-

ing and interpolation of solution variables subsequently referred to as "Remeshing

and Interpolation Technique with Small Strain" (RITSS). The concept was originally

demonstrated through a total stress 2D analysis using AFENA finite element package

(Carter and Balaam [19951). The approach is based on the idea of performing remesh-

ing and the interpolation of the solution variables into the new mesh typically every

10-20 increments in order to avoid mesh distortions associated with large deforma-

tions. This is essentially a form of the Arbitrary Lagrangian Eulerian approach using

rezoning (mesh replacement) analysis and separate solution mapping. The analysis

consists of a series of Lagrangian steps with an Eulerian-like phase accomplished by

a separate regeneration of the finite element mesh and mapping of all the solution

variables from the old mesh into the new one using various interpolation techniques,

but without the ALE convection equations. The details of this technique is provided

in the next Chapter 3.

The main advantage of remeshing and interpolation approach is that it is based

on the conventional Lagrangian Finite Element Method, and the particular appli-

cation of the method depends on the selected remeshing and interpolation scheme.

This approach is available in AbaqusTM Standard as "mesh-to-mesh solution mapping"

technique (SIMULIA [2016]) and can be used for two-phase soil media (i.e., effective
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stress analysis with advanced soil models). The remeshing and interpolation approach

has been applied to a large number of offshore geotechnical problems analyzed by the

researchers associated with the Centre for Offshore Foundation Systems at University

of Western Australia (Randolph et al. [2008], Hu and Randolph [1998b]). The appli-

cations include monotonic and cyclic penetration of penetrometers (Lu et al. [2004],

Zhou and Randolph [20091), penetration of spudcan foundations for mobile jack-up

rigs (Hossain et al. [2005], Hossain and Randolph [2010], Yu et al. 120121), lateral

buckling of pipelines (Wang et al. [2010], Chatterjee et al. [2012]) and uplift capacity

and keying of mooring anchors (Song et al. 12008], Wang et al. [2009], Tian et al.

[2015]). To date, most of these analyses have been performed using relatively simple

isotropic soil models.

In this thesis, the large deformation analysis of soil penetration problem with

advanced effective stress models is based on the remeshing and interpolation approach

and will be discussed in detail in the next chapter.

2.3 Offshore Geotechnical Conditions and Selected

Problems

2.3.1 Gulf of Mexico Clay

Offshore oil and gas production is more challenging than the land-based production

due to the remote and harsher environment. The ocean seafloor is highly complex due

to its geological history and various conditions of sediment deposition. Environmental

differences between inland and offshore conditions affect the engineering behavior of

the sediments (Randolph and Gourvenec [2011], Gerwick [2007]). For instance, the

low-temperature, high-pressure environment of ocean may affect the microstructure

and the pore fluid of the offshore sediments. The high biogenic content of ocean sed-

iients affects strength and compressibility of marine soils. The pore fluid properties

differ in the ocean and on land. Offshore sediments are saturated with saline water.

Thus, geotechnical considerations are important in all aspects of planning, designing,
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and operating of offshore structures and facilities.

The Gulf of Mexico is a major source for hydrocarbon production in the United

States. The major petroleum-producing areas of the United States include offshore

Texas, Louisiana, Mississippi, Alabama and are located within the western and central

Gulf of Mexico. Figure 2-8 presents the location and the undersea topography of the

Gulf of Mexico.

Prior research at MIT has involved laboratory testing of soil samples from a series

of five different sites on the continental slope of Gulf of Mexico (Figure 2-9). Based

on these studies Whittle and Sutabutr 120051 defined typical properties of clays in

Gulf of Mexico leading to an average set of soil properties referred to as "Average

Gulf Clay". Recently, Cheon [2010] compiled a massive database of a total of 97

geotechnical investigations from 14 offshore project sites covering the past twenty

years of deepwater development in the Gulf of Mexico and analyzed spatial variability

in geotechnical properties for offshore foundations, Figure 2-10.

The Gulf of Mexico is an ocean basin surrounded by the North American continent.

The size of the Gulf basin is approximately 1.6 million km2 (615,000 sq. mi). The

average water depths of the Gulf of Mexico are about 1500 m (~5,000 ft) with the

maximum of about 4000 m (~13,000 ft). The water depths in the study area range

from 900 m (3,000 ft) to 2700 m (9,000 ft). Approximately a half of the Gulf of

Mexico is comprised of shallow and inter-continental shelf areas in which the water

depth is shallow as shown in Figure 2-8. The continental shelf width ranges from 16

km (10 mi) off the Mississippi River to 354 km (220 mi) offshore west Florida (MMS

[2000]). The continental slope and canyon area, where the most site investigations

were performed, extends from the shelf edge at approximately 200 m (650 ft) water

depth to a water depth of approximately 3000 m (10,000 ft). The overall gradient of

the continental slope is 3 to 6 degrees. The shallow sub-surface stratigraphy within the

research area is primarily interpreted as clays with minor zones containing sand seams.

The soil condition is normally to slightly over-consolidated, marine clay. Typically,

less than 6 m (20 ft) of Holocene sediments (less than 12,000 years old) cover much

deeper Pleistocene sediments (greater than 12,000 years old). Holocene deposits are
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composed of very soft, highly plastic clay having high water content. Pleistocene

deposits are comprised of very soft clay at the top of the Pleistocene deposit to

stiff or very stiff at depth. The upper part of soil layer in the study area (from the

mudline to a depth of about 15 to 18 m (50 to 60 ft)) consists of hemipelagic sediments

which were deposited by relatively high sea level and shows high variation of its soil

properties (Cheon [2010], Dugan and Germaine [2008]). Thereafter, the soil layer is

composed of mostly turbitites, the geologic deposits of a sediment gravity flow that

distributes vast amounts of clastic sediment into the deep ocean, whose properties

may vary with distance from the shoreline at low sea level (Anderson et al. 12004]).

According to Cheon [2010], there is a high water content (=>100%) layer within

the upper 2.4 to 6.0 i (8 to 20 ft) of the sediments after which the water content

gradually decreases to approximately 50% at 18 to 21 m (60 to 70 ft) below the

mudline. Then, the water content decreases further and remains within the range

of 35 to 70% as shown in the upper part of the Figure 2-12. The Gulf of Mexico

sediments are classified as highly plastic clays (CH) with regard to the Unified Soil

Classification System, and the plasticity chart based on the measured data is pre-

sented in Figure 2-12. The submerged unit weight for the Holocene deposits is within

a range of 2.4 to 3.9 kN/m 3 (15 to 25 pcf). For the depths below the mudline up to

60 m (200 ft), the average value of the submerged unit weight is approximately 6.3

kN/m 3 (40 pcf) (Figure 2-13). The database compiled by Cheon [2010] includes the

undrained shear strength data obtained using the remote vane and cone penetration

tests in-situ and using conventional laboratory tests such as torvane, miniature vane,

undrained unconsolidated (UU) triaxial and direct simple shear (DSS) tests. Figure

2-14 summarizes the measured undrained shear strength data versus depth.

The geotechnical group at MIT investigated samples from five different sites with

water depths ranging from 750 to 1200 meters (2500 to 4000 feet) on the continental

slope of Gulf of Mexico (Whittle and Sutabutr [2005]). Sutabutr [1999] calibrated the

MIT-E3 model, an advanced effective stress soil model that will be presented in the

2The values of cone factors used to determine undrained shear strength from the net cone tip
resistance is shown in Figure 2-15 with the average Nkt equal to 17.5.
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next chapter, using the results of these investigations. The one-dimensional compres-

sion data from the Constant Rate of Strain (CRS) and incremental oedometer tests

are presented in Figure 2-16. The shown virgin consolidation line with the determined

parameters A (compressibility) and eo (void ratio at reference stress) presents the av-

erage compression behavior of the Gulf of Mexico clay and corresponds to a set of

input parameters referred to as "Average Gulf Clay" using MIT-E3 soil model. Figure

2-17 presents the incremental swelling strain versus stress level showing the compar-

ison of measured one-dimensional swelling behavior of GoM clays with the "Average

Gulf Clay" representation. For each of the five offshore sites, the small strain stiffness

parameter (Ko) was obtained from resonant column tests that measured maximum

shear modulus, Gmax/oo ~ 150 50. Figures 2-18 and 2-19 present the measured ef-

fective stress paths and shear stress-strain responses of Gulf of Mexico clay obtained

from the laboratory KO-consolidated undrained triaxial compression and extension

tests (Germaine and Ladd [1988]). The large strain friction angles from the five

projects were within o' C = 25.6 1.2, and the friction angles from the extension

test were PTE = 27.8 2.3. The extension mode of shearing was more challenging to

obtain reliable friction angles due to laboratory sample necking issues (Whittle and

Sutabutr [20051). The undrained shear strength ratio in triaxial compression is within

the range of suTc/u = 0.22 - 0.30 for normally consolidated case. In the extension

mode, the undrained shear strength ratio is S.TE/ = 0.16 measured at 5% axial

strain for normally consolidated conditions. Figure 2-20 summarized the measured

data from KO-consolidated undrained Direct Simple Shear (CKOUDSS) tests on the

Gulf of Mexico clays. The undrained shear strength ratio in Direct Simple Shear

mode of shearing was determined to be SuDSS/ ' = 0.233 for normally consolidated

case. The results show that the MIT-E3 soil model predictions with generic Average

Gulf Clay (AGC) parameters can provide a reasonably close agreement the measured

behavior of Gulf of Mexico clay from the considered deepwater sites.
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2.3.2 Deepwater Conductors under Lateral Loads

The offshore conditions present a unique set of environmental conditions that

dominate the methods, support, and procedures to be employed in offshore construc-

tion. The offshore piles and conductors must sustain lateral loading from storm-driven

waves and wind (Figure 2-11). The emergency drift off and drive off loading scenar-

ios (2-21) should also be assessed. The design of the piles for an offshore platform

or the conductors connected to mobile offshore vessels presents complex problems

of soil-structure interaction (Kausel [2010], Randolph and Gourvenec [2011]). All

of the prior analyses for the riser system use simple rheological models to represent

conductor-soil interactions. These models comprise non-linear springs that describe

the relation between the lateral soil reaction force and horizontal displacement at

a given depth below mudline (Figure 2-23). These rheological interaction models,

known as p-y curves (after Reese et al. [1974] and Matlock [1970]) were developed

originally to describe the response of pile foundations under lateral loads and have

been calibrated empirically using results of instrumented field tests.

The widely used p-y method of analysis of laterally loaded piles consists of dividing

the pile into a series of increments of equal length and solving the governing differential

equation using the finite difference technique (Figure 2-22). The pile is assumed to

be rigid, and the soil response is characterized as a set of discrete springs whose

characteristics are represented by the selected p-y curves. The upper part of Figure

2-23 shows the idealization used in the p-y method. Figure 2-23 presents a cylindrical

pile under lateral load with a thin slice of soil shown at the depth z below the ground

level. When the pile is displaced laterally a distance y1 , the stress distribution around

the pile changes increasing on the front side and decreasing on the back side of

the pile with both normal and shearing components. The integration of the unit

stresses produces the quantity pi, known as the soil reaction which acts in the opposite

direction to y1 . The dimension of soil resistance is force per unit length along the

pile. The soil resistance, p is a non-linear function of the pile displacement, y at a

certain discrete points.
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The design curves presented in American Petroleum Institute (API) codes (API

[2000]) have been largely unchanged from early versions based on the work of Matlock

[19701 and are badly out of date. For example, they do not include well-established

plasticity solutions for the ultimate lateral capacity of a pipe section (Randolph and

Houlsby [1984]) shown in Figure 2-24. A more direct approach to consider the re-

sponse of the soil may be achieved by the finite element method (FEM). An appropri-

ate solution with the FEM requires a three-dimensional model at and near the ground

surface, the consideration of non-linear geometry and proper constitutive modeling

of the in situ soil.

Recent studies on conductor-soil interaction have been carried out in conjunction

with the fatigue performance of conductors (Jeanjean [2009], Zakeri et al. [2015]) and

have emphasized the importance of updating the conventional p-y response curves.

Templeton [20091 carried out detailed 3D finite element analyses of a conductor em-

bedded in the soil mass which is modeled as an elasto-plastic strain hardening material

with input properties based on typical undrained shear strength and shear wave ve-

locity profiles for deepwater sites in the Gulf of Mexico. The equivalent p-y curves

are derived from the analyses at selected depths and found to differ substantially

from the API design methods. The results are then validated through comparisons

with results from a program of centrifuge model tests (Jeanjean 12009]). Although

there is some discrepancy between the computed and measured response, the overall

agreement is very good once differences in shear strength between the loading rates

in the centrifuge and conventional lab tests are considered3 (Figure 2-25).

The analyses by Templeton [2009] use conventional small strain finite element

analyses (using Abaqus TM finite element analysis program) and the final validation of

p-y curves focuses on response of the conductor for deformations up to 0.1 - 0.2D

(Figure 2-25). It is well known that geometric non-linearities affect significantly the

pile/conductor soil response close to the mudline, through the processes of post-

holing (progressive separation along the interface) and mounding. Figure 2-26 shows

'A rate of loading correction (25% in undrained shear strength) is applied to achieve matching
between analyses based on properties from lab tests and results from the centrifuge model tests.
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an interesting photo of clay surface deformations in one of the prior centrifuge tests.

The photo shows clearly the depression behind the pile (with a series of circumferential

cracks) and the mounding ahead of the pile. For the large deformations involved in

drive-off load events, these geometric non-linearities may extend to depth of more

than 5 diameters (4.6 in or 15ft) and play a critical role in computing reaction forces.

In this thesis, the initial conductor-soil interaction analyses will follow the sim-

ilar methodology presented by Templeton 120091, and will be extended to the large

deformation effective stress analyses using advanced soil models capable of model-

ing anisotropic and complex soil behavior. The effect of axial tension and conductor

properties will be evaluated. The full methodology developed during this research is

described in the next chapter.

2.3.3 Cone Penetration in Soft Clay

The cone penetration test (CPT) is one of the common in-situ tests used in off-

shore geotechnical site investigations. Figure 2-27 shows the visual and schematic

view of the standard pone probe used in the offshore cone penetration tests. A steel

60 degrees cone with the diameter of 3.6 cm and with the in-built measuring devices

is pushed into the soft soil at a constant penetration rate, v = 2 cm/s. The soil char-

acteristics are then inferred from the monitored tip resistance, sleeve friction, and

pore pressure measurements. The interpretation of engineering properties of soils is

based on theoretical analyses and empirical interpretation methods (Levadoux 11980],

Baligh and Levadoux [1986], Aubeny [1992], Whittle et al. [2001]). The reliable nu-

merical modeling of this test could greatly contribute to the development of much

reliable correlations between engineering properties of various soils and in-situ mea-

surements. Most of the existing empirical and theoretical correlations are based on

fully drained or fully undrained conditions assuming a simplified model of soil behav-

ior. The analysis in partially drained conditions using realistic numerical modeling of

soil behavior remains to be a challenging task.

The most recent work on numerical modeling of piezocone penetration test un-

der variable drainage conditions was conducted by Ceccato et al. [2016] using the
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two-phase Material Point Method (Al-Kafaji [2013]) with an effective stress isotropic

Modified Cam Clay soil model. Figure 2-28 shows a 20 degree slice MPM model used

in the numerical analysis. The cone is slightly rounded in order to avoid numerical

problems associated with a discontinuous edge at the cone base. All other dimensions

are reportedly correspond to those of a standard penetrometer with the diameter of

0.036 m (3.6 cm). The penetrometer is modeled as a rigid body that moves down-

ward at a prescribed velocity of 2 cm/s applied at the nodes of the structure. The

displacements are constrained in normal direction at the lateral mesh surfaces, and

the bottom mesh if fully fixed. The radial boundaries of the slice are impermeable

while the bottom and outside boundaries are permeable. The MPM method is used

to perform large deformation penetration analysis. The soil-structure interaction is

modeled with an MPM-specific algorithm. An external vertical stress of 50 kPa is

applied on the top surface of the soil simulating an initial position of the cone at

about 5 m depth assuming a submerged soil unit weight of 10 kN/m3 . The material

weight is neglected, and the initial stresses are constant with depth with the zero ini-

tial excess pore pressures. The soil is represented as a normally consolidated Kaolin

using the Modified Cam Clay (assuming von Mises yield criteria) soil model (Roscoe

and Burland [19681) with a coefficient of earth pressure, KO = 0.68. The effect of

drainage conditions is investigated by changing the hydraulic conductivity of the soil

at a fixed penetration rate.

The normalized penetration rate is defined as

V = D (2.13)
cv

where v is penetration rate, D is cone diameter, and cvis soil vertical consolidation

coefficient.

Ceccato et al. [20161 assume a constant "reference value" of the consolidation

coefficient which is proportional to the in-situ vertical effective stress (oKe) as proposed

by Schneider et al. [20071:
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k(1 + eo)o oCV= O (2.14)

where k is permeability, A is virgin compression index, eo is void ratio, / is unit

weight of water, and u'o is initial vertical effective stress.

Figure 2-29 presents the computed tip stress over the normalized cone displace-

ment in case of smooth contact for undrained, partially drained (with V=1.2 and

V=12.0) and drained conditions. The steady-state tip stress is reached withing 5D

and 7D penetration displacements.

In undrained conditions, the net tip resistance (q, - avo) is proportional to the

undrained shear strength (sn) through a cone factor (N, = q ). The cone factor

obtained from MPM analysis performed by Ceccato et al. [2016] is 9.6 assuming a

smooth cone interface. This value is in a good agreement with other published nu-

merical studies by various researchers such as Teh and Houlsby (1991), Van den Berg

(1994), Yu (200), Lu et al. (2004), Beuth (2012), and Qiu (2014) considering similar

conditions (rigidity index, cone roughness, soil model, etc.). Figure 2-30 summarized

the comparison of published results of cone factor as a function of cone roughness

(Ceccato [2015]). Ceccato [2015] reports that the estimated cone factor for smooth

cone is in very good agreement with previous studies, but there is an overestimation

of the cone factor for increasing cone roughness. Moreover, in contrast with theo-

retical expectations, the cone factor from her analysis seems to be in a non-linear

relationship with the interface roughness. Ceccato [2015] explains that this maybe

caused by the contact formulation she was using which generates oscillations and an

overestimation of the contact forces when bodies with very different compressibility

are involved. Ceccato [2015] states that future developments are needed to investigate

this issue.

Assuming the undrained penetration as a reference condition, the normalized re-

sistance and the normalized pore pressure is defined as

qc,net _ - O7vO (2.15)
qc,ref qc,undrained - 4vO

52



AU Au(2.16)
AUref AUundrained

where qc,undrained is tip resistance and AUundrained is excess pore pressure in undrained

conditions.

The pore pressure parameter Bq is defined as

Bq AU (2.17)
qc - uvo

Figure 2-31 shows the variation of the normalized cone resistance, normalized pore

pressure, and pore pressure parameter versus the normalized penetration rate from

the MPM analyses performed by Ceccato et al. [2016].

The numerical MPM analyses with different drainage conditions were compared to

the published experimented data obtained with centrifuge tests on Kaolin by Schnei-

der et al. [2007]. Figure 2-32 shows the comparison of cone resistance between MPM

results and experimental data as a function of normalized velocity. The MPM analy-

sis uses a friction coefficient of 0.28 to compare with the experimental data. Figure

2-33 presents the effect of the normalized velocity on the pore pressure factor be-

tween numerical simulations and experimental tests. The two-phase MPM numerical

analyses using Modified Cam Clay model performed by Ceccato et al. 12016] show

a good agreement with the experimental data of the normalized resistance ratio for

higher normalized velocities (close to the undrained conditions), but underestimates

the resistance in fully drained conditions (lower normalized velocities) with regard to

the measured data.
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Figure 2-4: Single ALE step (adapted from Ceccato and Simonini 120161)
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Figure 2-5: Computation scheme of MPM (Ceccato et al. [2016])
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Figure 2-6: Finite element mesh and SPH particle distribution (SIMULIA 12016])
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Figure 2-7: SPH Kernel function (Wang et al. [2016])
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Figure 2-8: Undersea topography of the Gulf of Mexico (NOAA, Public Domain)
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Figure 2-9: Location of deep-water sites in the Gulf of M\exico leading to an average

set of soil properties referred to as "Average Gulf Clay" (Whittle and Sutabutr [20051)
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Figure 2-10: Location of Data Sets Reported by Cheon [20101
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Figure 2-11: Offshore conditions, waves and deepwa-ter currents Gerwick [2007]
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Figure 2-13: Submerged Unit Weight of Soil versus Depth of Gulf of Mexico Clay

(Cheon [20101)
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Figure 2-22: Analysis of Laterally Loaded Pile Based on Beam theory (Pando 12013])
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Figure 2-26: Observations of geometric non-linearities associated with surface depres-

sion (and circumferential cracking) and mounding around model pile in centrifuge

model test (Jeanjean, 2009)
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Figure 2-28: Geometry and discretization of the CPT simulation with MPM method

(Ceccato et al. 120161)
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Figure 2-31: Effect of drainage conditions on cone resistance and pore pressure pa-
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(Ceccato et al. [20161)
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Figure 2-32: Computed (MPM, Ceccato et al. [2016]) cone resistance and measured
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cato et al. [2016]) and measured (Centrifuge model, Schneider et al. [20071) piezocone

tests in Kaolin
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Chapter 3

Methodology

The purpose of the chapter is to describe the methodology developed for per-

forming coupled flow and deformation analyses of the selected offshore geotechnical

problems using advanced effective stress models.

3.1 Modeling of Conductor-Soil Interaction

This section describes the development of the 3D Finite Element Model of conductor-

soil interaction using conventional Lagrangian Finite Element Method. This method-

ology is further extended to include the advanced effective stress soil model and used

to perform the numerical simulation and validation of conductor-soil interaction cen-

trifuge model tests presented in the next chapter. In this section, the methodology

used for obtaining the p-y curves from the continuum-based full three-dimensional

numerical models is described. The results obtained from the total and effective stress

analyses using isotropic soil models are discussed.

3.1.1 3D Finite Element Model

The first step of this research was to reproduce the prior numerical results of

conductor-seafloor interaction following the methodology presented by Templeton

[2009]. The analyses by Templeton [2009] used conventional total stress finite ele-
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ment analyses. Templeton's model used 8-noded brick isoparametric elements with

linear interpolation of displacements (and reduced integration1 ). The model consid-

ered a 0.9144m diameter conductor that extended to a depth of 60m with a fixed base.

The soil was modeled with an elasto-plastic, isotropic hardening model with Mises

yield referred to as 'IHPP' total stress model (SIMULIA [2016]). Figure 3-1 shows

the original and replicate FE models using the same element type and integration.

The conductor was modeled with the 4-node shell elements used by Templeton,

Figure 3-1). The hollow steel conductor with the wall thickness of 5.08 cm was as-

sumed to have elasto-plastic behavior with the maximum yield strength oY = 413MPa.

A 4-node doubly curved thin shell elements with finite membrane strains were used

to represent the conductor in the replicate model (Figure 3-1), while no slip was al-

lowed at the conductor-soil interface (this is simulated using a set of tied connections

between conductor-soil nodes).

The reference undrained shear strength profile was based on As,/Az = 1.57 kPa/m

(10 psf/ft) line through the depth of the soil. The continuous undrained shear strength

profile for the replicate model was discretized with 30 soil layers as shown in Figure

3-2.

Figure 3-3a shows the ratio of small strain elastic shear stiffness to undrained shear

strength considered by Templeton 120091 for modeling clay behavior at deepwater sites

in the Gulf of Mexico (Gmax[z] can then be extracted by combining profiles shown

in Figs. 3-2, 3-3a). Figure 3-3b shows a more detailed comparison between the

undrained shear-stress-strain behavior measured in a laboratory test on GoM clay 2

with simulations using the IHPP model. The model introduces a set of nested set

of yield surfaces that approximate the non-linear stress-strain properties by a linear

curve as shown in Figure 3-3b. The current Replicate analysis uses the same reference

lab test data and achieves a similar fit to the data as reported by Templeton [2009].

Figure 3-4 compares the load-displacement behavior of the conductor at the mud-

'This method uses a reduced number of Gauss points for numerical integration of the element
stiffness matrix. This method reduces computational costs but can potentially produce less accurate
solutions.

2Data are from the published Holstein prospect (Templeton [2009])
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line (point of load application) from the Replicate analyses with predictions reported

by Templeton [2009]. The results show very good agreement for lateral displacements

up to 1 m, but the Replicate model tends to underestimate tile load capacity for

continued deformations (by up to 7%). This small discrepancy may reflect differences

in the discretization of the soil profile (Fig. 3-2) or other undocumented differences

in model details. The original analyses used Abaqus TM Explicit (i.e., with explicit

load steps) while the Replicate analysis was conducted with Abaqus TM Standard (i.e.,

implicit load steps).

3.1.2 Methodology for Obtaining p-y Curves

Interactions between the conductor and soil can be further interpreted by consid-

ering numerically-derived p-y curves, where p (kN/m) is the net soil reaction force at

a selected depth and y is the local lateral displacement at that same depth. Figure

3-5 shows the "p-y" response at different depths. The soil resistance is obtained by

integrating the surface tractions around the circumference of the conductor (based

on stresses computed at Gauss points in the adjacent soil (e.g. as procedure reported

by Fan and Long [2005])'. The soil resistance per unit length along the conductor

is the x-component of the total stress acting on the conductor circumference. The

x-component stress at a point in a soil element can be represented by traction vector,

tX, as follows:

t = o-xnx + -xyny + o-xznz (3.1)

where nx, ny, and n, are components of unit normal along the x-, y-, and z-

directions, respectively, and are expressed as:

nx = cos OX X= (3.2)

n = cos 0 = 9 (3.3)

3Templeton 120091 does not report his procedure for obtaining p-y curves - and appears to have
used a different methodology using dummy structural elements (pers. comm).
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nz = cos OZ = 0 (3.4)

where xg and yg are the coordinates of the closest Gauss points

The total lateral soil resistance, px(per unit length of pile) is then obtained by

integration around the conductor circumference, and px is expressed as:

-zr

PX = 2f tRd9 (3.5)
0

The "p-y" relationship at a given depth is obtained by relating the soil resistances,

p, to the corresponding lateral deflections, y, of the pile at that depth.

Figure 3-5 shows very good agreement between the p-y curves computed in the

Replicate analysis with results reported by Templeton [2009] over the upper 10m

of the conductor4 . The overall response shows excellent agreement indicating that

the current model successfully replicates the key features of the original Templeton

[2009] model. The offset in z-values (depth) may reflect small differences in se-profile

represented in the models.

It is also instructive to consider the interpretation of the peak soil resistance

using analytical, plane strain plasticity solutions (Randolph and Houlsby [1984] ).

Figure 2-24 shows the theoretical failure mechanism for undrained shearing of a long

cylindrical, pipe pile section displacing laterally within a soil mass. The limiting

lateral resistance, pu, can be expressed in terms of the local undrained shear strength,

su, the pile diameter, d, and a bearing factor, NP, that depends on the pile-soil

interface properties. For a perfectly rough interface, f8 /s, = 1.0 (comparable to the

tied connection used in the current Finite Element model), Np = 12.

The table in Figure 3-5 summarizes the values of NP derived from the Replicate

FE model with results reported by Templeton [2009]. The Replicate analysis shows

bearing factors that increase with depth from NP = 8.31 at 0.5m to NP = 12.0-12.2

for z > 6m. These results suggest that the plane strain geometric simplification is

4It should be noted that there is a small offset in depths between the Replicate analysis and
values used by Templeton [2009] in order to achieve close matching of the maximum soil resistance
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appropriate for estimating lateral soil resistance below 6m, while lower values occur

nearer to the ground surface due to 3D failure mechanisms. In contrast, Templeton

[2009] reports values of Np that exceed significantly the theoretical plane strain solu-

tions (by up to 25%). While these results are feasible due to rotation of the conductor

pipe, it is more likely that they reflect approximations in the su profile used in the

original Finite Element model.

3.1.3 Total Stress Analysis

An initial 3D Finite Element model for a total stress analysis has been developed

using the large displacement formulation (similar to the previously described numer-

ical model). It includes a continuous (linear) undrained shear strength profile, tied

interface connections between soil and conductor, and an elasto-plastic hollow steel

conductor (D = 0.91m [36ins]) with wall thickness, t=5cm (2ins). The steel conductor

is made from Grade X80 steel with initial yield strength, ay = 413MPa. The model

simulates the upper 46m (150ft) of the conductor (and assumes a single conductor

over this depth). The loads are applied at the mudline. The soil is modeled with brick

elements (C3D8R - continuum stress/displacement, three-dimensional, 8-noded, re-

duced integration5 finite element) and conductor is modeled with solid elements as a

hollow pipe with correct geometrical dimensions.

Figure 3-6 presents the in-situ stresses and undrained shear strength profiles for

different modes of shearing for typical Gulf of Mexico conditions for 'Average Gulf

Clay' (AGC) presented by Whittle and Sutabutr [2005] (AGC parameters are based

on studies of pile set-up from a series of deepwater projects in the Gulf of Mexico).

The AGC exhibits undrained strength anisotropy such that the ratio of undrained

shear strengths measured in triaxial extension and compression modes, suTE/suTC e

0.6 as shown in Fig. 3-6. Figure 3-6 shows that suDSS is slightly smaller than siiTc.

The current Base Case model uses is su/a', = 0.25, which corresponds to a profile

with su/z= 1.57kPa/m 110 psf/ft] (i.e., '10-pound line'). The Base Case analysis

5Reduced integration uses a lower-order integration to form the element stiffness and substantially
reduces running time in three dimensions
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introduces a linearly elastic-perfectly plastic (EPP) soil model with G5o/a', = 15

(note contrast with prior study based on Gmax/su, Figure 3-2a). Figure 3-7 compares

the normalized shear stress-strain behavior (T/su) for the EPP model in the DSS

shear mode with prior parameters for IHPP used in the Replicate analysis. Isotropic

constitutive models (such as EPP and IHPP) are based on parameters selected from

lab tests in Direct Simple Shear (i.e., su = SuDSS)-

Figure 3-8 presents the computed load-displacement response of the conductor

at the mudline from the initial total stress FE model, which is loaded to a target

offset and then restored to its original position. The analyses compare the effects of

displacing the conductor to offsets of 1m vs. 2m (A vs. B) and the effects of plasticity

in the conductor pipe (B vs. C). The results show that yielding of the conductor only

becomes significant when the offset at the mudline exceeds im. Thereafter, yielding of

the conductor reduces the lateral load resistance at a given offset and the initial model

predicts a maximum lateral capacity (P,, I 1675kN, for a mudline offset greater than

1.5m). It is important to note that non-linearity in load-deformation response occurs

throughout the unloading process and with significant and that a large fraction (50 -

65%) of the deformations are not recovered upon unloading to P = OkN. Additional

loads (P = -700kN to -1400 kN) are needed to restore the conductor to its original

location at the mudline.

Figure 3-9 compares the deformation profiles of the conductor (with elasto-plastic

properties) at the maximum offset (1m vs. 2m) and final configurations. These

results show clearly the development of a plastic hinge within the conductor at z ~

14m (below mudline) and the permanent deformations within the ground when the

conductor is restored to its original position at the mudline (i.e. 6h = Om).

Figure 3-10 compares the computed p-y curves from the initial FE model for

loading to the same two target offsets at the mudline (maximum6h = 1.0, 2.0m). The

results are consistent with the prior Replicate analyses and show a small increase in

the peak soil resistance with depth with maximum values of the bearing factor, N,

~ 12. The most notable new feature of these results is the significant softening in

soil resistance which most clearly for loading to a large offset (2m case) for z > 4.4m.
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This behavior is clearly not related to details of the soil model (EPP) and is most

likely associated with geometric non-linearities due to large rotation of the conductor

pipe (which yields when the mudline offset is 6h > 1m, Figure 3-8).

3.1.4 Effective Stress Analysis

In a total stress analysis, the soil is assumed to be a single phase material.

Undrained conditions are approximated by specifying an elastic Poisson's ratio vu

= 0.49 (to represent the incompressible response). More comprehensive models of

conductor soil-interaction treat the soil mass as a two-phase continuum and allow

for coupled flow and deformation within the soil mass (i.e., they can consider partial

drainage due to local migration of pore water close to the conductor). These types

of analyses can incorporate more comprehensive, effective stress soil models.

A new AbaqusTM model was developed for performing effective stress analysis. The

soil is modeled using a coupled pore pressure-displacement 20-node brick elements

with quadratic interpolation of soil displacements and linear interpolation of excess

pore pressures6 . The conductor is modeled with continuum elements (two layers of

8-noded brick isoparametric elements 7 with linear interpolation of displacements and

reduced integration). This section compares the computed response for the Base Case

model (single phase elements) with the behavior using an identical mesh of coupled

elements simulating 'transient consolidation' . Migration of pore water within the

soil skeleton is represented by D'Arcy's law with a constant hydraulic conductivity,

k = 0.09 m/day. In order to replicate the prior undrained analyses, the conductor is

displaced at a rate of m/sec with free flow boundary conditions in the far field (and

at the ground surface) and no flow across the wall of the conductor.

Figures 3-11 and 3-12 compare the load-displacement response at the mudline

and p-y curves from the total and effective stress analyses. The results show ex-

6 The examples in this section use elements with reduced integration (C3D20RP) to accelerate
computation time. We have also checked for numerical accuracy using full element integration.

7Note: The effective stress model simulates the conductor use solid elements, while the prior
Base Case model used shell elements for the conductor. Soil behavior is represented using the EPP
soil model with the same shear modulus as the Base Case analyses and an effective Poisson's ratio,
v'=0.3.
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cellent agreement between the two analyses and hence, confirms that the coupled

pore pressure-displacement elements are able to represent accurately the reference

undrained response for the conductor found previously using a total stress approach.

The Modified Cam Clay (MCC) soil model (Roscoe and Burland [1968]) is cali-

brated for the Average Gulf Clay properties based on a series of deepwater sites in

the Gulf of Mexico in the past (AGC; Whittle and Sutabutr [2005]). Table 3.1 shows

the input parameters for the MCC model. Using these parameters the MCC model

matches closely the sUTC profile presented in Figure 3-6.

Figure 3-13 summarizes the predictions of undrained conductor response in nor-

mally consolidated AGC clay using the MCC soil model. The response is similar to

results obtained using the EPP model (cf. Figure 3-12) and reflects close similarity in

the undrained shear strength profiles for these two isotropic soil models. Figure 3-14

presents the effect of pore pressure dissipation around the conductor with time. The

holding test is performed at 6h = 0.5m at the mudline (the lateral loads are measured

while the displacements are fixed). The reduction in lateral load was around 15%.

Figure 3-15a shows the excess pore pressures computed using the MCC model

around the conductor at a depth z=10 m, when the loaded is offset at 6h = 0.5m

at the mudline. The undrained results show excess pore pressure ratios, Au/0',o

ranging from -0.3 to +0.9 at locations around the surface of the conductor. The high

local gradients of pore water highlight the potential for partial drainage around the

conductor. Figures 3-15b shows the dissipation of excess pore pressures around the

conductor during the holding test (t=50 hours). Figure 3-15c shows the minimal

amount of excess pore pressures at t=100 hours (close to drained conditions).

3.2 Proposed Large Deformation Analysis Procedure

for Cone Penetration

As shown in Section 3.1, the conventional Lagrangian Finite Element Method can

be conveniently used to analyze complex geotechnical problems using effective and to-
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tal stress approaches within a practical range of deformations provided that the finite

element mesh is not completely distorted. For many geotechnical problems including

the cone penetration in soft clays, it is also important to take into consideration the

effects of partially drained conditions (for soils of intermediate permeability (soils)

or layered soil profiles) using the consolidation (coupled pore fluid diffusion/stress)

analyses. Most advanced constitutive soil models are formulated in terms of the effec-

tive stresses and require coupled pore fluid-stress finite elements with a pore pressure

degree of freedom. As discussed in Chapter 2, the excessive mesh distortion problem

restricts the usage of the pure Lagrangian Finite Element Method to analyze prob-

lems with extremely large deformations like modeling the cone penetration tests in

soft clay. Therefore, in order to analyze such problems, a suitable large-deformation

analysis method is needed to overcome the issue of excessive mesh distortion. Chap-

ter 2 presents an overview of the existing large deformation analysis methods that

have been applied to geotechnical problems previously. Among the most relevant

and promising methods are the Material Point Method (MPM) (Sulsky et al. 11994],

Al-Kafaji [2013]) and so-called Arbitrary Lagrangian Eulerian (ALE) (Hughes et al.

11981], Savidis et al. [2008]) approach in which the Eulerian flow of the soil or soil

particles through the Lagrangian mesh was introduced. Most of the published anal-

yses use relatively simple isotropic constitutive soil models. In many cases, these

large-deformation methods incorporate the "convection" of the soil relative to the

mesh within the finite element governing and constitutive equations which is usually

difficult to implement in complex soil models.

In this thesis, the proposed procedure for large deformation cone penetration

analysis using advanced effective stress soil model is based on the principles described

by Hu and Randolph [1998a] and is independently implemented for the widely-used

commercially available finite element program AbaqusTM. This approach comprise the

conventional Lagrangian Finite Element Method with separate remeshing and solu-

tion mapping using the interpolation of all the solution variables from the old mesh

into the new mesh (without the ALE convection equations). The global analysis con-

sists of a series of conventional Largangian Finite Element analysis steps, followed
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by a complete remeshing of the domain and the interpolation of the solution vari-

ables (stresses, pore pressures, state variables, etc.) from the previous mesh. The

sequence of conventional Lagrangian Finite Element analysis, remeshing and interpo-

lation is repeated until the necessary displacement is achieved. The main principle

is that each remeshing step makes up a new analysis with the appropriate initial

conditions (geometry, solution variables, loads and boundary conditions) that reflect

the preceding sequence of analysis steps. The accuracy of the analysis depends on

the success of the interpolation employed to map the solution variables (including

the history-dependent state variables). The main advantage of this approach is that

it can be used in the effective stress analysis with advanced soil models and doesn't

require complex re-formulation of the constitutive equations. The disadvantage is

that the each large deformation analysis requires a series of multiple remeshing steps

that need to be tailored to a specific problem. The so-called "mesh-to-mesh solution

mapping" built-in technique available in AbaqusTM Standard can be used to perform

the proposed remeshing and interpolation approach. Each new step within the global

large deformation analysis can be created manually using the built-in solution map-

ping capabilities provided by AbaqusTM Standard. However, it would be impractical

to perform this manually each time since a large number of remeshing steps would

be required. We find that simulation of the requires frequent remeshing at intervals

Az/R = 0.1. Therefore, automated implementation with a high degree of customiza-

tion is necessary to apply this approach to various large deformation offshore problems

using advanced constitutive soil models including cone penetration. This has been

accomplished independently during the course of this research for both 2D and 3D

conditions using Abaqus TM Standard solver with Python scripting. The implementa-

tion details will be presented in the next subsections.

3.2.1 Theoretical Preliminaries

A finite element mesh is a partition of a given domain (problem geometry) into

simple subdomains with known properties, which are called elements (Figure 3-16).

The whole domain must be discretized by the elements without overlapping (i.e.
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tessellation), and the conditions of compatibility between the finite elements have to

be satisfied. In general, two-dimensional domains can be discretized into triangular

or quadrilateral elements (or their mixture). Three-dimensional domains are usually

discretized with tetrahedral or hexahedral elements (although pyramids or wedges can

also be employed). The finite element meshes can be generally divided into two main

types such as structured and unstructured (Figure 3-17). A structured mesh has a

pre-determined connectivity and is based on a fixed pattern that periodically repeats.

A mesh is called unstructured if its pattern of connectivity is not periodic, and the

number of elements connected to a node varies and is unpredictable. The unstructured

meshes are usually used to discretize the domains with complex geometry.

A large number of mesh generation methods have been developed since 1970s,

and the popular methods include Delaunay triangulation, Advancing Front mesh-

ing., Quadtree/Octree decomposition, Meccano transformation, Hybdrid methods,

etc. Ho-Le [1988], Owen [1998], Frey and George [2010], Lo [2014] provide a com-

prehensive survey of the modern finite element mesh generation methods and discuss

them in detail. In this thesis, we only consider the Delaunay triangulation (as used in

the original "Remeshing and Interpolation Technique with Small Strain" approach by

Hu and Randolph [1998a]) and the Advancing Front Meshing algorithm (used in the

developed procedure). Both of these methods can also be used in several combinations

including Advancing Front-Delaunay approach (Borouchaki et al. [2000]).

The Delaunay criterion implies that any node must not be contained within the cir-

cumscribing circle of any triangle of the mesh. Formally, for a set of points S = {Pk},

k = 1, n, a set of regions {Vk} assigned to each of these points can be defined, such

that any location within Vi is closer to P than any other of the points:

Vi = {P: |P - Pil <; P - Pil, Vj 4 i} (3.6)

The Delaunay triangulation is a triangulation of the convex hull of S that is a

result of joining all the pairs PiPj sharing a common segment of the regions (Frey

and George [2007]). The incremental point insertion algorithm proposed by Watson
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[19811 and Bowyer [19811 is one of the general methods for computing Delaunay

triangulation. It was implemented for 2D and 3D finite element mesh generation by

Cavendish et al. [1985] among the first (Lo [2014]).

Hu and Randolph [1998a,b] and subsequently Wang et al. [2009], Tian et al. [20141

described the remeshing and interpolation approach referred to as RITTS (Remeshing

and Interpolation Technique with Small Strain) with several application examples.

The 2D mesh generation method described in the original RITTS includes mesh

generation using normal offsetting and Delaunay triangulation, mesh smoothing with

the Laplacian technique and the application of an external mesh density function.

The mesh generation using normal offsetting produces an array of spaced nodes that

are connected to form a finite element mesh using a Delaunay triangulation offsetting

of the nodes at the boundaries (Johnston and Sullivan [1992]). Figure 3-18 shows the

mesh produced using the Delaunay triangulation and normal offsetting of the nodes.

A mesh smoothing procedure is then applied using the Laplacian technique to adjust

the element shapes such that:

1Ni
S= 2 N Z (ynj + ni); i= 1 I (3.7)

n=1

Ni(38

Yi =N (Ynj + yn1); i 1 38
n=1

where xi, yi - nodal coordinates, Ni is the number of elements surrounding node

i (Figure 3-20a), I is the number of nodes inside the domain.

The mesh density is controlled using a density function which can be decoupled

from the mesh generation procedure. The local nodal distances are determined using

an external function during mesh generation. Various density functions including

linear and non-linear functions can be devised and used to prescribe mesh densities.

The mesh density function, fd, used in the original description of RITSS was assumed

to be an exponential function of the distance, d, from a specified origin at (xO, Yo):

fd = AeEd (3.9)
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where A and E are constants. The example application of the mesh density

function as implemented in the original RITSS is shown in Figure 3-19.

Hu and Randolph [1998a] also described multiple planar interpolation methods.

One of them is the Inverse Distance Algorithm (IDA), in which the common idea of

weight average was adopted. The values of the Gauss points in the reference field are

summed using an inverse distance weighting function as

E(Wr#r)#3 = (3.10)
EZ(Wr)

where Wr is a weighting function defined as

Wr = d-e (3.11)

where d is the distance between points, and e is an exponent that is usually taken

as 3.5 (recommended value by Hu and Randolph [1998a]). It was reported that a

minimum value for the distance can usually be specified.

Another method is Arbitrary Linear Interpolation (ALI), in which the element

shape function was used. In this method, the solution variables for the new mesh are

obtained by performing isoparametric mapping. The three nearest reference Gauss

points are found that surround a given destination point. Using these old Gauss

points as vertices, the field values of the new Gauss point are obtained from

q$( , 77) =[-( +qi)]Ol + ' 02 + 703 (3.12)

where and q are normalized local parameters (Figure 3-20b).

Several other interpolation methods used in the further iterations of the RITSS

approach included the so-called unique element method (Hu and Randolph [1998a]),

superconvergent patch recovery (Zienkiewicz and Zhu [19921), recovery by equilibrium

in patches (Boroomand and Zienkiewicz [19971), etc.

Hu and Randolph [1998a] validated their early implementations of the remesh-

ing and interpolation approach on the problems with exact analytical solutions and

concluded that there is no significant drift in the accuracy of the large deformation so-
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lution due to repeated remeshing. Song et al. [20081 demonstrated a good agreement

between the measured data from centrifuge model tests and the large deformation

total stress numerical simulations with RITSS of the vertical pullout capacity of

plate anchors embedded in clay. The remeshing and interpolation technique has also

been applied to a large number of offshore geotechnical problems analyzed by various

researchers mostly associated with the Centre for Offshore Foundation Systems at

University of Western Australia (Randolph et al. [2008], Lu et al. [2004], Wang et al.

[2009], Zhou and Randolph [2009], Hossain and Randolph [2010], Tian et al. [20141,

Chatterjee et al. [20121, Han et al. [2016], Ragni et al. [2017]).

In this thesis, the Advancing Front Meshing method as implemented in the popular

commercial Finite Element Analysis package AbaqusTM is used to generate the finite

element meshes. The Advancing Front Meshing algorithms have been developed to

automatically produce 2D and 3D unstructured meshes in which the user has control

of the mesh characteristics and was investigated by various researchers including Lo

[1985], Peraire et al. [1987], Ldhner and Parikh [1988], M61ler and Hansbo [1995].

The advancing front algorithm generates the finite elements initially at the bound-

ary and continues to generate them as it moves systematically to the interior of the

domain geometry. The seeds are markers that can be placed along the edges of a

geometry to specify the target mesh density. The mesh density in the interior of the

region is determined by the seeds along the edges of the geometry (Figure 3-21). The

finite element mesh quality can be assessed using the shape and size metrics such

as shape factor, face corner angle, aspect ratio, geometric deviation factor and edge

size. The shape factor criterion is usually applicable only for triangular (2D) and

tetrahedral (3D) elements. For triangular and tetrahedral elements the shape factors,

9triangle and Otetrahedra, are defined as

9triangle - Aelement (3.13)
Aoptimal

Qtetrahedra = Velement (3.14)
Voptimal
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where Aetement is the element area, Aoptimai is the area of an equilateral triangle

with the same circumradius8 as the element, Veement is the element volume, Aoptimal is

the volume of an equilateral tetrahedron with the same circumradius as the element.

The shape factor ranges from 1 (the optimal element shape) to 0 (a degenerated

element). The aspect ratio is the ratio between the longest and shortest edge of an

element. The face corner angle controls the angle at which two edges of elements faces

meet. A measure of how much an element edge deviates from the original geometry

is called the geometric deviation factor.

In large deformation geometrically nonlinear analyses, the elements may become

so severely distorted that the further solution is not feasible. Therefore, a manual

remeshing analysis is possible in AbaqusTM Standard using the "mesh-to-mesh solution

mapping" feature. This feature allows to continue the analysis as a new problem by

the interpolating the solution onto the manually regenerated mesh from the output

databases generated with the old mesh, provided that the remeshing is completed

before the elements become too distorted. The model must be set up all over again

because the boundary conditions, loads and other model features are not carried over

from the old mesh to the new mesh. Only the solution variables such as stresses,

strains, pore pressures and state variables are transferred from one mesh to another.

The in-built solution mapping algorithm operates by interpolating results from

nodes in the old mesh to points (either nodes or integration points) in the new mesh.

This procedure assumes that the new mesh is within the boundaries of the old mesh.

The algorithm has three steps. First, the solution variables in the old mesh are

extrapolated from the integration points to the nodes of each element by averaging

these values over all similar elements abutting each node. Second, the element in the

old mesh in which the new point lies is found, and the point's location in that element

is obtained. Third, the values are interpolated from the nodes of the old element to

the points in the new model. All solution variables are interpolated automatically.

This solution mapping algorithm introduces some diffusion in the mapped solution

which scales with the solution gradient in the old mesh. An additional step is usually

8The radius of the circle passing through the vertices of the triangle.
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included to check for equilibrium after the interpolation has been done. In AbaqusTM,

the stress unbalance after the interpolation can be resolved either in the first increment

or linearly over the step.

3.2.2 Practical Implementation and Numerical Details

The Abaqus TM finite element package offers the scripting interface which is an

extension of the popular object-oriented language, Python (SIMULIA [2016]). This

interface uses the same syntax and operators required by Python (Van Rossum and

Drake [2003]). The Abaqus Scripting Interface allows users to bypass the Abaqus

Environment's Graphical User Interface and communicate directly with the kernel.

A file containing Abaqus Scripting Interface commands (same as Python code) is

called a script. Figure 3-22 illustrates how the Scripting Interface commands interact

with the Abaqus/CAE (Complete Abaqus Environment) kernel.

In this thesis, the proposed large deformation analysis procedure using the remesh-

ing and interpolation approach is independently implemented using a set of Python

scripts that can be used in Abaqus Scripting Interface. The full source code of the

script is presented in Appendix B. Figure 3-23 presents the general algorithm of the

proposed procedure. The proposed procedure implemented in a package of scripts

that can be customized though multiple variables to a specific geometry, elements,

boundary conditions, target displacement, etc. First, a Finite Element Model of the

desired problem is developed. Second, an initial analysis with a prescribed displace-

ment is performed. For convenience, the model name (e.q. the file name of the model)

contains a variable N = i + 1 added at the end, where i is the current step number.

This way each model is distinguished by its file name containing the associated step

number. The prescribed displacement must not cause the excessive element distor-

tion. For example, the prescribed displacement for a cone penetration analysis was

set to be 2 mm.

The first two processes (model development and initial analysis) are mostly man-

ual. After the necessary adjustments, the rest of the process is automated using the

developed scripts. When the main script is called for the first time, it checks whether
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a target displacement has already been reached. If it is reached, then a set of other

scripts are invoked to automatically iterate through all output databases (previously

mentioned N variable represents the total number of remeshing steps) and plot the

desired results automatically. For example, Force vs. Displacement combined from

each remeshing step or Excess Pore Pressure evolution at a fixed point thought the

entire analysis. If the target displacement if not reached, then a new model is created

by invoking the following AbaqusTM Scripting Interface Command:

mdb.Model (name= newmodel, objectToCopy=mdb.models[oldmodel])

where oldmodel is the variable containing the name of the previous model, and

newmodel is the variable containing the new model name in which the step number is

incrementally updated (i + 1). This command makes an identical copy of the initial

model with a different name.

The next step, is to import the deformed mesh from the output database replacing

the old part in the model associated with this mesh. The undeformed part of the

model can simply be moved to the amount of prescribed displacement. Then, we

check the step number because the first remeshing model must be treated differently

than all other steps. In the first model, the script replaces the regular "Geostatic"

step usually used for geotechnical problems with a new "Equilibrium" step for to

resolve the stress unbalance after the solution mapping. A special command "*MAP

Solution" is properly inserted into the description of the input file. This step is

important because this command activates the in-built solution mapping algorithm

implemented in Abaqus that extrapolates the solution variables from the old mesh

into the new mesh when the solver is called specifying the "current" and "previous"

input files. If the current model is not the first remeshing model (i.e. i > 1), then

the "Equilibrium" step and "*MAP solution" commands are already embedded within

the model.

The next step is to read the coordinates of reference mesh points and store them

in the arrays and variables. The orphan mesh is converted into the geometry. The

detailed explanation of this procedure is given in Appendix. In some cases the ge-

ometrical parts may contain unnecessary details such as very small faces and edges.
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The Virtual Topology toolset in AbaqusTM allows the removal of these small details

by combining a small face with an adjacent face or by combining a small edge with

an adjacent edge. This tool is applied within the script to combine extra edges as

determined from the mesh reference points. This procedure allows proper detection

of the edges of the model geometry and re-create sets and surfaces associated with

each part of the model. The material section is also applied to the replaced part in

this step. Afterwards, the seeding is applied to the reference edges and the geometry

is remeshed using the Advancing Front Meshing algorithm based on the boundary

seeds. Finally, the input file is saved into the working directory and Abaqus solver is

invoked to continue the analysis.

This process is repeated in the loop until the target displacement is achieved (i.e.

the current step number will be equal to the target step number associated with the

desired displacement).

Figures 3-24a,b illustrate the axisymmetric model of the Cone Penetration Test.

The initial cone penetration model was developed using EPP and MCC soil models

with a target displacement, A-v = 10. Figure 3-25 presents the completed largeR

deformation Abaqus analysis using proposed procedure of the cone penetration test

that consists of 60 remeshing steps. Figure 3-26 shows the first 7 remeshing steps.

After the initial step, the deformed configuration is remeshed in the next step (labeled

as "Remeshed" in the Figure). Figure 3-27 shows the deformed mesh.

Figure 3-28presents the geometry building based on the deformed mesh. Figure

3-29 shows the location of edges and seeding the boundaries. Figure 3-30 presents

the remeshed model. Figure 3-31 shows the solution mapping example. Figure 3-32

presents the 3D example.

3.2.3 Evaluation and Validation

Figure 3-33 presents the initial cone penetration analysis using MCC soil model.

Figure 3-34 shows the development of excess pore pressures around the penetration.

Figure 3-35 presents the results obtained using 60 remeshing steps. Figure shows 3-36

the error associated with solution mapping. Figure 3-37 presents the comparison with
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the previously published results.

3.3 Advanced Constitutive Soil Models

One of the most important aspects of the numerical analysis of geotechnical engi-

neering problems is the selection of an appropriate constitutive model to simulate the

soil behavior. Advanced constitutive models can capture many important features

of real soil behavior including small strain non-linearity, anisotropic stress-strain-

strength properties, rate-dependency, etc. The MIT-E3 soil model (Whittle [1987])

was developed to simulate the effective stress-strain-strength behavior of normally to

moderately overconsolidated clays. It is a rate-independent advanced elasto-plastic

model that has been successfully applied to the effective stress modeling of clay be-

havior in the Gulf of Mexico and the predictions of set-up for driven piles in soft clays

(Sutabutr 11999], Whittle and Sutabutr [2005]). The model provides a comprehensive

framework for characterizing the non-linear, hysteretic and anisotropic stress-strain-

strength properties of soft clays and is capable of achieving qualitatively reasonable

predictions of cyclic load response (Whittle et al. [1988]). The MIT-E3 model has been

implemented and extensively used within popular finite element programs such as

AbaqusTM and PlaxisTM through a User Material (UMAT/UDSM) interfaces (Hashash

[1992], Jen [1998], Akl [2010], Corral [2013], Orazalin et al. [20151), and is described

in the next subsection. The MIT-E3 soil model is used in the numerical simulation

and validation of conductor-soil interaction centrifuge model tests presented in the

next chapter.

Recently, an advanced elasto-viscoplastic effective stress soil model, MIT-SR, was

developed by Yuan [2016]. The new constitutive model is capable of predicting a

wide range of rate-dependent characteristics of soft soils within a unified framework.

The MIT-SR effective stress model is built upon previously developed advanced soil

models at MIT, but it uses a novel elasto-viscoplastic framework with a physically-

based representation of viscoplastic deformation. The model has been calibrated

for Resedimented Boston Blue Clay (RBBC) and validated on the elemental level
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against the experimental data for various strain-rates and overconsolidation ratios.

Sottile 120161 implemented and validated the MIT-SR model within the finite element

program Abaqus TM, and analyzed the long-term performance of an embankment built

on Boston Blue Clay considering rate-dependent soil behavior. In this thesis, the

MIT-SR soil model is used to analyze the cone penetration test considering various

rate effects and drainage conditions using the developed large deformation analysis

procedure.

The MIT soil modes use a set of transformed variables (Kavvadas [1982]) for the

general tensorial spaces: the effective stress space (a', S), the strain space (E, E), the

yield surface gradient (Q, Q'), the plastic flow direction (P, P'), and the anisotropy

(1, i ). Each transformed variable involves six components that include one isotropic

component (such as a', E, Q, P) and five deviatoric components (for example, S

that includes S1, S 2, S3, S4 and S5). These transformed variables are consistent, and

their usage can substantially simplify the numerical implementations of the advanced

constitutive soil models as shown in Kavvadas [1982].

This section provides a brief description of MIT-E3 and MIT-SR constitutive soil

models used during this research. The full discussion and the details of the model

formulations can be found in Whittle [19871, Hashash [1992], Whittle [1995] for MIT-

E3 soil model and in Yuan 120161, Sottile [2016] for MIT-SR soil model. The typos

that appeared in the previous descriptions of the MIT-E3 soil model (Whittle [1987],

Whittle and Kavvadas [1994], Whittle [1993b], Hashash [19921, Akl [20101) were fixed,

and the main equations were checked against the implementation in the Fortran code.

The list of typos in the previously published model documentation can be found in

Whittle [1995].

3.3.1 MIT-E3 Soil Model

The MIT-E3 soil model formulation (Whittle and Kavvadas [1994], Whittle [1993a],

Whittle et al. [1988], Whittle [1987]) is based on the incrementally, linearized theory

of rate independent, elasto-plasticity. The formulation consists of three components:

a) an elasto-plastic model for normally consolidated clays; b) a perfectly hysteretic
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formulation and c) bounding surface plasticity. The model describes a number of im-

portant aspects of soil behavior which have been observed in laboratory tests on KO-

normally consolidated clays including: 1) anisotropic stress-strain-strength properties

associated with 1-D consolidation history and subsequent straining; 2) post-peak,

strain softening in undrained shear tests in certain modes of shearing on normally

and lightly overconsolidated clays; 3) small-strain non-linearity following a reversal

of load direction; 4) hysteretic behavior during unload-reload cycles of loading; 5)

occurrence of irrecoverable plastic strains during cyclic loading and shearing of over-

consolidated clays.

The yield surface used in the MIT-E3 soil model is initially oriented along the

direction of consolidation and is written as:

n

f = (Si - o'bi) 2 - c2o'(2a' - a') = 0 (3.15)
i=1

where Si is the deviatoric stress components using transformed variables, a' is the

mean effective stress, bi is the components of a vector describing the orientation of

the yield surface, c is the ratio of the semi-axes of the ellipsoid, 2a' is the size of the

yield surface (Figure 3-38), n is the' number of independent stress components (n = 3

is for 2D, and n = 5 for 3D problems)

Failure conditions are represented by an anisotropic failure criterion:

n

h = S - 2c'S1 (1 + o' 2 ( 2 - k2 ) (3.16)

where the values of 1 and k are:

1 6 sin o'c _ 6 sin (3i = - , , ) (3.17)
2 3 3 -sinpc 3 3 +sin OTE

k = ( 6sin o'rc + 2 6sin 'E )
2 33-sin c 3 3 +sinTE (318)

The MIT-E3 assumes that the orientation of the failure criterion is fully defined

by the friction angles measured in triaxial compression and extension tests ((pc and
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PTE) at large strains (typically measured Ea =10% in undrained shear tests).

Two hardening rules to describe the changes in the size and orientation of the

yield surface are assumed:

&' = a'e (3.19)

bi = T 0 (rx) 1(Si - o-'bj)e (3.20)
a

where ( is dimensionless function of the state variables obtained by invoking the

consistency requirement (j = 0), To is a material constant controlling the rate of

rotation of the yield surface, and rx is a scalar which describes the relative orientation

of the yield surface to the critical state cone (Figure 3-38).

A non-associated flow rule is used:

P = 2c2cx're (3.21)

P'= c2x (Q' +Ir| Si) (3.22)

X(A 1)+{2 KONC K (3.23)
A - K 3(1 - KONC) 2GA

where x is a constant that defines the KONC condition, rc is a scalar variable

(analogous to rx) that describes the location of the current state relative to the failure

surface, K is tangential bulk modulus, 2G is tangential shear modulus, KONC,A ,K are

the material constants.

The elasto-plastic modulus, H, is defined by detailed consideration of the behavior

of KO - normally consolidated clays.

n

H = 2c 2  K a'P - St2c2 a'x (re) (Qibi) (3.24)
i=1

where St is a material constant which strongly affects the softening behavior.
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For the overconsolidated soil behavior, the MIT-E3 model includes a hysteretic

model and a bounding surface plasticity model. A closed symmetric hysteresis loop

(Figure 3-39) is obtained using a hysteretic model formulation which is piece-wise

continuous between stress reversal points (Hueckel and Nova [19791). The load rever-

sal point must be identified in the model formulation, and the stiffness is related to

the distance between the current stress state and the reversal point. The volumetric

response during unloading is described by a tangential bulk modulus as the following

function:

K = e ' (3.25)
Ko(1 + 6)

6 = Cn(log, + w~8)"- (3.26)

where e is the void ratio, iO defines the initial unloading slope in e - log, c'space,

and C, n, w are the material constants that describe the small strain non-linearity,

and ., are dimensionless distances in stress space which relate the current stress state

to the stress reversal state:

-7 f or or' > o,,,rev r(3.27)

-/ f or re', >'

n

( r - ev) 2  (3.28)

_ S= (3.29)

where o'v is the mean effective stress at the stress reversal point, 7rev is the stress

ratio at the most recent stress reversal state.

In the original MIT-E3 formulation, the stiffness moduli are described relative

to the most recent stress reversal point. Immediately, after stress reversal, the soil

exhibits isotropic, elastic response governed by Knmax and Ginax. The stress reversal

99



point is defined from the direction of the strain rates. The definition of the load

reversal point is achieved by introducing a scalar strain amplitude parameter, X,

which describes the strain history relative to the most recent stress reversal point as

follows:

n

X= (Et - Ej'ev)2  (3.30)
i1

- >0 Continue loading (3.31)
< 0 Unloading (set stress reversal point)

During reloading, the bounding surface model relates the plastic strains of overcon-

solidated clays to the plastic behavior previously defined for the normally consolidate

material. A radial mapping rule is used to define a unique image point in the bound-

ing surface. Functions are developed to relate the elasto-plastic modulus, H, and flow

direction, P, to the corresponding values at the current image point, H, and PI. The

MIT-E3 model introduces separate mapping rules for the elasto-plastic modulus and

the flow direction which are expressed in general form:

P = P1 + Pog1 (3.32)

H = HI + Hog2  (3.33)

where PO, HO are the values of P and H at the first yield; and gi, g2 are mapping

functions described by the relative position of the current stress and image stress

states. A consistent set of equations is used:

PO = - {2c2a'rc + (ti: Q'I)} (3.34)

gi = (3.35)
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1
Ho = (1 + e) {(a' - a'3) hIQ1IIPjI} (3.36)

K0

= a (3.37)
0 Oi

where a'Oi is the size of the load surface at first yield and h, -y are dimensionless

material constants which are established from parametric studies.

Table 3.3 presents the description of MIT-E3 model input parameters and the list

of standard laboratory tests from which they can be determined. In addition, the

following state variables are used in MIT-E3 soil model: effective stress tensor (',

S), the size and orientation of the bounding surface (a',b), the effective stresses at the

stress reversal point ('ev, Srev), the strains developed since the last stress reversal

state l AlE), the size of the load surface at first yield, a'o.

Figure 3-40 shows the predictions of undrained behavior of normally consolidated

Boston Blue Clay (BBC) in triaxial compression and extension modes of shearing

using simple isotropic Modified Cam Clay (MCC) and advanced MIT-E3 soil models.

It can be seen that the advanced anisotropic soil model captures the real soil behavior

as measured in laboratory tests (Ladd and L. [1972]) substantially better than the

MCC soil model which has its well-known limitations (Kavvadas [1982]).

3.3.2 MIT-SR Soil Model

Yuan [2016] proposed a new elasto-viscoplastic model capable of overcoming the

drawbacks of existing isochrone or isotache-based (Suklje 11957]) models and pro-

viding a new framework for describing a full spectrum of rate dependent behavior,

including isotache-type behavior and temporary rate effects observed in 1-D con-

solidation tests. The MIT-SR soil model formulation assumes that the volumetric

and deviatoric components of the total strain tensor are decomposed into elastic and

viscoplastic contributions as follows:
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.el + vp (3.38)
E Eel + kP)

where superscripts eI and VP denote the elastic and viscoplastic, respectively.

Similar to prior MIT models, the generalized MIT-SR formulation incorporates

a 3-D ellipsoidal loading surface (Figure 3-41) to couple the volumetric and devia-

toric responses, and a conical surface to represent the critical state conditions. The

MIT-SR model does not need a bounding surface to constrain stress states, and it

introduces a 3-D ellipsoidal reference surface. Figure 3-42 shows the MIT-SR surfaces

in the meridian plane which comprises the mean effective stress and shear stress corre-

sponding to triaxial compression and extension conditions. The model assumes that

elastic response is isotropic and the viscoplastic strain is described by a generalized

flow rule. The loading surface has the following expression:

(1 a,1

where a'is the mean effective stress, qis the deviatoric stress ratio (j), b is a

tensor describing the orientation of the surface, a'is a measure of the size of the

loading surface, m and (are the material parameters that control the shape of the

surface. When m = 1 the shape of the surface is equivalent to MIT-E3 (ellipsoidal).

The parameter ( describes the frictional characteristics of clays:

(2 = C2 + b : b -q: b (3.40)

24sin2 /4
C2 = M)2  (3.41)

(3 - sin 0'M2

where 0' is the material constant controlling the amplitude of the reference sur-

face.

In MIT-SR soil model, a reference surface is introduced which is similar to the

loading surface. It is defined in terms of radially mapped current stress state referred

to as the image stresses (Wr, qr):
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f = ()2{(- b) : ( 2 b)(2 -1) (') (3.42)

where a' is a state variable representing the size of the reference surface.

The critical state condition is represented by an isotropic failure criterion, h1 ,

based on the generalization of Matsuoka and Nakai criterion (Panteghini and Lagioia

[20141):

hf()=k2 -q:r= 0 (3.43)

= ka + (3 - )J37 (3.44)

8 sin 2o/
s i 2 CS (3.45)

S 3+ sin2  s

where k is defined in terms of the third invariant of the deviatoric stress ratio,

Jan = det J 1, #' is the critical state friction angle in triaxial compression measured

at large strain (about 10%).

The MIT-SR model uses this plastic multiplier as an external activation source

for the internal strain rate. The plastic loading condition (CL) is evaluated on the

reference surface at a certain image stress as:

CL = (K Qrq + 2GrQ'r : k) (3.46)

where Krand Grare the elastic bulk and shear moduli evaluated at the reference

surface. Qrand Q'rare the volumetric and deviatoric components of the reference

surface gradient:

r , (M(2 + n : b) (1 - m) +2 - 2q : (r - b){Qr }t 7T a
Q 2(71 - b) + b (2 - 1) ( )m

(3.47)
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The plastic multiplier (A) is computed from the consistency condition (Ur = 0):

A= (CL)
H + KrQrP + 2GrQ'r : p'

H -0fr a/ oft b3.8
H a' A Ob A (3.48)

where H is the plastic modulus containing contributions from isotropic and kine-

matic hardening. The detailed derivation of the plastic modulus is in Yuan [20161.

The MIT-SR model has a non-associated flow rule:

( ) (k a ](3.49)

Pc [1 (1+2KoNC K pc
X= k (3.50)

(Pc - Pr _3 1 - KONC 2G Pr

where pcis the compressibility input parameter that controls normally consolidated

behavior, p, governs the small strain unloading/reloading behavior, KONcis the input

parameter for the lateral earth pressure ratio for normally consolidated state.

The volumetric and deviatoric viscoplastic strain rate components, gVP and E",

are computed by projecting the viscoplastic multiplier (AP) onto the plastic flow

directions, P and P':

Vp P
=P A"P (3.51)

The viscoplastic multiplier represents the magnitude of viscoplastic strain rate

and can be explicitly assumed as:

AvP = R, - f(2) (3.52)
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where /32 is the material constant that characterizes the decrease in the predicted

rate dependency and creep properties according to stress history, Ra [1/time] is a

state parameter that represents the internal strain rate activated at the meso-scale

due to the stimulation of historical straining.

The internal strain rate, Ra, plays an important role in defining the magnitude of

the viscoplastic multiplier and is described by an Activation/Decay mechanism based

on concepts from "Granular Solid Hydrodynamics" (Jiang and Liu [20091):

Ra = [fA - Ra] - Mt (3.54)

where fA is the activation function and mt is the transition coefficient.

The plastic multiplier concept is used to represent the activation function (fA)

fA=A (A -Po) -(355)

Po = (k 2 - b : b)b (3.56)

The transient coefficient, mt , is defined as a function of the magnitude of vis-

coplastic and total strains:

mi= -L - 1) + a lo 1|) (.7
Pa Pc

The O(I&II) is a sufficiently small term often assumed to be 0.1|1,Ij to to ensure

a positive transition coefficient when " = 0.

For unloading conditions (CL<0), it is assumed that the internal strain rate, Ra,

decreases with the size of the loading surface in a power-law relation:

a = (3 -- 1) Ra (3.58)

where /3 is a material constant that controls the decreasing rate in Ra.

Table 3.4 presents the description of MIT-SR model 17 input parameters and the

suggested calibration methods from which they can be determined. The MIT-SR soil
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model has 5 continuous internal state variables (a', b, Ra, a-h, 7), whose initial values

can be estimated based in stress and strain rate history of the past consolidation

process described in Yuan [2016].

Yuan [2016] calibrated the MIT-SR model for Resedimented Boston Blue Clay

(RBBC) and evaluated the performance of the model in predicting the behavior of

Ko-consolidated RBBC in different modes of shearing with different OCR and under

various strain rates. Figure 3-43 presents the comparison of MIT-SR predictions and

measured data for results of CKOUC and CKOUE tests on RBBC for various levels of

OCR. Figures 3-44 and 3-45 show the examples of strain rate effects in the undrained

triaxial compression and extension tests, respectively, and the comparison with the

measured data (Yuan 12016], Sheahan [1991]). It can be seen that the MIT-SR soil

model can capture the effects of various strain rates very well.
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Table 3.1: Input parameters for Average Gulf Clay using MCC soil

and Sutabutr [2005])

Parameter Average Gulf Clay

(AGC)

X 0.282

x 0.055

M 1.01

C 'TC 25.6

2G/K 0.923

v' 0.30

KONC 0.63

eo at p'=1O0kPa 1.492

model (Whittle
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Table 3.2: Transformed variables used in MIT soil models (Whittle and Kavvadas

[1994], Yuan 12016])

Effective stress Stress ratio Strain Yield surface Plastic flow Anisotropy
Gradient direction

(C',S) __(E,E) (Q,Q') (P,P') b

(',+a',+a'It) 1e=e, +E, +E Q,=Q,+Q,+Q P=P+P,+P 
3

(2a',-a'-a') (2q,-17.,-n ) (2e,-e -e) _(2Q, -Q (2P-P-P -
(_ - Z'_ ) (7, -_ )Z_) (Q_ -Q_) (z.-- ) _(2b -b -b)

S2 = (C -o 12 = (1.-7) E2 = (E E 2 = (Q P2 -2 (b - b

S, = a 13 =.477 E3 = -her Q 3=1[Q, P3= .r2P,, b= -2b,

S,= 7 9= E,= -,e Q, =Q P4=P, b.= b,

S,= a, = E, = 2e Q,=Q, =2P, b, =I
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Table 3.3: MIT-E3 Soil Model Input Parameters (Whittle [1993b])

Test type Parameter Physical contribution/meaning

eo Reference Void Ratio on VCL
One-dimensional

consolidation XNormally Consolidated Compression

(oedometer CRS, C Non-linear Volumetric Swelling Behavior

etc.) n

h Irrecoverable Plastic Strain

Ko-oedometer or KONC Ko for virgin normally consolidated clay

Ko-triaxial The ratio of the tangential elastic shear

2G/K modulus to the bulk modulus, which is

related to the Poisson's ratio of the soil

skeleton

Undained triaxial I'TC Critical State Friction Angles in Triaxial

shear tests, OCR=1 Yp'TE Compression and Extension

(compression), Undrained Shear Strength (geometry of
c

OCR=1I (extension), bounding surface)

OCR=2 Amount of Post-peak Strain Softening in

(compression) st Undrained Triaxial Compression

Non-linearity at Small Strains in Undrained

Shear

Y Shear Induced Pore Pressures for OC Clay

Resonant column xo Small strain compressibility at load Reversal

Rate of Evolution of Anisotropy (rotation of
Drained triaxial b s0

bounding surface)
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Table 3.4: MIT-SR. Soil Model Input Parameters (Yuan [2016])

Symbols Physical Meaning Suggested Calibration Method

PC Compressibility of NC Clay (LCC regime) Measure from loge - loga' compression curve

Cb Small strain elastic compressibility Derive from high quality small strain measurement of G

D

r. Nonlinear volumetric and deviatoric hysteretic Measure from I-D swelling loge - logo' curve
behavior

it' Measure from shear stiffness degradation curve

2G/K Alternative measure of Poisson's ratio at small strain Measure from I-D swelling stress path

KoNc Lateral earth pressure ratio in LCC region Measure for NC clays using SHANSEP consolidation

*'c (Large strain) critical state friction angle Measure in triaxial compression tests

'm Friction coefficient of loading/reference surface Fit undrained strengths for CKoUC on NC clays

"' Geometry of loading/reference surface Fit tendency of softening for CKoUC on NC clays

V Rate of evolution of anisotropy due to stress history Fit CKOUE behavior over strain range>5%

Pa Compressibility in secondary compression Fit 1 -D secondary compression curve or inferred from
Comprssiblityreported Ca/Cc ratio

Rate-sensitivity of state steady of R. Measure from the rate-sensitivity of CRS tests

Reference strain rate Measure at the 24hr interval in IL oedometer tests
en( 1x10/sec)

P2 Nonlinear variation of rate-dependency with stress Measure reduction of the post-unloading creep property
history with OCR in I-D swelling

P3 Reduction of creep rate during unloading Measure decrease in creep rate with OCR in I-D swelling

DL Dilation behavior Fit effective stress path for CKoUC with OCR>2
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Table 3.5: Bearing Capacity Factors - Replicate Analysis vs. Templeton [2009]

Templeton (2009) Replicate Analysis
Depth, m Np value Depth, m N, value

0.61 9.29 0.5 8.31
1.22 10.45 1.5 9.00
1.83 11.72 2.5 10.20
2.74 13.32 3.5 11.02
3.35 14.08 4.5 11.56
4.57 15.04 5.5 11.90
5.49 15.35 6.5 12.03
7.10 14.11 7.5 12.11
9.41 13.97 8.5 12.15

9.5 12.22
10.5 12.15
11.5 12.04
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Templeton model's finite element mesh Replicate model finite element mesh

Figure 3-1: Reference Model Geometry of Replicate Analysis
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Figure 3-2: Undrained shear strength profile (Templeton, 2009)
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Figure 3-16: Finite Elements for 2D and 3D domains

Figure 3-17: Structured Quadrilateral mesh vs. Unstructured Triangular mesh

121

I I I I I I I I j-



After offsetting and Delaunay triangulation

AAt

After smoothing procedure

Figure 3-18: Delaunay mesh and Laplacian smoothing (Hu and Randolph 11998a])

Figure 3-19: Application of mesh density function (Hu and Randolph [1998a])
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Figure 3-20: Neighboring elements and nodes numbering (Hu and Randolph 11998a])
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Figure 3-23: General algorithm of the proposed procedure
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Figure 3-24: Axisymmetric model of Cone Penetration Test
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Figure 3-26: Proposed Procedure - Remeshing Example
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Figure 3-27: Proposed Procedure - Step 1 - Deformed Mesh
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Figure 3-28: Proposed Procedure - Step 2 - Geometry
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Figure 3-29: Proposed Procedure - Step 3 - Locating Edges and Seeding

Figure 3-30: Proposed Procedure - Step 4 - Meshing
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Figure 3-32: Proposed Procedure - 3D Case
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Figure 3-33: Initial Cone Penetration Analysis - Mesh
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Figure 3-34: Initial Cone Penetration Analysis - Excess Pore Pressures
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135

Method Source N= (qt-&'y1 IsU
1560 1 =150
r r

Strain Path Baligh 8.5 10.5
(steady state)

Strain Path + FE Teh & Houlsby 8.4 10.6
ALE FE van den Berg 9.5 -
RITSS Lu & Randolph 9.6 11.3

Proposed Orazalin 8.8 10.6



Critical state cone -

R; Current overconsolidoled
stress stale

Vl Siress stale for "Virgin normally
consolidated cloy"

1: Image point

s

R

a

Current load
surface, f0

- Bounding
Surfacef RC

I ItV
(2a'2a'k)
"' R

RI'

- -.. '

Figure 3-38: Yield. Failure, and Load Surfaces used in AIIT-E3 Model (Whittle and

Kavvadas [1994])

A'-

0~'B

<A4
l~.P

IC

0-
(b)

0W' AC0

log,(mean effective stress, ')

Figure 3-39: Hysteresis Model Used in MIT-E3 for Hydrostatic Compression:

Perfect Hysteresis; and (b) Hysteresis and Bounding Surface Plasticity (Whittle and

Kavvadas [1994])

136

O
4)

(a)

(a)



nA4

0.3

0.2

0.1

0.0

-0.0 2.0 4.0 6.0 8.0
Shear Strain, 1 - Eh(%)

I)

2.1
CO

0.3

0.2

0.1

BBC, OCR =1.0
Measured Data; K 0= 0.534
(Ladd & Varallyay, 1965) -

SCK UC0

0

- - " *UggU** ""

Undrained Direct Simple Shear
Data OCR = 1.0

* Ladd & Edgers (1972)

--------- MCC

2 4 6 8
Shear Strain, y =(E 3- 3)

10.0

Figure 3-40: Comparison of computed and measured undrained shear behavior - MCC

and MIT-E3 soil models (Whittle and Kavvadas 119941)

137

0.0

t)

U) - - ~MIT-E3 -
------- MCC

A A A
A A

-02

-03

-4A

10

0 .4 [- , -i ---i ---i --



9T 
I f

G2

Outline of the proposed 3-D stress surfaces

nisotropy

Reference
Surface

Loading
Surface

Critical State
Surface

Geometry of loading and reference surfaces

Figure 3-41: MIT-SR model surfaces in the triaxial stress space (Yuan [20161)

Tension cut-off Critical state criterion

.(alrqr) b'

Reference surface
(MIT-SR)

-Bouding surface
(MIT-S1)

Loading -
surface

- U Mean effective stres S
a'('v+2a'h )/3

Tension cut-off Critical state criterion

Figure 3-42: MIT-SR model surfaces in the triaxial stress space (Yuan [20161)

138

K'be

CO)



a) 0.8 - --
MIT-SRipredctiois

Symbols Data: Sheahan (1991)

U)

CU 0 TXO9 1-0

-026-- - -- -*

0 - 0.2 03 .. 06 0.%/ 0

CKU

S0.2*-

CSL 0

tSymolDt SheahTn1(1991

00TX47 8.0
CK UE *TX09 1.0

-0 .2 - - - - -- - - - ------ --- .. ------.-. ...... .......... T X 57 4 .0

0 0.1 0 2 0.3 0.4 0.5 0.6 0.7 0.8
Mean effecive stress, r/%wn

(a) Predicted and measured effective

b ) 0 .8 - ---- - -- - - - ----- --- - - - - - -- - - - - - - -- - - - -

0 .6.. ..... .

CK UE

0.1 ...1 .. 1

Vet0a sson | %

Figure 3-43: Comparison of MIT-SR predictions and measured data for results of

CKOUC and CKOUE tests on RBBC at a reference strain rate e = 0.5%/hr (Yuan

12016])

139



Data: Sheahan (1991)

SSymbol- Test # Rate %/hr

SY

TX23 0.05
B TX1 1 0-50
-- TX33 5.0
-,-TX52 50

F CSL

=33 5*

0.9

'b

U)

U)

0.8

0.7

0.6

0.5

0.4

0.3

--,, ---,- ---- -- -
MIT-SR predictions

Symbol Rate %/hr
- -- 0.05
-- 0.5
-- 5

50

CSL

=33.50

- - -r ,

--- --

K 0.49

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.2 0.3 0.4 0.5 0.6 0.7 0.8

Mean effective stress, d/id

Measured effective stress paths at different strain rates

Mean effective stress, dad

Predicted effective stress paths at different strain rates

2

IR

4 6 8 10 12 14

0.9

o.8V

0.7

0.6

0.5

0.4

0.3

Axial strain, e [%)

Measured stress-strain curves at different strain rates

--- I T,
MIT-SR predictions

Symbol Rate %/hr

__0.05

.--. 50

2 4 6 8 10 12 14

Axial strain, e K

Predicted stress-strain curves at different strain rates

Figure 3-44: Effects of strain rate on the computed and measured undrained shear

behavior of RBBC in CKoUC tests at OCR 1 (Yuan [2016])

140

0.9

0.8

0.7

0.6

0.5

0.4

C*

0.3

r -, ,- , ----- ------ ---

Data: Sheahan (1991)
Symbol Test # Rate %/hr

e TX23 0.05
a6 TX11 0.5

-- TX33 5.0
-- TX52 50

0.9

0.8

9 0.7

L 0.6

U) 0.5

0.4

0.3

-c



0 - -- 0-~~ ------

Data: RBBC (Sheahan 1991)

Symbol Test# Rate [%/hr]
-e- TX55 0.05

--- TX48 0.5
-9- TX51 50

Strain rate [%/hr]

0.05

0.503

.. .-----.

- .

MIT ----R Predicti
MIT-$R Predictiorns

-0.2 1-

-0.4

-0.6

-0.8

-10
-0.5 -0.4 -0.3 -0.2 -0.1

Incremental mean effective stress, Ao'/&

Measured effective stress paths at different strain rates

Data: RBBC (Sheahan 1991)
0

-0.4

-0.6 Symnbol Test ARate [%/hr]

E -- Tx55 0.05
-+-TX48 O-5

--9- TX51 50
-0.8

-1 
.

0.01

-0.2

-0.4

-0.6

-0.8 -

0 -0.5

0

-0.2

-0.4

-0.6

-0.8

-1
10 0.0.1 1

Axial strain, 1%1I [%]

Measured stress-strain curves at different strain rates

-OA -0.3 -0.2 -0.1

Incremental mean effective stress, aoI.'
0

Predicted effective stress paths at different strain rates

MIT-SR Prediction

------- --- ----- - - -......... ...........

Strain rate [%/hr]

E=0.05S0 5 10
01 .11 10

Axial strain, le [

Predicted stress-strain curves at different strain rates

Figure 3-45: Effects of strain rate on the computed and measured undrained shear

behavior of RBBC in CKOUE tests at OCR=1 (Yuan [20161)

141

0~

'4
a'
'4

a,4,
Ot

C

Strain rate [%/hr]

S-0.05-

----- 0- - --50'

0 0 -r--- r--r- -- r-

41



142



I
Chapter 4

Numerical Simulation of

Conductor-Soil Interaction Centrifuge

Tests and Validation

This chapter interprets the results of centrifuge physical model experiment on the

performance of a conductor pipe loaded under conditions that simulate the drift-off

of a deepwater drilling vessel. The experiments were performed independently at C-

CORE, a Canadian research and development facility located on Memorial University

Campus in St. Johns, Newfoundland (C-CORE [2014])1. The performed numerical

analyses comprise 3D Finite Element analyses with advanced effective stress soil mod-

els that represent the behavior of GoM sediments.

4.1 Centrifuge Model Tests

The C-CORE centrifuge tests simulate the behavior of a 3ft [0.91m] diameter

conductor pipe with 2.3" [58.4mm] thick steel wall embedded in high plasticity GoM

(Gulf of Mexico) clay and subjected to combined push-over and axial tension loads.

The model tests are performed at a gravitational acceleration of 115g, such that all

linear dimensions are scaled by 1:115 relative to the prototype while maintaining

'The centrifuge test data were provided to MIT as part of the jointed research project
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1:1 scaling of stress and strain. Figure 4-1 shows a schematic layout of the physical

model test (with dimensions at prototype scale). The model simulates the upper

60ni of sediments, and loading is applied through a pinned connection located 17.5m

above the mudline (corresponding to the top of the Lower Marine Riser Package,

LMRP). Two model conductor tests (Models 1 and 2) were performed within the

same clay specimen and differ only in the mass of the simulated Blowout Preventer

(BOP) and slightly in the schedule of axial load-lateral deformation (at LMRP). The

test procedure simulates a quasi-static, drive-off phase corresponding to a total lateral

displacement of approximately 5.8m [19.0ft] (at LMRP elevation) over a period of 93

secs followed by recoil after quick release of the load (separation of the riser from the

mobile offshore drilling vessel).

In order to achieve a prescribed/target undrained shear strength profile, reconsti-

tuted GoM clay was consolidated (at 1g) using a downward hydraulic gradient over

a period of more than 4 months. Two 0.35m thick intermediate sand layers (4-1)

were used to control the hydraulic gradient and reduce consolidation times. Figure

4-2 shows that the sand layers are not continuous across the specimen and are absent

within the exclusion zones around the conductor load paths (to minimize their im-

pacts on the tests). After 1g consolidation the instrumented model conductors were

installed from the base of the specimen through pre-augered holes. The piezome-

ters embedded within the clay were then used to monitor in flight consolidation of

the centrifuge package (these data show zero excess pore pressures after 34 hours).

The resulting undrained shear strength profile of the clay is evaluated by performing

a miniature T-bar test (done in flight after completion of the two model conductor

tests). Following Randolph and Houlsby [1984] and Stewart and Randolph [1994], the

undrained shear strength is interpreted from the T-bar penetration resistance using

an average bar factor, Nb 10.5. Although there is a sand exclusion zone around

the T-bar, the results, the undrained shear strength profile (Figure 4-5) clearly shows

that the sand layers do have a significant influence on the shear strength properties

of the clay at depths below 20m. The reported undrained shear strength profile is at

the upper limit of the target range defined in the test specifications.
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The conductor models were manufactured to be geometrically similar to the pro-

totype conductor and were instrumented with strain gauges to measure bending mo-

ments over the depth of the conductor. The conductor wall thickness and material

type were chosen so as to best match the elastic modulus and yield moment of the

prototype.

4.1.1 Instrumentation

Figure 4-3 shows photos of the instrumentation setup and model conductors inside

the centrifuge test tub. Table 4.1 lists the instrumentation used in the C-CORE cen-

trifuge test. Each of the conductor models were instrumented with 14 pairs of strain

gauges installed at depths ranging from 1.66m to 47.99m below mudline (prototype

scale). Each pair of strain gauges was connected in a full Wheatstone bridge circuit

to enable direct calculation of the local elastic bending moments. The gauges were

calibrated using a dead load cantilever beam method.

Prior to the tests, four Pore Pressure Transducers (PPTs) were used to measure

the pore pressures during in-flight consolidation, while clay surface settlements were

monitored using two Linear Voltage Displacement Transducers (LVDTs).

During the centrifuge test, an axial load cell was attached to the model conductor

to measure the specified tension load (Fig. 4-1). Two load cells (one primary and one

backup) were used to measure the lateral loads at the conductor head. The conductor

head rotation was measured with the installed inclinometer. A linear displacement

transducer (LDT) was used to control the displacement of the actuator while a laser

was used to measure the displacements at the conductor head. The visual information

was obtained from the digital cameras that allowed the monitoring of soil deformation

at the surface around the conductors during the test motions.

4.1.2 Prototype and Centrifuge Model Properties

Table 4.2 presents the C-CORE centrifuge model parameters and their equivalents

in the prototype scale. The linear dimensions were scaled as 1:115 relative to the
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prototype while the yield strength, Young's modulus were identical for the model and

prototype conductors. It was noted that heat shrink coating was added after strain

gauge attachment in order to waterproof the electronics (the outside diameter of the

instrumented model conductor was approximately 9mm, i.e., 1.035m at prototype

scale). The tension tests were carried out by C-CORE to determine the modulus of

elasticity and yield stress of the steel used in the model conductor (Figure 4-4).

4.2 Results of Centrifuge Model Tests

Figure 4-6 summarizes the bending moments reported from the 14 pairs of strain

gauges in centrifuge Model 1. Figure 4-6a shows data from the full range of conductor

displacements in the pushover phase (up to 8h =5.9m at LMRP). The results sug-

gest the yielding of the conductor (My =12MNm, Table 4.2) occurred at 6h e 2.0m.

The results at bh 2.3m show a continuous (smooth) moment distribution along the

length of the conductor with 'apparent elastic' bending moment, Mmax=17MNm.

Although much higher moments are reported as the pushover test progresses (up to

30MNm at z =16m), C-CORE [2014] acknowledged that these data are not reliable

and attribute fluctuations (local minima) in the moments to debonding of the strain

gauges. According to this information, the elastic bending moments are assured to

be credible for 6h < 2.9m (Fig. 4-6b).

Figure 4-7 shows that very similar results are obtained from centrifuge Model 2

(minimal added mass for LRMP). Initial yielding of the conductor occurs at z= 6- 7m

below mudline at h < 2.0m. Maximum elastic moments range from Mmax = 17- 20MNm

(at 6h= 2.6-3. 1m). At larger pushover deflections, the local minima in bending mo-

ments (at z ~ 12m) are associated with the debonding of the gauges.

Figures 4-8 and 4-9 compare the measured (elastic) bending moments and max-

imum moments from the two centrifuge models, respectively. The results show that

the mass of the LMRP has little influence on the measured performance of the con-

ductors. Yielding of the conductor occurs at z =7- 8m below mudline for 6h= 1.7m.
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4.3 Laboratory Tests on GoM Clay Samples

A suite of laboratory tests (1D consolidation and undrained triaxial shear tests)

on specimens of the reconstituted GoM clay were performed at the MIT geotech-

nical laboratory using tube specimens provided by C-CORE. Figures 4-10 and 4-11

summarize the measured ID compression and Figure 4-12 shows the undrained triax-

ial (compression and extension) shear tests for Ko-normally consolidated specimens.

Figure 4-10 shows the pre-test void ratio vs. depth in centrifuge model. Figure 4-11

shows compression behavior of the samples from the KO-consolidated triaxial tests.

All specimens were SHANSEP consolidated to the NC range prior to shearing.

4.4 Development of 3D Finite Element Models

This section summarizes the details of the numerical modeling procedures and

parameters used in the development of 3D FE geotechnical models of conductor-soil

interaction problem associated with drift/drive-off load events in the Gulf of Mexico.

4.4.1 Conductor Model Properties

Table 4.2 presents the C-CORE centrifuge model parameters and their equivalents

in the prototype scale (used in the FE model). The linear dimensions were scaled

as 1:115 relative to the prototype while the yield strength, Young's modulus were

identical for the model and prototype conductors.

4.4.2 Finite Element Modeling

Three-dimensional Finite Element (FE) models of the physical centrifuge model

tests are developed at a prototype scale using the AbaqusTM Standard finite element

program. The large-displacement formulation was activated in each load step (i.e.,

"Nlgeom" was activated). Mesh adaptivity (mesh-to-mesh solution mapping) was not

used as the maximum displacement at the load application point (LMRP bh 6m) was

achieved before the limit of excessive element distortions was reached. The centrifuge
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numerical models assume tied interface connections between the soil and conductor,

the soil is modeled with brick elements (using C3D8RP elements that simulate cou-

pled consolidation). The conductor is also represented with solid elements using the

appropriate geometrical dimensions (Table 4.2).

The tension tests were carried out by C-CORE to determine the modulus of

elasticity and yield stress of the steel used in the model conductor (Figure 4-4). The

steel conductor was initially modeled as a linearly-elastic, perfectly plastic material

with von Mises yield surface (E =205 GPa and fy =38OMPa). As a refinement of

this Base Case, the isotropic hardening metal plasticity (IHPP) model was used and

calibrated to tension test data performed on a coupon sample (Fig. 4-13). Figure

4-14 shows the input data (yield stress vs. plastic strain) for this metal plasticity

model with isotropic hardening.

Figures 4-15 and 4-16 show the FE Models for each of the conductor models

of the C-CORE centrifuge test with appropriate dimensions. The selected mesh

configuration and mesh sizing is based on prior mesh sensitivity studies (Figures 4-17

and 4-18). The soil is discretized with 30,000 elements. The half-circumference around

the conductor (D = 0.9144m) is subdivided by 10 equally sized elements. Model 1 has

an added mass simulating the BOP (blowout preventer), and Model 2 is a lighter

('minimal added mass') system. The conductor is displaced horizontally at the load

application point located 17.5 m above the mudline under undrained conditions .

The axial tension load is prescribed for each model based on the schedule of load and

displacement data shown in Figure 4-19.

4.5 Calibration of Advanced Effective Stress Model

The MIT-E3 soil model is used to describe the effective stress-strain-strength

properties of the reconstituted GoM clay. A generalized effective stress soil model that

describes the rate-independent behavior of normally and lightly overconsolidated clays

(MIT-E3 (Whittle and Kavvadas [19941, Whittle [1993a])). This model describes a

number of important aspects of soil behavior, including small strain nonlinearity and
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anisotropic stress-strain-strength properties and was previously calibrated at a series

of deep-water sites in the Gulf of Mexico leading to an average set of soil properties

referred to as "Average Gulf Clay" (AGC; Whittle and Sutabutr [2005]). MIT-E3

was originally implemented in AbaqusTM through a User Material (UMAT) interface

(Hashash [1992]).

The selection of MIT-E3 input parameters for reconstituted GoM clay (Table 4.3)

has followed a standardized procedure based on a suite of laboratory tests on speci-

mens from the centrifuge model (tests were performed at MIT and are summarized in

Appendix A). Figures 4-20 and 4-21 show that the MIT-E3 model is able to simulate

the 1-D consolidation behavior, as well as the shear stress-strain behavior (Fig. 4-21b)

and effective stress paths (Fig. 4-21a) measured in the laboratory tests. The clay ex-

hibits significant undrained strength anisotropy (suTc/a'v = 0.26 vs. SuTE/a , = 0.16

for NC clay) with minimal post-peak strain softening (typical of high plasticity clay).

Figures 4-22 and 4-23 show the effects of OCR on model predictions of undrained tri-

axial and direct simple shear tests (at the same vertical effective consolidation stress,

') The stress history has a major influence on the shear-induced pore pressures

(particularly noted from effective stress paths in the compression shear mode, Fig,

4-22a, 4-23a). The initial Ko state and undrained strength ratio, su/C'v, increase

with OCR. Table 4.4 shows that there is a close agreement between the engineer-

ing properties of the Reconstituted GoM clay and Average Gulf Clay (Whittle and

Sutabutr [2005]).

Figure 4-5 compares the measured undrained shear strength in the centrifuge

model with simulations using the MIT-E3 soil model initially assuming that the clay

is normally consolidated, i.e., OCR = 1.0 (Note: the comparison uses MIT-E3 prop-

erties simulated in the DSS mode of shearing; cf. Fig. 4-22). Although the results

show a good agreement over the full depth (60m at prototype scale) of the model, a

closer inspection of the upper 20m, Fig. 4-23, shows that this Base Case assumption

likely leads to an underestimate of the actual shear strength close to the mudline.

A second Refined Case achieves better matching to the measured su profile though

small adjustments of OCR.
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The role of the soil model in predictions of conductor-soil interactions is evaluated

by performing additional FE analyses using a much simpler isotropic, linearly Elastic-

Perfectly Plastic (EPP) soil model (with Tresca yield criterion). Undrained shear

strength is a direct input parameter for this model (and can be matched to the T-

bar penetration data; Fig. 4-5), while the elastic shear modulus is assumed to vary

linearly with depth (G/a' = 15).

4.6 Results of 3D Finite Element Analyses

The following sections present the results from four FE analyses for Centrifuge

Model 1:

1. Base Case - MIT-E3 model, OCR = 1.0; 3.Om pushover applied at LMRP

2. Refined Case - MIT-E3 model, OCR varies to achieve better agreement with

measured su profile (Fig. 4-5); 3.Om pushover applied at LMRP. Simulations have

been performed using: i) EPP model of conductor response ii) IHPP (hardening

model) of conductor response (Figs. 4-13, 4-14)

3. EPP Case; 6.Om pushover applied at LMRP. The undrained shear strength

profile varying with depth for the EPP Case was specified in a single layer as in

Figure 4-25 using field variables varying linearly with the soil depth.

Figure 4-26 summarizes the bending moments and horizontal displacements of

the prototype conductor for the pushover phase of centrifuge Model 1 following the

loading schedule in Figure 4-19. The bending moments are computed directly as the

resultants of the stresses obtained in the FE model. The analyses show that plastic

yield of the conductor initiates approximately 8m below the mudline at a reference

displacement, 6h = 1.7m (at LMRP). Subsequent loading causes a small increase in the

maximum moment within the conductor (M =14MNm at z ~~10m below mudline, vs.

MY =12MNm). Figure 4-27 provides further details of yielding within the conductor

by comparing the Mises stresses (fy = 380MPa, Table 4.2) and equivalent plastic strain

rate along the edge of the conductor. The zone of plasticity spreads from the point

of initial yield upwards towards the mudline, and extends to a depth z> 13m for
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h = 2.3in (Fig. 4-27).

In the centrifuge tests, bending moments are found from the differential strains

between the pairs of axial strain gauges (i.e., compressive and tensile strains, C and

T in Fig. 4-29) assuming elastic bending of the conductor (with bending stiffness, EI,

cf. Table 4.2). This measuring system is not able to interpret the bending moments

accurately once yielding has initiated (i.e., h > 1.7m). Figure 4-29 illustrates the lim-

itations by computing apparent elastic bending moments along the conductor based

on computed axial strains at the extreme edges of the conductor. These apparent

bending moments become much larger than the true moments once plastic yielding

spreads through the conductor (e.g., 6h 2.3m in Fig. 4-29).

Figure 4-30 compares the results of the Base Case FE analysis with the bending

moments reported from centrifuge Model 1, for pushover up to h =2.3 (LMRP).

The computed results include actual bending moments (i.e., resultants of stresses in

the elasto-plastic conductor) and elastic moments based on computed axial strains

at the outer edge of the conductor (cf. Fig. 4-29). The analyses are in a very good

agreement with magnitude and location of the maximum moment for loading in the

elastic range (h <1.7m) and theoretical elastic moments also match the measured

strain gauge data in the post-yield range (i.e., 6h <1.7-2.3m). Closer inspection

shows that the Base Case analysis tend to underestimate the moments in the upper

part of the conductor (z < 6m) and overestimate the measured behavior below the

point of maximum moment. These discrepancies are not linked to plastic behavior of

the conductor but- are most likely related to differences in the simulated and measured

profiles of undrained shear strength and stiffness in the clay (cf. Figure 4-25).

Figure 4-31 compares the computed bending moment distributions from the Base

Case and Refined Case FE analyses (for centrifuge Model 1). These two simulations

differ only in the stress history profiles used in conjunction with the MIT-E3 soil

model. The Refined Case matches more closely the measured undrained strength

profile (from T-bar penetration data) in the upper 20m of the clay. The comparisons

show that the Refined Case produces a small reduction in the depth to the point of

maximum moment, increasing the bending moment near to the mudline and reducing
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the moments for z> 10m relative to the Base Case.

Figure 4-32 shows direct comparisons between the Refined Case FE analysis and

the measured data from centrifuge Model 1. These results show even closer agreement

between the computed and measured bending moments over the upper 20- 25m of

the conductor, while post-yield behavior is accurately interpreted from the appar-

ent elastic bending moments. The differences between the Base Case and Refined

FE analyses highlight the importance of simulating accurately the undrained shear

strength profile for depths z =0- 20m below the mudline.

The effects of refinements in modeling the yielding of the steel conductor (using

the IHPP metal plasticity model) on the computed bending moments and apparent

elastic bending moments are shown in Figures 4-33 and 4-34, respectively. These re-

sults show that refinements in modeling the plasticity of the steel conductor have no

effects on the bending response for 6h <0.61n (linear elastic regime) but the computed

moments are 1.4- 7.5% lower than those for the linearly elastic perfectly plastic (EPP)

conductor (Fig. 4-33), with Mmax = 12.85 MNmn at Sh = 2.3m. It should be noted that

there is minimal effect on the deformed shape of the conductor at all stages. In con-

trast, the apparent elastic bending moments increase by up to 1.8- 7.2% at 6h =1.7m

(Fig. 4-34) but converge to the EPP response as plasticity spreads within the con-

ductor (8h > 2.3m). Figure 4-35 shows that refinement in modeling of the conductor

(IHPP model) generally causes a small overestimate of the measured apparent elastic

moments in centrifuge Model 1.
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Table 4.1: Centrifuge Test Instrumentation

Label Instrumentation Quantity IMeasurements Test phase

1 Strain Gauges 14 Bending Main

moments

2 Inclinometer 1 Conductor head Main

rotation

3 LDT 1 Displacements Main

of the actuator

4 Laser 1 Displacements Main

at the conductor

head

5 Load Cells 4 Axial and Main

Lateral Loads

6 T-bar Penetrometer 1 Undrained Post-test

Shear Strength

7 Accelerometer 1 g-levels Main

8 LVDTs 2 Clay settlements Consolidation

9 Pore Pressure 4 Pore pressures Consolidation

Transducers

10 Digital Camera 1 Visual Data All
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Table 4.2: Conductor properties
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Parameters Centrifuge Prototype Scale

Test Model (1g)

(115g) [FE Model]

Diameter, d 7.94 mm 0.914 in (3.0 ft.)

Wall Thickness, w 0.51 mm 5.84 cm (2.30 in.)

Length Above 152.0 mm 17.5 m (57.4 ft.)

Mudline, m

Conductor Material Stainless Steel 304

Modeled using i) Classical Metal

Plasticity (EPP; von Mises

yield), and ii) Hardening metal

plasticity (IHPP)

Yield Strength, fy 380 MPa

Young's Modulus, E 205 GPa

Moment of Inertia, I 0.0145 m4

Elastic Bending 2.963x10 3 MNm 2

Stiffness, EI

Yield Moment, MY 12.011 MNm



Table 4.3: MIT-E3 Soil Model Input Parameters for C-CORE GoM Calibration

Description Parameter Centrifuge

GoM Clay

Reference Void Ratio on VCL eo 1.492

Normally Consolidated Compression X 0.282

C 13.0
Non-linear Volumetric Swelling Behavior

n 1.2

Irrecoverable Plastic Strain h 0.3

KO for virgin normally consolidated clay KONC 0.63

The ratio of the tangential elastic shear modulus 2G/K 0.923

to the bulk modulus, which is related to the

Poisson's ratio of the soil skeleton

Critical State Friction Angles in Triaxial c 'TC 24.0

Compression and Extension c 'TE 26.6

Undrained Shear Strength (geometry of bounding c 0.73

surface)

Amount of Post-peak Strain Softening in st 2.4

Undrained Triaxial Compression

Non-linearity at Small Strains in Undrained Shear (0 0.39

Shear Induced Pore Pressures for OC Clay y 0.5

Small strain compressibility at load Reversal xo 0.004

Rate of Evolution of Anisotropy (rotation of XFO 100.0

bounding surface)
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Table 4.4: Summary of computed engineering properties for Average Gulf Clay and

reconstituted NC Gulf of Mexico clay using MIT-E3 soil model

Table 4.5: Effect of IHPP conductor on actual bending moments with EPP model

(Full Range Case)

Maximum actual bending moment, MNm

IHPP conductor J EPP conductor Difference, %

0.6 4.852 4.946 1.9

1.1 7.968 8.290 3.9

1.7 10.916 11.762 7.2

2.3 12.856 13.982 8.1

2.9 13.546 14.436 6.2

4 13.918 14.302 2.7

5.2 14.342 14.344 0.0

6 14.428 14.322 0.7
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Engineering Properties AGC Centrifuge GoM clay

X 0.282 0.282

Gmax/G'vo 102 81

SUTc/a'vo 0.26 0.26

Eaf (%) 1.5 1.5

q(10%)/SuTc 0.96 1.00

c'TC 25.6 26.6

SuTE/'o O 0.16 0.16

SuDSS/a'vo 0.22 0.23



Table 4.6: Effect of IHPP conductor on actual bending moments with MIT-E3 model

(Refined Case)

Maximum actual bending moment, MNm
Displacement, m [______

IHPP conductor EPP conductor Difference, %

0.6 5.546 5.624 1.4

1.1 8.784 9.164 4.1

1.7 11.518 12.456 7.5

2.3 12.850 13.788 6.8

Table 4.7:

E3 model

Effect of IHPP conductor on apparent elastic bending moments with MIT-

(Refined Case)

Maximum elastic bending moment, MNm
Displacement, m] codco Difrne%

IHPP conductor EPP conductor Difference, %

0.6 5.870 5.765 1.8

1.1 9.840 9.375 4.7

1.7 14.300 13.275 7.2

2.3 19.086 19.630 2.9
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Figure 4-1: C-CORE centrifuge test schematic (prototype scale)
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Figure 4-13: Models for conductor material - Perfect vs. hardening metal plasticity
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Figure 4-28: Contours of equivalent plastic strains in the conductor
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Chapter 5

Simplified Method for Conductor-Soil

Interactions

5.1 Evaluation of p-y curves

Conductor-soil interactions are conventionally represented by non-linear soil reaction-

local soil displacement relations referred to as p-y curves (after Reese et al. [1974] and

Matlock [1970]). These local interaction functions can be derived directly from the 3D

finite element analyses by integrating the surface tractions around the perimeter of

the conductor at selected depths as described in Section 3.1.2. Figure 5-1 summarizes

the computed p-y curves (at 5 depths up to z = 9.2m) from the Base Case and Re-

fined FE analyses (for pushover in Model 1 with h =0- 2.3m at the elevation of the

LMRP). These results highlight that there are large differences in the derived soil re-

actions associated with relatively modest differences in the assumed undrained shear

strength profiles (cf. Fig. 4-25). At points close to the ground surface (z =1.2, 2.4m)

the derived interaction curves show maximum soil reactions mobilized at relatively

small lateral displacements (y =0.1 -0.25m) with very little post-peak softening (for

y < 0.6m). Points further down the conductor (z =7.2-9.2m) do not achieve full mo-

bilization of the soil resistance at the maximum pushover displacement (6h = 2.3m -

at which point a plastic hinge is fully developed in the conductor, with MP= 14MNm,

Fig. 4-26).
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5.2 Large deformation geometric effects

In order to understand the geometric effects associated with very large pushover

events, we have performed FE analyses using the EPP model for soil behavior (anal-

yses Case 3; with su profile shown in Fig. 4-5) over the full range of displacements

imposed in centrifuge Model 1 (i.e., 8h 0 - 5.9m). Figure 4-36 shows that this analy-

sis predicts a maximum moment, Mmax =14.3MNm (corresponding to the fully plastic

section) occurring at z =8m at S1 = 2.9m. Further pushover of the conductor causes

the point of maximum moment to migrate down the conductor to z= 14m at bh= 5.9m

(conductor deflections extend to a depth, z =19- 20m below mudline).

Figures 4-37a and 4-37b compare the bending moments and conductor displace-

ment profiles for the Case 3 analyses (EPP soil model) with two different representa-

tions of conductor plasticity (EPP vs. IHPP; Fig. 4-13). When isotropic hardening of

the steel conductor is simulated (IHPP) the computed maximum bending moments

decrease by up to about 1.9-8.1% for lateral deformations up to 6h 2.9m. How-

ever, further lateral deformations lead to convergence and almost identical bending

moments at 6h= 5.2m.

Figure 5-2a compares the local conductor-soil interaction, p-y curves from the fi-

nite element analyses using EPP and MIT-E3 (Refined case) soil models for loading

to bh= 2.3m. These two analyses have very similar profiles of the reference undrained

shear strength in the clay (in the reference simple shear mode of shearing, suDSS) and

differ principally in the modeling of soil behavior (MIT- E3 vs. EPP). The MIT-E3

model describes more accurately the element stress-strain properties of the reconsti-

tuted GoM clay particularly in representing: i) the non-linear stress strain properties

at small shear strains (EPP assumes linear elastic behavior pre-failure); and ii) the

anisotropic response in different modes of undrained shearing (EPP has isotropic

strength). Despite these large differences in the modeling of elemental soil properties,

the two models produce qualitatively similar p-y curves with similar levels of displace-

ment (y) to achieve maximum soil resistance. Overall, the Refined Case (MIT E3)

generates higher soil resistance than EPP at each of the 5 depths reported. Figures
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5-3 and 5-4 compare the mobilized lateral bearing capacity factor, NP, from the two

FE analyses. Results from the isotropic EPP model show almost unique normalized I

reaction curves for z > 3.6m (Np =10, at y 0.3m). The anisotropic MIT-E3 model I
(Refined analysis) computes maximum values N= 12- 14 and very similar normalized

behavior over the same depths.

Figure 5-5 shows the p-y curves computed from the EPP analyses over the full

range of pushover for centrifuge Model 1 (with maximum displacement, 6h 5.9m).

These results show significant post-peak softening of the resistance at each depth

as the conductor continues to rotate and the point of maximum bending moment

migrates down the conductor (cf. Fig. 4-36).

The preceding results show that differences in the modeling of elemental soil be-

havior have limited impacts on the computed conductor response in loading. How-

ever, much larger differences emerge when the pushover event is reversed. Figures

5-6a and 5-7 compare the computed p y curves from Refined and EPP FE analyses,

respectively, for reversal of loading (i.e., conductor experiences maximum pushover

to bh= 2.3m, which is restored as the LMRP is pushed back to its original position).

The unloading response computed by EPP is initially controlled by the elastic stiff-

ness (Fig. 5-7), while the limiting soil resistance is uniquely defined by the initial

undrained shear strength. In contrast, MIT-E3 predicts a much stiffer response at

first reversal (controlled by non-linear small strain stiffness properties of the GoM

clay) and there is a large reduction in the available shear resistance of the clay as

the conductor is restored towards its original position (z =1.2- 4.4m). These effects

have not been investigated in the current centrifuge tests but reflect a realistic fea-

ture of the MIT-E3 constitutive model predictions that should be included in future

modeling of local conductor-soil interactions.
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5.3 Simplified methods for representing conductor-

soil interaction

Although nonlinear, 3D Finite Element analyses provide a comprehensive frame-

work for modeling conductor-soil interaction problems, they involve significant com-

putational costs and depend on the selection of appropriate constitutive laws, bound-

ary conditions etc., as illustrated in the prior sections. The representation of conductor-

soil interactions as a component in the simulation of the riser system (e.g., weak point

analyses for drift/drive-off) can be accomplished more efficiently through simplified

local interaction models (p-y representation) that are calibrated to the 3D finite

element analyses. This section investigates the use of a simplified p y analysis frame-

work, referred to as BWGG that was developed by Gerolymos and Gazetas [2005a]

for modeling dynamic pile-soil interactions under generalized cyclic loading condi-

tions. The BWGG framework is able to represent gapping at the pile-soil interface,

radiation damping and loss of shear resistance associated with development of ex-

cess pore pressures under cyclic loading. BWGG corresponds to an extended version

of the well-known Bouc-Wen model (developed for hysteretic material behavior by

Bouc [1971]; and Wen [1976]; and first applied to piles by Trochanis et al. [1991])

that represents degrading hysteretic p-y behavior. We present a summary of the

BWGG formulation and interpretation of model input parameters (Subsections 5.3.1

and 5.3.2) and then investigate the calibration of the BWGG model using the results

from 3D finite element analyses (Section 5.3.3). The results highlight the capability

of BWGG to model pile-soil interactions at large deformations, but also illustrate

some limitations of the model when simulating the cyclic response of the pile.

5.3.1 Implementation and calibration of a hysteresis model

According to the general Bouc-Wen formulation, the lateral soil reaction against

a deflecting pile can be expressed as the sum of elastic and hysteretic components as
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follows:

p,= [aKu+ (1-a)py(] (1-r) (5.1)

where p. is the resultant in the direction of loading of the normal and shear stresses

along the perimeter of the pile of a unit thickness; u is the lateral pile deflection;

K is the initial stiffness; py is the ultimate soil reaction, a controls the post-yield

stiffness, r is a function that controls strength degradation for cyclic loading, and (

is a dimensionless quantity that describes the non-linear response of the soil.

The latter is governed by the following differential equation:

du
d( = v {1 - (I' [b + gsign ((du)]} - (5.2)

where du is the incremental relative displacement of the pile and the displacement,

uy := /py K/ is the displacement required to mobilize the ultimate soil reaction.

The signum function of a real number x is defined as follows:

-1 if X<O

sign (x) = 0 if x = 0 (5.3)

+1 if x > 0

The differential equation (eqn. 5.2) can be solved numerically in conjunction with

the system of equilibrium equations for the pile-soil system using an explicit finite

difference scheme (with small time steps).

The parameters n, b and g in eqn. 5.2 are dimensionless input parameters that

control the hysteretic response, while v is a function introduced by Gerolymos and

Gazetas [2005a] to control stiffness degradation under cyclic loading. They propose a

function which degrades stiffness over time as a function of the dissipated hysteretic

energy:
sl+a(Ir+ 1 )+82 for pr > S2

V = l+Pr (5.4)
1 for [r < s2

where Pr = /uamp uyJ is a 'ductility index' defined in terms of the pile displacement at
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the last load reversal (amp) relative to the displacement needed to mobilize the max-

imum soil resistance. The parameters si and S2 are used to control the degradation

of stiffness at each load reversal.

Material degradation under cyclic loading is controlled by the function r (eqn.

5.1) which is related to the excess pore pressure generated around the pile:

r = caW (t)o (5.5)

where a, P are constant input parameters and W(t) is measure of the cumulative

energy dissipated in hysteresis:

W (t) = (1 - a) f (u, t) it (t) dt (5.6)

The BWGG model has been implemented in an explicit finite-difference numerical

algorithm in MATLAB and in Java-program with a custom graphical user-interface

(Figures 5-23 and 5-22).

5.3.2 BWGG Model Input Parameters

In its most general form, the BWGG model describes the local pile-soil interaction

behavior ('p-y'; i.e., p, vs. u, eqns. 5.1, 5.2) using three subsidiary functions ((, v, r)

and 10 input constants. For the current applications, where there is no dilation of

the clay during pile loading, the basic hysteretic response can be simulated assuming

[b+_g]J 1. In this case, the BWGG model requires 4 independent parameters to

describes the initial monotonic loading response (py, K, a, n) and 3 independent

parameters for the unload-reload behavior (b, si, s2) , assuming there is minimal

degradation under cyclic loading (i.e., r = 0 and a = 0; eqns. 1 and 5). More general

degradation of shear resistance with cyclic loading is achieved by selecting (a #O, P;

eqn. 5.5)

Figure 5-8 illustrates BWGG simulations of local pile-soil interaction behavior

('p-y'; i.e., p. vs. u, eqns. 5.1, 5.2) for monotonic loading. This behavior can be
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characterized by 4 input parameters, py, K, n and a. The value of py defines the

limiting/yield value of the soil reaction at a given depth (Fig. 5-8a), while post-yield

behavior is controlled by a (hardening for a >0 and softening for a < 0; Fig. 5-8c).

The parameters K and n define the non-linear response and displacement required

to reach yield conditions (Figs. 5-8b, d).

Figure 5-9 shows how values of b and s, affect the response of the pile in unloading

and reloading, while S2 produces a small degradation is the limiting shear resistance

(Fig. 5-9c). All of these simulations show symmetry between the unloading and

reloading branches and hence, conform to the general Masing conditions. Much larger

degradation effects can be obtained for cases with a > 0 (Fig. 5-9d)

5.3.3 Calibration of BWGG to 3D FE Models of Soil-Structure

Interaction

In Chapter 4 we have shown a close agreement between numerical predictions

and measured performance of a prototype conductor (centrifuge model test) using a

Refined Case analysis (MIT-E3 with stress history profile shown in Fig. 4-5b), Figure

4-32, where the LMRP undergoes a lateral displacement 6h = 2.3m. There are also

reasonable results obtained using the EPP model (Fig. 4-36), and analyses using

this model have been extended to very large displacements (h =6m at LMRP) to

investigate effects of geometric non-linearities.

Figures 5-10 and 5-11 illustrate the matching between normalized p-y curves from

the 3D FE analyses and the calibration of input parameters for the BWGG model

(Table 5.2). The FE analyses show that the local pile soil interaction in monotonic

loading (up to 6h 2.3m) is well represented by a unique curve assuming:

Py = Npsd (5.7)

where s, is the undrained shear strength for the reference profile (Fig. 4-5).

For the EPP model, the back-fitted value of N =10 (Fig. 5-10) and fits the FE

computations very closely for z = 3.6 - 12.Om (somewhat lower values of NP would
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be needed for points closer to the mudline). Results for the MIT-E3 model ('Refined

Case'; Fig. 5-11) also show a very good agreement between the 4 parameter BWGG

model and the 3D FE computations.

Figure 5-12 summarizes the local pile-soil interaction curves from 3D FE analyses

using the EPP soil model for the case where the conductor undergoes large displace-

ments (h= 6m at LMRP, corresponding to the riser detachment simulated in the

C-CORE centrifuge tests). The analysis simulates a complete reversal of the loading

(h =-6m) and reloading such that the LMRP returns to its original position. The

results show clearly the pronounced post-peak softening in the soil reaction during

monotonic loading, due to geometric non-linearities associated with deformations of

the conductor.

The reaction curves at z= 4.8m and 7.2m reach a residual level of resistance prior

to load reversal. The computed soil response after load reversal shows strain harden-

ing, with maximum resistance occurring only at two of the selected depths (z =8.4,

9.6m) and little post-peak softening. The magnitude of the peak soil resistance,

/Psmax is comparable or slightly larger than that computed in first loading. The

equivalent normalized soil reaction curves (Np = p,/sa d; Fig. 5-13) show that local

pile-soil is well represented by a single unique backbone function (for z > 4.8m) but

with very different characteristics depending on the direction of loading. The com-

pleted computed response (across all three loading branches) is difficult to simulate

using the BWGG framework. Figure 5-14 shows that the BWGG model (with no

strength degradation, Table 5.3) describes a unique envelope for the maximum soil

reaction that is defined by the post-yield stiffness parameter, a (Table 5.1). When

this parameter is calibrated to the monotonic load behavior, it also defines a unique

limit condition in the reverse loading direction. When this behavior is compared with

3D FE predictions of conductor response using the EPP model, Figure 5-15, it is

apparent there are a number of pervasive discrepancies between the two models:

1. The BWGG model does not characterize the residual soil reaction observed at

large deformations in the EPP simulation.
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2. The BWGG model underestimates the deformations needed to mobilize maxi-

mum soil reactions (from the EPP 3D FE model) when loading is reversed and

overestimates the post-peak softening.

While these features of behavior can be considered limitations of the current BWGG

model, there are no measurements to endorse 3D FE computations using the EPP

soil model. Indeed, by comparing the computed reloading response with the initial

monotonic load behavior, it is clear that there is no degradation in the apparent soil

reaction (indeed the results show a small increase in Psmax) assuming perfectly plastic

soil behavior (a limitation of the EPP soil model).

Figures 5-16 and 5-17 summarize the local pile-soil interactions and normalized

response functions from 3D FE analyses using the MIT-E3 soil model, for initial

loading to Sh= 2.3m, reversal to -2.3m, and restoration of the LMRP to its original

position. This simulation does not engage the post-peak geometric softening described

previously (EPP model, Figure 5-12), but shows the effects of significant degradation

in soil properties associated with the imposed strain history (i.e., the evolution on

anisotropic properties computed by the MIT-E3 soil model). There are again no

experimental data available to validate predictions in the unload-reload branches. It is

apparent that the soil resistance after load-reversal is significantly reduced compared

to the response in first loading.

The overall behavior (i.e., across the three phases) is reasonably described by the

BWGG model by incorporating the material degradation parameters (0(, P; Table 5.3),

as shown in Figure 5-18. A direct comparison shows that the BWGG model tends to

overestimate the stiffness in both unloading and reloading branches when compared

to the MIT-E3 simulations (Figure 5-19).

Figure 5-20 shows the main screen of the developed calibration tool to simulate

elemental laboratory tests using various MIT soil models. This tool is a graphical

user interface developed for a previously written elemental point test solver in Fortan

programming language. Multiple tests with prescribed OCR values (Figure 5-21)

can be easily simulated to calibrate advanced effective stress soil models. Figure 5-22

presents the main interface of the developed tool for representing simplified conductor-
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soil interactions to be used in practice. Figure 5-23 shows an example of the output

based on the BWGG model previously calibrated to 3D FE simulations.
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Table 5.1: The list of the general BWGG model input parameters

Table 5.2: Calibrated BWGG parameters - Monotonic Loading

Soil Model Calibration
Parameter EPP MIT-E3

K (kPa) 3200 3000
py (kN/m) 104 100

su(kPa) Fig. 4-5
NP 10 13
a -0.009 0.112
n 0.48 0.5

Table 5.3: Calibrated BWGG parameters - Cyclic Response

Soil Model Calibration
Parameterr

EPP MIT-E3

b 0.02 0.6

si 3.0 1.0

S2 5.0 10.0

(X 0.0 0.9

P -- 0.4

197

Parameter Description Loading
K Initial tangent stiffness (kN/m2 )

py (=Npsud) Ultimate soil reaction (kN/m) Monotonic
a Ratio of the post yield to initial stiffness
n Non-linearity in montonic loading
b Unloading and reloading stiffness (Note: b + g 1)

Stiffness degradation Cyclic

a Strength degradation



200

z=9.2m

160 z=7.2mse

x. 120 _ _

CL

80 - /z280

40z1.2m

0 , , , I , , ,

0 0.1 0.2 0.3 0.4 0.5 0.6

Horizontal Displacement, y (m)
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Figure 5-16: Computed local conductor-soil interactions in cyclic loading from 3D FE

analysis using MIT-E3 Refined Case analysis
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Figure 5-17: Normalized conductor-soil interactions in cyclic loading from 3D FE

analysis using MIT-E3 Refined Case analysis
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Chapter 6

Numerical Modeling of Cone

Penetration

The chapter summarizes the details of large deformation numerical analyses based

on automatic remeshing and interpolation approach (Chapter 3, Section 3.2) for the

axisymmetric modeling of cone penetration in clay and presents the results from a

range of effective stress soil models. The simulation results using the Modified Cam

Clay (MCC; Roscoe and Burland [1968]) soil model are compared with the recently

published analysis of partially drained cone penetration in reconstituted kaolin us-

ing the two-phase Material Point Method (Al-Kafaji 120131, Ceccato [2015]). The

analyses using more realistic soil models that take into account complex soil behav-

ior and penetration rate effects are also presented (MIT-E3, Whittle and Kavvadas

[1994]; MIT-SR, Yuan [2016]). The deep penetration results using MCC and MIT-E3

soil models are compared with undrained steady state solutions obtained from the

Strain Path Method (Baligh and Levadoux [1986], Aubeny [1992]) considering the

effect of stress history. The current numerical analyses are also validated through the

comparison with the results of laboratory penetration tests performed in centrifuge

model tests (Schneider et al. [2007]) in kaolin and the measured piezocone field data

(Aubeny [19921, Ladd [1990]) for Boston Blue Clay.
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6.1 Numerical Model of Cone Penetration

As described in Chapter 2, the standard cone penetration test involves pushing

a steel cone penetrometer into the soil using hydraulic jacking system at a standard

rate of 2 cm/sec. This section presents the description and numerical details of the

base finite element model used to simulate this entire process in soft clay.

6.1.1 Geometry and Boundary Conditions

The basic geometry of the standard piezocone cone comprises a penetrometer with

the radius, R = 1.78cm, and apex angle, J = 600. (Fig. 6-la). Prior analyses (Ba-

ligh and Levadoux [1986]) have found that a rounded tip geometry referred to as the

'simple pile' (Fig. 6-1b) provides a close approximation of stress conditions around

the piezocone in undrained steady penetration. The current analyses use a similar

rounding of the conical tip shape (Fig. 6-1a) to mitigate potential numerical insta-

bilities in the large deformations FE analyses. Soil penetration can be modeled using

2D axisymmetric finite elements and is simulated assuming a rigid penetrometer with

a specified surface geometry that interacts with the soil body. The two-dimensional

model parts are embedded in the X-Y plane which can be represented with the ra-

dial distance, r and the height, z in cylindrical coordinate system assuming that the

revolution around the center of the cone (through the Y-axis) is specified by the po-

lar angle, 0. Figures 6-2 and 6-3 demonstrate the base case model with two levels

of mesh refinement that are specified by various biased seeding lengths (coarse and

fine meshes). The seeding markers along the edges of geometry specify the target

mesh density in that region. The position of the seeds is uniform along the bottom

and the right edges of the base case geometry. The other edges are subdivided using

biased seeding such that the mesh density increases toward one end of the edge. For

example, the prescribed biased seeding range changes from 3-4 mm for the coarse

mesh to 2-20 mm for the fine mesh along the top edges of the domain geometry. The

seeding sizes for all edges are shown in Figures 6-2 and 6-3 for both mesh configu-

rations. The cone penetrometer surface is modeled with a rounded surface to avoid
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sharp edges (after Levadoux [1980]) and is pre-installed -into the soil to the depth of

about 2 cm (y/R ~ 1). The soil domain is a deformable media (Lagrangian Material)

while the penetrometer is modeled as a rigid body (rigid shell). The soil mesh ex-

tends 0.5 m (y/R=28) both vertically and in the radial direction to minimize effects

of far-field boundary conditions. The horizontal displacements are constrained at

the lateral edges of the soil domain, while the bottom of the soil mesh is fully fixed.

The hydraulic boundary conditions comprise impermeable hydraulic boundaries at

the surface of the penetrometer, at the axis of symmetry and at the top surface, as

well as fully permeable boundaries at the far lateral and at the base boundaries of the

domain. The model assumes a uniform initial vertical effective stress, 011 = 100kPa,

and KO stress state conditions are initially prescribed. o = ooK0 based on the

selected value of KO. Since the penetrometer is pre-installed, an equilibration step

with the fixed penetrometer is introduced to ensure that the initial stresses are in

equilibrium. The initial excess pore pressures are assumed to be zero while the soil is

assumed to be fully saturated. The penetrometer is only allowed to move vertically,

and the prescribed displacement is applied at the reference point within the rigid

body of the cone. The analyses simulate coupled pore fluid diffusion and deforma-

tions with a constant value of hydraulic conductivity. Hence, partial drainage can be

induced by adjusting the penetration rate. For example, at a standard penetration

rate, v = 2cm/s, and reference value of hydraulic conductivity, k = 10- 7cm/s, could

approximate undrained shearing in the soil mass with large excess pore pressures

around the cone. At lower penetration rates, partial drainage occurs reducing the

magnitude of the excess pore pressures.

6.1.2 Contact Formulation

AbaqusTM provides multiple ways (formulations and methodologies) for defining

contact interactions. The selection of the contact formulation is very important in

modeling the cone penetration, so a suite of preliminary studies was conducted to de-

fine the base case model. Finite sliding and small sliding are two tracking approaches

that are suitable to account for relative motion of two bodies along the surfaces in
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mechanical contact. The finite sliding approach was found to be more effective for

cone penetration simulation because the cone penetration process involves a relatively

large sliding of one surface along the other. Based on the numerical experiments, the

finite sliding was chosen as the base case contact tracking approach with the contact

discretization method based on a node-to-surface formulation (Figure 6-4). The cone

penetrometer was selected as the master-surface and the soil surface as the slave-

surface. Smooth (i.e., frictionless) contact properties were assumed for the base case

numerical model.

The finite-sliding, node-to-surface contact formulation requires that master sur-

faces have continuous surface normals at all points in order to avoid numerical contact

convergence problems. The surface normals of element-based master surfaces used

in finite-sliding node-to-surface contact simulations are automatically smoothed in

AbaqusTM Standard. The degree of smoothing of the master surface in node-to-surface

contact simulations can be controlled by specifying a fraction f.
For the axisymmetric deformable master surfaces:

_ a, _a2 (6.1)
11 12

where 11 and 12 are the lengths of the element facets that join at the surface node

and f < 0.5. (see Figure 6-5). AbaqusTM Standard constructs either a parabolic or a

cubic segment between two points at distances a, and a2 from the node at which the

discontinuity exists. As a result, this smoothed segment will be used in the contact

calculations which will differ from the usually faceted element geometry. The default

value of f is 0.2. However, it was found that for the current cone geometry the contact

could not be easily established in the subsequent remeshing steps using the default

values. For the automatic remeshing and interpolation approach used in the current

analyses, we are using f = 0.01.

The adopted penetration analysis procedure is based on automatic remeshing and

interpolation approach which comprise the conventional Lagrangian Finite Element

Method with separate remeshing and solution mapping using the interpolation of all
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the solution variables from the old mesh into the new mesh. As a result, the entire

analysis consists of a series of conventional Largangian Finite Element analysis steps,

followed by a complete remeshing of the domain and the interpolation of the solution

variables (stresses, pore pressures, state variables, etc.) from the previous mesh. One

of the requirement for remeshing a contact problem is that in a region of contact,

the new mesh must conform closely to the shape of the surface from the old analysis

(SIMULIA [20161). This requirement is important because cone penetration problem

involves a contact between the penetrometer and the soil. The contact algorithms

may fail to converge if the surfaces defined by the new mesh are different from the

surfaces in the old analysis. In the current analysis, the position of the contact

surfaces is automatically configured by the developed Python scripts to remove any

possible over-closures after remeshing, but AbaqusTM Standard solver can also adjust

the position of the slave surface of a contact pair by specifying a small "adjustment

zone" around the master surface to achieve zero gap between the penetrometer and

soil surfaces before the contact establishment. The nodes on the slave surface of the

initial model geometry that are within the "adjustment zone" are moved precisely

onto the master surface without invoking any strain. The adjustment zone extends

to a specified distance from the master surface. This distance is measured along the

master surface normal that passes through the nodes of the slave surface. Figures 6-6

illustrates an example of adjusting the surfaces of contact pairs. This feature can be

used within the proposed methodology for the analysis of soil-structure interaction

problems involving complex contact geometry.

6.1.3 Mesh Sensitivity and Element Selection

Mesh sensitivity studies have been conducted to select an optimal mesh configura-

tion and to determine the effect of mesh coarseness on the simulated cone resistance.

The proposed automatic remeshing and interpolation approach requires a relatively

fine mesh near the tip of the cone due to the high gradients of the solution variables

(stresses, strains, pore pressures and constitutive model state variables). Therefore,

most meshes used in the initial mesh sensitivity studies are similar to each other
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(with high density around the surface of the penetrometer). Figures 6-2 and 6-3 il-

lustrate "coarse" and "fine" mesh configurations, respectively. These two models with

various mesh densities have been used to obtain the cone reaction vs. penetration

displacement using the same input parameters.

In addition, we have compared two types of axisymmetric finite elements: CAX4P

- 4-node bilinear displacement and pore pressure with full element stress integration,

and CAX8RP - 8-node biquadratic displacement and bilinear pore pressure with

reduced element stress integration.

Figure 6-7 shows the comparison between coarse and fine meshes using full in-

tegration bilinear and reduced integration biquadratic finite elements. Figure 6-7

compares the computed tip resistance as a function of the displacement for course

and fine meshes and the two types of finite elements. The results show almost identi-

cal results. However, since the reduced-integration elements have only one integration

(Gauss) point, these elements may potentially be subject to mesh instability issue,

commonly referred to as "hourglassing" (Belytschko et al. [2013]). This instability

may occur when the reduced-integration elements distort in a way that produces zero

strains at the Gauss point which may lead to uncontrolled mesh distortion. In or-

der to avoid these potential issues with mesh instability, the subsequent analyses use

"fine" mesh with the full integration bilinear elements.

6.2 Simulation Results of Cone Penetration

The axisymmetric finite element model described in the previous section is con-

sidered as the Base Case. This section presents the simulation results obtained for

a Base Case numerical model of cone penetration problem using the proposed auto-

matic remeshing and interpolation method implemented for various effective stress

constitutive soil models. The effect of different penetration rates modeled with two

soil models and the effect of various stress history for an advanced soil model are also

presented.
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6.2.1 MCC Analysis

The analysis uses the Modified Cam Clay effective stress constitutive soil model

with von Mises generalization of the yield function and critical state failure criterion

implemented as a user-material (UMAT) in AbaqusTM (Hashash [1992]). The MCC

input parameters correspond to a set of model input properties calibrated to the

elemental behavior of Boston Blue Clay (Table 6.1). The initial KO conditions cor-

respond to normally consolidated conditions with a uniform vertical effective stress

specified as < = 100kPa. The hydraulic conductivity is assumed to be constant

(k = 10-9 m/s). Figure 6-8 summarizes results from a series of simulations at pene-

tration rates ranging from v=0.0002 cm/sec to 200 cm/sec. Each analysis involves at

least 50 remeshing steps in order to achieve a total penetration of y/R = 5 (i.e. pre-

scribed displacement for each remeshing step is Ay/R = 0.11). Each of the analyses

show that the penetration tip resistance is converging towards a limiting steady state

condition. The simulations for v > 0.02cm/s showed unique results corresponding to

undrained conditions. The slowest rates, v < 0.0002cm/sec, showed minimal excess

pore pressures around the penetrometer and correspond to fully drained penetration.

Figure 6-9 illustrates the steady state net tip resistance for various penetration rates

as a function of the penetration rate (log scale). The results show that the normal-

ized net tip resistance increases from qs,net/oo = 2.45 in undrained conditions to

qs,net/,Oo = 5.47 in drained penetration. The transition between these two limits,

which reflects partial drainage conditions, occurs for penetration rates, v = 0.01cm/s

and v = 10- 5cm/s. Figure 6-10 shows the contours of the excess pore pressures

around the penetrometer for the base case model (v = 2.Ocm/s). The maximum

excess pore pressure Au/ao a 3 occurs at the tip of the cone. Figure 6-11 presents

the evolution of excess pore pressures at a fixed point 5 cm below the surface for three

penetration rates v = 4- 10-6 cm/s, v = 0.0002 - 0.002cm/s, v = 2cm/s (correspond-

ing to drained, partially drained, and undrained). This plot is obtained automatically

from each of the 50 remeshing analyses using a developed Python script listed in Ap-

pendix B. Figure 6-12 shows the excess pore pressure profiles at the penetration depth
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of 6R (11 cm) in the radial and vertical directions around the cone tip. The zone of

excess pores pressures extends to r/R = 9 laterally around the cone and to Ay/R = 7

ahead of the cone tip (small negative pore pressures extend below this zone to the

base of the model). The deformed mesh is presented in Figure 6-13(deep penetration

is achieved without excessive mesh distortion).

Figures 6-14 - 6-17 summarize the steady state distributions of four diagnostic

stress parameters; normalized radial stress (a), normalized mean stress ( nor-
ao avO

malized cylindrical expansion shear stress ( )normalized shear stress ( I )'.

The sign convention of AbaqusTM assumes that compressive stresses are negative,

whereas tensile stresses are positive. Predictions of radial effective stresses a,.r/UO

shown in Figure 6-14 indicate the large gradients of Or,/'o' next the base of the cone

and in the immediate vicinity of the cone tip (,,/o'o = 0.22 at the tip). The radial

effective stresses reach a maximum value, 0,./u$'0 = 0.9 immediately adjacent to the

base of the cone, and are constant along the cone shaft. Figure 6-15 presents changes

in the mean effective stress. (O'e,/o'o), which are controlled by the magnitude of

the octahedral shear strain due to the isotropic yield behavior of the MCC model

(Aubeny [1992]) and map to the zone of plasticity. The magnitude of the mean ef-

fective stress is orean/o', = 0.693 at Ko conditions and o,'ean/co = 0.425 at critical

state conditions. The cavity shear stress (a,. - at 0 )/2o (i.e., qh, the maximum shear

stress acting in a horizontal plane) presented in Figure 6-16 reaches a maximum value

((O,. - o-00)/2a'o = 0.364) close to the base of the cone and decreases at the locations

above and below the cone base. Figure 6-17 shows the contours of shear stresses

(q/o'o) indicating the undrained shear strength mobilized during the cone penetra-

tion with the maximum value (q/o'o = 0.565) around the base of the cone and below

the cone tip. Figure 6-18 shows the effect of stress history (OCR values from 1.0 to

4.0) on the predictions of net tip resistance vs. penetration depth.

q is equal to 1/S + Sj + Sj + Si + S5, where S1 ... S5 are the components of stress in the trans-
formed variables.
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6.2.2 MIT-SR Prediction

The MIT-SR input parameters are based on the calibration to the Resedimented

Boston Blue Clay provided by Yuan [20161. Figure 6-19 shows the results of simu-

lation in undrained conditions for relatively fast penetration rates (0.02 cm/sec to

200 cm/sec) using the constant value of hydraulic conductivity k = 10-' m/s. Each

analysis consists of 80 discrete remeshing and interpolation steps. The effect of inter-

polation after remeshing can be seen in the normalized tip resistance vs. penetration

displacement plots, but due to a very fine mesh and good accuracy control, the

error associated with re-equilibration of the out-of-balance forces is minimal. The

computed results at each penetration rate show that the tip resistance continues to

increase with penetration depth and does reach a true steady state condition within

the range of penetration simulated in the FE model (proximity to the basal boundary

prevent further extensions in this FE model). For current interpretation purposes

we treat the final resistance (at y/R = 6.8) as a lower bound estimate of the true

steady state condition. Figure 6-20 provides a comparison with the Base Case MCC

results and MIT-SR results for the same fast penetration rates. Unlike MCC soil

model in which there are no changes in the cone resistance in undrained conditions

(i.e., MCC is a rate independent elasto-plastic model), the MIT-SR model showed the

rate-dependency in the cone resistance. Figure 6-21 presents the contours of excess

pore pressures after the penetration to the depth of 6R (11 cm). The evolution of

excess pore pressures at a fixed point 4.5 cm below the surface for three fast pene-

tration rates is shown in Figure 6-23 shows the excess pore pressure profiles at the
U

penetration depth of 6R (11 cm) in radial and vertical directions around the cone

tip. The extent of excess pore pressures at the cone base in the radial direction is

r/R = 10 with maximum # = 1.5 and in the vertical direction is z/R = 6 witha0*
maximum ~ 2. The maximum values of excess pore pressures at the cone base

and the tip are lower compared to the analysis with the MCC soil model. The de-

formed mesh configuration is presented in Figure 6-24 showing that deep penetration

is achieved without excessive mesh distortion. The normalized effective radial stress
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(ar,,/oo) contours at the penetration level y/R = 6 is shown in Figure 6-25. Figure

6-26 shows the normalized mean stress contours (Oa,.a/orjo). The magnitude of the

mean effective stress is nen/O,,0/ = 0.736 at Ko conditions and 0-_,'nean/U' = 0.164

at critical state. Figures 6-27 and 6-28 show the normalized cylindrical expansion

shear stress contours ((0,r - 0or)/2o',) and normalized shear stress (q/o{o) contours.

The contours of q/coro indicate the undrained shear strength mobilized during the

cone penetration with the maximum value (q/o'o = 0.641) below the cone tip. The

predictions from the MIT-SR soil model are more complex than results from the

MCC model reflecting anisotropic and strain rate-dependent behavior features of the

MIT-SR model. The effect of stress history (OCR values from 1.0 to 2.5) on the pre-

dictions of net tip resistance vs. penetration depth is summarized in Figure 6-29. At

a given OCR, the MIT-SR soil model predicts much lower values of net tip resistance

compared to the MCC soil model.

6.2.3 MIT-E3 Prediction

The MIT-E3 soil model is calibrated to Boston Blue Clay elemental behavior.

The soil penetration analysis conducted with the constant hydraulic conductivity

(k = 10- 9 m/s) and the standard penetration rate of 2cm/s, but with various values

of overconsolidation ratio (OCR=1.0, 1.5, 2.0, and 2.5). Each numerical simulation

comprises 99 remeshing and interpolation steps with a fixed displacement of 0.15 cm

per remeshing step. The penetration depth reached 14.85 cm or 8.25R. Figure 6-30

shows the effect of stress history (various OCR) on the cone resistance. At a given

OCR, the MIT-E3 soil model predicts lower values of net tip resistance compared to

the MCC soil model, but the predictions are similar to prior results obtained from the

MIT-SR soil model. Figure 6-31 presents the contours of the excess pore pressures

generated around the cone tip during the penetration process. Figure 6-32 shows

the evolution of the excess pore pressures throughout the analyses at a fixed point

located 4.5 cm below the top surface for various levels of OCR (1.0 to 2.5). The

excess pore pressure profiles at the penetration depth of 6R (11 cm) in radial and

vertical directions around the cone tip are presented in Figure 6-33 for the standard
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penetration rate of 2 cm/s. The MIT-E3 model predicts larger zone of disturbance

(excess pore pressure) around the penetrometer compared to the MCC and MIT-SR

soil models. Figure 6-34 shows the deformed mesh configuration for the penetration

depth of 8.25R indicating no excessive mesh distortion.

6.3 Comparison with Published Results

This section presents the comparison of cone penetration simulation results ob-

tained using the developed approach with previously published numerical analyses

and measured data for various penetration rates, drainage conditions, and stress his-

tory. A brief description of models and comparison methods are presented. The

results of replicate analyses are compared with the Material Point Method (Al-Kafaji

[2013], Ceccato et al. [2016]) and approximate Strain Path Method (Aubeny [19921).

6.3.1 Material Point Method and Experimental Data

Figure 6-35 shows a set of simulation results for piezocone penetration in Ko-

normally consolidated Kaolin using the MCC soil model (input parameters and ini-

tial conditions are summarized in Table 6.1) using the Material Point Method with

smooth cone-soil interface (Ceccato [2015]) and the current FEM replicate simula-

tions for various drainage conditions. In these analyses, the penetration rate is kept

constant at v = 2cm/s, while the partial dissipation is induced by assuming the dif-

ferent values of hydraulic conductivity, k. Ceccato [2015] introduces a normalized

penetration velocity V = vD/cv (after Finnie and Randolph [1994]) to characterize

partial drainage around the penetrometer. The definition of V provides a conve-

nient, but non-unique way of representing the non-linear consolidation process (for

an elasto-plastic soil model such as MCC). The results supposedly correspond to

undrained (V = 501), partially drained (V = 1.2 and V = 12) and drained conditions

(V = 0.01). As reported by Ceccato et al. [2016], the numerical noise from MPM

has been filtered out by running average smoothing with a bandwidth of 0.03 nor-

malized cone displacement. The initial vertical and horizontal effective stresses are
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o = 50kPa and o = 34kPa. The full description of the model is given in Ceccato

et al. [2016]. Based on this description and available data, a replicate FE model was

developed using the proposed large deformation procedures. The MCC soil model

was calibrated to the same input parameters as in the published MPM analysis. The

results for undrained conditions are almost identical between the replicate analysis

and the published MPM analysis. However, there is a difference in drained conditions

- the replicate analysis overestimates the drained cone resistance by about 15%. Fig-

ure 6-36 presents the evolution of the excess pore pressures throughout the replicate

analyses at a fixed point located 5 cm below the top surface. It shows the dissipation

of the excess pore pressures for various drainage conditions that reach a steady state

after deep penetration. Figure 6-37 shows the excess pore pressure profiles at the

penetration depth of 6R (11 cm) in radial and vertical directions around the cone tip.

The MPM simulation results for various normalized penetration rates are compared

with the measured data for a smooth cone penetration in a centrifuge test 2 conducted

by Schneider et al. 12007] and the results of the current replicate analysis using the

proposed large deformation analysis procedure. Figure 6-38 presents the comparison

of normalized excess pore pressures measured next to the cone tip for various pen-

etration rates between MPM and Replicate analysis, as well as the comparison of

normalized net cone resistance for various normalized penetration rate between the

numerical analyses and the measured data. The replicate analysis shows a very good

agreement with the MPM analysis in normalized excess pore pressures and the cone

resistance for undrained conditions. However, it underestimates the cone resistance in

drained conditions producing the ratio between the drained and undrained resistance

of about 2, as opposed to 1.45 obtained from MPM. Nevertheless, this result shows

a good agreement with the measured data for a smooth cone. The MPM analysis

can also achieve this result using a certain friction coefficient to match the measured

data closer. The possible explanations for these discrepancies are attributed to the

MPM contact formulation as described by Ceccato [2015]. Further research is needed

2In the centrifuge experiment, the initial vertical effective stress varies from 80kPa to 100kPa,
which differs from the calibration chamber assumption used in the current numerical simulations
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to determine the source of these discrepancies.

6.3.2 Strain Path Method and Field Data

Aubeny [1992] has carried out extensive studies of the steady state undrained

piezocone tip resistance using the approximate Strain Path Method (Baligh and Lev-

adoux [1986]). Figure 6-39 shows the comparison between the analytical predictions

of piezocone penetration using the Strain Path Method for steady state conditions and

the current simulation results obtained using Finite Element Method with the pro-

posed remeshing and interpolation approach for two soil models (MIT-E3 and MCC),

as well as the results from the MIT-SR model. For varying stress history (OCR values

from 1.0 to 4.0), the obtained net tip resistance is in excellent agreement for the MCC

soil model. The predictions using the MIT-E3 soil model are also in good agreement

with the Strain Path Method results (Aubeny [1992]). The simulation results ob-

tained from the MIT-SR model are similar to the MIT-E3 predictions. Tables 6.4

and 6.5 summarize the normalized values of cone resistance and normalized excess

pore pressures obtained from the Strain Path Method (Baligh and Levadoux [1986],

Aubeny [1992]) using the MIT-E3/MCC soil models and the current axisymmetric

FE analyses using the developed large deformation procedure (with the soil models

calibrated to the behavior of Boston Blue Clay).

Figure 6-40 presents the direct comparison between the current Finite Element

simulations using the proposed methodology and field data for Boston Blue Clay

(Ladd [1990J, Ladd et al. [19991) from South Boston Special Test Program for the

Central Artery/Third Harbor Tunnel (CA/T) project which was extensively studied

previously at MIT (Ladd et al. [1999]). The reported field measurements are aver-

age values recorded over 1.5m intervals from the penetration records. The error bars

represent maximum and minimum measured data over the same interval. The com-

parison shows that the MIT-E3 soil model predictions are in very good agreement

with the measured data for this site in Boston Blue Clay. The MCC model predictions

overestimate, while the MIT-SR model results slightly underestimate the measured

net piezocone tip resistance.

231



Table 6.1: Input parameters for MCC soil model

232

Input Parameter Boston Blue Clay Kaolin (Ceccato [2015])

(Hashash [1992])

X 0.184 0.205

x 0.034 0.044

M 1.348 0.92

yp'c 33.4 23.5

2G/K 1.05 1.20

0.28 0.25

KONC 0.5344 0.68

eo 1.12 1.41

k, cm/s 10-7 -



Table 6.2: MIT-E3 Soil Model Input Parameters for BBC (Hashash [1992])

Description Parameter Boston Blue

I _Clay
Reference Void Ratio on VCL eo 1.12

Normally Consolidated Compression X 0.184

C 22.0
Non-linear Volumetric Swelling Behavior n 1.6

Irrecoverable Plastic Strain h 0.2

KO for virgin normally consolidated clay KONC 0.543

The ratio of the tangential elastic shear modulus 2G/K 1.05

to the bulk modulus, which is related, to the

Poisson's ratio of the soil skeleton

Critical State Friction Angles in Triaxial Y 'TC 33.4

Compression and Extension Y 'TE 45.9

Undrained Shear Strength (geometry of bounding c 0.86

surface)

Amount of Post-peak Strain Softening in st 4.5

Undrained Triaxial Compression

Non-linearity at Small Strains in Undrained Shear 0 0.07

Shear Induced Pore Pressures for OC Clay y 0.5

Small strain compressibility at load Reversal xo 0.001

Rate of Evolution of Anisotropy (rotation of Vo 100.0

bounding surface)

Hydraulic conductivity, cm/s k 10-7
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Table 6.3: MIT-SR. Soil Model Input Parameters for RBBC (Yuan [2016])

Symbols Values Data set used for calibration Reference

Pc 0.180 loge - logo' LCC curves from triaxial tests Casey (2014)

KoNC 0.49 Stress state after Ko-consolidation Sheahan (1991)

Cb 473 High quality small strain measurement of G.ec Santagata (1998)

2G/K 1.13 1-D swelling O',-O'h effective stress paths

D 0.03 Casey (2014)
1-D swelling loge - loga' curve Sheahan (1991)

r 4.0

's 30 Nonlinear small strain behavior in CKOUC&UE tests
on NC RBBC

VCs 33.5 Critical states measured in CKOUC tests

'm 24 Sheahan (1991)
0.6 ESPs for CKOUC&CKOUE at OCR=I

'V 10

DL 1.0 ESPs for CKOUC at OCR=8

Seah (1990)

0.02 Based on the reported values of C./CR Ahmed (1990)
Interpreted from 24 compression in triaxial tests Sheahan (1991)

Casey (2014)

0.02 Rate-sensitivity of LCC for CRS tests using Force (1998)
different strain rates Gonzalez (2000)

iref 2x10 7 /sec Applied strain rate in triaxial consolidation Sheahan (1991)

P2 6.8* Creep behavior after unloading to different OCRs Ng (1998)
P3 19*

* The 12 and P3 are inferred from data of Salt Lake City (SLC) clay
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Table 6.4: Strain Path Method Predictions for Ko-consolidated BBC (Aubeny [1992])

Soil q, A (net)
OCR Ko c(et) ( Bq

Model v

1.0 0.48 2.5-2.6 2.0 0.77-0.80

MCC 2.0 0.57 4.4-4.7 2.7 0.58-0.61

4.0 0.75 7.7-8.1 3.9 0.48-0.51

1.0 0.48 1.4-1.6 1.6 1.00-1.14

MIT-E3 2.0 0.57 2.3-2.5 2.1 0.84-0.91

4.0 0.75 5.4-6.1 3.4 0.55-0.63

Table 6.5: Predictions using large deformation FEM for Ko-consolidated BBC

SoilOCR Ko (net) Au (net) B
Model OC KB

1.0 0.48 2.45 1.91 0.78

1.5 0.53 3.52 2.20 0.63

MCC 2.0 0.58 4.50 2.85 0.63

2.5 0.63 5.46 3.05 0.56

4.0 0.77 8.04 3.63 0.45

1.0 0.53 1.75 1.69 0.97

1.5 0.61 2.37 2.27 0.96
MIT-E3

2.0 0.68 2.91 2.72 0.93

2.5 0.76 3.53 3.11 0.88

1.0 0.51 1.21 1.39 1.15

1.3 0.54 1.46 1.53 1.05
MIT-SR

2.0 0.61 2.17 1.79 0.82

2.5 0.66 2.71 1.94 0.72
Note: MIT-E3 and MIT-SR results for higher OCR are not truly at steady state
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Figure 6-1: Location used to interpret predictions of piezocone pore pressures
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Figure 6-2: Base Case Model with Coarse Mesh
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Figure 6-3: Base Case Model with Fine Mesh

237

F

E

co
SIN

0 0

E
N
0

El
El
VI

2

:4



master surface
slave surface

',A

closest point- -
to A

B

closest point
to B --_-_-__- C

Figure 6-4: Node-to-surface contact discretization (SIMULIA 120161)
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Figure 6-5: Smoothing master surfaces for finite-sliding node-to-surface contact for-

mulation (SIMULIA 12016])
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Figure 6-6: Contact surfaces and adjustment zone (SIMULIA 12016])
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Figure 6-10: Base Case \ICC Analysis - Excess pore pressures at depth of 6R (11cm)
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Figure 6-11: Evolution of excess pore pressures at a fixed point 5 cm below the surface
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Figure 6-13: Deformed mesh configuration after deep penetration using MCC soil

model (minimized distortion)
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Figure 6-19: Simulations of undrained penetration+ using MIT-SR soil model (BBC)
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Figure 6-20: MIT-SR, MCC analyses - net tip resistance for various penetration rates
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Figure 6-22: MIT-SR Analysis - Evolution of excess pore pressures at a fixed point

4.5 cm below the surface
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Figure 6-23: MIT-SR Analysis - Excess pore pressure profile for default penetration
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Figure 6-24: Mesh configuration obtained after deep penetration using MIT-SR soil

model (minimized distortion)
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Figure 6-28: MIT-SR Analysis - Normalized shear stress (q) contours
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Figure 6-32: MIT-E3 Analysis - Evolution of excess pore pressure at a fixed point 5
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Figure 6-34: Deformed mesh quality after deep penetration using MIT-E3 soil model
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Chapter 7

Summary, Conclusions and

Recommendations

7.1 Summary and Conclusions

This thesis investigates two large deformation problems in soft clay and proposes

a methodology for performing coupled flow and deformation analyses with advanced

effective stress models.

7.1.1 Conductor-Soil Interaction

The first part of this research involved the development, validation and refinement

of 3D FE models of conductor-soil interactions that address the large deformation

conditions associated with drift/drive-off load events. The numerical predictions are

evaluated through comparison with experimental results from centrifuge tests with

a well-instrumented model conductor. The FE models simulate the prototype scale

conductor soil interaction and use laboratory tests on reconstituted Gulf of Mexico

Clay to calibrate constitutive model input parameters.

The centrifuge model tests1 modeled a conductor installed in reconstituted Gulf

of Mexico clay and subjected to pushover motion while under tension (the tests also

'Performed by C-CORE, a Canadian research and development facility located on Memorial
University Campus in St. Johns, Newfoundland

261



simulated the quick release of the conductor after a specified pushover). The test re-

sults show little effect of the added LMRP mass while differences in axial tension have

minimal effects on the bending moment obtained. Therefore, the current validation

of numerical analyses has focused on results from centrifuge Model 1.

Direct comparisons with the measured bending moments provide a useful valida-

tion of the predictive capabilities of the proposed numerical analyses (but are limited

by some inherent experimental issues). The 3D FE analyses also generate detailed in-

formation on local conductor-soil interactions (p-y curves). This research shows how

these interactions are affected by: i) details of the undrained shear strength profile;

ii) by the modeling of soil behavior (the study compare results from MIT-E3 with the

much simpler, isotropic EPP model); and iii) the magnitude of lateral deformations

of the riser (i.e, effects of geometric nonlinearities).

The results of three 3D FE analyses of conductor-soil interactions with undrained

shearing of the clay were discussed: 1) Base Case using MIT-E3 and assuming a

normally consolidated soil profile; 2) Refined Case using MIT-E3 in which the stress

history (OCR) is modified to match the undrained shear strength profile of the re-

constituted GoM clay (Fig. 4-25); and 3) analysis using a linearly-elastic, perfectly

plastic soil model (EPP).

The measured bending moments from the centrifuge model are in a very good

agreement with the results of the Refined Case FE analysis. The analysis accurately

predicts the measured bending moment distribution along the length of the conductor

for loading up to first yielding (My r 12MNm). Thereafter, the FE analyses predict

the spread of plastic strains within the conductor (with a fully plastic moment across

the section, Mp ~ 14MNm). Post-yield strain gauge measurements are also in good

agreement with apparent elastic bending moments for the conductor but the data

become unreliable at large pushover due to gauge debonding.

The analyses show that interpretations of the local conductor-soil interactions

(p-y) curves are sensitive to small variations in the assumed undrained shear strength

profile (Fig. 4-31). We have examined the geometric effects of large pushover events

(h = 5.9m) using the EPP soil model. Apparent strain softening in the local p-y curves
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is related to the rotation of the conductor in the clay and the migration of the plastic

strains down through the conductor. Details of the elemental soil behavior have a

major influence when the loading is reversed.

Efficient modeling of conductor-soil interactions within large simulations of the

riser system is most conveniently carried out using macro-elements or simplified

methods capable of describing conductor-soil interactions with minimized compu-

tational efforts. We have implemented the BWGG generalized p-y model (Gerolymnos

and Gazetas [2005a]) to provide a simplified representation of conductor-soil interac-

tions in analyses of the overall riser system. Input parameters for the BWGG model

are then calibrated to the results of the more comprehensive 3D FE analyses. A basic

set of 4 input constants are needed to achieve reasonable representation of conductor-

soil response in monotonic lateral loading, including softening effects associated with

geometric non-linearities.

The computed hysteretic response for the reversals in the loading direction (un-

loading and reloading events) are strongly affected by the constitutive model used in

the FE analyses. The current report shows large differences in conductor-soil inter-

action for the isotropic EPP model (with no material degradation) and the MIT-E3

model (where anisotropic properties evolve during first loading and there is substantial

material degradation). While the generalized BWGG model can provide a reasonable

representation of the cyclic response of the conductor, we have identified a number

of pervasive features that may require further modification.

7.1.2 Piezocone Penetration

The second application considers the effects of partial drainage and advanced ef-

fective stress constitutive soil models for large deformation, axisymmetric quasi-static

piezocone penetration in clay. As discussed in Chapter 2, the excessive mesh distor-

tion problem restricts the usage of the pure Lagrangian Finite Element Method to

analyze problems with extremely large deformations such as steady state cone pene-

tration in soft clay. In order to analyze these problems, a suitable large-deformation

analysis method is needed to overcome the issue of excessive mesh distortion. Chapter
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2 presents an overview of the existing large deformation analysis methods that have

been applied to geotechnical problems previously. Most of the published analyses

use relatively simple isotropic constitutive soil models and drainage conditions (the

soil is usually assumed to be a single phase material). In many cases, this is due to

the fact that these large-deformation methods incorporate the convection of the soil

relative to the mesh within the finite element governing equations (a difficult task for

complex soil models). In this thesis, the proposed procedure for large deformation

cone penetration analysis using advanced effective stress soil model is based on the

RITSS procedures described by Hu and Randolph [1998a] and is independently imple-

mented for the widely-used commercially available finite element program AbaqusTM

using a set of custom Python scripts. This approach comprise i) conventional Lagran-

gian Finite Element Method , and ii) separate remeshing and solution mapping using

the interpolation of all the solution variables from the old mesh into the new mesh

(without the ALE convection equations). The main principle is that each remeshing

step makes up a new analysis with the appropriate initial conditions (geometry, so-

lution variables, loads and boundary conditions) that reflect the preceding sequence

of analysis steps. The main advantage of this approach is that it can be used in the

effective stress analysis with advanced soil models and without requiring complex re-

formulation of the constitutive equations as long as the solution variables are properly

interpolated from one mesh to another. The developed methodology for performing

large deformation effective stress geotechnical analyses is described in detail in this

thesis and can be used by other researchers in a commercial FEA solver using the

provided source codes.

Using the described methodology, we have analyzed the penetration resistance

for a piezocone device using two elasto-plastic soil models (MCC, MIT-E3) and the

recent elasto-viscoplastic MIT-SR soil model (Yuan [2016]) over a range of steady

penetration velocities. Predictions of piezocone penetration using the proposed FE

analyses were evaluated through comparison with undrained steady state analytical

solutions obtained from the Strain Path Method (Aubeny [1992]) and field measure-

ments in South Boston (Ladd et al. [1999]). The deep penetration FE results using the
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advanced MIT-E3 soil model considering the effect of stress history are in good agree-

ment with the measured data in Boston Blue Clay. The MCC predictions are also in

very good agreement with laboratory measurements of tip resistance and penetration

pore pressures measured in centrifuge model tests in reconstituted Kaolin (Schneider

et al. [2007]). The results from more advanced soil models illustrate the impacts of

anisotropic, rate dependent soil behavior on penetration tests in natural clays and

are within the range of empirical measurements. The proposed analyses provide a

complete framework that can now be used to investigate effects of partial drainage

that occurs in piezocone tests for soils (such as silts) of intermediate permeability.

7.2 Recommendations for Future Work

The proposed methodology and the discussed results of the large deformation

offshore geotechnical FE analyses may suggest several future research directions and

projects:

1. The centrifuge tests of the conductor subjected to large deformations under

tension are unique. Further experimental data are needed to further improve

and assess the predictive capabilities of advanced 3D FE numerical models. The

available centrifuge model tests of drift/drive-off loading events also simulated

the quick release of the conductor after a specified pushover. The next step

would be to perform the dynamic analysis of the problem and consider the

dynamic response of the system following parting of the riser using an advanced

constitutive model capable of modeling dynamic cyclic loading.

2. The current 3D FE model of the conductor-soil interaction assumed tied in-

terface connections between soil and conductor (no slip was allowed at the

conductor-soil interface). A general contact algorithm can be employed to fur-

ther refine the model and consider the possibility of a gap formation between

the soil and conductor, as well as the effect of conductor roughness. A more ad-

vanced contact model could be developed to refine the conductor-soil interface.
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These enhancements could further improve the capabilities of the numerical

model for various loading and boundary conditions.

3. The current study implemented and evaluated the capabilities and limitations

of the BWGG framework (Gerolymos & Gazetas, 2005) to represent the p-y

response computed by the 3D FE analyses. While the current implementa-

tion of the generalized BWGG model can provide a reasonable representation

of the cyclic response of the conductor, we have identified a number of per-

vasive features that may require further modification. For example, there are

several discrepancies between 3D FE predictions of conductor response using

the EPP soil model and a simplified framework including: i) current BWGG

model implementation does not characterize the residual soil reaction observed

at large deformations in the EPP simulation; ii) BWGG model underestimates

the deformations needed to mobilize maximum soil reactions (from the EPP 3D

FE model) when loading is reversed and overestimates the post-peak softening.

An immediate next task is to obtain experimental data to assess the predictive

accuracy of the 3D FE analyses for these loading scenarios.

4. Currently, the developed methodology for large deformation analysis with au-

tomatic remeshing and interpolation relies on the Abaqus in-built "MAP so-

lution" procedure for solution mapping algorithm. A custom implementation

using Python scripts can also be used to have more control over the solution

mapping process for complex cases and advanced elasto-plastic constitutive soil

models. This will provide a complete set of debugging tools for reducing the

frequency of necessary remeshing improving the efficiency of the analyses.

5. Application of the developed automated remeshing and solution mapping method-

ology to 3D problems of soil-structure interaction that involves large deforma-

tions. These problems include lateral spreading beneath piled bridge abutments,

lateral buckling of pipelines, penetration of spudcan foundations for mobile jack-

up rigs, and many others.
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6. Further analyses of cone penetration tests using the available in-situ and labo-

ratory data. The undrained shear response of clays is dependent on the shear

strain rate, but this is not usually considered directly in most available rate-

independent simple soil models that have been used in the previously published

penetration analyses. In this study, the realistic modeling of penetration rate

effects was achieved using MIT-SR model capable of modeling rate-dependent

behavior of clays. The MIT-SR model showed the effect of rate-dependency

in the cone resistance that changed with the penetration rate. The proposed

methodology shows that the MIT-SR model allows more realistic predictions

of rate-dependent penetration processes. Therefore, more analyses are recom-

mended to establish better interpretations of the in-situ cone penetration tests.

The consideration of other factors such as the effects of the cone roughness on

the tip resistance can also be helpful.
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Appendix A

Summary of Triaxial Test Results

Table A. 1: Summary of Performed Triaxial Undrained Tests on RGoM Clay

Specimen Specimen Consolidation Results Shearing Results
Remarks

Location Data General Pre-shear At Max Shear At Max Obliquity

Test # Depth On eo Cc Sa ac Sa q/a'vc a q/'w

Boring Yt sa/hr X s OCR p'/a'vc p'/a'

Sample G, Ko einai *}

TXO0I 4.4 56.0 1.6 0.55 14.3 246 16.7 0.198 16.7 0.198 CKoUE
16.4 0.1 0.231 14.3 1.0 0.465 0.465

C-CORE 2.65 0.57 1.23 25.15'

TX002 14.6 51.7 1.45 0.60 14.3 399 2.1 0.237 15.0 0.221 CKoUC
16.3 0.1 0.257 14.6 1.0 0.704 0.552

C-CORE 2.65 0.67 1.1 23.67*

TX003 32.1 47.3 1.3 0.45 10.4 416 2.1 0.245 16.4 0.216 CKoUC
17.3 0.1 0.178 10.7 1.0 0.711 0.554

C-CORE 2.65 0.66 n/a 23.02'

TX004 49.7 40.7 1.203 0.41 12.1 599 14.9 0.231 14.9 0.231 CKoUE
17.8 0.1 0.157 12.5 1.0 0.455 0.455

C-CORE 2.65 0.61 0.94 27.340

a) Unit weight in kN/m3

b) Stresses in kPa

c) I kPa = 47.88 ksf
d) Depth in meters (Prototype scale)

e) Water content and strain in %
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Appendix B

Numerical Settings and Procedures

Table B. 1: Project files for cone penetration analysis in AbaqusTM Standard

# File name Description

1 CPTCAX4P.cae Initial CAE (Complete AbaqusTM Environment) file for

cone penetration model in AbaqusTM Standard. The

initial input file "CPTCAX4P_00.inp" is generated,

where "00" indicates the remeshing step number, N.

2 Automated_ Run.py Main Python script that governs the automated

analysis process and calls all the other scripts

3 First.py Python script for the first fully automated step

4 Continue.py This Python script creates the next model based on

the previous step (for N>1).

The main script is subdivided into multiple files for the

possibility of manual execution from the AbaqusTM

Environment

5 SetsandSurfaces.py The script applies the necessary sets and surfaces to

the geometry obtained from the deformed mesh

6 Meshing.py Remeshing of the domain and creation of the new input

files for the AbaqusTM solver invoking map solution

285



Table B.2: Description of procedures

remeshing and interpolation analysis

as implemented in Python code for automated

# Procedure Description

1 Initial script configuration The analysis settings such as desired mesh

density, remeshing frequency, system paths, etc.

are prescribed in the Python scripts between the

sections marked as "==CONFIGURATION=="

at the beginning and

"==/CONFIGURATION==" at the end.

2 Initial FE analysis The first FE model must be created manually or

created using the Python script "InitialModel.py"

(provided in the package). The initial analysis

(step "00") must be completed before invoking the

scripts.

3 Import of the deformed A new model based on the previous step is

orphan mesh and geometry created. The deformed mesh from the previous

conversion analysis is imported into the new model. The

deformed mesh is converted into geometry.

4 Application of virtual The obtained geometry from the deformed mesh

topology is improved using the virtual topology in

AbaqusTM to eliminate extra edges and points.

5 Creation of sets and The geometrical sets and surfaces are redefined

surfaces for boundary conditions and contact interactions.

6 Remeshing The previously deformed geometry is

re-discretized.

7 Solution mapping and A new input file is created and submitted to the

analysis continuation AbaqusTM solver using "MAP solution" feature

that automatically interpolates the solution

variables
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Table B.3: Numerical settings for initial cone penetration FE model

# Numerical setting in AbaqusTM Selected Value

Standard

1 Finite Element Solver Direct

2 Matrix storage Unsymmetric

3 Solution technique Full Newton

4 Default load variation with time Instantaneous

5 Pore fluid response Transient consolidation

6 Contact interaction Surface-to-surface contact

7 Sliding formulation Finite sliding

8 Discretization method Node to surface

9 Degree of smoothing for master surface 0.01

10 Use supplementary contact points Always

11 Unbalanced stress in MAP Solution STEP (resolve the stress

unbalance in the first

increment of the step)

12 Time Incrementation in General Solution Discontinuous analysis

Controls
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Appendix C

Source Code Listings

All project files listed in Table B.1 are available for download at:

http://www.orazalin.com/thesis/.

The example source code of the Python script for the first automated step is

presented below.

Listing C.1: File "First.py"

414!4141 // 414/ 414141 U/ 1 4 1 41 4 414/ 1 U 44 4 41 4 U/l/ 4111 4t 1414 111 1/1 1 1/144 41 414 4141/4 414144 1

# Zhandos Orazalin, MIT.

# May, 2017

# Full package at: http://www. orazalin.com/thesis/
4/' // t 1 41414141414 // / 4 //U / /4144 /4 /4 fill 4 /1 41 1 /1 /14 /14 4141414141411 i 4i if //1141 4 / // 4 / 41 , i // / 1 / 1 // i 4

from abaqus import *

from abaqusConstants import *

import -main__

import section

import regionToolset

import displayGroupMdbToolset as dgm

import part

import material
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import assembly

import step

import interaction

import load

import mesh

import optimization

import job

import sketch

import visualization

import xyPlot

import displayGroupOdbToolset as dgo

import connectorBehavior

# SIMULIA code (Abaqus Manual)

def GetBlockPosition(modelName, blockPrefix):

if blockPrefix = '

return len (mdb. models [modelName keywordBlock.

sieBlocks )-1

pos = 0

for block in mdb. models [modelName 1. keywordBlock. sieBlocks

if block [0: len(blockPrefix) I. lower ()=blockPrefix .

lower () :

return pos

pos=pos+l

return -1

# /SIMULIA code

CONFIGURA TION

umatname='UMAT. for

290



displacement -0.002

nextdisplacement =-0.002

elements _type='CAX4P' # CAX4P, CAX8RP or other

mesh type='Fine' # Coarse or Fine

map _solution _ string='*MAP-SOLUTION, -UNBALANCED-STRESS-STEP'

loadamplitude-STEP # RAMP or STEP

cpus='1'

local_temp _path='C:/Temp/'

system_temp path='C: \\Temp\\'

fortran_ path='C: \\ Progra~2\\ Intel \\Composer-XE-2013-SP1 \bin

\\ifortvars .bat'

abaquspath='C:\\SIMULIA\\Commands\\abq2016'

umatpath='C: \\ Projects \\SoilModels\\UMAT\

7-====/CONFIGURA TIO TN

LastModelNameFull=str (mdb. models . keys () [-1])

yourmodelname=LastModelNameFull[: -2J

oldmodel=str (mdb. models. keys () [ -1])

currentnumber=int (oldmodel[ -2:1)

print 'Current -number: -'+str (currentnumber)

if currentnumber < 9 :

newmodel=yourmodelname+' O'+str (currentnumber+1)

else:

newmodel=yourmodelname+str (currentnumber+1)

soilInstance 'SOIL-i' # Deformed instance name.

deformedShape DEFORMED # Shape.

angle = 0.1
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mdb. Model (name-newmodel, objectToCopy=mdb. models [oldmodel ])

del mdb. models [newmodel ]. parts [ 'SOIL']

session . openOdb (local temp_ path+oldmodel+' . odb')

odb = session . odbs [local_temp _path+oldmodel+' . odb']

orphan Soil=mdb. models I newmodel ]. PartFromOdb (name=-'meshSOIL',

fileName=oldmodel+' .odb' , instance=soillnstance , shape=

deformedShape , step=-1, frame=-1)

del mdb. models [newmodel ]. parts [ 'meshSOIL']. sets ['_TOP__Si']

del mdb. models [newmodel]. parts [ 'meshSOIL']. sets [ 'BOTIOMPP_'

del mdb. models [newmodel ]. parts [ 'meshSOIL']. sets ['RIGHTPP_']

mdb. models [ newmodel 1. Part2DGeomFrom2DMesh (name-z'SOIL' , part=

orphanSoil , featureAngle=angle)

mdb. models [newmodel]. steps. changeKey(fromName=' Geostatic'

toName=' Equilibrium ')

mdb. models [newmodel]. SoilsStep (name---'Equilibrium'

previous=' Initial ' , maintainAttributes=True, timePeriod

=0.001,

maxNumInc=5000, creep-OFF, timeIncrementationMethod=FIXED

initialInc=0.001, end=None, utol=None, cetol=None,

matrixSolver=DIRECT,

matrixStorage-UNSYMMEIRC, extrapolation4ONE, nlgeom-ON,

convertSDI CONVERTSDIOFF)

pl = mdb. models [newmodel I. parts [ 'meshSOIL 'I

p = mdb. models [ newinodel J. parts [ 'meshSOIL ']

region = p. sets [ 'ALL' ]

p = mdb. models [ newmodel J . parts [ 'meshSOIL ']
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p . SectionAssignment (region=region

=0.0 ,

offse tType =MIDDLESURFACE,

sectionName='SOIL ' , offset

offsetField=''

thicknessA ssignment-FROMSECTON)

del mdb. models [newmodel]. predefinedFields ['STRESS']

mdb. models [ newmodel ]. bound aryConditions [ 'REFERENCE' J.
setValuesInStep (

stepName='Equilibrium ' , u1=0, u2=0,

a = mdb. models I newmodel 1. rootAssembly

ur3 =0)

a. translate (instanceList=('CONE-1' ,

displacement ,

) , vector =(0.0,

0.0))

mdb. models [newmodel ]. boundary Conditions [ 'REFERENCE'].

setValueslnStep (

stepName= 'Loading ', u2=next displacement)

p = mdb. models newmodel ]. parts [ 'SOIL']

f = p. faces

pickedRegions f . getSequenceFromMask (mask

p. setMeshControls (regions=pickedRegions , e

if elements_ type-'CAX8RP':

elemTypel = mesh. ElemType(elemCode=CAX8RP,

STANDARD)

elemType2 =

STANDARD)

mesh. ElemType (elemCode-CAX6MP,

( '[#1]' , ) ,

)

lemShapedQUAD)

elemLibrary=

elemLibrary=

elif elements

elemTypel = mesh.ElemType(elemCode-CAX8P, eleiLibrary=
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STANDARD)

elemType2 = mesh. ElemType(elemCode-CAX6MP, elemLibrary=

STANDARD)

elif elements _type='CAX4RP'

elemTypel mesh. ElemType (elemCode-CAX4RP, elemLibrary=

STANDARD,

hourglassStiffness 1000.0)

elemType2 = mesh. ElemType (elemCode-UNKNOWN_TRI,

elemLibrary-STANDARD)

elif elements _type='CAX4P':

elemTypel = mesh. ElemType(elemCode=CAX4P, elemLibrary=

STANDARD)

elemType2 = mesh. ElemType (elemCode-UNKNOWN_TRI,

elem L i br ar y-STANDARD)

p = mdb. models [ newmodel 1. parts [ 'SOIL']

f = p. faces

faces = f. getSequenceFromMask (mask=('[#1] ' , ) , )
pickedRegions =(faces , )

p. setElementType ( regions=pickedRegions , elemTypes=(elemType1,

elemType2) )

p = mdb. models I newmodel ]. parts [ 'SOIL']

f = p.faces

faces = f . getSequenceFromMask (mask=('[#L ] ' , ) , )
p. Set( faces=faces , name-'ALL')

region = p. sets [ 'ALL']

p = idb. models[newmodell. parts[ 'SOIL']
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p. SectionAssignment (region=region , sectionName='SOIL' , offset

=0.0,

offsetType=IHDDLESURFACE, offsetField='

thicknessAssignment-FROMSECTION)

vertcoords []

horizcoords [1

SoilNodes=mdb. models [newmodel]. parts [ 'meshSOIL' ] . nodes

for i in range(len(SoilNodes)):

vert _coords .append(SoilNodes [ i ]. coordinates 11])

horiz_ coords . append(SoilNodes [ i ]. coordinates 10])

maxvertcoord-max(vert _coords)

minvertcoord=min(vert coords)

maxhorizcoord-max(horiz_ coords)

selected _ horiz_ coord=mdb. models [newmodel]. parts [ 'meshSOIL' I.
sets ['POINT' ]. nodes [ -1]. coordinates [0]

selected _ vert _ coord=mdb. models [newmodel 1. parts [ 'meshSOIL' J.
sets ['POINT' ]. nodes [ -1]. coordinates [1]

print 'Obtaining-coordinates-from-the-previous-set "POINT" .

verts = mdb. models Inewmodel 1. parts [ 'SOIL' ]. vertices . findAt (((

selected horiz_ coord , selected _vert _ coord , 0) ,

p. Set (vertices=verts , naie='POINT')

print 'Obtaining- coordinates -fromthe-previousset,"POINT"
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was-successful ! '

LeftNodes=mdb. models [newmodel]. p arts [ 'meshSOIL']. sets [ 'LEFT'

I. nodes

left _vert _ coords =]

left _horiz coords []

for i in range (len (LeftNodes))

left _horizcoords .append(LeftNodes[i ]. coordinates [0])

left _vert _coords .append(LeftNodes [i]. coordinates [1])

maxleft _vert _ coord-max( left _ vert _ coords )

select _left _ horiz _ coord=left _horiz _ coords [left vert _ coords

index (max _left _vert _ coord ) ]

# VIRTUAL TOPOLOGY- TOP #1 - horizontal

p = mdb. models [newmodel ]. parts I 'SOIL']

v = p. vertices

verts = v. getByBoundingBox(selected horiz _ coord +0.0001,

selected _ vert _ coord -0.01, 0, maxhorizcoord-0.01,

maxvertcoord+0.01, 0,)

pickedEntities =(verts , )

p. ignoreEntity ( entities=pickedEntities)

# VIRTUAL TOPOLOGY - TOP #2 - v e r t i c a l

p = mdb. models [newmodel ]. parts [ 'SOIL']

v = p. vertices

verts = v.getByBoundingBox(select _left _horiz _ coord

maxleftvertcoord+0.0001, 0, selected horiz _ coord+0.01,

selected _ vert _ coord -0.0001, 0)

pickedEntities =(verts , )
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p. ignoreEntity ( entities=pickedEntities )

# VIRTUAL TOPOLOGY - LEFT

p = mdb. models [ newmodel J. parts [ 'SOIL' ]

v = p. vertices

verts = v.getByBoundingBox(-0.0001, minvertcoord+0.01, 0,

0.0001, max left _vert _coord -0.0001)

pickedEntities =(verts , )
p. ignoreEntity ( entities=pickedEntities)

# VIRTUAL TOPOLOGY - RIGHT

p = mdb. models [newmodel 1. parts [ 'SOIL' ]

v = p. vertices

verts = v. getByBoundingBox (max horiz coord -0.01,

minvertcoord+0.01, 0, maxhorizcoord+0.01, -0.02, 0)

pickedEntities =(verts , )

p. ignoreEntity ( entities=pickedEntities)

# VIRTUAL TOPOLOGY - BOTJ'M

p = mdb. models [newmodell. parts[ 'SOIL']

v = p. vertices

verts = v.getByBoundingBox(0.0001, min vertcoord-0.01, 0,

maxhorizcoord-0.01, minvertcoord+0.01, 0)

pickedEntities =(verts , )

p.ignoreEntity( entities=pickedEntities)

p = mdb. models [newmodel. parts[ 'SOIL']

e = p.edges

edges = e.findAt(((0, min_vert _coord+0.01, 0), ))
p. Set (edges=edges , name='LEFT')
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p = mdb. models [newmodel .parts I 'SOIL']

e = p.edges

edges =e . getByBoundingBox (maxhoriz - coor d-0.01,

minvertcoord -0.01, 0, maxhoriz coord+0.01,

p. Set (edges=edges , name--'RIGHT')

p = mdb. models [newmodel ]. parts [ 'SOIL']

e = p.edges

edges = e. findAt(((0.2,

p. Set (edges:

minvertcoord, 0), ))
:edges , name='B0T'IM')

p = mdb. models [newmodel]. parts [ 'SOIL']

s = p.edges

sidelEdges = s . getByBoundingBox(maxhoriz

minvertcoord -0.01,

coord -0.01,

0, maxhoriz coord+0.01, 0.1, 0)

p. Surface (side1Edges=side1Edges, name-'RIGHT')

# TOP

p = mdb. models [newmodel]. parts [ 'SOIL']

s = p.edges

sidelEdges = s.getByBoundingBox(-0.1,

max horizcoord+0.01,

minvertcoord+0.01, 0,

0.2, 0)

p. Surface (side 1Edges=side1Edges , name-IP')

del mdb. models [newmodel]. parts[ 'meshSOIL ']

# TOP #2 - ve'rtic a 1

p = mdb. models [newmodel ]. parts [ 'SOIL']

e = p.edges
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pickedEdges = e.getByBoundingBox(select _left _ horiz _ coord

-0.01, maxleftvertcoord-0.01, 0, selected _ horiz coord

+0.01, selected _vert _coord+0.01, 0)

if mesh _type-' Coarse':

p. seedEdgeBySize ( edges=pickedEdges, size =0.003,

deviationFactor =0. 1

constr aint=FINER)

else :

p. seedEdgeBySize (edges=pickedEdges , size =0.002,

d eviationF act or =0.1,

cons t r aint=FINER)

# TOP #1 - horizontal

p = mdb. models [ newmodel ]. parts [ 'SOIL']

e = p.edges

pickedEdges2 = e.getByBoundingBox(selected_ horizcoord

-0.0001, -0.01, 0, maxhorizcoord+0.01, maxvertcoord

+0.01, 0)

if mesh_type-'Coarse':

p. seedEdgeByBias (biasMethod=SINGLE, end2Edges=

pickedEdges2 , minSize=0.003,

maxSize=0.04, constraint=FINER)

else:

p. seedEdgeByBias (biasMethod-SINGLE, end2Edges=

pickedEdges2 , minSize=0.002,

maxSize=0.02, constraint=FINER)
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# LEFT

p = mdb. models [newmodel ]. parts [ 'SOIL']

e p.edges

pickedEdgesi = e. findAt (((0 , min-vert _coord+0.01, 0), ))
p. seedEdgeByBias (biasMethod=-SINGLE, endlEdges=pickedEdges1

minSize =0.002,

maxSize=0.02, constraint=FINER)

# BOTTOM

p = mdb. models [newmodel ]. parts I 'SOIL']

e = p.edges

pickedEdges = e. findAt (((0.2 , minvert _ coord , 0), ))

p. seedEdgeBySize ( edges=pickedEdges , size =0.02,

deviationFactor =0.1,

constraint=FINER)

# RIGHT

p = mdb. models [newmodel ]. parts[ 'SOIL']

e = p.edges

pickedEdges = e.getByBoundingBox(max_horizcoord -0.01,

minvertcoord-0.01, 0, maxhoriz coord+0.01, 0.1, 0)

if mesh _type='Coarse ':

p. seedEdgeBySize ( edges=pickedEdges , size =0.04,

deviationFactor =0.1,

constr aint=FIXED)

else:

p. seedEdgeBySize ( edges=pickedEdges , size =0.02,

deviationFactor =0.1,

co n st r a i n t =FIXED)
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p = mdb. models [ newmodell. parts [ 'SOIL']

p . generateMesh ()

a = mdb. models [newmodel I. rootAssembly

a. regenerate ()
session . viewports [ 'Viewport: -1'J. setValues (displayedObject=a)

del mdb. models [newmodel ]. boundaryConditions [ 'TOPLEFT' ]

a = mdb. models newmodel]. root Assembly

region = a. instances I 'SOIL-f' ]. surfaces [ 'TOP'

mdb. models [newmodel ]. loads [ 'TOP' ]. setValues (region=region)

a = mdb. models [newmodel ]. rootAssembly

session . viewports 'Viewport : ' setValues (displayedObject=a)

session . viewports f 'Viewport : ' . assemblyDisplay . setValues (

step='Equilibrium')

session . viewports [ 'Viewport: -1' . assemblyDisplay . setValues (

adaptiveMeshConstraint s=ON)

mdb. models fnewmodel ]. fieldOutputRequests [ 'F-Output-i'I. move(

'Equilibrium ' , 'Loading')

mdb. models [newmodel ]. historyOutput Requests [ 'H-Output-i'] . move

'Equilibrium 'Loading')

mdb. models[ newmodel ]. loads [ 'RIGHT' I.move( 'Equilibrium',

Loading')

mdb. models [newinodel ]. loads [ 'TOP'] . move ( 'Equilibrium '
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Loading')

del mdb. models [newmodel ]. steps [ 'Equilibrium ']

mdb. models [newmodel ]. steps [ 'Loading ' ]. setValues (
utol=1000.0, matrixSolver=DIRECT, matrixStorage=

SOLVERDEFAULT,

amplitude=load_amplitude, responseCONSOLIDATION, end=

None, cetol=None)

mdb. models [newmodel]. steps [ 'Loading'. control. setValues (
allowPropagation-OFF, resetDefaultValues=OFF,

discon t inuous-ON)

mdb. models [newmodel l. steps [ 'Loading']. control . setValues (
displacementField= (0.005, 0.05, 0.0, 0.0, 0.02, le-05,

0.001, le-08,

1.0, le-05, le-08), hydrostaticFluidPressureField=(0.005,

0.05, 0.0,

0.0, 0.02, le-05, 0.001, le-08, 1.0, le-05),

poreFluidPressureField=-(

0.005, 0.05, 0.0, 0.0, 0.02, le-05, 0.001, le-08, 1.0, le

-05),

rotationField=(0.005, 0.05, 0.0, 0.0, 0.02, le-05, 0.001,

le-08, 1.0,

le -05))

input -file-string='**.

n**-\n**-STEP: -Loading\n**,'
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mdb. models [ newmodel ]. keywordBlock. synchVersions ()

mdb. models [ newmodel ]. keywordBlock. insert (Get BlockPosition (

newmodel , input file string ) -1, map -solution -string)

odb. close ()

# PREPARE THE INPUT BAT FILE FOR THE ABAQUS SOLVER

mdb. Job (name=newmodel, model=newmodel,

description='', type=ANALYSIS,

=0, waitHours=O,

atTinie=None, waitMinutes

queue=None, memory=90, mem

getMemoryFromAnalysis=True,

oryUnits-PERCENTAGE,

explicit P recision-SINGLE,

nodalOutputPrecision-SINGLE,

OFF,

contactPrint-OFF,

scratch='',

resultsForm at-ODB,

=1, numGPUs=0)

echoPrint--OFF,

historyPrint-OFF,

modelPrint:

userSubroutine:

multiprocessingMode=DEFAULT,

' '

numCpus

with open (system temp _path+newmodel+' . bat ' ,

batstring:

w') as batfile :

' callj" '+fortran-path+'"-intel64\n'

batstring=batstring+abaquspath+'. analysis -job='+newmodel

+'-oldob='+oldmodel+'-user='+umatpath+umatname+'.

cpus='+cpus

batfile . write (batstring)

mdb. jobs [newmodel]. writeInput (consistencyChecking=OFF)

# END OF THE SCRIPT

# BAT FILES ARE EXECUTED FROM THE MAIN PROGRAM:

# "Automated_ Run. py "
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