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Abstract

Ductile fracture causing premature failure of parts during forming and crash has become an important factor limiting design of car bodies. The increasing usage of advanced high strength steels and other lightweight materials to meet ever-stringent standards on passenger safety and gas emissions makes related advances in experimental and computational mechanics a pressing issue. The industry has been using shell finite elements in design practice due to many practical advantages over solid elements.

A constitutive assumption of the plane stress condition in shell elements, violated after the onset of localized necking, is responsible for an inaccurate numerical prediction of mechanical response with mesh-size sensitivity. This thesis proposes a new approach to predict ductile failure with shell elements. It is based on the concept of a Domain of Shell-to-Solid Equivalence (DSSE) in conjunction with the Hosford-Coulomb (HC) fracture initiation model. The latter is a micro-mechanically motivated phenomenological model for solid elements. DSSE is the domain in which shell element solutions are valid and comparable to solid elements. Consequently, it is appropriate to apply the HC model within DSSE. On the other hand, a shell element loses its reliability when exiting DSSE, thus being removed from the rest of a finite element model. A general shape of a localization locus that demarcates DSSE for proportional membrane loading is identified through a Marciniak-Kuczynski type localization analysis. The locus is successfully fitted by a mathematical form of the HC model, and a model parameter is simply determined by the Considère criterion. DSSE is then extended towards non-proportional and combined membrane and bending loading.

The DSSE-HC model for shell elements covers three types of ductile failure observed in sheet metals: (1) in-plane shear localization, (2) biaxial fracture not preceded by localized necking, aka surface cracking, and (3) biaxial fracture in consequence of localized necking. Validation is made in two steps. First, the model accuracy is evaluated purely numerically, compared to solid elements. Secondly, a comprehensive experimental validation is performed at both specimen and structural levels. The former covers membrane stretching, stretch bending, pure bending, and in-plane shear. The latter is concerned with triangular cup-drawing.
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Chapter 1

Introduction

For the past decades, a great improvement has been made in the experimental and computational mechanics. Numerical simulation became an indispensable step of design practice in a variety of industry such as automotive, aerospace, electronics, and defense to name a few. Engineers use a computational tool to design and optimize manufacturing processes and final products. Finite element analysis (e.g. Bathe, 2006), as one of the most popular numerical tools, requires to solve a set of mathematical equations that govern the behavior of a material for a continuum discretized into a finite number of isoparametric domains.

In particular, deformation of a solid material in the mechanics point of view can largely be decomposed into two parts: elasticity and plasticity. Especially for ductile metal that has only a limited range of elastic deformation, plasticity is of a major concern. Numerous publications in the literature deal with how to mathematically formulate the boundary of an elastic set, its evolution with continuing loading, and the resulting plastic flow.

1.1 Motivation and ductile fracture

Limiting our attention to the automotive industry, the government has been setting ever-stringent regulations on the passenger safety and gas emissions (e.g. the Corporate Average Fuel Economy standards of the US). To meet those requirements, the industry is increasingly applying advanced high strength steels or other lightweight materials that have a high strength-to-weight ratio such as aluminum and magnesium alloys to Body-in-White. However, an increased strength of materials is offset by a reduced ductility (see Fig. 1-1). Consequently, premature fracture occurs under the scenarios with large plastic deformation such as sheet metal forming or car crash. A few examples are shown in Figs. 1-2 and 1-3. Ductile fracture has thus become a worldwide
challenging issue, so the development of an accurate numerical tool to predict ductile fracture of sheet metal is essential. At the same time, such a tool should not be complicated and must be practical enough to be applicable to a fast-moving industry environment.

Figure 1-4 shows the typical morphology of the fracture surface of a ductile material taken by a scanning electron microscope. The magnified view presents the characteristic dimple patterns resulting from a series of microscopic events: void nucleation, growth, and coalescence. A more

Figure 1-1. Total elongation and tensile strength for different sheet steel, aluminum and magnesium alloys at room temperatures (Schaeffler, 2016)

Figure 1-2. Ductile fracture during sheet metal forming: (a) square and circular cup drawings of TRIP690 steel (Li et al., 2010) and (b) B-pillar stamping of DP600 and DP980 steels (Sung, 2010).
1.1 Motivation and ductile fracture

Figure 1-3. Small overlap crash test of 2016 Hyundai Tucson (courtesy of the Insurance Institute for Highway Safety)

Figure 1-4. SEM fractography of a ductile material, which presents dimple structures
detailed process may be described as follows (see Fig. 1-5). A material in the virgin state may contain a certain level of porosity depending on its manufacturing process. Upon loading, porosity increases by the growth of existing voids and the nucleation of new voids. At the same time, the macroscopic hardening capacity of a material decreases. As a result, the condition for discontinuity in the macroscopic strain fields along a planar interface may be satisfied, and a primary band of localization appears at the mesoscale. Material inside the primary band experiences accelerated void nucleation and growth, and the mechanical fields around individual voids start to interact with one another. A secondary band of localization can appear in this stage at a microscale, which leads to void coalescence and the formation of a macroscopic crack through either inter-void necking or void sheet fracture. Note that some ductile metal may skip a few steps. In the engineering perspective at a macroscopic scale, the onset of ductile fracture may be defined as that of formation of the primary band of localization. Indeed, the steps from 3 to 7 in Fig. 1-5 occur in no time, especially in high strength alloy sheets.

Figure 1-5. Eulerian illustration of ductile fracture process through (a) inter-void necking and (b) void sheet fracture (Mohr and Marcadet, 2015).
1.2 Ductile fracture models

The pioneering research on ductile fracture such as McClintock (1968) and Rice and Tracey (1969) traces a few decades back. They made an effort to describe the effect of hydrostatic pressure on the growth of a cylindrical and a spherical hole in a ductile matrix. A fundamental foundation in the form of porous plasticity was set by Gurson (1977) who analyzed a thick spherical shell subjected to hydrostatic pressure, thereby focusing on the growth of voids. The model is formulated in terms of macroscopic stresses such that the radius of a yield function decreases with an increasing macroscopic mean stress. The effect of void nucleation and coalescence were later incorporated by Chu and Needleman (1980) and Tvergaard and Needleman (1984), respectively. In the latter, the macroscopic yield function shrinks into a point when a void volume fraction reaches the ultimate value. Porous plasticity was further enriched by considering additional aspects, including void shape dependencies (Gologanu et al., 1993; Pardoen and Hutchinson, 2000), enhanced strain hardening model (Leblond et al., 1995), and plastic anisotropy (Benzerga and Besson, 2001; Benzeraga et al., 2004). In the meantime, Bao and Wierzbicki (2004) experimentally discovered the cusp between shear and tensile branches on the fracture locus of Al2024-T351 in the space of the equivalent plastic strain and a normalized mean stress. It was successfully captured by a modification to the evolution law of the void volume fraction under shear-dominated stress states introduced by Xue (2008) and Nahshon and Hutchinson (2008). Readers interested in a more comprehensive review about porous plasticity models are referred to Benzeraga et al. (2016).

Lemaitre (1985), Chaboche (1988), and Chaboche (1988b) took an alternative approach so-called continuum damage mechanics. An internal damage variable at a macroscopic continuum level is coupled with elastic and plastic moduli in order to represent reduction in the effective load carrying capacity due to material degradation while the variable is incorporated into thermodynamic principles to derive the constitutive equations. Chow and Wang (1987) further accounted for anisotropy.

The third group features a scalar damage indicator in conjunction with non-porous elasticity and plasticity models. Fracture is assumed to occur when the indicator reaches a critical
The damage indicator accumulates with a plastic strain increment multiplied by a stress state dependent weighting function. Therefore, the accuracy of the weighting function is of great importance. Early work by Rice and Tracey (1969), McClintock (1968), Cockcroft and Latham (1968), Brozzo et al. (1972), Le Roy et al. (1981), and Clift et al. (1990) belongs to this category. Bao and Wierzbicki (2004b) performed a comparative study on the above damage indicator models using the results of upsetting tests and tensile tests on smooth and round bars. The aforementioned cusp on the fracture locus experimentally measured by Bao and Wierzbicki (2004) triggered the discovery of the Lode angle by Xue (2007) as an additional independent variable that controls material ductility besides the stress triaxiality. This led to the development of more advanced fracture initiation models such as Bai and Wierzbicki (2008a), Bai and Wierzbicki (2010), Lou et al. (2012), and Mohr and Marcadet (2015). Constructing a fracture envelope in a three-dimensional space of the stress triaxiality, Lode angle, and equivalent plastic strain eliminates a cusp and produces a smooth surface. The effect of temperature and strain-rate is of great interest as well because the most of real applications do not occur under the ideal quasi-static loading condition at room temperature. Roth and Mohr (2014) extended the Hosford-Coulomb fracture model by Mohr and Marcadet (2015) towards dynamic loading by adding a Johnson and Cook (1983) type strain-rate dependency. Moreover, Marcadet and Mohr (2015) considered a non-linear damage accumulation to capture the effect of strain reversal on ductility enhancement.

Localized necking is a through-thickness thinning phenomenon that often precedes ductile fracture. It tends to alter the initial plane stress loading into a fully three-dimensional local stress state inside a neck even for thin metal sheets. Therefore, a very fine solid elements are required to capture detailed stress and strain fields in the post-necking regime. A lack of resources in a fast-paced industry dealing with thin-walled structures, however, requires modeling a given part with relatively large shell finite elements for practical reasons: ease of meshing, computational efficiency, and robustness under complicated contact conditions. Luo and Wierzbicki (2010) used the same plasticity and fracture models for both solid and shell discretization to simulate stretch bending of a steel strip over small die radii. Li et al. (2010) did not introduce any special treatment either for shell element models in simulating square and circular cup drawings. In general, fracture was predicted with accuracy when a stress state lies in the shear dominated region or significant bending was superposed onto stretching. This implies that a new ductile fracture model exclusive for shell finite elements need to be developed for situations where localized necking takes place.
Nonetheless, only a few authors dealt with the problem mainly due to an unrealistic constitutive assumption of the plane stress condition from the beginning to the end of plastic deformation. Körgeasar et al. (2014) made use of a concept of an averaging unit and obtained a volume-averaged behavior of a fine solid element model subjected to three typical membrane tensile actions over a large surface area of sheet metal to define an equivalent behavior of large shell elements. It reached a conclusion that a mesh size dependence of strain to fracture is stress state dependent and strongest for uniaxial tension. Furthermore, Körgeasar and Romanoff (2013) proposed a softening law to simulate crack propagation using large shell elements. Walters (2014) independently pointed out that a scale function to eliminate mesh size sensitivity should be a function of both mesh size and stress states. A partial removal of the mesh size effect was achieved earlier by Lee (2005) through a damage indicator averaged over the characteristic volume element. Andrade et al. (2016) contrived a function that scales up and down a fracture locus and coupled the damage indicator with a material hardening law. Thereby, a global response of force-displacement curves could be successfully regularized and matched with experimental results. A second-order theory, gradient plasticity (e.g. Anand et al., 2012), is another way to address a mesh size sensitivity, but requiring a certain level of fine meshing to capture an essential strain gradient with accuracy.

The commonly missing consideration in all the above remedies for shell elements is the distinction between membrane and bending loading. Although the latter is a predominant deformation mode of thin-walled structures, and yet those remedies were proposed solely based on the behavior of shell elements subjected to membrane loading. Pure bending does not produce localized necking (e.g. Stoughton and Yoon, 2011). Localized necking is not a local phenomenon at an individual material point, but a non-local one through-thickness. Then, shell elements may provide a valid solution up to the onset of fracture initiation with no need for artificial regularization. Therefore, the validity of the currently available regularization techniques for combined bending and tension remains questionable. Moreover, the post-necking response of sheet metal that the existing literature focuses on is observed only at a negligible length scale (order of sheet thickness) in large-scale problems for which shell element discretization is necessary. The complexity of model calibration is another key point to be addressed. The aim of this thesis is to address all the above missing issues in computational modeling of ductile failure with shell elements.
1.3 Thesis outline and objectives

This thesis presents a novel approach towards predicting the initiation of ductile failure of thin metal sheets using shell finite elements. Instead of developing a new shell element type, an effort is made to solve the problem at a material model level for a first-order general-purpose shell element with a reduced integration (type S4R of Abaqus/Explicit element library). This shell element uses either the Kirchhoff-Love or the Reisser-Mindlin plate theory, depending on thickness of a shell. The latter accounts for through-thickness shear flexibility. The new model for shell elements is intended to maintain the existing modeling framework and corresponding material parameters for solid finite elements. An emphasis is put on fracture under pure bending and stretch bending, ubiquitous in thin-walled structures, not limited to in-plane membrane loading. Simplicity is also a key point considered to facilitate a wide use of the model in the industry.

The thesis begins with a review of plasticity models for shell and solid elements. The isotropic von Mises yield function is employed to model high strength steel sheets. The non-quadratic anisotropic plasticity by Barlat et al. (2003) is considered to model aluminum sheets. The micromechanically motivated Hosford-Coulomb (HC) fracture initiation model proposed by Mohr and Marcadet (2015) is presented as a fracture model. This particular choice was made due to its simplicity and accuracy that was proved by several structural validations.

In Chapter 3, the performance of shell elements is evaluated in comparison to solid elements by applying the same plasticity and fracture models and their parameters to both element types. Two simple structural examples are considered. One is a large notched tension experiment where ductile fracture is preceded by localized necking, and the other is a hemispherical punch experiment in which localized necking is delayed until fracture initiation. This section is of critical importance in visualizing a mesh size sensitivity of shell elements and diagnosing its fundamental origin, localized necking.

Chapter 4 introduces a new concept of a Domain of Shell-to-Solid Equivalence (DSSE) as a localized necking criterion under arbitrary non-proportional combined membrane and bending loading. The DSSE, as its name suggests, intends to define the domain of trustworthiness for shell elements, in which their numerical solutions can be trusted and the exiting HC fracture model can
be simply applied with confidence. The MK (Marciniak and Kuczyński, 1967) type localization analysis is first performed to investigate a general shape of a localization locus that demarcates DSSE under proportional membrane loading. A mathematical equation is proposed to fit the locus, and the Considère criterion for plane strain tension is suggested to determine a single model parameter. Non-proportional loading is tackled by a forming severity concept (Bai and Wierzbicki, 2008), and the effect of bending is incorporated by integrating the experimental results by Tharrett and Stoughton (2003). The chapter is closed by proposing a new shell element failure model that combines the DSSE and the HC fracture model. This is named the DSSE-HC model.

In Chapter 5, the accuracy of the DSSE-HC model is evaluated purely numerically in comparison to a very fine solid element model for a variety of loading scenarios: notched tension, hemispherical punch loading on a circular disk, bending followed by tension on a notched strip, and V-bending of a rectangular plate. The main objective of this chapter is to exclude any possible uncertainties and inaccuracies that a specific constitutive theory may possess and evaluate the performance of the proposed model in a virtually perfect environment with the assumption that solid element solutions are exact.

Chapter 6 is concerned with the experimental validation of the DSSE-HC model at a specimen level for 0.82 mm thick dual phase steel sheets with the minimum ultimate tensile strength of 980 MPa (DP980). The chapter begins with the characterization of a DP980 steel sheet. Uniaxial tensile tests in three different sheet orientations and a small notched-tension experiment are carried out to determine plasticity parameters. Three ductile fracture experiments proposed by Roth and Mohr (2016) that enable the direct measurement of fracture strain using digital image correlation (Sutton et al., 2009) are additionally conducted to identify the HC model parameters. The localization locus for proportional membrane loading is identified by applying the Considère criterion and validated against a forming limit curve experimentally obtained from Nakazima experiments. Four additional ductile fracture experiments are considered to validate the DSSE-HC model together with the three experiments used for the fracture model calibration. Furthermore, a structural level validation is performed using 1.02 mm thick aluminum 6016-T4 sheets. The example of triangular cup-drawing is chosen from Gorji et al. (2016b). The fracture model parameters are calibrated based on the reported Nakazima and circular cup-drawing experiments (Gorji et al., 2016a and b).
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Plasticity and fracture models for steel and aluminum alloy sheets

This chapter is devoted to summarizing the plasticity models for steel and aluminum alloy sheets and the Hosford-Coulomb (HC) ductile fracture initiation model. The latter was originally developed for solid finite elements. Both three-dimensional and two-dimensional expressions are presented for solid and shell finite elements, respectively. The damage indicator framework of the HC model in conjunction with non-porous plasticity is chosen as a basic constitutive law for the current research due to its simplicity, straightforward calibration, and accuracy.

2.1 Plasticity models

In this thesis, two basic phenomenological plasticity models are employed for steel and aluminum alloy. The steel is modeled using the von Mises yield function, while aluminum is modeled using the Yld2000 yield function. All other components of the plasticity model formulation are the same, i.e. both models assume associated flow and isotropic Swift-Voce strain hardening.

Formally, the yield function is written in terms of an equivalent stress $\bar{\sigma}$ and a deformation resistance $k$,

$$f = \bar{\sigma} - k = 0$$

The isotropic deformation resistance $k$ evolves (irreversibly) as a function of the work-conjugate equivalent plastic strain $\bar{\varepsilon}_p = \int \bar{d\varepsilon}_p$. After integrating the evolution equations, it may be
expressed as the weighted average of a power law (Swift, 1952) and an exponential law (Voce, 1948).

\[ k \overline{\varepsilon}_p = \alpha A (\varepsilon_0 + \overline{\varepsilon}_p)^n + (1 - \alpha) \left[ k_0 + Q \left( 1 - \exp \left( -\beta \overline{\varepsilon}_p \right) \right) \right] \]  

(2-2)

with the Swift parameters \( \{A, \varepsilon_0, n\} \), the Voce parameters \( \{k_0, Q, \beta\} \), and the weighting factor \( \alpha \).

The equivalent stress of the quadratic isotropic von Mises yield function may be written as

\[ \sigma_{\text{Mises}} = \sqrt{3J_2} \]  

(2-3)

with \( J_2 \) denoting the second invariant of the Cauchy stress deviator.

In the non-quadratic Yld2000-2d yield function (Barlat et al., 2003) for plane stress conditions, the equivalent stress is defined as

\[ \sigma_{\text{Yld2000-2d}} = \frac{1}{2^{1/\alpha_0}} \left( |S'_r - S'_{\|r}|^{\alpha_0} + |S'_r + 2S'_{\|r}|^{\alpha_0} + |2S'_r + S'_{\|r}|^{\alpha_0} \right)^{1/\alpha_0} \]  

(2-4)

It is written in terms of the principal values \( (S'_r, S'_{\| r}) \) and \( (S'^{'}_r, S'^{'}_{\| r}) \) of two linearly-transformed deviatoric stress vectors

\[ \mathbf{s'} = L' \sigma \text{ and } \mathbf{s}^* = L' \sigma \]  

(2-5)

with two transformation matrices

\[ L' = \frac{1}{3} \begin{bmatrix} 2\alpha_1 & -\alpha_1 & 0 \\ -\alpha_2 & 2\alpha_2 & 0 \\ 0 & 0 & 3\alpha_7 \end{bmatrix} \]  

(2-6)

and

\[ L^* = \frac{1}{9} \begin{bmatrix} -2\alpha_3 + 2\alpha_4 + 8\alpha_5 - 2\alpha_6 & \alpha_3 - 4\alpha_4 - 4\alpha_5 + 4\alpha_6 & 0 \\ 4\alpha_3 - 4\alpha_4 - 4\alpha_5 + \alpha_6 & -2\alpha_3 + 8\alpha_4 + 2\alpha_5 - 2\alpha_6 & 0 \\ 0 & 0 & 9\alpha_8 \end{bmatrix}. \]  

(2-7)
and a Cauchy stress vector, \( \sigma = [\sigma_{11}, \sigma_{22}, \sigma_{12}]^T \) (with the sheet rolling direction being aligned with the 1-axis). Note that the isotropic Hosford (Hosford, 1972) yield function is recovered when \( \alpha_1 = \alpha_2 = \alpha_3 = \alpha_4 = \alpha_5 = \alpha_7 = \alpha_8 = 1 \). It can be further reduced to the von Mises yield function when setting the exponent to \( \alpha_0 = 2 \).

Dunand et al. (2012) extended the original model in Eq. 2-4 to general three-dimensional stress states for its application to solid finite elements (e.g. Luo et al., 2012). The model is written as

\[
\bar{\sigma}_{Yld2000-3d} = \frac{1}{2^\frac{1}{\alpha_0}} \left( \phi'(s') + \phi''(s) \right)^{\frac{1}{\alpha_0}} (2-8)
\]

with

\[
\phi'(s') = \left[ \left( s'_1 - s'_{22} \right)^2 + 4 \left( s'_{12}^2 + s'_{13}^2 + s'_{23}^2 \right) \right]^{\frac{1}{2}} (2-9)
\]

and

\[
\phi''(s) = \left[ \frac{3}{2} (s''_1 - s''_{22}) + \frac{1}{2} \sqrt{\left( s''_1 - s''_{22} \right)^2 + 4 \left( s''_{12}^2 + s''_{13}^2 + s''_{23}^2 \right)} \right]^{\frac{1}{2}} + \left[ \frac{3}{2} (s''_1 - s''_{22}) - \frac{1}{2} \sqrt{\left( s''_1 - s''_{22} \right)^2 + 4 \left( s''_{12}^2 + s''_{13}^2 + s''_{23}^2 \right)} \right]^{\frac{1}{2}} (2-10)
\]

The stress deviators \( s' = [s'_1, s'_{22}, s'_{12}, s'_{13}, s'_{23}]^T \) and \( s'' = [s''_1, s''_{22}, s''_{12}, s''_{13}, s''_{23}, s''_{13}]^T \) are calculated through two modified transformation matrices, \( L' \) and \( L'' \), which are defined as

\[
L' = \frac{1}{3} \begin{bmatrix}
2\alpha_1 & -\alpha_1 & -\alpha_1 & 0 & 0 & 0 \\
-\alpha_2 & 2\alpha_2 & -\alpha_2 & 0 & 0 & 0 \\
0 & 0 & 0 & 3\alpha_3 & 0 & 0 \\
0 & 0 & 0 & 0 & 3\alpha_9 & 0 \\
0 & 0 & 0 & 0 & 0 & 3\alpha_{10}
\end{bmatrix} (2-11)
\]

and
for a full three-dimensional Cauchy stress vector \( \mathbf{a} = \begin{bmatrix} \sigma_{11} & \sigma_{22} & \sigma_{33} & \sigma_{12} & \sigma_{23} & \sigma_{31} \end{bmatrix} \).

Four additional parameters \( \{a_i, a_{i0}, a_{i1}, a_{i2}\} \) account for the anisotropy under through-thickness shear stresses. It is noted that Eq. 2-8 with \( a_i = 1 \) for \( \forall i \in \{1, 2, \ldots, 12\} \) does not reduce to an isotropic function, different from Eq. 2-4.

### 2.2 Hosford-Coulomb fracture initiation model

#### 2.2.1 Stress state characterization

A stress is fully defined by six independent components of a Cauchy stress tensor \( \mathbf{a} \). A "stress state" is rather understood as its direction, and as a result, its degree of freedom is reduced by one (magnitude). For a principal stress vector \( (\sigma_{p1}, \sigma_{p2}, \sigma_{p3}) \) with \( \sigma_{p1} \geq \sigma_{p2} \geq \sigma_{p3} \) as an isotropic measure, its direction can be conveniently expressed by two parameters. The most widely used parameters in the fracture mechanics community are the stress triaxiality \( \eta \) and the normalized Lode angle \( \bar{\theta} \). The former is defined as the ratio of the mean stress \( \sigma_m \) to the von-Mises equivalent stress \( \bar{\sigma}_{\text{Mises}} \).

\[
\eta = \frac{\sigma_m}{\bar{\sigma}_{\text{Mises}}} \quad (2-13)
\]

with

\[
\sigma_m = \frac{1}{3} (\sigma_{11} + \sigma_{22} + \sigma_{33}) = \frac{1}{3} (\sigma_{p1} + \sigma_{p2} + \sigma_{p3}) \quad (2-14)
\]

The normalized Lode angle \( \bar{\theta} \) ranging from -1 to 1 is expressed as a function of the third invariant (determinant) \( J_3 \) of the Cauchy stress deviator.
\[ \bar{\theta} = 1 - \frac{2}{\pi} \arccos \left( \frac{27 f_3}{2 \sigma_{\text{Hories}}} \right). \] (2-15)

A combination of the above two parameters \((\eta, \bar{\theta})\) specifies a three-dimensional stress state. For example, pure-shear, uniaxial tension, plane strain tension, and equi-biaxial tension are specified by \((0, 0)\), \((1/3, 1)\), \((1/\sqrt{3}, 0)\), and \((2/3, -1)\). According to Bai and Wierzbicki (2008a), there exists a unique relation between the two parameters for the plane stress condition.

\[ \bar{\theta} = 1 - \frac{2}{\pi} \cos^{-1} \left( -\frac{27}{2} \eta \left( \eta^2 - \frac{1}{3} \right) \right) \text{ for } -\frac{2}{3} \leq \eta \leq \frac{2}{3} \] (2-16)

Therefore, a single parameter, the stress triaxiality, can uniquely define a current stress state for plane stress conditions. A more detailed geometrical interpretation of the two parameters can be found in Bai and Wierzbicki (2010).

### 2.2.2 Formulation of Hosford-Coulomb model

The Hosford-Coulomb fracture model (HC) proposed by Mohr and Marcadet (2015) is micromechanically motivated and predicts the equivalent plastic strain at fracture for proportional loading as a function of the stress triaxiality and the Lode angle. It postulates that a macroscopic crack appears in an uncracked body when a linear combination of a Hosford equivalent stress (Hosford, 1972) and a normal stress on the maximum shear stress plane reaches a critical value.

\[ \sigma_{\text{Hories}} + c(\sigma_t + \sigma_{\text{III}}) = b_0 \] (2-17)

By coordinate transformation to the Haigh-Westergaard space \((\sigma_{\text{Hories}}, \eta, \bar{\theta})\) and mapping from a stress space to a mixed stress-strain space using a simple power law approximation, the following concise analytical expression is obtained.

\[ \bar{\varepsilon}_{\text{Hories}}^{\text{eq}}[\eta, \bar{\theta}] = b(1+c)^{-\eta} \left[ \frac{1}{2} \left( (f_1 - f_2)^a + (f_2 - f_3)^a + (f_3 - f_1)^a \right) \right]^{1/a} + c(2\eta + f_1 + f_3) \] (2-18)

with three Lode angle dependent trigonometric functions.
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\[ f_1(\bar{\theta}) = \frac{2}{3} \cos \left( \frac{\pi}{6} (1 - \bar{\theta}) \right), \]
\[ f_2(\bar{\theta}) = \frac{2}{3} \cos \left( \frac{\pi}{6} (3 + \bar{\theta}) \right), \text{ and } f_3(\bar{\theta}) = -\frac{2}{3} \cos \left( \frac{\pi}{6} (1 + \bar{\theta}) \right). \tag{2-19} \]

The model parameter \( b \) is equal to the strain to fracture for uniaxial or equi-biaxial tension, being responsible for an overall height of a fracture envelope. Its dependency on \( \eta \) and \( \bar{\theta} \) is controlled by \( c \) and \( a \) respectively. The exponent \( n_f \) adjusts the dependency on both \( \eta \) and \( \bar{\theta} \) simultaneously. Roth and Mohr (2014) recommended to use \( n_f = 0.1 \) as a material-independent transformation coefficient.

However, there does not exist an ideally proportional loading condition in real applications. A material point undergoes changes in stress states. To tackle such non-proportional loading conditions, a scalar fracture indicator \( D_{HC} \) is integrated over each plastic strain increment

\[ dD_{HC} = \frac{d\bar{\epsilon}_p}{\bar{\epsilon}_{HC}^{pr} \left[ \eta, \bar{\theta} \right]} \tag{2-20} \]

while fracture is assumed to initiate when

\[ D_{HC} = 1. \tag{2-21} \]

This gives \( \bar{\epsilon}_p = \bar{\epsilon}_{HC}^{pr} \left[ \eta, \bar{\theta} \right] \) for proportional loading conditions. Consequently, the corresponding finite element is removed from the rest of a finite element model by setting \( \sigma = 0 \).

Roth and Mohr (2014), Marcadet and Mohr (2015), and Tancogne-Dejean et al. (2016) extended the above original HC model for quasi-static loading to dynamic loading, reverse loading, and probabilistic fracture, respectively. The accuracy of the model was confirmed at a structural level. Pack and Roth (2016) successfully applied the dynamic HC model to the second Sandia Fracture Challenge (Boyce et al., 2016) and predicted crack initiation and propagation of a titanium alloy with great accuracy. Pack and Marcadet (2015) applied the HC model for reverse loading to the three-point bending of a hot stamped rocker panel and demonstrated the importance of considering the enhanced ductility under strain reversal in order to accurately predict the location of the crack.
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Comparative study between solid and shell elements

In this chapter, to gain some insight into the challenges related to predicting ductile fracture with shell element models, two simple structural examples are analyzed using very fine solid and shell elements. They are a large notched tension and a hemispherical punch test on a circular disk. Herein, a purely computational study is pursued to exclude any uncertainty and inaccuracy that a specific constitutive law may possess. The mechanical behavior of a material is assumed to be completely known. To this end, the plasticity and fracture models presented in Chapter 2 and their parameters for a typical advanced high strength steel are applied to both solid and shell element models. The main objective is to investigate a so-called mesh size sensitivity and its origin.

3.1 Material properties

The material chosen for this purely computational study is a 1 mm thick dual phase steel sheet with the minimum ultimate tensile strength of 780 MPa (DP780). Roth and Mohr (2016) characterized a DP780 sheet with the non-associated quadratic anisotropic plasticity (Stoughton, 2002, Cvitanić et al., 2008, and Mohr et al., 2010) and the HC fracture model based on a comprehensive experimental program. However, for the current study, the yield function and the flow rule are simplified as the isotropic von Mises and associated flow to further eliminate constitutive complexity and uncertainty. Yet, a mixed Swift-Voce law in Eq. 2-2 is maintained to predict an accurate hardening behavior for small, moderate, and very large strain. The corresponding stress-strain curve is shown in Fig. 3-1a.
Figure 3-1. Properties of a DP780 steel sheet: (a) equivalent stress versus equivalent plastic strain curve (strain hardening); (b) Hosford-Coulomb failure surface showing the equivalent plastic strain to fracture as a function of the stress triaxiality and the Lode parameter for proportional loading; (c) representation of the same fracture model for plane stress conditions.
Figure 3-1b represents the HC fracture envelope for proportional loading conditions in a three-dimensional space of the stress triaxiality, Lode angle, and equivalent plastic strain to fracture. Note that it predicts an exponential decay of ductility with increasing triaxialities at a given Lode angle. Figure 3-1c depicts the same model, but only for plane stress conditions in a two-dimensional space of the stress triaxiality and equivalent strain to fracture. Please note that strain to fracture for plane strain and uniaxial tension are 0.51 and 0.71, respectively. Table 3-1 summarizes the plasticity and fracture model parameters for a DP780 steel sheet.

<table>
<thead>
<tr>
<th>Plasticity parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$ [MPa]</td>
</tr>
<tr>
<td>-----------------------------</td>
</tr>
<tr>
<td>1315.4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Fracture parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
</tr>
<tr>
<td>-------------</td>
</tr>
<tr>
<td>1.61</td>
</tr>
</tbody>
</table>

Table 3-1. Plasticity and fracture model parameters of a 1 mm thick DP780 steel.

### 3.2 Large notched tension experiment

A numerical comparative study begins with a tensile experiment on a $t = 1$ mm thick, $w = 80$ mm wide, and $l = 120$ mm long flat notched specimen (NT80) whose width is reduced to 40 mm at its center by symmetric circular cutouts of $R = 80$ mm radius.

#### 3.2.1 Solid element solution

Due to the symmetry of the mechanical system, only one eighth of the specimen is modeled (see Fig. 3-2c). The specimen gage section is discretized with three different meshes of eight-node first-order solid elements with reduced integration (C3D8R of the Abaqus (2016) element library). The meshes featured 2, 4, and 8 elements along the thickness direction (i.e. an edge length of 0.25
The corresponding in-plane element dimensions are 0.4 mm, 0.2 mm, and 0.1 mm. The specimen is uniaxially loaded with zero normal displacement boundary conditions on the three symmetry planes. All solid element simulations are carried out up to the same total axial displacement of 5.58 mm.

Figure 3-2a depicts the computed force-displacement curves and the evolution of the equivalent plastic strain at the integration point of the most-deformed (critical) element in the center on the mid-plane up to the displacement at which the first element fails according to the HC model for the finest mesh. Both the (global) force and (local) strains appear to converge as a function of the mesh density, which is in agreement with the findings of Dunand and Mohr (2010). Selected contour plots of the equivalent plastic strain distribution are shown in the top row of Fig. 3-2c for the finest mesh. Number labels indicate the corresponding instants on the force- and strain-displacement curves in Fig. 3-2a. Approximately uniform strain fields along the thickness direction are observed up to the maximum force (point 1). Beyond this point, the equivalent plastic strain rate increases substantially near the specimen center. However, up to point 2, the equivalent plastic strain on the specimen surface and mid-plane are still nearly identical (compare dotted and solid green curves in Fig. 3-2a). In other words, the strain gradient along the thickness direction is still small as compared to that along the specimen width and longitudinal directions. In the last stage before fracture initiation (from 2 to 3), a diagonal localization band becomes apparent in the plane of the specimen, which is accompanied by the development of a pronounced through-thickness strain gradient.
Figure 3-2. Simulation results for notched tension (NT80): force and equivalent plastic strain as a function of the applied displacement as obtained using (a) solid, and (b) shell element meshes. (c) Selected contour plots of the equivalent plastic strain distribution.
3.2.2 Shell element solution

The corresponding shell element simulations are performed using the four-node general purpose shell element with a reduced-integration (type S4R of the Abaqus (2016) library). The element makes use of bi-linear interpolation for three displacement and three rotational degrees of freedom and chooses either thin (Kirchhoff-Love) or thick shell (Reissner, 1945-Mindlin, 1951) formulation depending on thickness of a shell defined by a user. Note that the latter allows for transverse flexibility. The S4R shell considers finite membrane strains and thickness change. Integration to form the element stiffness, the mass matrix, and distributed loadings is performed at a single Gauss point on the reference plane of a shell. The first-order shell with a reduced integration and an hourglass control proved to be appropriate for large deformation with a steep strain gradient. Therefore, the S4R shell is well suited for a ductile fracture problem for thin-walled structures. The shortest element edge length is reported to describe the size of the elements used for meshing.

Four shell element models are built: 0.1 mm, 1 mm, 2 mm, and 4 mm. All simulations are terminated at the instant of first element failure as predicted by the HC fracture criterion (using the same material parameters as with the solid element simulations). The computed force and local equivalent plastic strain versus displacement curves for the shell meshes are shown in Fig. 3-2b along with the solution provided by the finest solid element mesh. At the structural level, we see that all shell models are able to predict the force-displacement curves up to the point of fracture in the solid model \( u_f = 5.58 \text{ mm} \) with reasonable accuracy. However, the fracture is predicted at very different instants when applying the HC model to the shell computations. The finest shell mesh underestimates the fracture displacement by 6\%, while the fracture displacement is overestimated by 16\%, 36\% and 72\% by the 1 mm, 2 mm, and 4 mm meshes, respectively. The main observation is that the shell solution follows the solid element solution up to the point where through thickness necking occurs. Beyond this point, the fine shell element solution seems to diverge, i.e. the force drops rather abruptly and the local strain increases in an uncontrolled manner.

It is interesting to observe that, despite this divergence, the finest shell element model provides a reasonable estimate of the displacement to fracture. It is sufficiently fine to allow for the formation of a through-thickness neck. From the kinematics perspective, the latter requires a
fine discretization in the plane of the specimen because of its diagonal orientation (Fig. 3-2c). However, unlike the solid element mesh, the fine shell element model cannot describe the development of specimen surface curvature during the formation of a through-thickness neck. Consequently, the out-of-plane tensile stress cannot build-up (i.e. the plane stress conditions prevail in shell models). This implies that the increase in in-plane tensile load carrying capacity due to the built-up of an out-of-plane tensile stress is not captured by the shell model. As a result, the plastic deformation localizes in a single row of shell elements after the onset of through-thickness necking, which explains the apparent divergence of the local strains. In the solid element mesh, the deformation also localizes in a narrow zone after the onset of through-thickness necking, but the width of the band is not set by the element size. Instead, it is defined by the hardening behavior of the material, the specimen thickness, and the in-plane geometry. In the fine shell model, fracture after through-thickness necking will occur at a stress state that is close to perfect transverse plane strain tension, i.e. at a stress triaxiality of $\eta=0.58$ and a Lode angle parameter of $\Theta=0.0$. In the solid model, the stress triaxiality continues to increase during through-thickness necking, reaching stress triaxialities higher than $\eta>0.58$.

In practice, the width of a localized neck is usually expected to be comparable to the sheet thickness (Pearce, 1991, Stoughton and Zhu, 2004, and Koistinen, 2012). If the displacement is monitored at a length scale that is much larger than the sheet thickness (as in the present example), the difference between the displacement up to the onset of through-thickness necking, $u_n$, and the displacement to fracture, $u_f$, will be small,

$$u_f = (1+\delta)u_n \quad \text{with} \quad \delta << 1.$$  \hfill (3-1)

Moreover, according to the above considerations, the displacement to fracture predicted by the fine shell element mesh will be sandwiched between these two displacements,

$$u_n < u_{f}^{\text{shell}} < u_f.$$  \hfill (3-2)

Even though the shell model prediction is expected towards the necking displacement with decreasing element size $h$,

$$\lim_{h \to 0} u_{f}^{\text{shell}} = u_n.$$  \hfill (3-3)
the error in the predicted displacements to fracture will be small for fine shell element meshes.

The simulation results also show that the force-displacement curve and the local strain histories can be predicted with reasonable accuracy using coarse shell element meshes. However, the predictions of the displacements to fracture with coarse shell element meshes is far more troublesome. This is attributed to two effects:

1. First, when the edges of the shell element are much larger than the sheet thickness, the shell model overestimates the width of the through-thickness neck, which will then also result in a higher displacement to fracture.

2. Secondly, if the mesh is too coarse, the formation of a localization band is prohibited by the in-plane kinematics (e.g. in the present example, the diagonal localization band could not develop in the coarse meshes, see Fig. 3-2c). As a result, the deformation will not localize in a narrow band and the strains will not diverge. Consequently, coarse meshes will predict fracture well beyond the point at which through-thickness necking begins in computations with fine meshes.

With regards to the second effect, note that the in-plane mesh density required for capturing the deformation fields up to the point of through thickness necking is much lower than that required beyond this point. In other words, the required mesh quality changes throughout the course of deformation, which is considered as the main challenge in predicting fracture in situations where through-thickness necking takes place. It is worth noting that the same challenge applies to solid element meshes.

We also repeated the above analysis for a specimen with a much tighter notch (R=27 mm, NT27) whose results led to the same conclusions as with the NT80 specimen as demonstrated in Fig. 3-3.
3.2 Large notched tension experiment

Figure 3-3. Simulation results for notched tension with a tighter notch (R=27 mm, NT27)
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3.3 Hemispherical punch experiment

The second structural example is the out-of-plane loading of an 80 mm diameter disc specimen (fully-clamped) with a hemispherical punch of 30 mm radius. The punch is modeled as an analytical rigid body with the frictionless surface-to-surface penalty contact between the punch and the sheet.

3.3.1 Solid element solution

In close analogy with the analysis of the NT80 experiment, C3D8R solid element meshes of different density are used to discretize a quarter of the disc: in-plane edge length of 0.4 mm, 0.2 mm, and 0.1 mm with 4, 8, and 16 elements through the entire thickness. The same punch stroke of 22 mm is applied to the three meshes with the zero normal displacement boundary condition on two symmetry planes and the nodes on the lateral surface at R=40 mm fully constrained. It is the displacement at which the first element is eliminated by the HC fracture criterion for the finest mesh. The resulting force- and strain-displacement curves are shown in Fig. 3-4a. All three solid meshes predict the identical response, not just globally but also locally. As opposed to the notched tension experiments, the force increases monotonically, and the equivalent plastic strain rate increases gradually throughout the deformation. The strain level on the inner and the outer surface at the apex of the dome is also very similar (compare dotted and solid green curves in Fig. 3-4a). The distinct difference at the displacements less than 10 mm is mainly caused by the dominance of bending, which in the later stage turns into a stretching-dominated mode. Figure 3-4c depicts the distribution of equivalent plastic strain at four instants labeled on the curves of Fig. 3-4a. The through-thickness strain gradient at (1) fades away towards (2). Note that the highly deformed red-colored area at the onset of fracture (4) is much wider than the NT80 specimen. All of these notable differences are related to the absence of localized necking in the punch-loaded specimens.
Figure 3-4. Simulation results for hemispherical punch loading: force and equivalent plastic strain as a function of the punch displacement for (a) solid, and (b) shell element meshes. (c) Selected contour plots of the equivalent plastic strain distribution.
3.3.2 Shell element solution

Four shell element simulations featuring the mesh size of 0.1 mm, 1 mm, 2 mm, and 4 mm and five integration points through thickness with Simpson's rule are also performed until the first element failure is predicted by the HC fracture model in each simulation. The corresponding results are plotted in Fig. 3-4b. It is remarkable to see that all four force-displacement curves lie exactly on top of the solid element solution. The displacement to fracture also agrees very well with a slight underestimation by 4% for the finest shell element model. A small bump at the displacement of 2 mm on the strain-displacement curve is due to the initial bending by a point load, which can only be captured by a very fine mesh. The good agreement of the shell and solid element solutions demonstrates the exceptional performance of shell elements regardless of a mesh size (within the range considered). This agreement is not only observed with regards to the elasto-plastic deformation response, but it also holds true for the predictions of the instants of fracture initiation.

3.4 Conclusions

It is inferred from the above two examples for thin-walled structures, that the predictions of shell element models are

1. reliable in situations where ductile fracture is not preceded by localized necking, while
2. unreliable in situations where localized necking precedes ductile fracture. Irrespective of the mesh density, shell element models cannot describe the three-dimensional mechanical fields within a localized neck.

Limiting our attention to applications where the fracture displacement for a given sheet structure is significantly greater than the sheet thickness (e.g. stamping or crashworthiness problems), it is reasonable to assume that the displacement to through-thickness necking is close to the displacement to fracture. The modeling of the through-thickness necking process is thus not necessary. Here, we propose to assume fracture initiation not only when the HC criterion is fulfilled, but also when through thickness necking initiates. When applying this assumption, the entire large deformation response of a thin-walled structure can be conveniently predicted using...
shell element models. However, we need to supply a criterion that predicts the onset of through-thickness necking in addition to fracture.

We therefore introduce the so-called Domain of Shell-to-Solid Equivalence (DSSE) to predict the onset of through-thickness necking. In sheet metal forming, the Forming Limit Curve (FLC) (Keeler and Backhofen, 1964 and Goodwin, 1968) is usually used to predict through-thickness necking. Different from the FLC, the DSSE will also be able to distinguish between membrane and bending loading conditions. It will also account for the effect of complex loading histories on necking initiation. The combination of the DSSE and the HC fracture model is then recommended for predicting the failure with shell element models. This new shell element failure model is formulated in Chapter 4.
Chapter 4
Shell element failure model

The detailed analysis of two structural examples in Chapter 3 revealed that the challenges in predicting ductile fracture using shell finite elements are attributable to the inability of shell elements to predict and deal with the formation of a through-thickness neck. Therefore, a localized necking criterion that can account for complex loading scenarios should be additionally provided. To this end, a new concept of the Domain of Shell-to-Solid-Equivalence (DSSE) is proposed. Chapter 4 focuses on how to define DSSE and finally proposes a novel ductile fracture model for shell finite element simulation of large thin-walled structures.

4.1 Domain of Shell-to-Solid Equivalence (DSSE)

The DSSE is simply a localized necking criterion for sheet metals subjected to a non-radial (proportional) combined membrane and bending loading. This section begins with a numerical MK (Marciniak and Kuczyński, 1967) type localization analysis to compute a general shape of the DSSE under proportional membrane loading.

4.1.1 Marciniak-Kuczynski model

As an alternative to solving the bifurcation problem at the material level, the MK analysis will be performed using finite element simulation with the plane stress shell elements (type S4R of the Abaqus (2016) element library). The MK model is defined as follows:
A square $20 \times 20 \text{mm}^2$ unit cell is discretized using S4R shell elements of an edge length of $1 \text{mm}$ as shown in Fig. 4-1.

An initial through-thickness imperfection is introduced to the central row of elements,

$$f_0 = 1 - \frac{\delta_{\text{red}}}{\delta_{\text{blue}}}$$  \hspace{1cm} (4-1)

with $\delta_{\text{red}}$ and $\delta_{\text{blue}}$ denoting the initial thicknesses of the sheet inside and outside the central groove, respectively. The analysis is repeated with $\delta_{\text{blue}} = 1 \text{ mm}$ for three different imperfection values of $f_0$ (0.5%, 1%, and 1.5%) to gain some insight into the imperfection sensitivity of the reported results.

Periodic boundary conditions are imposed to the nodes on opposite sides. The macroscopic deformation gradient $\mathbf{F}$ is then controlled by the average axial ($u_{n1}$ and $u_{n2}$) and tangential displacements ($u_1$ and $u_2$) applied to the unit cell boundaries (Fig. 4-1),
In a rotation-free deformation field, the deformation gradient is symmetric and may be written as

$$F[t] = \sum_{i=1}^{3} \lambda_{pi} [t] e_{pi} \otimes e_{pi}$$  \hspace{1cm} (4-3)$$

where $\lambda_{pi}$ and $e_{pi}$ denote the principal stretch and the unit vector in the $i$-th principal stretch direction, respectively. In the present problem, $e_{p3}$ is assumed to be always normal to the 1-2 plane. For an isotropic material, the principal stress directions coincide with the principal stretch directions. Moreover, we can make use of the flow rule to relate the stress triaxiality $\eta$ to the principal plastic strain increment ratio $\gamma = d\varepsilon_{p2}^p / d\varepsilon_{p1}^p$,

$$\eta = \frac{1}{\sqrt{3}} \frac{1+\gamma}{\sqrt{1+\gamma+\gamma^2}} \text{ for } -0.5 \leq \gamma \leq 1.$$  \hspace{1cm} (4-4)$$

Using Hencky's strain measure and assuming proportional loading, the equivalent plastic strain may be expressed as

$$\bar{\varepsilon}_p \approx \ln \lambda_{p1} \frac{2}{\sqrt{3}} \sqrt{(1+\gamma+\gamma^2)}.$$  \hspace{1cm} (4-5)$$

For a constant equivalent plastic strain rate $\dot{\bar{\varepsilon}}_p$, the stretch histories $\lambda_{p1} [t]$ and $\lambda_{p2} [t]$ then read

$$\lambda_{p1} [t] = \exp \left( \frac{\sqrt{3} \cdot \dot{\varepsilon}_p \cdot t}{2\sqrt{(1+\gamma+\gamma^2)}} \right)$$

$$\lambda_{p2} [t] = \exp \left( \frac{\sqrt{3} \cdot \gamma \cdot \dot{\varepsilon}_p \cdot t}{2\sqrt{(1+\gamma+\gamma^2)}} \right).$$  \hspace{1cm} (4-6)$$

Furthermore, if $\phi$ defines the angle between the direction of the maximum principal stress (vector $e_{p1}$) and the localization band (always the horizontal 1-direction of the unit cell), the macroscopic deformation gradient components must read
\[ F_{11}[t] = \lambda_{p1}[t]\cos^2 \phi_0 + \lambda_{p2}[t]\sin^2 \phi_0 \]
\[ F_{22}[t] = \lambda_{p1}[t]\sin^2 \phi_0 + \lambda_{p2}[t]\cos^2 \phi_0 \]
\[ F_{12}[t] = (\lambda_{p1}[t] - \lambda_{p2}[t])\sin \phi_0 \cos \phi_0 \]
\[ F_{21}[t] = (\lambda_{p1}[t] - \lambda_{p2}[t])\sin \phi_0 \cos \phi_0 \]  

(4-7)

with \( \phi_0 \) denoting the initial angle. As discussed by Hill (1952) and Hosford (2010), a theoretical lower limit for the orientation \( \phi_0 \) (for biaxial tension) is given by the angle \( \Psi \),

\[ \tan \Psi = \sqrt{-\frac{d\bar{\varepsilon}_{p1}^\rho}{d\bar{\varepsilon}_{p2}^\rho}} = \sqrt{-\frac{1}{\gamma}} \]  

(4-8)

Therefore, for a given stress triaxiality \( \eta \), the MK-analysis is performed for a range of orientations \( \Psi \leq \phi_0 \leq \Psi + 10^\circ \) with \( \Delta\phi_0 = 1^\circ \), before reporting the minimum equivalent plastic strain as strain to localization.

In a given computation, the onset of localization is defined by the criterion

\[ \left| \frac{d\eta}{d\bar{\varepsilon}_{p}} \right| >> 1 \]  

(4-9)

### 4.1.2 DSSE for proportional membrane loading

Figure 4-2 shows the loading histories of an element outside the groove for each MK unit cell analysis together with a fracture locus in a black solid line. The stress triaxiality is approximately constant all the way to the onset of localization at which Eq. 4-9 is fulfilled, which implies proportional loading. Figure 4-3 depicts the DSSEs for three imperfection values as determined from the MK analysis for biaxial tension \( (1/3 \leq \eta \leq 2/3) \). As expected from the literature on FLCs, through-thickness necking occurs particularly early under the plane strain tension condition, while necking strains increase monotonically as the stress state approaches the uniaxial or biaxial tension limits. As the value of initial through-thickness imperfection decreases, the DSSE moves upward, which is a well-known property of MK-analysis results.
4.1 Domain of Shell-to-Solid Equivalence (DSSE)

Figure 4-2. Loading paths for different starting stress triaxialities before and after localization

Figure 4-3. Effect of initial imperfection on localization envelope
Given that the shape of the DSSE bears resemblance to the fracture locus, the same parametric form is used for the DSSE as with the HC model. For biaxial tension \((1/3 \leq \eta \leq 2/3)\) with the plane stress condition for which Eq. 2-16 holds, the HC criterion for proportional loading reads

\[
\bar{\varepsilon}_{p}^{Pr} [\eta] = b(1+c)^{\eta} \left\{ \frac{1}{2} \left( (g_1 - g_2)^a + g_1^a + g_2^a \right) + c g_1 \right\}^{h_{\eta}}
\]  (4-10)

with the stress triaxiality dependent functions

\[
g_1[\eta] = \frac{3}{2} \eta + \sqrt{\frac{1}{3} - \frac{3}{4} \eta^2} \quad \text{and} \quad g_2[\eta] = \frac{3}{2} \eta - \sqrt{\frac{1}{3} - \frac{3}{4} \eta^2}
\]  (4-11)

and the fracture model parameters \(\{a, b, c\}\). We then employ the function

\[
\bar{\varepsilon}_{DSSE}^{Pr} [\eta] = b \left\{ \frac{1}{2} \left( (g_1 - g_2)^d + g_1^d + g_2^d \right) \right\}^{1/d} \]  (4-12)
to approximate the DSSE for proportional membrane loading. For simplicity, we used $c = 0$ when reducing Eq. 4-10 to Eq. 4-12 since the friction coefficient $c$ has only a weak effect under biaxial tension. Furthermore, it is assumed that the DSSE coincides with the HC fracture criterion at the limiting stress states of uniaxial and equi-biaxial tension. The parameter $b$ in Eq. 4-12 is therefore the same as in Eq. 4-10. This corresponds to the MK analysis result with a thickness imperfection of about 1% (Fig. 4-3). The Hosford exponent $d$ and the transformation exponent $P$ are therefore the only parameters that need to be identified to fully determine the DSSE under proportional membrane loading. As demonstrated in Fig. (4-4), the DSSE for the imperfection of 1% is well approximated by Eq. 4-12 with $d = 1.66$ and $P = 0.01$.

Unless the DSSE is identified through the MK analysis or experiments, a transformation exponent of $P = 0.01$ is recommended for other materials, and then the Hosford exponent $d$ is the only DSSE model parameter that needs to be identified. It is recommended to identify $d$ from in-plane experiments where a material undergoes plane strain tension (e.g. tension on a notched or a flat grooved specimen, see Beese et al., 2010 or Pack et al., 2012). Alternatively, it may be determined analytically through the Considère analysis (maximum force criterion) for plane strain tension when the isotropic hardening of a material $k[e_p]$ is already known. For a Levy-Mises material, the maximum axial engineering stress is reached when

$$k[e_p]=\frac{2}{\sqrt{3}}\frac{dk[e_p]}{d[e_p]}.$$  \hspace{1cm} (4-13)

Plane strain tension is not accompanied by contraction in the transverse (width) direction. Therefore, there does not occur diffuse necking, and the instant of the maximum axial engineering stress (equivalently force) coincides with the onset of localized necking. The DSSE exponent $d$ is then given by the solution to the implicit equation,

$$\left(1 + 2^{-d}\right)^d = \sqrt{3}\left(\frac{e_p^{PST}}{b}\right)^{-P}.$$ \hspace{1cm} (4-14)

For the present DP steel, we obtain $e_p^{PST} = 0.12$ after solving Eqs. 2-2 and 4-13, which is close to the MK result (Fig. 4-3).
4.1.3 DSSE for non-proportional loading

Under non-proportional loading (i.e., loading paths with varying stress triaxiality), the forming severity concept proposed by Bai and Wierzbicki (2008b) is employed to estimate the instant of onset of localized necking. For this, a necking indicator \( D_{DSSE} \) is defined with an initial value of \( D_{DSSE} = 0 \) in a similar fashion to the fracture indicator \( D_{HC} \).

\[
dD_{DSSE} = \frac{d\bar{\varepsilon}_p}{\bar{\varepsilon}_{DSSE}^{cr} [\eta]} \quad \text{for} \quad \frac{1}{3} < \eta < \frac{2}{3}.
\]  

(4-15)

Localized necking is then assumed to occur under non-proportional membrane loading when \( D_{DSSE} \) reaches unity.

4.1.4 DSSE for combined bending and membrane loading

To be able to differentiate between necking initiation under membrane and bending loading, we integrate the experimental results of Tharrett and Stoughton (2003). Based on the results of stretch bending experiments on a steel strip with wedge-shaped punches of different radii, they postulated that a localized neck develops on the outer surface of sheets when the membrane necking criterion is fulfilled at all material points through thickness. With \( z \) denoting the thickness coordinate, the general DSSE criterion for proportional, non-proportional, membrane and bending loading is written as

\[
D_{DSSE}[z] \geq 1 \quad \forall z \in [-t/2, t/2]
\]  

(4-16)
4.2 DSSE-HC ductile failure model

4.2.1 Combined DSSE-HC ductile failure model for shell elements

The DSSE necking failure model is ultimately combined with the HC fracture model to predict failure of shell elements under arbitrary loading conditions. When failure conditions are met in first-order shell elements with a reduced integration (only one Gauss point in the plane of the shell), the stress may be either set to zero at individual thickness integration points, or the entire shell element may be deleted. In the combined DSSE-HC model, the stress at a Single thickness Integration Point (SIP) is set to zero if

$$D_{HC}[SIP] \geq 1$$

while the entire element is deleted if the condition

$$D_{DSSE}[SIP] \geq 1$$

is satisfied for all through-thickness integration points.

Note that to be rigorous, the latter predicts the onset of localized necking, not ductile fracture. However, recall that the size of a localized neck is at most of the order of sheet thickness. It is emphasized that for stamping or crashworthiness problems where the displacement at fracture is much larger than the sheet thickness, the displacement of fracture can be well approximated as that of localized necking. Indeed, only such large-scale problems require a shell element discretization for practical reasons such as computation time.

4.2.2 Illustration of DSSE-HC model

Figure 4-5a illustrates the combined DSSE-HC model in the space of stress triaxiality and equivalent plastic strain. The red and the green branch is descedent from the HC fracture model and the blue locus indicates a necking locus for proportional membrane loading. The red branch lies in the shear dominated loading condition ($\eta \leq 1/3$), thus predicting fracture by shear localization through Eq. 4-17 (Type I). The green line is positioned well above the necking
Figure 4-5. Illustration of DSSE-HC ductile failure model (a) in the space of stress triaxiality and equivalent plastic strain (b) in forming limit diagram (major versus minor plastic strain)
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envelope. Thus, it is only useful when a shell element does not satisfy Eq. 4-18 for all of its integration points and is thus still alive. This is when localized necking does not take place. Therefore, the green locus takes care of biaxial fracture, not preceded by the formation of a localized neck (Type II). A typical example is surface cracking observed in a hemming process where a material is subjected to extremely sharp pure bending. In this case, Eq. 4-17 predicts a progressive deletion of integration points from outer to inner surfaces, which simulates through-thickness crack propagation. Lastly, the blue line together with Eq. 4-18 is used to assess biaxial fracture preceded by localized necking (Type III). Consequently, the DSSE-HC model covers all three important types of ductile fracture observed in processing sheet metal.

Using the plastic constitutive equations, we can transform the DSSE and HC criteria for proportional loading from the \((\eta, \bar{\varepsilon}_p)\) coordinate system to the forming limit diagram \((\varepsilon_{p1}^p, \varepsilon_{p2}^p)\) as depicted in Fig. 4-5b (e.g. Lee, 2005). In the principal coordinate system with \(\sigma_{p3} = 0\), the stress triaxility may be written as

\[
\eta = \frac{\omega + 1}{3\sqrt{\omega^2 + \omega + 1}} \quad (4-19)
\]

with \(\omega = \sigma_{p2} / \sigma_{p1}\) denoting the stress ratio. From the associated flow rule for the von Mises yield function, the stress ratio may be expressed in terms of the ratio of plastic strain increments \(\gamma = \frac{d\varepsilon_{p2}^p}{d\varepsilon_{p1}^p}\).

\[
\omega = \frac{2\gamma + 1}{\gamma + 2}. \quad (4-20)
\]

The relation between the equivalent plastic strain and the major principal strain for proportional loading reads

\[
\varepsilon_{p1}^p = \frac{\sqrt{3\bar{\varepsilon}_p}}{2\sqrt{\gamma^2 + \gamma + 1}}. \quad (4-21)
\]

As expected, the DSSE envelope resembles a classical FLC, while the HC criterion defines the fracture forming limit curve (FFLC). In practice, the FFLC is particularly important under shear-dominated loading conditions where the FLC cannot predict any failure. We also computed the
failure criteria for simple bi-linear loading paths to illustrate the model response to non-proportional loading through Eqs. 2-20 and 4-15. Figures 4-6a and 4-6b show the DSSE and HC envelopes after uniaxial tension loading up to 0.3. The curves for an initial loading under plane strain tension up to 0.05 are shown in Figs. 4-7a and 4-7b.

4.3 Conclusions

The Domain of Shell-to-Solid Equivalence (DSSE) is proposed as a necking criterion for arbitrary loading conditions, including proportional, non-proportional, and combined bending and tension loading. The results from a Marciniak Kuczynski type localization analysis suggest that the necking envelope for proportional membrane loading is well approximated by a mathematical form that is a descendent of the Hosford-Coulomb (HC) fracture initiation model. It is then successfully extended towards non-proportional and bending dominated loadings by integrating the forming severity concept by Bai and Wierzbicki (2008b) and the experimental findings of Tharrett and Stoughton (2003), respectively.

The DSSE model is then combined with the HC fracture model and proposed as a failure model for shell elements. Shell element solutions are valid within the DSSE, and thus the HC model can be simply applied there. When localized necking occurs according to the DSSE, the validity of shell element solutions breaks down, and thus such an element is removed by setting all of its stress components to zero. The combined DSSE-HC model conveniently deals with three different types of ductile failure of thin metal sheets.

Type 1 – Failure by shear localization in the triaxiality range of \(-1/3 \leq \eta \leq 1/3\), which is predicted by the HC criterion.

Type 2 – Failure by biaxial loading that is not accompanied by the formation of a localized neck in the triaxiality range of \(1/3 \leq \eta \leq 2/3\). The HC fracture model governs the failure.

Type 3 – Failure by biaxial loading that is preceded by localized necking for \(1/3 \leq \eta \leq 2/3\). The instant of the failure is predicted by the DSSE in a non-local manner (Eq. 4-18).
Note that the proposed model for shell elements is not based on any artificial mesh-size regularization function as suggested by Walters (2014) or Andrade et al. (2016). Also is emphasized that the DSSE-HC model for shell elements contains only one more material parameter than the original HC model for solid elements, which defines the DSSE. This additional parameter is readily identified from the hardening law of a material. Lastly, shell elements inherit all plasticity and fracture model parameters for solid elements. In other words, shell and solid elements share the material model parameters, and the entire constitutive law is not a function of a type of elements that is chosen for finite element simulation.
Figure 4-6. Illustration of DSSE-HC ductile failure model after uniaxial tension up to 0.3 (a) in the space of stress triaxiality and equivalent plastic strain (b) in forming limit diagram
Figure 4-7. Illustration of DSSE-HC ductile failure model after plane strain tension up to 0.05 (a) in the space of stress triaxiality and equivalent plastic strain (b) in forming limit diagram.
Chapter 5

Numerical performance evaluation of DSSE-HC model

In this chapter, the combined DSSE-HC model is validated on two notched tension experiments (NT80 and NT27) and three examples subjected to a different severity of bending: equi-biaxial punching (mild), pure bending followed by tension (moderate), and V-bending (severe). The DSSE-HC model is implemented to a commercial finite element code Abaqus/Explicit through a user material subroutine VUMAT. Shell element solutions are compared to very fine solid element solutions that are assumed to be exact. The material properties of 1 mm DP780 steel are used. The principal quantity of evaluation is the displacement at fracture.

5.1 Notched tension

The notched tension experiments on the NT80 and NT27 specimens analyzed in Chapter 3 are revisited to validate the combined DSSE-HC model for membrane-dominated loading. Figure 5-1 shows the force-displacement curve until the first element failure is predicted. In these examples, the DSSE governs the element deletion because localized necking clearly precedes fracture. For the NT80 specimen (Fig. 5-1a), the introduction of the DSSE reduced the errors in the estimated displacement to fracture from 16%, 36% and 72% (Fig. 3-2b) to 0.2%, 5%, and 14% for the 1 mm, 2 mm, and 4 mm shell meshes, respectively. Similar observations are made for the NT27 specimen (Fig. 5-1b), where the displacement error changed from 12%, 44% and 99% (without DSSE, Fig. 3-3) to 13%, 11%, and 8% for the 1 mm, 2 mm, and 4 mm meshes, respectively. Also note that the mesh size sensitivity (i.e. the spread in the results obtained for different meshes)
Figure 5-1. Model validation for notched tension. Force-displacement curves for (a) NT80 and (b) NT27 specimens.
of the failure predictions is considerably reduced when using the DSSE. Figures 5-2 shows contour plots of the necking and fracture indicators at the instant of fracture initiation. The necking indicator $D_{DSSE}$ first exceeds unity at the specimen center. Consequently, element deletion takes place there even though the value of the fracture indicator $D_{HC}$ has not yet exceeded 0.5.

5.2 Hemispherical punch loading

The virtual punch experiment studied in Chapter 3 is also re-simulated with the combined DSSE-HC model. The resulting force- and strain-displacement curves are exactly the same as those shown in Fig. 3-4b. This is due to the fact that the punch specimen is free from through-thickness necking. As discussed in Hutchinson and Neale (1978), localization is impossible in absence of a geometrical defect for flow theory in Levy-Mises materials. Figure 5-3 illustrates the distribution of the necking and fracture indicators on the inner, mid, and outer shell surfaces. The mechanical fields in a punch test exhibit a small through-thickness strain gradient (in particular the stress state). It is only when $D_{DSSE} \geq 1$ for all thickness integration points that an
Figure 5-3. Contour plots of the necking (a, b, c) and fracture initiation indicators (d, e, f) on three different layers (inner, mid, and outer) at the onset of fracture for hemispherical punch loading.
element is deleted even though the condition \( D_{\text{DSSE}} \geq 1 \) is already met by integration points. However, the condition \( D_{\text{HC}} \geq 1 \) is met first at an integration point on the outer surface. Consequently, the full specimen failure in a virtual punch experiment is triggered by ductile fracture initiation.

### 5.3 Bending followed by tension on a notched strip

The next example is two-step loading on a notched strip involving moderate bending. To better demonstrate how the combined DSSE-HC model works, the industry-relevant stretch bending process (combined bending-tension) is decomposed into a two-step loading process, pure bending (Fig 5-4a) followed by tension (Fig. 5-4b). Symmetric circular notches in the stretch bending specimens (Fig. 5-5a) ensure that failure initiates from the specimen center. A quarter finite element model with 0.1 mm solid elements (C3D8R) is used as a baseline, and 1 mm shell elements (S4R) are used for the validation. Sixteen solid elements are used along the thickness direction, and five thickness integration points are considered for the shell model. The punch and the die are assumed to be rigid. The frictionless surface-to-surface penalty contact is utilized. The punch travels downwards by approximately 10 mm, and then tension is applied to the end of the strip with the final angle of bending kept constant.

The comparison of force-displacement curves during two loading steps between the solid and the shell mesh is provided in Figs. 5-4c and 5-4d. During the bending stage (Fig. 5-4c), the shell response agrees well with the solid element solution. Discrepancies are partially attributed to the fact that shell elements are unable to describe details of the three-dimensional deformation of the cross-section (see the inserted figure for the solid mesh in Fig. 5-4c). A few bumps on the reaction force in the latter half arise due to a discrete contact development between coarse shell element mesh (1 mm element size) and the 7 mm radius punch. After bending (and before stretching), the integration point on the outer surface indicates \( D_{\text{DSSE}} \) larger than unity (Fig. 5-5d), whereas the opposite and mid surfaces show no accumulation (Figs. 5-5b and 5-5c). Thereby, the condition for localized necking is not satisfied, and none of the shell elements fail during the bending step.
Figure 5-4. Schematics of two-step loading on a notched strip: (a) bending and (b) tension. Force (z-direction only)-displacement curves for (c) bending and for (d) tension.
Figure 5-5. (a) Geometry and finite element discretization of a notched strip. Contour plots of the necking indicator on three different layers (inner, mid, and outer) after bending (b, c, d) and at the end of tension (e, f, g).
Figure 5-4d shows the vertical force acting on the punch during subsequent tensile loading as a function of the applied displacement. In comparison to the fine solid model, the maximum force is slightly overestimated by the shell model. Failure initiates in the shell element simulations after the condition $D_{\text{DSSE}} \geq 1$ is met by all through thickness integration points of the element located at the specimen center. The shell model underestimates the failure displacement by about 12% which turned out to be a significant improvement as compared to using the HC model without any DSSE (where we observed an error of about 25%).

5.4 V-bending of rectangular plate

The last example is a rectangular strip subjected to plane strain bending with no membrane force by means of three-point bending with a knife edge and two big rollers. The corresponding quarter finite element model is depicted in Fig. 5-6a. A sharp semicircular punch of R0.5 mm is chosen to eventually generate a crack on the outer side. Deformation is expected to highly concentrate on a narrow region in the center. Accordingly, the size of elements is chosen to be 0.1 mm for both the solid (C3D8R) and the shell (S4R) mesh, which is small enough to wrap around the punch and capture a potential extreme gradient of a strain field. The entire thickness is made up by sixteen solid elements or five integration points for the shell model. The punch and the roller are modeled as an analytical rigid surface, and the frictionless contact is defined. The downward punch displacement is stopped when the failure of the first integration point is detected.

The force-displacement curves are depicted in Fig. 5-6b. In general, the shape of the curve and the level of force from the shell model show good agreement with the solid model. The displacement to fracture is underestimated by 20%, which is mostly attributed to the assumption of zero through-thickness stress components in the shell model. Figure 5-6c shows the distribution of the necking indicator $D_{\text{DSSE}}$ on the outer and the inner surface at the onset of fracture for the shell mesh. Pure bending cumulates $D_{\text{DSSE}}$ only on the tension side, and the compression side indicates zero value as with the bending phase of the previous example (Fig. 5-5). Hence, DSSE does not dictate the failure of shell elements in the case of V-bending. Instead,
Figure 5-6. (a) Finite element model for V-bending. (b) Force-displacement curve for 0.1 \textit{mm} solid and shell element models. Contour plots of (c) necking indicator and (d) fracture initiation indicator on the inner and outer surfaces.
the sharpness of the punch produces an extreme level of tensile strain on the outer surface, so the outermost integration point reaches the fracture limit as demonstrated in Fig. 5-6d. The corresponding integration point is removed as soon as it satisfies $D_{HC} = 1$.

5.5 Conclusions

The new failure model for shell elements that combines the Domain of Shell-to-Solid Equivalence (DSSE) and the Hosford-Coulomb (HC) fracture initiation model is calibrated for a 1 mm thick DP780 steel and applied to estimate the displacement to fracture in five different structural examples: notched tension with a small and large notch radius, hemispherical punch loading, bending followed by tension, and V-bending. The accuracy of shell element simulations is evaluated in terms of the displacement to fracture and the location of first element deletion, against very fine solid element models. The comprehensive numerical study demonstrates the model accuracy under a variety of loading conditions along with a noticeable reduction of mesh-size sensitivity without having to introduce a mesh-size dependent hardening law or fracture locus.
In the previous chapter, the combined DSSE-HC failure model for shell finite elements was purely numerically validated by evaluating the predictability of displacement to fracture in five ductile fracture experiments, compared to very fine solid element models. The first-round validation in a virtually perfect environment was based on the assumption that solid element solutions presented by the non-porous plasticity and fracture indicator framework in Chapter 2 are exact. In addition, it was only restricted to biaxial tension conditions for which the stress triaxiality ranges from 1/3 to 2/3. It is the purpose of the current chapter to present a comprehensive experimental validation, including shear dominated loading. The experimental program includes shear, notched tension, pure bending, stretch bending, equi-biaxial punch loading, Nakazima, and deep-drawing experiments. The parameters of the constitutive models are identified with detailed procedures for numerical simulations.

6.1 Experimental procedures

6.1.1 Materials

Two important materials that are widely used in automotive engineering are considered in this experimental study.

1. The first is 0.82 mm thick DP980 dual phase steel. It begins to deform plastically at a stress of about 500 MPa and reaches an ultimate tensile true stress of about 1,100 MPa in
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2. The second material is 1.02 mm thick aluminum 6016-T4. Different from the above steel, the stress-strain response is direction-dependent (Fig. 6-2a). When loaded along the rolling direction, plastic yield sets in at a stress of about 120 MPa, while necking occurs at an ultimate stress of 300 MPa. The measured r-values are $r_0 = 0.69$, $r_{45} = 0.5$, and $r_{90} = 0.67$.

6.1.2 Hardening model identification experiments

Experiments are performed on small flat notched tension specimens (NT20, Fig. 6-3a) to identify the hardening law for strains in excess of the necking strain. The minimum specimen section is 10 mm wide, and the notch radius is R=20 mm. Closely following the recommendations of Dunand and Mohr (2010), the loading is applied at a constant crosshead speed of 0.5 mm/min. The relative displacement of the specimen shoulders is measured through digital image correlation (VIC2D, Correlated Solutions). For this, a speckle pattern is applied onto the specimen surface. The relative motion of two points positioned on the specimen axis at a distance of 15 mm above and below the minimum cross-section (see blue dots in Fig. 6-3a) is reported as an axial displacement. In addition, we also monitored the average strain over a distance of 2 mm at the specimen center. This average surface strain is referred to as “local engineering strain”. It is reported as an experimental result next to the force-displacement curve in Fig. 6-1b.

6.1.3 Fracture model identification experiments

Three experiments are specifically performed to identify the stress-state dependent fracture response:

1. Simple shear experiments: A single gage section simple-shear specimen (Figs. 6-3b and 6-4a) is extracted from the sheets using wire EDM machining to characterize the
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Figure 6-1. Mechanical response of 0.82 mm DP980 steel: (a) true stress-strain curves from uniaxial tensile tests on flat dog-bone specimens in three in-plane directions, (b) experimentally-measured (solid dots) and simulated (solid lines) force/strain-displacement curves for the small notched tension experiment (NT20), (c) identified extrapolation of the hardening curve, and (d) fracture and necking envelopes (for proportional loading) in the equivalent plastic strain versus triaxiality plane.
Figure 6-2. Mechanical response of 1.02 mm thick aluminum 6016-T4: (a) true stress-strain curves from uniaxial tensile tests in three in-plane directions, (b) direction-dependency of the r-value (black) and yield stress (blue) as observed experimentally (solid dots) and described by the identified Yld2000-2d model (solid lines), (c) extrapolation of the hardening curve after calibration based on the hydraulic bulge test, and (d) representation of the fracture locus and necking envelope in the space of the stress triaxiality and equivalent plastic strain.
fracture response at nearly zero stress triaxiality. The specimen is inserted into our testing machine using a set of high pressure clamps that prevent any relative rotation of the specimen shoulders. In the shear experiments, the relative shoulder displacement is determined from planar DIC (VIC2D, Correlated Solutions) on two points that are positioned at an initial distance of 13 mm. Note that the specimen gage section is only a few millimeters long. Consequently, the camera system is used in a macro mode at a resolution of 95 pixels/mm. The shear experiments are performed at a constant crosshead velocity of 0.5 mm/min.

2. **V-bending experiments:** V-bending experiments are performed on 20 mm wide plate strips (Fig. 6-3c) to characterize the fracture response under plane strain conditions. Closely following the guidelines of Roth and Mohr (2016), the specimens are loaded under three-point bending (Fig. 6-5a). The central roller (punch) is kept stationary, while the two outer rollers move downward at a constant speed of 3 mm/min. The stereo DIC system monitored the specimen surface of the severely strained material above the central roller at an average resolution of 86 pixels/mm. The displacement field is calculated using the VIC3D software with a subset size of 35 pixels and a step size of 7 pixels. The resulting surface strain field is obtained by a decay filter with a filter size of 15 points. The instant of fracture initiation is detected by the appearance of a surface crack (Fig. 6-5b) and the resulting loss of correlation.

3. **Mini-punch experiments:** a small disc specimen (Fig. 6-3d) is loaded using a 12.7 mm diameter mini-punch along with a circular 25.4 mm diameter die (Fig. 6-6a) to characterize the fracture response under equi-biaxial tension conditions. As with the V-bending experiments, we employed the same device as Roth and Mohr (2016) where the punch sits still on the platen and the whole fixture with a specimen moves downward at 2 mm/s to maintain the focal distance. The surface strain field is then monitored above the punch with the stereo DIC (same parameters as V-bending are used for VIC3D analysis) at an average resolution of 92 pixels/mm.
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Figure 6-3. Fracture specimen geometries for DP980 steel.
Figure 6-4. Shear (SH) experiments and simulations for DP980 steel: (a) fractured shear specimen, (b) force-displacement curves obtained from experiment (solid dots) and simulation (solid line), and (c) contour plots of necking and fracture indicators at the instant of fracture initiation.
Figure 6-5. V-bending (VB) experiments and simulations for DP980 steel: (a) loading fixture, (b) straight transverse surface crack right after fracture initiation, (c) force-displacement curves from experiment (solid dots) and simulation (solid line), and (d) distribution of necking and fracture indicators on inner and outer sheet surfaces.
Figure 6-6. Punch (PU) experiments and simulations for DP980 steel: (a) loading fixture, (b) crack right after fracture initiation, (c) force-displacement curves from experiment (solid dots) and simulations (solid lines), and (d) distribution of necking and fracture indicators on inner and outer sheet surfaces.
6.1.4 FLC identification experiments

The Nakazima experiments are performed as per the standard ISO 12004-2. The testing setup (Figs. 6-7a and 6-7b) features a hemispherical 100 mm diameter punch and a 102 mm diameter die with a 5.5 mm die radius. Seven different specimen configurations are prepared in the transverse direction, following the standard (Fig. 6-7c). Each configuration is tested three times with a blank holding force of 250 kN to fully constrain the flow of flanges. Friction between the punch and specimens is minimized by an alternating sequence of three layers of hot-melt dry lubricant (ANTICORIT PL 39 SX by Fuchs) and two lubricating films (protective film 9516 RB by 3M). Punch displacement is applied at 1 mm/s. Strain components are calculated by three-dimensional DIC on images with a resolution of 20 pixels/mm at a frequency of 25 Hz.

A limit strain of each configuration at localized necking is determined by the cross section method: The axial and width strains along the axial direction of a specimen is approximated with an inverse parabolic function of $\varepsilon[y] = 1/(ay^2 + by + c)$. The peak value of major and minor strains from the curve fit is taken as a limit strain. The results are depicted in the Forming Limit Diagram (FLD), i.e. as a plot of the major strain as a function of the minor strain (Fig. 6-7d).

6.1.5 Tension and stretch bending experiments on large notched specimens

In view of validating our fracture model with shell elements, a second series of notched specimens with a 40 mm wide minimum cross-section is tested. The NT80 specimen (Fig. 6-3e) has a large notch radius of R=80 mm that produces only a weak notch effect. The radius-to-width ratio of the NT27 specimen (Fig. 6-3f) is only 27/40=0.67, which is the same as that of the NT6 specimen used in previous studies with solid elements (e.g. Dunand and Mohr, 2010). The same experimental procedures as for the NT20 specimen are employed at a crosshead speed of 1 mm/min. For both the NT80 and NT27 specimens, the reported axial displacement corresponds to the relative displacement of two points positioned at an initial distance of 120 mm on the specimen axis (see blue dots in Figs. 6-3e and 6-3f).
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Figure 6-7. Nakazima experiments on DP980 steel: (a) testing machine with the stereo DIC system, (b) detailed views of the die, blank holder, hemispherical punch, and W50 specimen being installed, (c) failed specimens, and (d) comparison between necking envelope (blue line) and experimental data points (solid dots).
6.1 Experimental procedures

Stretch bending experiments are additionally performed on the SB80 and SB27 specimens (Fig. 6-3g and 6-3h, respectively) using a fixture shown in Fig. 6-8a. Both ends of the specimens are fixed by eight M10 screws. A crosshead velocity is applied downward at 5 mm/min, and a 25 mm radius cylindrical punch bends and stretches the specimens at the same time with friction minimized by three layers of Teflon and LOGIX lubricant between layers (Fig. 6-8b). The punch displacement is measured by planar DIC on speckle patterns applied to the front surface of the punch and the supports in order to eliminate the influence of a machine compliance.

6.1.6 Deep-drawing experiments

A usual setup for cup-drawing consists of a punch, a blank holder, and a die. The testing equipment for triangular cup-drawing is shown in Fig. 6-9a. A detailed geometry of the punch is provided in Gorji et al. (2016b) and that of the blank in Fig. 6-9b. The punch features a complex shape of mixed convex-concave contours with three corners of different radii, which produces a variety of non-proportional stress states. The blank holding force of 85 kN was applied, and the die radius of 3 mm with a clearance of sheet thickness was chosen. Due to the absence of a force sensor on the press and the impossibility to monitor the blank surface during loading, three blanks were tested up to three different punch displacements of 35 mm, 40 mm, and 45 mm to identify the instant of fracture initiation. Figure 6-9c demonstrates that the third condition developed a crack on the wall near the die radii, implying a fracture displacement lying between 40 mm and 45 mm. The surface of each blank before drawing operation was raster laser-printed to create an equidistant dot pattern (1 mm diameter dot and 2 mm gap) for ex-situ evaluation of the surface strain distribution. A formed triangular cup is photographed at more than 15 different angles with a set of scale bars. Then, the corresponding displacement and strain fields are calculated using the DIC system Argus (GOM GmbH). The obtained major strain distributions are shown in Fig. 6-13 at punch displacements of 35 mm and 40 mm.
Figure 6-8. Stretch Bending (SB) experiments on notched specimens, SB27 and SB80: (a) loading fixture, and (b) close-up of a failed SB80 specimen with a straight transverse crack.
Figure 6-9. Triangular cup drawing experiments: (a) blank holder and triangular punch, (b) initial blank geometry, (c) failed specimen, and (d) crack predicted with shell element simulation (contour of fracture indicator superposed).
6.2 Model parameter identification

6.2.1 Model parameter identification for DP980 steel

- Step I – shape of the yield surface: given the mild Lankford variations and the fact that the stress-strain curves for three different material orientations lie on top of each other, the von Mises yield function is chosen to describe the DP980 steel.

- Step II - Hardening parameters: the Swift and Voce parameters, \(\{ A, \varepsilon_0, n \}\) and \(\{ k_0, Q, \beta \}\), are identified independently from an analytical fit of the true stress versus plastic logarithmic strain curve as measured up to the point of necking \(\bar{\varepsilon}_p \equiv 0.08\) in a uniaxial tension experiment. Subsequently, numerical simulations are preformed of the NT20 experiment using a very fine solid element mesh of the specimen (type C3D8R of Abaqus element library and size in the central region of about 0.1 mm). Using a simple derivative-free Nelder-Mead scheme (Matlab implementation), the weighting factor \(\alpha = 0.58\) is identified (see Fig. 6-1b). A summary of the identified plasticity parameters is provided in Table 6-1. Figure 6-1c shows the identified extrapolation of a hardening curve beyond the necking strain.

<table>
<thead>
<tr>
<th>A [MPa]</th>
<th>(\varepsilon_0)</th>
<th>n</th>
<th>(k_0) [MPa]</th>
<th>Q [MPa]</th>
<th>(\beta)</th>
<th>(\alpha)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1570</td>
<td>2.56E-05</td>
<td>0.129</td>
<td>548</td>
<td>531</td>
<td>92.8</td>
<td>0.58</td>
</tr>
</tbody>
</table>

Table 6-1. Hardening parameters of 0.82 mm thick DP980 steel.

- Step III – HC parameters: the fracture parameters \(\{ a, b, c \}\) are identified from the simple shear (SH), V-bending (VB), and punch (PU) experiments (Roth and Mohr, 2016). The fracture strains are directly extracted from the measured surface strain fields since (i) the stress state is approximately constant in all these experiments, and (ii) fracture is expected to initiate near the specimen surface. The experimental data points \((\eta, \bar{\varepsilon}_p)\) at the instant of
fracture initiation are: \((0.0.71)\) for SH, \((0.58,0.43)\) for VB, and \((0.67,0.6)\) for PU. The exact (and unique) fit of the HC envelope for proportional plane stress loading yields the dimensionless parameters \(a = 1.59, b = 0.6\) and \(c = 0.046\) (see red and green solid lines in Fig. 6-1d).

Step IV – DSSE parameter: in the parametric form of the DSSE, Eq. 4-12, the exponent \(d\) is the only free material model parameter. Knowing the hardening curve (after completing Step II) makes it possible to apply the Considère criterion in Eq. 4-13. Solving the non-linear equation yields \(\bar{\varepsilon}_{PST}^{DSSE} = 0.12\). A fit of the DSSE locus with a fixed transformation exponent \(p = 0.01\) yields the DSSE exponent \(d = 1.69\). The identified DSSE envelope is plotted next to the HC locus as a solid blue line in Fig. 6-1d. For validation purposes, we also transformed the DSSE from the \((1,\bar{\varepsilon})\)-plane to the FLD. The transformed DSSE (solid line in Fig. 6-7d) using Eqs. 6-1 to 6-3 shows a reasonable agreement with the results from the Nakazima experiments (solid dots), which is seen as a partial validation of the simple DSSE criterion.

6.2.1 Model parameter identification for aluminum 6061-T4

- Step I – shape of yield surface: the yield surface is determined based on the measured yield stresses and Lankford ratios in uniaxial tension experiments along the rolling, diagonal, and transverse directions, as well as on the results from hydraulic bulge and stack compression experiments, i.e. based on the eight measured quantities \(\{\sigma_{0}, \sigma_{45}, \sigma_{90}, \sigma_{EB}, r_{0}, r_{45}, r_{90}, r_{EB}\}\) at an equivalent plastic strain of 4% (Table 6-2).

<table>
<thead>
<tr>
<th>(r_{0})</th>
<th>(r_{45})</th>
<th>(r_{90})</th>
<th>(r_{EB})</th>
<th>(\sigma_{0}) [MPa]</th>
<th>(\sigma_{45}) [MPa]</th>
<th>(\sigma_{90}) [MPa]</th>
<th>(\sigma_{EB}) [MPa]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.686</td>
<td>0.5</td>
<td>0.666</td>
<td>1.0</td>
<td>189.3</td>
<td>182.6</td>
<td>184.0</td>
<td>186.7</td>
</tr>
</tbody>
</table>

Table 6-2. Lankford ratios and yield stresses of 1.02 mm thick aluminum 6016-T4 measured at 4% equivalent plastic strain.
The identified shape parameters $\alpha_i$ are given in Table 6-3, while the corresponding yield stress and r-value variations are plotted in Fig. 6-2b along with the calibrated Yld2000-2d model as a function of the material orientation.

<table>
<thead>
<tr>
<th>$\alpha_0$</th>
<th>$\alpha_1$</th>
<th>$\alpha_2$</th>
<th>$\alpha_3$</th>
<th>$\alpha_4$</th>
<th>$\alpha_5$</th>
<th>$\alpha_6$</th>
<th>$\alpha_7$</th>
<th>$\alpha_8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.00</td>
<td>0.947</td>
<td>1.017</td>
<td>0.961</td>
<td>1.032</td>
<td>1.021</td>
<td>1.013</td>
<td>0.967</td>
<td>1.153</td>
</tr>
</tbody>
</table>

Table 6-3. Yld2000-2d shape parameters of 1.02 mm thick aluminum 6016-T4.

- Step II – hardening response: a maximum strain of 0.55 could be reached in the bulge experiments and hence all the hardening parameters (including the weighting factor) are determined from a fit of the measured stress-strain curve in the bulge experiment (Table 6-4, Fig. 6-2c).

<table>
<thead>
<tr>
<th>$A$ [MPa]</th>
<th>$\varepsilon_0$</th>
<th>$n$</th>
<th>$k_0$ [MPa]</th>
<th>$Q$ [MPa]</th>
<th>$\beta$</th>
<th>$\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>332.6</td>
<td>0.0168</td>
<td>0.2184</td>
<td>100.2</td>
<td>355.7</td>
<td>9.883</td>
<td>0.6613</td>
</tr>
</tbody>
</table>

Table 6-4. Hardening parameters of 1.02 mm thick aluminum 6016-T4.

Step III – HC parameters: the HC parameters are identified from the numerical analysis of Nakazima and circular cup-drawing experiments performed by Gorji et al. (2016a and b). For each experiment, a finite element simulation is performed up to the fracture displacement using a fine solid element mesh (in-plane edge length of 0.5 mm and six elements through thickness) with the Yld2000-3d model (Dunand et al., 2012). The history of the stress triaxiality, the Lode angle, and equivalent plastic strain is extracted from the most severely deformed element for each configuration. Due to the non-linear loading path, the HC parameters are then determined in an inverse manner using a Nelder-Mead algorithm (Matlab). The identified parameters are $a = 1.55$, $b = 0.73$, and $c = 0.046$ (red and green...
6.3 Model validation for DP980 steel

All simulations are performed using a four-node first order shell element with reduced integration (type S4R of Abaqus/Explicit element library). The S4R shell considers finite membrane strains and accounts for thickness changes. The element features one Gauss point for numerical integration in the plane of the shell. It is used with five integration points along the thickness for numerical integration with Simpson’s rule. The shortest element edge length is reported to describe the size of the elements used for meshing. In our discussion, the term “failure” is used to refer to either necking or ductile fracture.

6.3.1 In-plane loading of large notched tension specimens

Four shell element models are built using different element sizes: 0.1 mm, 1 mm, 2 mm, and 4 mm. Only a quarter of each specimen is modeled due to the symmetry of the mechanical system. The four sizes of shell elements cover a wide range of discretization from very fine to very coarse (a 4 mm model consists of only five elements in the width direction). Mass scaling is used to reduce computational time provided that the ratio of kinetic to internal energy remains smaller than 1%. The black solid dots in Figs. 6-10a and 6-10b represent the experimentally-measured force-displacement curves. In the experiments, the specimens fail through the formation of an unstable crack at an axial displacement of 4.4 mm (NT80) and 2.9 mm (NT27).

For illustration purposes, a first series of simulations is performed with the HC model only, i.e. without activating the DSSE necking criterion on top of the HC fracture model (see Figs. 6-10a and 10b). Irrespective of the mesh density, all numerically-predicted force-displacement curves lie on top of each other and are in good agreement with the experimental result up to the
force maximum. Beyond that point, it can be seen that the finer the mesh, the smaller the predicted displacement to fracture. For the NT80 specimen (Fig. 6-10a), the displacement at fracture is underestimated by 7.6% for the very fine mesh and overestimated by 19%, 40%, and 76%, respectively, for the 1 mm, 2 mm, and 4 mm models. The coarse discretization does not allow the formation of a diagonal band of localization, which leads to a rather gradual increase of strain. The error is dramatically reduced by the DSSE-HC model to 4%, 12%, and 23% for three large shell element models (Fig. 6-10c). The same trend with even more remarkable quantitative improvements (less than 10% error) is observed for the NT27 simulations (compares Figs. 6-10b and 6-10d). Note that this significant error reduction is achieved without any artificial mesh-size regularization on the hardening law or the fracture model. Figures 6-12a and 6-12b show exemplary contour plots of the fracture and necking indicators, $D_{HC}$ and $D_{DSSE}$, right before the first element is deleted. Due to the absence of bending, all thickness integration points at a given in-plane location undergo exactly the same evolution of model variables. The necking indicator reaches unity in the center earlier than the fracture indicator, thus governing the failure of the specimens.
Figure 6-10. Model validation for notched tension (NT80 and NT27). The end of each solid curve corresponds to the predicted instant of failure. The results obtained with the HC model only are shown in the first row (a, b), while the second row (c, d) shows the improved predictions obtained with the combined DSSE-HC model.
Figure 6-11. Model validation for stretch bending (SB80 and SB27). The end of each solid curve corresponds to the predicted instant of failure. The results obtained with the HC model only are shown in the first row (a, b), while the second row (c, d) shows the improved predictions obtained with the combined DSSE-HC model.
Figure 6-12. Contour plots of fracture and necking indicators at the instant of first element deletion:
(a) 1 mm shell element model for NT80, (b) 2 mm shell model for NT27, (c) 2 mm shell model for SB80, and (d) 4 mm shell model for SB27.
6.3.2 Combined bending-tension I: stretch bending of large notched tension

The black dotted curves in Figs. 6-11a and 6-11b show the force-displacement curves recorded in the stretch bending experiments. The SB80 and SB27 specimens failed in an abrupt manner with a straight crack right below the punch (Fig. 6-8b). The punch displacements at the instants of specimen failure are 21 mm and 17 mm for the SB80 and SB27 specimens, respectively. We observed excellent repeatability in the experiments, and hence only one representative curve is shown per experiment type. In close analogy with the notched tension simulations, we considered shell element meshes of four different mesh densities. The end of the specimens is fixed, and the frictionless surface-to-surface penalty contact is defined between the specimen surfaces and the punch/die. The latter is modeled as an analytical rigid body.

The solid curves in Figs. 6-11a and 6-11b show the spread in the fracture displacement estimates when the DSSE is turned off. Similar to the NT simulations, we observe a decrease in fracture displacement as a function of the mesh density. The use of the HC model without DSSE overestimates the fracture displacement of SB80 and SB27 by more than 30% for the 4 mm shell model. When the DSSE is turned on, the maximum error is reduced to 10% (Figs. 6-11c and 6-11d). Figures 6-12c and 6-12d depict the distribution of the fracture and necking indicators right before the element in the center is deleted on both inner and outer surfaces of the SB80 and SB27 specimens, respectively. For biaxial tension (i.e. any stress-state between uniaxial and equi-biaxial tension), the necking indicator $D_{DSSE}$ increases faster than the fracture indicator $D_{HC}$. This is due to the fact that the necking locus lies below the fracture locus (compare blue and green curves in Fig. 6-1d). The outer surface follows a larger radius of curvature; it is therefore subject to a higher tensile strain than the inner surface. As a consequence, the necking indicator reaches unity there first. However, it is not until the inner surface also attains $D_{DSSE} = 1$ that localized necking is said to occur (recall Eq. 20). In the case of the 4 mm shell model for SB27, it takes approximately 1 mm displacement after the outer surface satisfies $D_{DSSE} = 1$ until the inner surface also reaches $D_{DSSE} = 1$. 
6.3.3 Combined bending-tension II: modeling of the mini punch experiments

A quarter of the disc specimen is discretized with shell elements. Given the small dimensions of the punch, we considered only three element sizes: 0.1 \textit{mm}, 0.25 \textit{mm}, and 0.5 \textit{mm}. A larger element size would not be appropriate in view of the curvature imposed by the 12.7 \textit{mm} diameter hemispherical punch. The outer edge is fully constrained, and the frictionless surface-to-surface penalty contact is defined between the disc and the punch that is regarded as a rigid body. As far as the elasto-plastic response before fracture is concerned, the simulated force-displacement curves agree well with the experimental result (Fig. 6-6c). For all mesh densities, we observe that the condition for localized necking is not met on the inner surface (Fig. 6-6d). Instead, the fracture indicator reaches unity on the apex of the outer surface, i.e. the model predicts correctly that there is no necking before fracture in a punch experiment. In the experiments, fracture also occurred on the top (Fig. 6-6b) at a punch displacement of 5.5 \textit{mm}, while the numerical simulations predict failure displacements of 4.8 \textit{mm}, 5.0 \textit{mm}, and 5.0 \textit{mm} for the 0.5 \textit{mm}, 0.25 \textit{mm}, and 0.1 \textit{mm} meshes, respectively.

6.3.4 Pure bending: V-bending on rectangular plate

Due to the extremely small tip radius of the punch, only one simulation is performed on the V-bending specimen where we discretized the critical region with 0.1 \textit{mm} shell elements. The surface-to-surface penalty contact with a constant friction coefficient of 0.05 is defined for the entire contact area. Figure 6-5c shows a good agreement of the predicted and measured force-displacement curves up to the point of specimen failure.

The contour plots of the necking indicator (Fig. 6-5d) demonstrate the model’s ability to recognize the suppression of localized necking in a V-bending experiment. Instead of localized necking, specimen failure initiates when the fracture indicator reaches unity on the outer surface. The numerical model underestimates the displacement to fracture by 12%. In part, this error is attributed to shortcomings of the plane stress assumption, which is clearly inadequate in situations, where the local out-of-plane stress is of the same order as the in-plane stresses.
6.3.5 Simple shear experiments

The in-plane shear specimen is also of interest for model validation since it includes tensile zones near the free specimen boundaries in addition to pure shear at the specimen center. The full specimen is discretized with 0.1 mm shell elements. Figure 6-4b shows that the predicted force-displacement curve correlates well with the experiment with an error of 3.6% in the predicted displacement to fracture. The $D_{DSS}$ field (Fig. 6-4c) shows that the tensile regions are prone to necking failure. However, before reaching $D_{DSS} = 1$ at the free gage section boundaries, the HC model predicts fracture initiation under pure shear at the specimen center.

6.4 Model validation for aluminum 6016-T4

The flat blank is discretized with 1 mm shell elements (~80,000 elements total). The punch, the blank holder, and the die are modeled by rigid elements (R3D4 from the Abaqus element library). In the simulations, the blank holder force of 85 kN is first applied as a linear time ramp, before applying the punch displacement with a smooth time ramp to minimize noise in the initial contact development. The loading velocity is chosen such that about 20,000 time steps are performed for each millimeter of punch displacement. The surface-to-surface penalty contact is defined between the tools and the blank with a friction coefficient of 0.11. The latter is identified inversely such that the amount of the blank flow into the die cavity and the major strain distribution are captured by the simulation with good accuracy. Figure 6-13 shows the comparison of the surface strain fields as identified experimentally and numerically for punch displacements of 35 mm and 40 mm.

Fracture initiation is observed in the experiment at a punch displacement between 40 mm (no fracture) and 45 mm (fractured). The numerical simulation predicted the first element deletion at a punch displacement of 42 mm, which agrees well with the experimental result. We also obtain a good agreement of simulation and experiment as far as the location and path of the final crack is concerned (Figs. 6-9c and 6-9d). The element that fails first undergoes a complicated loading history. It initially travels between the blank holder and the die, where it is subjected to
compression in the hoop direction and tension in the radial direction until it passes over the die radius, which is equivalent to a pure shear stress state. Once the element enters into the die, it is continuously drawn into the die cavity while the rate of deformation in the hoop direction is close to zero. The stress state is thus close to plane strain tension.

Figure 6-14 shows the distribution of the fracture and necking indicators on the inner and outer surfaces of the formed part for the last time step before first element removal. In region A, the necking indicator of the critical element is already larger than unity on the outer surface, while the inside remains below unity; note that $D_{DSSE} \neq 0$ indicates that an element has been subject to biaxial tension. The fracture indicator exceeds unity first, thereby predicting ductile fracture before localized necking. It is worth noting that there exists another highly strained region in the part (encircled region B in Fig. 6-14). This region is still safe as far as fracture initiation is concerned ($D_{HC} = 0.5$). However, on the outer surface of the blank, it shows a narrow red contour of the necking indicator (i.e. $D_{DSSE} \geq 0.95$) in the hoop direction around the punch radius. The necking indicator is lower on the inner surface, $D_{DSSE} \approx 0.75$, but necking is expected to be imminent in region B if the punch traveled a bit further. The current example elucidates that the successful prediction of both the instant and location of crack initiation not only requires a shear fracture model, but also a necking criterion that can differentiate between bending- and membrane-dominated loading.
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Figure 6-13. Comparison of the draw-in of a blank and the distribution of major principal strain between experiments and finite element simulations at punch displacements of (a) 35 mm and (b) 40 mm.
Figure 6-14. Contour plots of fracture and necking indicators on inner and outer surfaces of a deep-drawn triangular cup right before a crack appears.
6.5 Conclusions

Two metallic alloy sheets (DP980 steel and aluminum 6016-T4) that are widely used in automotive industry are chosen, and the detailed calibration of plasticity and fracture models is performed. The calibrated failure model (DSSE-HC model) is applied to shell element simulations of nine ductile fracture experiments (from coupon to deep-drawing) that cover a wide range of stress states and bending-membrane loading combinations in order to evaluate the accuracy of the DSSE-HC model. The comparison of the experimental and computational results clearly demonstrates the value of combining the DSSE and HC models to predict ductile failure with shell elements. In all validation examples, the error in the predicted displacements to failure is smaller than 10% (except few cases with very coarse discretization). It is re-emphasized that the proposed modeling approach reduces the mesh size sensitivity of the failure predictions without introducing mesh-size dependent material model parameters.
Chapter 7

Summary and conclusions

7.1 Summary and conclusions

In many engineering applications, ductile fracture occurs in thin-walled structures that are typically modeled with shell finite elements due to many practical reasons (e.g. easy meshing, computational efficiency, robust contact formulation, etc.). Although shell elements can predict the elasto-plastic response of a structure prior to fracture with great accuracy, they fail to predict the instant of ductile fracture with a wide spread of reported values. This is referred to as mesh-size sensitivity. The substantial efforts were made to eliminate the unfavorable mesh-size sensitivity and estimate a reasonable displacement to fracture at the structural level by improving the material model, limiting the attention to first-order general-purpose shell elements with a reduced integration. The emphasis was put on the consistency between solid and shell element modeling, i.e. attempts were made to maintain the material model parameters between shell and solid element models.

Non-porous plasticity with a fracture indicator framework was chosen due to its simplicity and accuracy for thin metal sheets. The exhaustive comparative study was first performed between shell and solid elements for two structural examples, large notched tension that fails by localized necking and hemispherical punching with necking delayed until fracture initiation. The detailed analysis revealed that the presence of localized necking sets the limit of the validity for shell element solutions. Furthermore, shell elements of a different size produced identical results in absence of localized necking. The constitutive assumption of the plane stress condition prevents shell elements from redistributing through-thickness strains upon localized necking, thus
underestimating the in-plane load carrying capacity. Coarse discretization hinders the formation of the in-plane localization band, which leads to the unrealistically slow rate of plastic deformation.

It was recognized as the primary task to develop a localized necking criterion for arbitrary combined tension-bending loading and define the trustworthiness of shell element solutions. It was named the Domain of Shell-to-Solid Equivalence (DSSE). The Marciniak-Kuczynski type of localization analysis was performed on a square unit-cell with the periodic boundary condition in order to identify the shape of the localization locus under proportional membrane loading conditions. The calculated curve in the space of the stress triaxiality and equivalent plastic strain showed the almost identical attribute to the Forming Limit Curve (FLC). It was further confirmed that the equation of the Hosford-Coulomb (HC) fracture model with the triaxiality sensitivity turned off fits the necking locus with great accuracy, thus suggested as a parametric form to define the DSSE. Subsequently, the forming severity concept of Bai and Wierzbicki (2008b) was borrowed to predict the onset of localized necking for non-proportional loading conditions with varying stress triaxialities. The findings of Tharrett and Stoughton (2003) and Stoughton and Yoon (2011) were integrated to account for a possible retardation or even suppression of localized necking due to bending. Localized necking is said to occur only when all material points (equivalently all through-thickness integration points of a shell element) indicate the value of the necking indicator larger than unity. In another words, the DSSE model evaluates the status of a shell element as a whole, being a non-local criterion.

Shell element solutions are valid as long as the element resides in the DSSE. Thus, the HC criterion can be simply applied and used to predict ductile fracture that is not accompanied by localized necking. Once a shell element gets out of the DSSE, its prediction of strain and stress fields becomes no longer valid by not being able to consider non-zero through-thickness stresses in the constitutive law, so the element is eliminated from the rest of a finite element model. It is well known that the width of localized necking in metal sheets extends at most up to their thickness. Therefore, in most engineering applications (sheet metal forming, crashworthiness, etc.) where the displacement to fracture is of interest at a length scale much larger than the thickness of a shell structure, the displacement of fracture can be well approximated to that of localized necking. This combination of the DSSE and the HC criterion is named the DSSE-HC model and proposed as a ductile failure model for shell finite elements. It predicts three types of ductile failure observed in
sheet metals: (1) in-plane shear localization, (2) biaxial fracture not preceded by localized necking (aka surface cracking) and (3) biaxial fracture in consequence of localized necking. The model was implemented to Abaqus/Explicit through a user material subroutine VUMAT.

The accuracy of the DSSE-HC failure model was first evaluated purely numerically in comparison to very fine solid element models as a baseline. The model was calibrated for a 1 \text{mm} thick DP780 steel and successfully applied to estimate the displacement to fracture in five different structural examples: large notched tension with two different notch radii, hemispherical punch loading on a circular disk, bending followed by tension on a notched strip, and V-bending of a rectangular plate. In addition, a series of experimental validation was performed on two materials widely used in automotive industry. These are 0.82 \text{mm} thick DP980 steel and 1.02 \text{mm} thick aluminum 6016-T4. The experimental program for calibration and validation includes more than ten different specimen geometries (from coupon to deep drawing experiments), covering a wide range of stress states and bending-membrane loading combinations. The necking envelope identified from the Considère criterion (suggested as a simple calibration method) showed a great agreement with the experimentally measured FLC. The comparison of the experimental and computational results clearly demonstrates the value of combining the DSSE and HC models to predict ductile failure with shell elements. In all validation examples, the error in the predicted displacements to failure was smaller than 10\% (except few cases with very coarse discretization). It is emphasized that the proposed modeling approach reduces the mesh size sensitivity of the failure predictions without introducing mesh-size dependent material model parameters.

The simple and straightforward calibration of the DSSE-HC model, developed in this thesis, is the key feature to contribute to the industry with limited resources for testing, calibration, and model developments. It is emphasized that the present DSSE-HC model for shell elements contains only one additional model parameter for the DSSE, as compared to solid element modeling. It is even more encouraging that no additional experiments are required to determine the parameter. It is readily identified through Eqs 4-13 and 4-14 by knowing the hardening law of a material. Table 7-1 summarizes an experimental program with associated model parameters recommended to calibrate the hardening law and the DSSE-HC model for shell element simulation. Note that Table 7-1 does not include experiments required to identify the parameters of a yield function because a different yield function for a different type of alloys may require a different set of experiments.
### Table 7-1. Experimental program to identify the parameters of the mixed Swift-Voce hardening law and the DSSE-HC ductile failure model for shell element simulation. Note that the fixed transformation coefficients of $n_f = 0.1$ and $p = 0.01$ are recommended in Eqs. 2-18 and 4-12, respectively.

<table>
<thead>
<tr>
<th>Purpose</th>
<th>Experiment</th>
<th>Associated parameters</th>
<th>Related equations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hardening law</td>
<td>Uniaxial tension in sheet rolling direction on a dog-bone shaped specimen</td>
<td>$A, \varepsilon_0, n_0, k_0, Q, \beta$</td>
<td>Eq. 2-2</td>
</tr>
<tr>
<td></td>
<td>Small notched tension (Fig. 6-3a)</td>
<td>$\alpha$</td>
<td></td>
</tr>
<tr>
<td>Hosford-Coulomb fracture model</td>
<td>Simple shear (Fig. 6-3b)</td>
<td>$a, c$</td>
<td>Eq. 2-18</td>
</tr>
<tr>
<td></td>
<td>V-bending (Fig. 6-3c)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mini-punch (Fig. 6-3d)</td>
<td>$b$</td>
<td></td>
</tr>
<tr>
<td>DSSE</td>
<td>No experiment required</td>
<td>$d$</td>
<td>Eq. 4-12, Eq. 4-13, Eq. 4-14</td>
</tr>
</tbody>
</table>

The detailed procedure is explained in Chapter 6.2.

In a broader perspective, this thesis presents the advantage of combining a localized necking criterion (accounting for the effect of bending) and a ductile fracture initiation model to predict the onset of ductile failure using shell finite elements. Both localized necking and fracture are predicted by integrating scalar indicators. Therefore, different functional forms of localization and fracture loci can be conveniently used in place of the equation for the HC model if prove to be more accurate, with the proposed approach seen as a general modular framework. The present formulation is the game changer to the existing approaches to necking and ductile fracture. By combining those two separate physical phenomena into a single model, the number of tests required for calibration remains unchanged while improving the accuracy of prediction dramatically, as demonstrated in the two previous chapters of the present thesis.
7.2 Outlook

7.2.1 Experimental investigation on localized necking under stretch bending

It was the incorporation of the effect of bending into the DSSE that enabled a reliable prediction of the onset of ductile failure together with a substantial reduction of the mesh-size sensitivity in experiments where localized necking precedes fracture. Such a retardation or suppression of localized necking under bending dominated loading rests on the early experimental findings of Tharrett and Stoughton (2003). However, they conducted those stretch bending experiments on relatively mild steels in 1980s. Major and minor strains on the specimen surfaces were measured by 0.5 mm square grids, and a local radius of curvature at the location of the neck was simply approximated as the radius of a punch. More experimental evidence has yet to be found to support some of their arguments about very small and large punch radii that produced outstanding cases. Stereo DIC can improve the accuracy of measured strain fields. A high speed camera system may allow us to detect the exact instant and location of localized necking. Some novel experimental technique that allows the access of DIC on the inner surface in contact with the punch will be of great help. More experiments need to be performed, especially on advanced high strength steel and other lightweight metallic alloys. A purely numerical study using very fine solid element models may replace physical experiments, with an assumption that a material exactly follows a pre-defined constitutive law.

7.2.2 Non-linear accumulation of necking indicator

Bai and Wierzbicki (2008b) originally employed a non-linear accumulation for the necking indicator and successfully reproduced the experimental results of Graf and Hosford (1994). Therefore, the validity of a linear accumulation in Eq. 4-15 needs to be checked further in detail. As alternatives, a path-independent stress-based FLC (Stoughton, 2000) or a polar effective plastic strain-based FLC (Stoughton and Yoon, 2012) may be used.
7.2.3 Effect of dynamic loading

The present shell element failure model is aimed at quasi-static loading with isothermal conditions. However, actual forming operations or car crashes occur under much more severe loading conditions. The strain-rate can achieve the order of 100/s (e.g. Mahadevan et al., 2000; Huh et al., 2005), and a large deformation under high speed loading induces a significant increase in temperature at local material points by plastic work, which in turn leads to softening. Therefore, the effect of strain-rate and temperature should be further investigated to improve the accuracy of the DSSE-HC model. Here is presented one feasible solution. Roth and Mohr (2014) proposed the extended HC fracture initiation model for dynamic loading at ambient temperature along with a Johnson and Cook (1983) type of hardening

\[ k[\dot{\varepsilon}_p, \dot{\varepsilon}_p, T] = k_e[\varepsilon_p] \cdot k_s[\dot{\varepsilon}_p] \cdot k_T[T] \]  \hfill (7-1)

with strain hardening \( k_e \) (Eq. 2-2), strain-rate hardening \( k_s \), and temperature softening function \( k_T \).

\[ k_s[\dot{\varepsilon}_p] = 1 + C \ln \left[ \frac{\dot{\varepsilon}_p}{\dot{\varepsilon}_0} \right] \]  \hfill (7-2)

\[ k_T[T] = 1 - \left( \frac{T - T_r}{T_m - T_r} \right)^m \]  \hfill (7-3)

Temperature was considered as an internal variable whose evolution is governed by

\[ \rho C_p dT = \omega [\dot{\varepsilon}_p] \eta_b \bar{\sigma} d\bar{\varepsilon}_p \]  \hfill (7-4)

Detailed explanations about the above equations and coefficients are referred to Roth and Mohr (2014). The limit strain under plane strain condition \( \varepsilon_{DSSE}^{PST} \) at different strain rates may be obtained by applying Eq. 7-1 to the Considère criterion (Eq. 4-13). Therein, the term \( dk / d\bar{\varepsilon}_p \) may be calculated as follows.
By removing the second term due to the fact that $\vec{e}_p$ and $\dot{\vec{e}}_p$ are independent, the final expression is obtained as

$$\frac{dk}{d\vec{e}_p} = \frac{dk_e}{d\vec{e}_p} \cdot k_e \cdot k_r + k_e \cdot k_s \cdot \frac{dk_r}{d\vec{e}_p} \cdot k_r + k_e \cdot k_s \cdot \frac{\partial k_r}{\partial T} \frac{dT}{d\vec{e}_p}$$

(7-5)

Substituting Eq. 7-5 to Eq. 4-13 yields

$$k = \frac{2}{\sqrt{3}} \left[ \frac{dk_e}{d\vec{e}_p} \cdot k_e \cdot k_r + k_e \cdot k_s \cdot \frac{dk_r}{dT} \frac{\omega \eta_k \bar{\sigma}}{\rho C_p} \right].$$

(7-6)

The resulting values of $\bar{e}_{DSSE}^{FS}$ at different strain rates may be used to solve Eq. 4-14 along with the fracture parameter $b$ for a specific strain rate to identify the corresponding DSSE parameter $d$.

### 7.2.4 More aspects

The effect of anisotropy (yield function) can be further investigated. The effect of complex loading conditions such as loading reversal from compression to tension or orthogonal loading can also be studied.

Lastly but not least, it is important to maintain a proper geometrical discretization (high quality mesh) of the domain for finite element analysis (e.g., Wierzbicki et al., 1988). A region with coarse shell elements may require finer meshes as it deforms. This is beyond the scope of a material model, but it is a very crucial and essential condition for reliable finite element simulations.
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