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Abstract

This thesis aims to develop fundamental understanding of the role of surface

structures in two-phase heat sinks including capillary driven evaporators and flow boiling

in microchannels. First, we developed a detailed finite volume numerical model for thin-

film evaporation from micropillar array wick structures. The model can predict the dry-

out heat flux on various micropillar structure geometries (diameter, pitch, and height) in

the length scale range of 1-100 pm and capture the optimal geometries to maximize the

dry-out heat flux. The model suggests that maximizing the capillary flow requires a high

capillary pressure gradient and a low viscous flow resistance, and that only considering

one factor can lead to a low dry-out heat flux. Guided by the model, we then designed

and fabricated microchannel heat sink devices incorporated with surface structures.

Specifically, we decouple nucleation and thin film evaporation through the design of two

different surfaces on the sidewall and the heated bottom surface. Bubbles can be

generated at the less hydrophilic sidewalls while the superhydrophilic microstructures on

the heated surface of the channel can maintain a liquid film by capillary wicking to

promote thin film evaporation and prevent dry-out. Our experimental results show

significantly reduced long-timescale (-seconds) temperature and pressure drop

fluctuation at high heat fluxes. A critical heat flux (CHF) of 969 W/cm 2 was achieved

with a structured surface, a 57% enhancement compared to a smooth surface. The trend

of CHF enhancement among different geometries of the structures agrees well with the

fluid wicking model, which suggests that capillarity is the key factor contributing to the

enhanced performance. Furthermore, we investigated the temperature response as a result

of short-timescale (-ms) flow oscillation. The surface structures also significantly

suppress the magnitude of this high-frequency temperature oscillation and potentially can

improve the reliability of these two-phase heat sinks with reduced mechanical and

thermal fatigue. The insights gained from these works lead to new design principles for

advanced thermal management solutions for high power density electronic systems in the

future.

Thesis Supervisor: Evelyn N. Wang

Title: Gail E. Kendall Associate Professor
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Chapter 1

Introduction

1.1 Thermal Management Challenges of Electronics

The increasing power densities in modem electronic devices and systems pose significant

thermal management challenges. For example, as central processing units (CPUs) have

approached heat fluxes of 100 W/cm 2 (Figure 1-1), typical commercial fin-fan based

thermal management strategies are no longer able to dissipate the required fluxes while

maintaining the chip temperature below their maximum allowable temperature of

approximately 85 'C. This has led to the design of multi-core processors.' In addition, the

thermal management demands for other energy and electronic systems such as

concentrated solar photovoltaics (CSP), gallium nitride (GaN) power electronics, and

laser diodes, are exceeding heat fluxes of 1000 W/cm 2 . 2 In some scenarios, dissipating

heat from electronics to meet the requirement of their operating temperature can consume

a large amount of energy. The International Technology Roadmap for Semiconductors

(ITRS) predicts that by 2029, data centers will consume 482 GWh for facility cooling, in

15



addition to the 560 GWh power for networking, switching, and storage.3 Clearly, the

need for thermal management schemes that are capable of dissipating high heat fluxes,

with small increases in temperature, and which consume low energy has been well

recognized.

A AMD Pentium 4
*a Intel (2005)

100 * Power PC

u Core 2Duo
(2006) Atom

(2008)

1990 1994 1998 2002 2006 2010
Year

Figure 1-1 Trend of power density of CPUs. Figure from Ref. 1

1.2 Cooling Schemes based on Phase-Change Heat

Transfer

Liquid-vapor phase-change heat transfer is a promising approach to address the

above mentioned challenges because the latent heat of a fluid is in general 2 - 3 orders of

magnitude higher than its specific heat capacity. 4 Boiling, a most common form of liquid-

vapor phase-change process, can dissipate orders-of-magnitude higher heat fluxes

compared to single-phase air cooling, as shown in Figure 1-2a. The critical heat flux

(CHF) is typically defined as the maximum achievable heat flux before severe heat

transfer degradation occurs. Thus CHF represents the limitation in heat flux of specific

heat transfer modes. Another important metric is the heat transfer coefficient (often

denoted as HTC or h), which is typically defined as the ratio between heat flux (q) and

the temperature difference (AT) between the wall (Tw) and the bulk fluid (T'). Heat

transfer coefficient represents the thermal conductance for heat to transport from the wall

to the bulk fluid. Figure 1-2b shows the comparison of the heat transfer coefficient
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among various cooling schemes. Due to the latent heat, the heat transfer coefficient of

boiling is usually also higher than single-phase liquid or air convection.

a)eJet ic pinge a-qb)Air
Fluorochemical Lkqfd Natural Convection

F ow boiling ae ue W r F
S ray cdoling

Pool bclingqAn P
Fluorochnical UqusForced Convection

Spay coo ing
FI I-F orinr

P*61 boili lo gner

I s AFuorochemnical Uqulds

Aitr Water
Naturl con ection j

0.01 0.1 1 10 100 10DO 10000 100000 o.Oci 0.001 0.01 0.1 1 10 100 1000
Critical Heat Flux (W/crn2) h(W Cn 2.C)

Figure 1-2 (a) Comparison of critical heat flux (CHF), which is the maximum heat
flux achievable before severe heat transfer degradation occurs, with air cooling and
liquid-vapor phase-change cooling. Data from Ref. 5 and Ref. 6 (b) Comparison of
the heat transfer coefficient among various cooling schemes. Adapted from Ref. 7

Both spray cooling8 and jet impingement" 0 have the potential to achieve high

CHF. In these schemes, liquid from nozzles impinges on the hot surfaces in the form of

jet flow or droplets. Typical challenges with these approaches include the requirement of

a complex 3D architecture, uneven distribution of the flow and extremely high pressure

of the working fluid. Boiling, on the other hand, typically requires simple systems and

can operate at pressures close to the atmosphere. In the case of pool boiling, bubbles

generated from the hot surface are driven away passively (by buoyancy), which open up

space for the subsequent bubbles to nucleate. Thus to continually remove heat, no active

pumping is required as opposed to spray cooling and jet impingement. Pool boiling has

demonstrated critical heat flux (CHF) values of approximately 100 W/cm 2 with water as

the working fluid on smooth surfaces." The cause of CHF on smooth surfaces has

commonly been attributed to hydrodynamic instability at the interface of liquid-vapor

columns, described by the Zuber model." Besides the fact that CHF values cannot reach

the desired high fluxes, pool boiling is typically impractical for implementation with

electronic systems because of the large volume required and orientation dependency.

Flow boiling involves liquid-to-vapor phase change occurring in bulk flow in

channels. It has the potential to achieve high heat transfer performance because external

pumping can aid convective heat transfer as well as help remove the vapor bubbles more
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effectively than buoyancy (in pool boiling). In particular, flow boiling in mini and

microchannels is attractive for electronics cooling because of its compact form factor and

high surface-to-volume ratio that contributes to a low thermal resistance. However, the

main challenges with flow boiling are flow instabilities and the need to increase CHF.

The main reason for flow instabilities, which typically manifest themselves as mass flow

rate fluctuation, is due to the significantly lower density of the vapor phase than the liquid

phase. As a result, vapor needs to accelerate substantially to maintain a constant mass

flow rate along the channel. This results in a negative slope on the pressure drop vs.

mass flow rate curve (internal curve) in the two-phase region with a constant heat flux.

The intersection between the internal curve and the external flow characteristics curve

can be unstable, which leads to flow rate and pressure drop oscillations. A few types of

two-phase flow instabilities are summarized in a review by Kaka9 and Bon.12 When flow

instabilities occur, insufficient liquid supply during mass flow rate oscillation can lead to

dry-out in the channel, which causes temperature oscillations. As heat flux increases,

severe dry-out can develop to critical heat flux condition. Thus, studies on flow boiling in

microchannels have focused on various means to mitigate flow instabilities and enhance

the CHF.

In addition to flow boiling, evaporation has been commonly used in heat pipes,

where heat fluxes in the range of 50 - 100 W/cm 2 have been achieved.'1 In these heat

pipe devices, liquid evaporates from a porous media. The evaporated vapor condenses in

the condenser and the circulation is passively driven by capillarity generated in the

porous media. Although the maximum heat flux currently demonstrated with capillary-

driven evaporation schemes is lower compared to flow boiling in microchannels, they are

generally simple, stable, and do not require pumping element and power consumption

and therefore attractive for some applications. In addition, evaporation and boiling are

closely related in that nucleation of a bubble involves evaporation across the bubble

interface. Insights gained from evaporation studies often aid the understanding of the

more complex boiling phenomena. Similarly, there has been tremendous interest to

enhance the heat transfer coefficient and CHF (or dry-out heat flux) for evaporation type

of heat transfer schemes. Recent studies suggest that evaporation from thin-film region,

where the liquid thickness is on the order of 1 ptm, has the highest heat transfer rate.' 4
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Increasing the thin-film area while enhancing the capillary flow have the potential to

further improve the heat transfer performance.

1.3 Micro and Nanostructures for Liquid-to-Vapor

Heat Transfer

Recent advancements in micro and nanotechnology have brought new

opportunities to enhance liquid-vapor phase change heat transfer. The ability to engineer

surfaces with precise structures and tailored chemistry allows manipulation of wetting

and interfaces near the three phase contact line, which plays a key role in the macroscopic

heat transfer behavior. Examples include superhydrophobic and superhydrophilic

surfaces realized by roughening the surface while either reducing or increasing the

surface energy by selective coatings, biphilic surfaces with patterned hydrophilic and

hydrophobic regions, surfaces with microcavities, and hierarchical structured surfaces

with various length scale features. Many of these surfaces are also inspired by surfaces in

nature with various functionalities and morphologies. Some examples include the

superhydrophobic lotus leaf which repels water, hydrophilic shells of beetles for water

capturing.

Numerous studies have utilized engineered surfaces to enhance pool boiling heat

transfer. In pool boiling, enhancing the heat transfer coefficient can be realized by

promoting bubble nucleation with sites that entrap vapor as "seed" for bubbles to grow,

and increasing the CHF usually requires a highly wetting surface such that dry-out is

delayed. Promoting nucleation can be achieved on an engineered surface by artificially

increasing the density of nucleation sites (cavities), reducing substrate wettability, or

tuning the cavity sizes. Accordingly, delaying the CHF has been realized by increasing

the wettability and roughness of the boiling surface. Figure 1-3 summarizes the pool

boiling heat transfer performance (boiling curves) of a few types of engineered surfaces

including microchannels, wire mesh, and biconductive, biphilic, surfactant modified, and

hydrophilic microstructured or nanostructured surfaces. Compared to the smooth surfaces

with intrinsic contact angles of 180, 350 and 90', the nanoengineered surfaces showed

enhanced heat transfer coefficient (boiling curves shifted to the left) and enhanced CHF

(except the surfactant modified surfaces).
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Figure 1-3 Boiling curves up to the CHF for various engineered surfaces, compared
to smooth surfaces with contact angles of 184, 350 and 900. Figure adapted from Ref.
15

In evaporation, numerous structures have been investigated to enhance the

capillary flow and achieve high CHF or dry-out heat flux. Some examples include porous

copper structures 1, meshes, silicon micropillar arrays '81. While these studies have

suggested exciting potential of using micro and nanostructures to enhance the heat

transfer, a detailed model that optimizes the geometries of the structures to enhance the

dry-out heat flux is needed.

Recently, inspired by studies of pool boiling and evaporation, surfaces with

nanostructures have also been investigated in two-phase microchannels. For example,

silicon nanowires have been incorporated into microchannels to reduce temperature

oscillation by promoting an early onset of nucleate boiling 20,21, and enhance the CHF.22 ,23
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While the focus is on promoting bubble nucleation, the role of surface structures in flow

instabilities and CHF needs further investigation, especially at high heat flux conditions.

1.4 Scope and Organization of Thesis

The focus of this thesis is to investigate the role of surface structures in two-phase

microchannels and evaporation systems. In particular, we aim to understand the effect of

the dimensions of the structures on dry-out heat flux in evaporation systems, and

investigate the role of surface structures on flow instabilities and CHF in microchannels.

The thesis is organized as follows. In Chapter 2, a detailed numerical model that

predicts capillary-driven liquid flow within micropillar array under a uniform applied

heat flux will be presented. The model can be used to determine the dry-out heat flux and

optimize the structures for maximizing the dry-out heat flux. In Chapter 3, we integrate

surface structures guided by our optimization model into microchannels and investigate

their role on CHF and long-timescale (~seconds) flow instabilities prior to CHF

conditions. In Chapter 4 we continue to examine short-timescale (-milliseconds) flow

instabilities and demonstrate that surface structures that promote capillary flow can

significantly suppress the associated temperature oscillations. Chapter 5 summarizes the

thesis and suggests future directions based on insights gained from the work presented in

previous chapters.
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Chapter 2

Dry-out Heat Flux of Capillary Driven

Evaporation
Thin-film evaporation in wick structures for cooling high performance electronic

devices is attractive because it harnesses the latent heat of vaporization and does not

require external pumping. However, optimizing the wick structures to increase the dry-

out heat flux is challenging due to the complexities in modeling the liquid-vapor interface

and the flow through the wick structures. In this chapter, we developed a model for thin-

film evaporation from micropillar array wick structures and validated the model with

experiments. The model numerically simulates liquid velocity, pressure, and meniscus

curvature along the wicking direction by conservation of mass, momentum and energy

based on a finite volume approach. Specifically, the three-dimensional meniscus shape,

which varies along the wicking direction with the local liquid pressure, is accurately

captured by a force balance using the Young-Laplace equation. The dry-out condition is

determined when the minimum contact angle on the pillar surface reaches the receding

contact angle as the applied heat flux increases. With this model, we predict the dry out

heat flux on various micropillar structure geometries (diameter, pitch and height) in the

length scale range of 1-100 ptm and discuss the optimal geometries to maximize the dry-

out heat flux. We also performed detailed experiments to validate the model predictions,

which show good agreement. This model provides insights into the role of surface

structures in thin-film evaporation and offers important design guidelines for enhanced

thermal management of high-performance electronic devices.

2.1 Background

The increasing power densities in high performance electronic devices such as

GaN power amplifiers, concentrated photovoltaics and laser diodes pose a significant

thermal management challenge24- 26. The use of the liquid-to-vapor phase-change process
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to cool these devices is attractive because it harnesses the latent heat of vaporization with

minimal temperature rise2 1,27,28. In particular, capillary-pumped thin-film evaporation has

gained increasing attention due to its simple design, stable and self-regulating

performance, and minimal pumping power consumption3,2 9,3 0. These systems generally

require a porous wick structure to generate capillary pressure which drives the liquid flow

as it evaporates. Among various wick structures investigated including spheres, pyramids

and cylindrical micropillars, the latter have been shown to be a particularly effective wick

structure3 1 . However, optimizing the micropillars to increase the dry-out heat flux, which

is the maximum heat flux the system can dissipate before dry-out occurs, is challenging

owing to the complex liquid-vapor interface and its effect on the liquid transport. Thus,

existing models simplify the physics by assuming an adiabatic flow3 2'33 , or neglecting the

variation of the three-dimensional curved liquid-vapor interface34-3 6 along the length of

the wick. In addition, these models are typically based on the Brinkman's equation 32 ,3 3 ,3 7

or Darcy's law35 ,3 6 which describes flow in an isotropic porous media, with an effective

porosity and permeability adopted for the micropillars. Therefore, a multi-physics model,

which captures the liquid-vapor interface along the wicking distance and couples the

associated capillary pressure field with the fluid and enthalpy transport, is needed for

more accurate predictions of the dry-out heat flux.

In this study, we developed a numerical model for thin-film evaporation from

micropillar array wick structures. The model simulates the liquid velocity, pressure, and

meniscus curvature along the wicking direction by conservation of mass, momentum and

energy based on a finite volume approach. In particular, the three-dimensional meniscus

shape, which varies along the wicking direction with the local liquid pressure, is

accurately captured by the Young-Laplace equation. We determine the dry-out condition

at a fixed distance from the liquid source when the minimum contact angle on the pillar

surface reaches the receding contact angle as the applied heat flux is increased. We

predict the dry-out heat flux on various micropillar structure geometries (diameter d,

pitch 1, and height h) in the length scale range of 1-100 um and suggest the optimal

geometries to maximize the dry-out heat flux. In addition, we experimentally validated

the model with microfabricated test samples and measured the heat flux at which dry-out
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occurred. The results show that for the geometric range investigated, the dry-out heat flux

is maximized at d/h ~ 0.4-0.6 and l/d~ 3.

2.2Model Formulation

In this work, we study capillary-pumped liquid film evaporation on a hydrophilic

micropillar array surface (or the "wick surface") of length L, in a constant pressure,

saturated vapor environment. A schematic of the problem studied in this model is shown

in Figure la (side view) and lb (top view). Figure lc shows a scanning electron

microscope (SEM) image of a representative fabricated silicon micropillar array with

diameter of d, pitch of I and height of h (d, h, 1<< L). The wick surface in Figure 1 a and

lb (0 < x < L) is in contact with a liquid reservoir (x < 0) at x = 0, whose volume is much

larger than the total volume of liquid on the wick surface. The wick surface and the liquid

in the reservoir are in a saturated environment, with saturated vapor on top. Thus, the

pressure of the liquid reservoir (flat interface) is the same as the vapor pressure Pap,

which is constant (at Psat) in this system. Upon applying a uniform heat flux q to the

bottom of the wick surface, the liquid film evaporates and the film thickness reduces as a

function of x. The bottom surface is assumed to be infinitesimally thin such that no axial

conduction is present in the solid, which can be large for a thick substrate 38. However, the

liquid-vapor interface is pinned to the hydrophilic micropillar top surfaces. As a result,

concave interfaces form (shown in Figure la). After the system evolves to equilibrium,

the curvature K(x) of this interface increases with x, which is a result of a thinner liquid

film further from the reservoir. The liquid pressure Pliq(x) is described by the Young-

Laplace equation,

P, - Pliq(x ) = 2 cw(x ) (2.1 )

where a is the liquid-vapor surface tension. For the geometries (1-100 p1m) and

evaporation conditions studied in this model, the variations of the surface tension with

temperature, the disjoining pressure and recoil pressure are negligible. The liquid

pressure gradient along x, dPliq/dx, thus results in a net flow from the reservoir (marked

by the blue solid arrow in Figure 2-la), which compensates for the evaporated liquid
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mass flux. The goal of this modeling study is to understand the axial variation of the

pressure P(x) and the x-direction liquid velocity U(x) at any heat flux q. With this

information, we determined the dry-out heat flux qdry-out, as the meniscus curvature at

x = L reaches its maximum (i.e., where the liquid-vapor meniscus starts to recede).

(a) P,= const

7qi P17- P,,(x) =2ow(x)
servoir >

Heat flux i "celi
x=O x=L

(b) *,, ~ ~ ,~

is cell

Liquid _ _

Reservoir I
Micropillar arrays X

Figure 2-1 (a) Side view and (b) top view schematics of the physical domain in this
model. Capillary-pumped liquid film evaporates on a hydrophilic micropillar array
surface of length L, where a uniform heat flux is applied. The vapor pressure Pvap is
constant. The Young-Laplace equation is given, where o is the liquid-vapor surface
tension and K(x) is the curvature of the liquid-vapor interface at any x. (c) A
representative SEM image of a fabricated silicon micropillar array with diameter d,
pitch I and height h.

Since the micropillars are periodic with pitches of 1, we divide the liquid domain

into finite volumes or unit cells. Each unit cell is the fluid volume within four pillars

shown in the dotted box in Figure 2-1. Since the flow pattern is identical for any finite

volume with the same x (i.e., the system is periodic in the y direction), we only consider

one row of unit cells. We first consider the meniscus shape in one unit cell from the

Young-Laplace equation, and solve for the velocity field in one unit cell using a CFD

model. We then link all of the cells from x = 0 to x = L based on a finite volume approach

where we analyze the change of liquid enthalpy and mass flow rate across a finite

volume, and match the mass flux and enthalpy flux for adjacent cells.
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2.2.lForce Balance

We first solve for the meniscus shape at an arbitrary unit cell along x with the

liquid pressure Pliq(x). The curvature of the meniscus in one unit cell is governed by the

Young-Laplace equation (equation (2.1)). Since Pap is constant, we define P,Iiq as the

liquid pressure relative to the vapor pressure, Priiq= Pliq - Pvap. In the scenarios of

practical interest, L is usually much greater than 1. It is therefore reasonable to assume

that the pressure and curvature variations in one unit cell are small, which we will later

validate. Under this condition (L>>l), the meniscus in the ith cell which is governed by

K(X) or Priiq(x) is approximated using the meniscus calculated from a cell-averaged

curvature K' (or the cell-averaged pressure Prliq'), since in this numerical model we

discretize the pressure P,iiq(x) as P, iq' (=O to Ll). Accordingly, we denote x', y' and z' as

the relative coordinates in a unit cell. Equation (2.1) is then rearranged to equation (2.2).

-P 1 '

2cr 
(2.2)

The curvature of a 3-D surface z'=J(x',y') is calculated as,

2K' = -V -n (2.3)

where h is the unit normal of the surface defined as equation (2.4) 39

af -f
(ax'' ay'1 -1

n =/2 (2.4)
(f )2 2 

+ +1
ax' ay'

Given any P,liq', the constant-mean-curvature (CMC) meniscus shape z'

fmeniscus(x',y') is numerically computed using equation (2.3) and (2.4) in COMSOL4 ' by

setting K'= - PrIiq' /(2().

The boundary conditions (before the meniscus starts to recede within the unit cell)

are: a) the interface is pinned at the pillar top,
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x'+ y'2 = (d 2) 2 ,

(X'- 1)2 + y ,2 =(d 2 2)2,

z'= h at x' 2 +( y'-l)2 = (d /2) 2 , (2.5)

(x'-l) 2 +(y'-l) 2 =(d / 2)2 ,

0 s x', y' 1I

and b) the slope of the meniscus where adjacent cells meet is continuous. More

specifically, the slope in the x' direction should be zero at x'= 0 and 1, when the pressure

difference between adjacent cells is infinitesimally small, and the slope in the y' direction

is zero at y' = 0 and 1, due to symmetry.

az' az'
-- =0 atx'=O,l and --- =0 at y'=0,l (2.6)

Due to the various geometries simulated (1-100 jim), we used a standard

optimized mesh generation algorithm in COMSOL4 0 to generate the grid. The minimum

and maximum relative mesh areas (with respect to the unit cell projected area) were

approximately Ix 10^ and 7x1 0-. The relative tolerance for the convergence of z' was

10-6. The results were exported in the form of points (x', y', z'). The mesh independence

of the numerical solution is included in Figure 2-3.

An example of the meniscus in a unit cell (d=3 pim, 1=9 pm, h=5 pm) with K'=

5.52x102 pm-1 which corresponds to P, iq= -6.49 kPa (a-= 58.8 mN/m, water at 100 C)

is shown in Figure 2-2a. We choose water due to its large latent heat of vaporization

compared to other fluids. From the meniscus solution, we further obtain the contact angle

6 that the meniscus makes on the pillar surface (Figure 2-2c).
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Figure 2-2 (a) The meniscus shape for (a) cylindrical pillar arrays with d = 3 jim, I =
9 jim, h = 5 pm and K' = 5.52x1W2 sim-, (b) rectangular pillar arrays with width w =
3 pm, 1= 9 im, h = 5 pm and K'= 5.52x10-2 gm~', computed from equation (2.3) and
(2.4) in COMSOL. The menisci are assumed to be pinned (i.e., the contact angle is
larger than the receding contact angle). The corresponding contact angle around a
quarter of a (c) cylindrical micropillar and (d) rectangular micropillar, respectively.

The contact angle varies around the pillar circumference (29.920 <0< 30.21 ,

Figure 2-2c) as expected due to the non-axisymmetric geometry and interactions with the

adjacent three pillars, but this variation is small for cylindrical micropillar geometries

with reasonably large permeability which is of practical interest in wicking applications.

In this case, the corresponding average contact angle obtained from the meniscus solution

around a pillar is 0= 30.06', which matches very well with the average contact angle

(0= 30.000) calculated from a force balance analysis described by equation (2.7),

a(zd)cos0 = -,<jq(l2 - Tr 2) (2.7)

where r (r = d/2) is the radius of the pillar. The left hand side of equation (2.7) represents

the vertical component of the line forces pulling the meniscus upward. The right hand

side of equation (2.7) is the downward component of the force from the pressure

difference acting on the meniscus.
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It is to be noted that the contact angle non-uniformity can be significant around a

pillar top surface for shapes other than cylindrical micropillars, especially for those

shapes with sharp corners (e.g., rectangular). The contact angle non-uniformity can result

in a partial receding and partial pinning state of the meniscus, and the calculation of such

intricate meniscus shape will need further consideration. For example, the contact angle

around a square micropillar (widths w = 3 gm, pitch 1 = 9 jpm) with the same curvature

(Ki= 5.52x10-2 Pm') is significantly non-uniform (from 90 to 560), assuming the

meniscus is pinned (Figure 2-2b and d). This means that if the receding contact angle is

150, for example, the assumption that the meniscus is pinned around the pillar before the

dry-out heat flux occurs is not valid. In this case, part of the three-phase contact line will

recede first while part of it is pinned. Since the dry-out heat flux is determined by the

receding of the entire contact line, obtaining the dry-out heat flux will require accurate

calculation of this intermediate partially receding meniscus as well as integration of this

meniscus into the CFD model. In this thesis we will only consider cylindrical micropillar

arrays as they are more common in scalable structures.

Figure 2-3 shows an example of the average meniscus height and minimum

meniscus height of the center yz-plane in a unit cell (the red plane in the inset of Figure

2-3) as a function of the contact angle 0 (d-3 pim, 1=9 pm, h=5 pm), or curvature K. The

result shows that, for this particular pillar geometry, the liquid-vapor interface curves

towards the bottom surface for ~40% the total height of the pillar at small contact angles.

This indicates that assuming the liquid thickness is equal to the micropillar height can

largely underpredict the flow resistance, especially for small h/ ratio geometries.

Following the same method, we solved the meniscus shape for various pillar geometries

and P, ,Iiq (or K) using a parametric sweep in COMSOL.
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Figure 2-3 (a) the average meniscus height and minimum meniscus height in the
center yz-plane (the red plane in the inset) of a unit cell (d = 3 Am, I = 9 pm, h =
5 sm) as a function of the average contact angle 0 around the pillars. The solid lines
are linear interpolation and extrapolation of the data points from COMSOL. (b)
The meniscus height z'min at the center of a unit cell (d= 3 jm, I= 9 Am, h = 5 jm,
0=30*) and the solution time as a function of the total number of degrees of
freedom solved for (as a result of different mesh sizes) in the COMSOL model for
meniscus calculation. The blue arrow indicates the solution used in this mode. The
difference in z'min between the last two data points is 0.0003%.

2.2.2 Momentum Equation

We next solve the momentum equation (Navier-Stokes Equations) for the velocity

field (u,v,w) in one unit cell as a function of the relative liquid pressure P,iiq which

determines the meniscus shape, and the pressure difference across one unit cell APr,Iiq/l

which drives the flow. Due to the complexity of the meniscus shape, we solve the three-

dimensional velocity profile (u,v,w) =J(Priiq, APr, liq/l, x', y', z', micropillar geometries)

numerically via CFD simulations in COMSOL. We imported the meniscus shape (x', y',

z') calculated in the previous section via parametric surface in COMSOL as a geometric

boundary. We choose the fluid properties of water at 100 'C. Figure 2-4a shows an

example of a unit cell (d = 3 pm, 1= 9 pm, h = 5 pm). For any input Priiq, the meniscus is

first generated by the method described in the previous section. A pressure difference

APriiq is applied across the inlet and the outlet of the fluid domain, which represents a

cell-averaged pressure gradient dPr,jiq/dx ~ APrliq/l. The boundary conditions are a) no-

slip boundary condition on the bottom surface and the pillar side walls, b) shear free
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boundary condition on the meniscus and c) symmetric boundary condition on the side

walls of the unit cell (y = 0 plane and y = 1 plane). The minimum and maximum relative

mesh volumes (with respect to the unit cell volume) were approximately 1x 10-6 and

1.5 x 1 0 -4. The relative tolerance for the convergence of velocity and pressure was 10-3.

Figure 2-4a shows the result of the magnitude of the velocity (m/s) in the fluid domain

where Priiq= -6.49 kPa which corresponds to K' = 5.52x10 2 pm-1 or 6= 30', and a

APriiq/l of -1.667 Pa/pm (APr iq= -15 Pa over I = 9 gm). The mesh independence of the

numerical solution is included in Figure 2-5.

velocity (b) 0.04 _0=g(amr/s - - 0
X102 - =700

0.03 - - = 50*
2.s -- =30*

I0 =15*
12E0.02 -=*

115
0.01

0I41 0.0 d= 3 pm, 1=9 pm, h= 5 pm
d= 3 pm, =9 pm, h= 5 pm 0 00 2 4 6

Pressure gradient IAPr,)i HI, (Pa/pm)

Figure 2-4 (a) The magnitude of the velocity (m/s) in the fluid domain where
Pr,iq= -6.49 kPa which corresponds to i = 5.52x10- 2 Am-1 or 0 = 30*, and a APF,Iq/l
of -1.667 Pa/jim (AP = -15 Pa over I = 9 Am). The micropillar geometries are d =3
Am, I= 9 jm, h = 5 Am. (b) The center-yz-plane-averaged (the red plane in the inset)

x-direction velocity U defined as U= YAf u(x',y',z')dy'dz' .i, 2 as a function of

APrliqI/l and 0 =f(Pr,iiq).

10 4 00

.................... .. ...... _
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Figure 2-5 The center-yz-plane averaged velocity U and the solution time as a
function of the total number of degree of freedom solved for in the CFD model, with
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a micropillar geometry of d= 3 im, I= 9 pim, h = 5 im, a contact angle of 0= 30*
and an applied pressure difference of 15 Pa. The blue arrow indicates the solution
used in this model. The difference in U between the last two data points is 0.27%.

We performed simulations over a wide range of values for pressure gradient

APr,iiq/l and pressure P,Iiq, to obtain their effect on the liquid velocity. The result for d = 3

pim, 1= 9 gm, h = 5 pm is plotted in Figure 2-4b where the center-yz-plane-averaged (the

red plane in the inset) x-direction velocity U (defined as

u= Affu(x',y',z')dy'dz'-I 1 ) is shown as a function of |APriiqlll and 0 =(Pr,iiq).

For a fixed contact angle (i.e., a fixed meniscus shape), the result shows a linear

relationship between the velocity and the pressure gradient, which is due to a fixed flow

resistance. As 0 reduces, the meniscus becomes more concave. This increases the flow

resistance, as indicated by the reduced slopes of the U vs. IAPriqg/l curves. Besides

IAPrjill and pressure Pr,iiq, we also performed simulations over a wide range of sample

geometries (d, 1, h) to obtain a look-up table for U =(PrIiq, APriq/l, d, 1, h). We used this

look-up table for the finite volume simulations discussed next.

2.2.3 Mass Conservation and Enthalpy Balance

We finally connect the unit cells from x = 0 to x = L by integrating the mass

conservation and enthalpy balance equations in each unit cell, or finite volume, and

matching the fluxes at the finite volume interfaces. For the convenience of the study, we

chose the finite volumes as shown in Figure 2-6, so that the boundaries of the finite

volumes coincide with the center yz-planes in each unit cell.

(a) i-1th finite ith (b) 2 (c) 1hh 2 (d) pi-3 /
2  pi-1 2  Pi+l/ 2

unit cell voUmne unit cell 4 4 rliq rliq

kv

q2T A"-, U'- A', U'

Figure 2-6 Schematics of (a) the choice of finite volume and unit cells, (b) mass
conservation and (c) enthalpy balance on a control volume, and (d) locations of the
variables solved in the model.

Integrating the mass conservation in the finite volume gives equation (2.8),
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V"- _ = rh12 (2.8)

where F'' and F' represent the mass flow rate entering and leaving the finite volume

respectively, and rh is the evaporation rate (i.e., the mass evaporated per unit area per

second, kg/m2 -s). F' is calculated by integrating the mass flux on the outlet surface and is

described by equation (2.9),

Fi = PffA' udydz = pA'U' (2.9)

where p is the liquid density, u is the x-direction velocity, A' is the outlet surface area

which is also the center yz-plane area A, in a unit cell, and U is the surface-averaged

velocity (as discussed in Section 2.2.2). A similar equation is used to calculate F''.

Integrating the enthalpy in the finite volume gives equation (2.10),

(r, --F')h, - &2+ 12q =0 (2.10)

where hi and hv are the enthalpies of the liquid and vapor respectively. Substituting

equations (2.8) and (2.9) into (2.10), and neglecting the sensible heat results in equation

(2.11),

p(A'-'U'-' - A'U' )h, = 12q (2.11)

where hg is the latent heat of vaporization (hv-hi).

The boundary conditions at x =0 are a) P,Iiq= 0 since the liquid is in contact with the

reservoir, and b) F(x = 0) = qlL/hfg since all the liquid evaporated from the surface should

enter at x = 0. Equation (2.11) links the center-yz-plane-averaged velocity U and the area

A' with those in the next unit cell. Therefore, we solved Piiq based on a cell-by-cell

(forward) approach, since the left boundary conditions (x = 0) are specified. Based on the

solution from the previous cell (P,tiqiq" 2 , A j, U-1) whose locations are defined in Figure

2-6d, PIi i' "2 is iteratively solved until A'=(Piq' ) and V=f(Pjiq', (Pr,,iqi+1 2 
- Prii' 1

2 )/o

satisfies equation (2.11), where P, iq' is the average pressure in the ith cell and Priq =

1/2(Prii'-"2 + Pr,ii+1/2 ). The solution (Pr iqi+12 , A', U) is then used to calculate (Piqiq+ 312 ,

A'+1 , U +) in the next cell.
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2.3 Results and Discussion

In this section, we first show an example of the solution of a micropillar array surface

(d= 10 im, I = 30 pim, h = 25 pim) of length L =5 mm. We choose this characteristic

wicking length L based on a 1 cm 2 typical heat dissipation area of electronic devices,

where the fluid wicks from the edges to the center. We discuss how we obtain the dry-out

heat flux qdry-out based on the minimum contact angle from the solution. We then show

the dry-out heat flux qdry,-out for various micropillar geometries as the pillar height h

increases from 5 jpm to 50 pm and discuss the optimal pillar geometries which maximize

qdy'-out. Furthermore, we validate this model with experimental data and demonstrate good

agreement between the two. Finally, we show that qdy-out is very sensitive to the wicking

length L and is governed by qdry-out ~ L

2.3.1 Solution of a representative micropillar surface

Figure 2-7 shows the x-direction velocity U(x) (Figure 2-7a), the relative liquid pressure

Priiq(x) (Figure 2-7b), the average meniscus height (liquid thickness) in the center yz-

plane in each unit cell 6(x) = A,(x)/l (Figure 2-7c), and the average contact angle that the

meniscus makes on the micropillar walls 6(x) (Figure 2-7d) as a function of the distance x

to the reservoir. Three heat fluxes q =50, 60 and 76.1 W/cm 2 were applied and the

dashed arrows in Figure 2-7 indicate the trend as the heat flux increases. The heat flux of

76.1 W/cm 2 corresponds to the dry-out heat flux which will be explained in the following

paragraph. Figure 2-7a shows that the velocity reduces to zero at x = L, which is a

physical result of total evaporation of the liquid. This also indicates that the error

associated with the numerical method is small, since we only specified the left boundary

conditions at x = 0 and did not set any constraints at x = L. Figure 2-7b shows that Priq

reduces along the wick surface and the magnitude of the total pressure drop increases

with q. In addition, the maximum pressure variation within a unit cell at q = 76.1 W/cm 2

is 23.9 Pa (at x = 0), which is only 1% of the pressure variation from x = 0 to L

(-2.17 kPa). This validates our previous assumption that the pressure variation in one

unit cell is small. Figure 2-7c and d shows that the thickness of the liquid film and the

average contact angle reduces along the wick surface. As heat flux increases, the liquid

becomes thinner and the contact angle reduces.

34



We identify the dry-out heat flux qdry-out by the physical constraint of the minimum

contact angle at x = L. This contact angle cannot be lower than the receding contact angle

0r of the fluid on the substrate. Similarly, the receding contact angle has been used to

identify the critical heat flux in pool boiling 41,42. As an example of water on silicon

dioxide, which is a common combination, 0 , is approximately 150 43. Thus qdry-out in this

particular case is determined to be 76.1 W/cm 2 , as shown in Figure 2-7d.
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Figure 2-7 A representative set of simulation results for a micropillar array surface
(d= 10 pm, l= 30 pm, h = 25 pm) of length L = 5 mm at q= 50, 60 and 76.1 W/cm2.
(a) The x-direction velocity U(x), (b) the relative liquid pressure P,,iiq(x), (c) the
average meniscus height (liquid thickness) in the center yz-plane in each unit cell
6(x) = A,(x)/l, and (d) the average contact angle that the meniscus makes on the
micropillar walls O(x) as a function of the distance x to the reservoir. Water (at 100
OC) is used as the working fluid.

2.3.2 Dry-out Heat Flux for Various Micropillar Geometries

Following the method described in section 2.3.1, we calculated the dry-out heat

flux qdry-out for various micropillar geometries and the results are shown in Figure 2-8.
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Micropillars of three different heights (h = 5 pm, 25 gm and 50 gm) which correspond to

three inlet liquid thickness were investigated. For each h, we examined the micropillar

diameters d in the range of approximately d/h-0.1 to 1. Correspondingly, various

micropillar pitches 1 were considered such that for each d and h, the range of 1 covers the

maximum qdry-out. Figure 2-8(a-c) show qdry-out for h = 5 pm, 25 pm and 50 pm

respectively when 6 , = 150 (water on silicon dioxide). Figure 2-8d shows qdy-out for

h = 25 jim when 0r = 50' (representing the case for pillar surfaces with a lower surface

energy). The numerical error associated with discretization increases as L/1 decreases.

Specifically, the number of unit cells becomes less than 50 for I> 100 jm (L = 5 mm),

and the maximum pressure variation within a unit cell at dry-out (0r = 15*) for d = 50 Pm,

I = 100 jim and h = 50 pm increases to 3.6% (40.4 Pa at x = 0) of the total pressure

variation fromx= 0 to L (-1.11 kPa).
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Figure 2-8 The dry-out heat flux qdy-,,, for various micropillar geometries. (a)
h = 5 pm and O, = 150, (b) h =25 ptm and 0, = 150, (c) h =50 ptm and O, = 150, and (d)
h =25 ptm and O, = 500.
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The results indicate the dry-out heat flux is very sensitive to the choice of the

micropillar geometries. We summarize the main observations from these simulations

over the parametric space as seen in Figure 2-8,

(1) For each h, there is a maximum qdry-out, and for the geometries investigated in this

study, the optimal geometry has a d/h ratio of approximately 0.4-0.6, and an lid

ratio of approximately 3 when Or = 15'.

(2) qdy-out increases with h. This is because higher h results in a thicker liquid film

and the associated viscus drag (~-udu/dz) from the bottom surface is smaller. In

addition, a thicker liquid allows a higher liquid mass flow rate, which contributes

to a higher qdry-out. This trend agrees with previous modeling based on the Darcy's

equation and experimental observations 35,36. However, increasing the height of

the pillars increases the superheat at the solid surface. Therefore, h is limited by

the maximum superheat associated with the onset of nucleation, which needs

further consideration. Due to this boiling limit, we do not report h > 50 pm, since

a mixed mode of evaporation and boiling has been observed from some previous

works 19,29,44 for geometries in this range. Similarly, when the contact angle is

large, it is also possible for boiling to occur due to the small evaporative heat

transfer coefficient45.

(3) Reducing Or will increase qdry-out, as indicated by Figure 2-8b and d.

2.3.3 The Effect of Receding Contact Angle on the Dry-out Heat Flux

To further investigate the effect of the receding contact angle on the dry-out heat

flux, we plot qdy-out as a function of Or for three different micropillar geometries. Figure

2-9 suggests that although the dry-out heat flux increases with decreasing receding

contact angle, the increase is small as Or approaches 0'. This relation resembles qdy-

out~ cosO, since the maximum capillary pressure is -P cos O..rd)/(12 -7r 2),

according to equation (2.7). The exact qdry-out =J(Or) is micropillar geometry dependent, as

indicated by the difference between the curves for I= 60 pm and / = 20 pjm in Figure 2-9.

The predictions for / = 60 jim are higher than that for / = 20 pim at larger receding contact

angles, but becomes lower at receding contact angles less than 21'. This is because as the

contact angle decreases the liquid film becomes thinner for sparse pillar arrays compared

37



to micropillars with relatively closer spacing (insets of Figure 2-9), which causes more

viscous drag. This result explains the trend that the optimal d and 1 increase as 0r

increases (Figure 2-8b and d). In addition, creating nanoscale hierarchical structures on

top of the microscale pillar arrays can potentially reduce the apparent contact angle on the

pillar surface to zero degree. Although this can increase the maximum allowable capillary

pressure, the additional viscous loss introduced by the rough nanostructures may

introduce additional viscous resistance. Predicting the dry-out heat flux needs

consideration of both factors.
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Figure 2-9 The dry-out heat flux as a function of the receding contact angle for three
different micropillar geometries. The dry-out heat flux increases as the receding
contact angle decreases. The insets show the minimum liquid film thicknesses for a
sparse and dense pillar arrays (h =25 pm) with 0r = 100.

2.3.4 Experimental Validation and the Effect of Wicking Length

We validated our model with experimental data. We created well-defined

micropillar arrays with three geometries (Sample A1: d = 7 pm, 1= 20 pm, h = 20 pm,

A2: d= 7 pm, 1= 30 pm, h = 19 pm and A3: d= 6 jim, l= 50 pm, h = 19 pm). Sample

Al and A2 are around the optimal geometry for h - 20 jim and A3 is non-optimized. The

micropillars were etched on a silicon substrate (-600 pim thick) via deep reactive ion

etching and a thin thermal oxide (-50 nm) is grown to ensure that the surface is wetting.
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The scanning electron microscopy (SEM) images of the fabricated micropillars are

shown in Figure 2-10.

(a) (b) (c)

Figure 2-10 SEM images of the fabricated silicon micropillar arrays. (a) Sample Al:
d=7m, l=20sm, h=20 sm, (b) Sample A2: d=7 pm,I=30 sm,h=19 pm and
(c) Sample A3: d = 6 pm, I= 50 pm, h = 19 pm.

The schematic of the sample is shown in Figure 2-1 Ia. Each sample was

2 cm x 2.5 cm x 600 gm. Micropillars were patterned on the samples with a width of

10 mm and length of L+1 mm, where L is the wicking length. Samples with five different

wicking distances L (5-10 mm) were fabricated. The structured area is 2 mm above the

bottom edge of the sample. A thin-film heater was patterned on the backside of the

sample, with an area of 10 mm x L mm. Three thin-film resistive temperature sensors

were also patterned on the backside of the sample.

2 cm

(a) .

E
U

x=O
m

(b)

Heater

IL

3 mm

Structured surface Heated area Schematic not to scale

Figure 2-11 (a) Schematic of the front and side view of the fabricated sample. (b)
Schematic of the experimental setup.

Prior to the experiment, the samples were rinsed in acetone, isopropyl alcohol and

de-ionized water, and subsequently plasma cleaned in an oxygen environment for 15

minutes to remove any surface contamination. The schematic of the experimental setup is
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shown in Figure 2-11 b. For all experiments, the sample was placed in a custom Ultem

fixture which was connected to a z-stage. The sample was tilted 450 and brought into

contact with a reservoir filled with de-ionized water in order to ensure that the liquid

propagation is only via wicking. The bulk fluid wetted the bottom of the sample (Figure

2-11) upon contact due to surface tension. A camera was used to facilitate visualization

of the wicking region. The z-stage was adjusted such that the wicking region matched

with the heater area. The extra 1 mm structured surface area ensured liquid supply from

the reservoir in case of wetting region fluctuation.

During the experiment, we heated the sample in the ambient environment (P

1 atm) by a power supply controlled by LabVIEW. We increased the heat flux in small

increments (1~2 W/cm 2) such that at each heat flux, the system operated for

approximately 60 s (the rise time for the temperature to reach steady state when the heat

flux was incremented was approximately 10 s). We obtained the dry-out heat flux when

the liquid at x = L started to recede. The total heat flux was calculated using the input

power divided by the heater area Aheater = 10 mm x L. We also calibrated the heat loss via

conduction and convection into the liquid reservoir by using a non-wetting surface (no

hydrophilic structures on the front side) and measured the heater input power as a

function of the sample temperature. The evaporative heat flux q was calculated by

equation (2.12),

q = "put A lo (2.12)
heater heater

We compared the measured qdry-out (Figure 2-12a) as a function of L with the

model (Or= 150). The experimental data shows good agreement with the model.
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Figure 2-12 (a) Experimental data and model of qdy-ou, vs. L on three wick
geometries (Al: d= 7 Am, l= 20 pm, h = 20 Am, A2: d= 7 Am, l= 30 Am, h = 19 Am
and A3: d= 6 pm, I= 50 Am, h = 19 ;tm) with different wicking length L. 0, = 151. (b)
The dry-out heat flux gdy-o,, as a function of the wick surface length L as predicted
by the model for two micropillar geometries (B1: d = 5 pm, I=20 Am, h = 25 pm and
B2: d= 5 Am, I= 10 Am and h = 25 Am) with 0, = 150. Inset is a schematic showing a
design that extends the reservoir region to the heat transfer surface by
incorporating channels with minimal pressure drop from the main reservoir.

Finally, we discuss the effect of the wicking length L on qdy-,out, and show the

importance of L, aside from the microstructure geometries, in capillary-pumped heat sink

designs. Figure 2-12b shows qdy-,out as a function of L based on our model for two

micropillar geometries (Sample B1: d= 5 jim, 1= 20 pm, h = 25 pm and B2: d= 5 pm,

I= 10 pm and h =25 pm). B 1 is chosen close to the optimal micropillar geometries for

h =25 pm and B2 has non-optimized geometries (see Figure 2-8b). The dependence of

vs. L on a log-log scale appears linear which indicates a power law relationship

between the two. In fact, the slopes in Figure Figure 2-12b suggest that qdry-out- L-2 . The

physical reason behind this relationship is because qdy-ou, x L scales with the total heat

input Q to the surface, and Q F F(x = 0) oc Pap,ax/L, where F is the liquid mass flow rate

(equation (2.9)) and Pcapma is the maximum capillary pressure for a given micropillar

geometry. Figure 2-12b indicates that, although the two geometries BI and B2 lead to

-100% difference in qdry-out for the same L (see Figure 2-8), qdy-ou: spans two orders of

magnitude when L is varied from 1 mm to 10 mm. This suggests that: 1) It is possible to

achieve a significant heat flux only over a small area, however this does not necessarily

correspond to an optimized wick surface. 2) Achieving high heat fluxes as the wick
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surface scales up is difficult, since qdry-,ut quickly decreases with L 2 . However it is

possible to extend the reservoir region to the heat transfer surface by incorporating

channels with minimal pressure drop from the main reservoir (inset of Figure 2-12b). The

channels needs to be designed such that liquid flow can be sustained (i.e., dry-out cannot

occur in the channels prior to the structures). This offers an opportunity to further

enhance the dry-out heat flux by reducing the characteristic wicking length L while still

increasing the total heat transfer surface length L, (i.e., L, > L).

In conclusion, we have demonstrated a modeling framework to predict thin film

evaporation in micropillar wick surfaces and we validated the model with experimental

data. The model accurately captures the effect of the three-dimensional meniscus shape,

which varies along the wicking direction, by solving the Young-Laplace equation. Dry-

out heat flux for various micropillar structure geometries (height, pitch and diameter) in

the length scale range of 1-100 gm with water as the working fluid was predicted and the

optimal geometries to maximize the dry-out heat flux are suggested (d/h ~ 0.4-0.6 and

lid 3). The dry-out heat flux qdy,-out is very sensitive to the wicking length L and is

governed by qdy,,,-out 2. This suggests opportunities to enhance qdry-out by incorporating

multiple reservoir channels inside the wicking area to reduce L. This work can be

extended to other micropillar geometries such as squares but the non-uniformity of the

contact angle around a pillar can result in a partial receding and partial pinning state,

which needs further consideration. This work provides an important understanding of the

heat transfer limitations of capillary-pumped thin-film evaporation on surfaces, and

serves as a guideline for the design of high performance thermal management systems.
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Chapter 3

Surface Structure Enhanced Micro-

channel Flow Boiling

In this chapter, we investigate the role of surface microstructures in two-phase

microchannels on long-timescale flow instabilities and CHF. We choose cylindrical

micropillar arrays that optimize capillary wicking based on the model developed in

Chapter 2. The aim of this chapter is to identify whether capillary flow plays an important

role in flow boiling and provide insight towards methods to enhance the heat transfer

performance via incorporating surface structures.

3.1 Background

The increasing power densities in various electronic devices including

concentrated photovoltaics, power electronics and laser diodes pose significant thermal

management challenges for the electronics industry 24,46,47. Two-phase microchannel heat

sinks are attractive to cool advanced electronic devices because they harness the latent

heat of vaporization to dissipate high heat fluxes in a compact form factor. However,

minimizing flow instabilities during boiling while enhancing the critical heat flux (CHF)

to maximize heat dissipation has been difficult to achieve 48-50. These flow instabilities

which can be triggered by several mechanisms including explosive bubble expansion 5,

upstream compressibility 52,53 and density wave oscillation 54 can lead to large pressure

drop fluctuations across the channels and temperature spikes associated with liquid dry-

out. This dry-out severely limits the heat removal ability of these microchannel heat sinks

and leads to device failure once reaching CHF .

To suppress flow instability and to enhance heat transfer, recent studies have

focused on incorporating various structures in microchannels, such as inlet restrictors
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27,56,57, artificial nucleation sites 27,51, vapor venting membranes 59-61, micro pin fins 624

and nanowire-coated surfaces 20-22 integrated into the microchannel. However, there are

challenges with several of these approaches. Inlet restrictors can significantly reduce

backflow but with a pressure drop penalty for the stabilization 57. Fabricated nucleation

sites have demonstrated enhanced nucleate boiling heat transfer, however, the

introduction of the cavities alone can increase the instabilities 27. Vapor venting

membranes can reduce dry-out and pressure drop oscillations by locally removing the

expanding vapor, however the operational range is limited due to the risk of membrane

flooding at high pressures 60.

Micro and nanostructure-coated surfaces are attractive owing to the ability to

modify surface wettability, generate capillarity and create nucleation sites. In fact, in pool

boiling, superhydrophilic micro and nanostructures have demonstrated significantly

increased CHF 42,65-70 and biphilic patterned surfaces have shown large enhancements in

heat transfer coefficients 71,72. In flow boiling, silicon nanowire-coated channel surfaces
20

have been reported to reduce temperature fluctuations , increase the heat transfer

coefficient and CHF, and decrease the pressure drop across the microchannels with water

as the working fluid 21,22 The enhancement mechanism was mainly attributed to both

increased wettability in delaying CHF and nucleation sites formed by the nanowire

bundles to improve the heat transfer coefficient in the nucleate boiling regime. At high

heat fluxes, however, the annular flow regime typically dominates, where film

evaporation is the important heat transfer mode 48. Thus the role of the surface structures

on the stability of the annular liquid film and on the film evaporation performance needs

to be investigated. In addition, while introducing structures on the channel wall offers

capillary driven liquid flow, the associated viscous resistance 71-75 from the structures,

especially in the presence of shear from the vapor, can be significant. These effects are

sensitive to the geometry of the structures. Therefore the precise role of the surface

structures on flow boiling needs to be studied in more detail.

In this chapter, we investigated well-defined superhydrophilic microstructured

surfaces in microchannels for flow boiling heat transfer. These surface structures have

length scales much smaller than the height of the microchannel, and thus are different

from micro pin fins that extend to the ceiling of the microchannel 62-64. We fabricated and
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characterized microchannels with well-defined micropillar arrays on the bottom channel

wall, where heat was applied. The hydrophilic micropillars were only integrated on the

heated bottom surface to promote wicking and film evaporation while suppressing dry-

out. The sidewalls, with tailored roughness of 1-2 pim, promoted nucleation near the

bottom corners 76. Spatially decoupling nucleation to the sidewalls and film evaporation

to the bottom surface promises to achieve high heat fluxes while maintaining stable heat

transfer performance. We characterized structured surface microchannel and benchmark

smooth surface microchannel devices in a custom closed loop setup. In particular, we

investigated flow instabilities through temporally resolved temperature and pressure drop

measurements, and simultaneous visualization of the flow in the device. We also

characterized the heat transfer performance (the heat transfer coefficient, the CHF and the

pressure drop), and explained the experimental trends for the CHF enhancement with an

adiabatic liquid wicking model. The insights gained from this work are a first step

towards guiding the design of stable, high performance surface structure enhanced two-

phase microchannel heat sinks.

3.2 Methodology

In high heat flux applications, microchannel heat sinks usually operate in the

annular flow regime due to the high vapor quality associated with heat dissipation in the

confined space 7. Since evaporation can be dominant in the annular flow regime, we

designed the structured surfaces to enhance and sustain stable liquid film evaporation

(Figure 3-la and b). The structures were integrated only on the bottom heated surface

where the wall temperature and the heat flux are the highest, in order to suppress liquid

dry-out by generating capillary flow in the presence of menisci formation (Figure 3-1c).

This capillary flow can be created both along the channel direction and from the

sidewalls to the center (the dotted line regions in Figure 3-la and Ib). The sidewalls have

tailored roughness of 1-2 jim to promote nucleation 76. By nucleating on the side walls, it

is less likely to have dry-out occur on the bottom surface, which typically occurs in the

case of smooth microchannel walls, owing to explosive bubble growth from it.
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Figure 3-1 Schematic of the microchannel heat sink design with micropillars on the
heated surface. (a) Side view, (b) cross-section view, and (c) magnified view of the
liquid film forming menisci which create the capillary pressure gradient, dP/dx, that
helps drive the liquid flow. The equation that describes the liquid pressure below
the meniscus is the Young-Laplace equation where a is the surface tension of the
liquid, r is the radius of curvature of the local meniscus, and Pliq,,id and P,,,p,, are the
local pressure of the liquid and vapor respectively.

3.2.1 Device Design and Fabrication

We investigated single microchannels with typical characteristic dimensions of

10 mm in length, 500 gm in width, and 500 pim in height. We varied the micropillar

geometries on the bottom surface of the microchannel with diameters of 5-10 jam, pitches

of 10-40 jim, and constant heights of 25 pim. These micropillar geometries were chosen

for the following reasons: (1) The micropillars are easy to fabricate in silicon (Si) using

standard etching processes and the geometries can be well-controlled in this range. (2) At

these length scales, the capillary pressures that can be generated are a few kPa which are

comparable to the typical microchannel pressure drop. This suggests that capillary effects

are not small and can be used to manipulate flow behavior. (3) The surface structures are

mechanically robust and will not change morphology (deform or form clusters) as the

liquid evaporates. The specific micropillar geometries fabricated and tested are shown in

Table 1, which allows investigation of the effect of micropillar diameter d and pitch I on

heat transfer and flow characteristics during flow boiling. Specifically, we chose two
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geometries (S3 and S4) near the optimal region based on the model developed in Chapter

2 (see Figure 2-8b) with a pillar height of 25 ptm 3, and two geometries (SI and S2) away

from the optimal region.

Table 1 Geometric parameters (height, diameter and pitch) of the fabricated
micropillars in the microchannel test devices.

Device No. Height, h (pm) Diameter, d (pm) Pitch, / (Im)

Si 25 5 10

S2 25 5 15

S3 25 10 30

S4 25 10 40

To emulate the heat flux from a high performance electronic device, we integrated

a thin-film metal heater (8.6 mm long x 380 gm wide) directly underneath the

microchannel to serve as a heat source via Joule heating (Figure 3-la and Figure 3-2a). In

addition to the heating element, we incorporated four thin-film resistance temperature

detectors (RTDs), which are commonly used for flow boiling studies 20-22,78,79, along the

length of the heater to measure the microchannel backside surface temperature at

different locations. Specifically, the distances x of RTD 1 through RTD4 from the inlet of

the microchannel were 0 mm, 1.4 mm, 5.7 mm and 10 mm respectively (Figure 3-2a).
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Figure 3-2 Design and fabrication process of the microchannel device. (a) Schematic

(to scale) of the heater and RTDs on the backside of the microchannel device. The

dotted sections are the electrical connection lines to the contact pads. (b)

Micropillars of 25 prm height were etched in Si using deep reactive ion etching

(DRIE). (c) A Si wafer was etched through using DRIE to define the channel. (d)

Inlet and outlet ports were laser-drilled on a Pyrex glass wafer. (e) The Si layers

were bonded using direct Si-Si bonding. A silicon dioxide (Si0 2) layer was thermally

grown on the Si surface. The Pyrex layer was bonded to the top Si layer using

anodic bonding. (f) A platinum (Pt) layer was deposited on the backside of the

microchannel using electron-beam evaporation and patterned to form the heater

and RTDs.

Standard silicon MEMS fabrication processes were used to create the

microchannel test devices and are summarized in Figure 3-2. The micropillars were

etched in a 500 tm thick Si wafer using deep reactive ion etching (DRIE) of the channel

bottom surface (Figure 3-2b). A second 500 gm thick Si wafer was etched through using

DRIE to define the channel sidewalls (Figure 3-2c). Inlet and outlet ports were created on

a Pyrex wafer by laser drilling (Figure 3-2d). The two Si wafers were bonded together

using direct Si-Si fusion bonding. A 1 pm silicon dioxide (Si0 2 ) layer was thermally

grown on the Si surface as a hydrophilic coating on the channel walls and as an electrical

insulation layer on the backside. The Pyrex wafer was subsequently bonded onto the Si

wafers using anodic bonding to cover the microchannel and facilitate flow visualizations
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(Figure 3-2e). Finally, a layer of -170 nm thick platinum (Pt) was deposited on the

backside of the microchannel with electron-beam evaporation and patterned by lift-off

technique to serve as the heater and RTDs (Figure 3-2f). To maximize the power

dissipation capability of the heater, the target heater resistance was determined by the

maximum allowable heater voltage (180 V) and current (0.5 A) to prevent burnout. To

achieve this target resistance of 360 Q, we designed the thin film heater thickness and

dimensions. In addition to the microstructured microchannels, we also fabricated

microchannels with smooth surfaces following a similar procedure, however a polished

Si wafer (roughness < 50 nm) was used instead of the micropillar wafer in the initial step

(Figure 3-2b).

Figure 3-3a and b show the front and backside of a fabricated microchannel

device. The two open chambers next to the microchannel (Figure 3-3a and d) were

incorporated to minimize heat loss via conduction and to better isolate the effect of flow

boiling in the microchannel. Figure 3-3c shows a magnified view of the Pt heater and an

RTD on the backside of the microchannel. Figure 3-3d shows a scanning electron

micrograph (SEM) of the cross-section of the microchannel (A-A plane in Figure 3-3a)

with representative micropillars. The magnified views of micropillars on the channel

bottom surface and a side wall near the bottom corner are shown in the left and right inset

of Figure 3-3d. The side walls have small roughness (-1-2 pim) from the DRIE process

(Figure 3-2c).
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Microchannel

Bottom Silicon

Figure 3-3 Images of a representative fabricated microchannel with micropillar
arrays. Optical images of the (a) front and (b) backside of a device. (c) Optical
microscope image of the heater and RTD4 on the backside of the microchannel. (d)
SEM image of the cross section, A-A plane in (a), of a microchannel with magnified
view of the micropillars (left inset) and a sidewall at the bottom corner (right inset).

3.2.2 Experiment Methodology and Measurement Uncertainty

We developed a closed loop test rig to characterize the microchannel test devices

during flow boiling (Figure 3-4). The loop consists of a liquid reservoir, a pump to

provide a constant flow rate, a valve for flow stabilization, pre-heaters to minimize

subcooling, a test fixture to interface with the test device, and various sensors. Degassed

and high purity water (WX0004-1, OmniSolv) was used as the working fluid. Throughout

the experiment, water in the liquid reservoir was heated and degassed to saturated

conditions under atmospheric pressure (Twaterres = 100 'C for Pwaterres 1 atm). The fluid

from the reservoir was pumped through the loop using a peristaltic pump (7528-30, Cole

Parmer MasterFlex L/S) to avoid contamination of the working fluid. In order to measure

the flow rate with a liquid flow meter (L-50CCM-D, Alicat Scientific) which has a

maximum working temperature of 60 'C, the degassed liquid was cooled via heat

exchange with the ambient to below 60 'C as it passed through the metal tubing (the

orange line in Figure 3-4 between the liquid reservoir and the flow meter). The mass flux

chosen in this study was G = 300 kg/m 2s, which is a commonly used value in the

literature 48'584. In addition, this moderate mass flux allowed for high heat flux

dissipation at reasonable pressure drops and pumping powers. To achieve this mass flux,
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the flow rate was maintained at 4.5 ml/min. We reduced the flow rate fluctuations

intrinsic to the peristaltic pump by using a high pump speed (-70 rpm) with the smallest

pump tubing available (tube ID = 0.8 mm, L/S 13, Masterflex) for the pump used in the

study. However, flow rate fluctuations ( 0.6 ml/min) were inevitable with the peristaltic

pump at these low mass fluxes. Accordingly, a metering valve (SS-SS4-VH, Swagelok)

was used to create additional hydraulic resistance (-8 kPa) for flow stabilization within

the loop, and was kept at a fixed opening for all the testing (the structured surface test

samples and the smooth surface test sample). Since the liquid was subcooled due to heat

loss to the ambient before the microchannel test section, we added pre-heaters (FGR-030,

OMEGALUX) to compensate for this heat loss. The pre-heaters maintained a minimum

liquid subcooling (10 C) while also avoiding boiling at the entrance of the test fixture.

Thermocouples (K type, Omega) and pressure transducers (PX319-030A5V, Omega)

were used to monitor the loop conditions. The microchannel test devices were placed in

an Ultem test fixture that interfaces with the loop. The test fixture was placed in an

inverted microscope (TE2000-U, Nikon) and the flow was captured using a high speed

camera (Phantom v7.1, Vision Research) at 2000 frames/s. The two-phase flow pressure

at the outlet of the microchannel was approximately P,, = 1 atm since it was connected

to the liquid reservoir at atmospheric pressure.

Power Supply
P T T PT

Pre-Heater Test Fixture with
Microchannel Sample

Metering High Speed Inverted Degassed Liquid
Valve Camera H Microscope IReservoir with

Heater

Pre-Heater Peristaltic

Figure 3-4 Schematic of the custom flow boiling loop used in the study. The loop
consists of a liquid reservoir, a pump to provide a constant flow rate, a valve for
flow stabilization, pre-heaters to minimize subcooling, a test fixture to interface with
the test device, and various sensors. The components "P", "T" and "M" indicate
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locations of pressure transducers, thermocouples and the liquid flow meter
respectively.

Before the experiment, the Pt heater and RTDs were annealed at 400 'C for 1

hour to avoid resistance drift. The resistance R of the heater and RTDs after annealing

was approximately 275 Q at room temperature and 340 Q at 120 'C. All the RTDs were

calibrated in an oven and a linear correlation between the resistance and temperature was

observed. The average sensitivity of the temperature with the resistance of the fabricated

RTDs is J T = 1.4,4R. The uncertainty of the resistance measurement (~ 1.4 Q) resulted in

an uncertainty of 2 'C in the measured temperature. The microchannels were rinsed in

acetone, isopropyl alcohol (IPA) and de-ionized water, and subsequently plasma cleaned

in an oxygen environment (29 W at 500 mTorr for 15 minutes) to remove surface

contamination. During the experiments, we heated the microchannel by applying a DC

voltage across the thin-film heater. The microchannel heater was connected to a DC

power supply (KLP 600-4-1200, Kepco), which was controlled using a PID algorithm in

LabVIEW to maintain a constant output power. At each constant heat flux at steady state,

the temperatures T, to T4 measured by RTD1 to RTD4 respectively, the pressures and

temperatures at the inlet and outlet of the microchannel, the flow rate, and the voltage and

current across the heater were recorded for two minutes. The heat flux was then increased

by an increment of approximately 20 W/cm 2 to the next value. Based on our measured

temperature and pressure drop, the rise time to reach the next steady state was less than

one minute due to the small thermal mass of the test device and the small temperature rise

(~1-2 'C, see Figure 3-5). In addition, we examined the measured steady state

temperature for -5 min and no further rise was observed. Therefore the loop was left

running for at least one minute to reach steady state before we acquired the data at this

new heat flux.
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Figure 3-5 Mid-point microchannel backside temperature T3 for sample S2. At
t=45 s the heat flux was increased to 341 W/cm 2 ..

All the data was recorded using a data acquisition card (NI-PCI-6289, National

Instruments) at a sample rate of 2 Hz. Due to the noise associated with temperature

measurement (shown in Figure 3-5), we did not use higher sample rate for this study. In

the next chapter we improved the setup to reduce the noise and increased the data

acquisition rate to capture faster flow oscillations. For data reported in this chapter, the

experiments were performed twice for each sample under the same experimental

conditions to verify repeatability (the samples were cleaned using the methods described

here prior to each experiment). The experimental results were similar (within the error

bars) and the data reported in this manuscript are from the repeated experiment. Since the

microchannel is a three-layer stack that is bonded together, we cannot remove the cover

layer (without damaging the sample) of the microchannel to measure the contact angle on

the channel walls. However, wicking was observed with the structured surface

microchannels before and after the experiment, which suggests an apparent contact angle

of 00.

The error bars in the experiments were estimated based on the uncertainty of the

measurement from the instrument error (error,,srent) and the standard deviation (STD)

of multiple data points for the time-averaged data, described by equation (3.1).

error= error +STD 2 (3.1)
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The instrument error included the resolution of the pressure transducers

( 300 Pa), the data acquisition card ( 1 mV) which resulted in the uncertainty of the

temperature measured by the RTDs ( 2 C), the power supply (0.06 V and 0.4 mA), and

the flow meter (+1 ml/min).

3.2.3 Data Processing

Since the backside temperature (TI to T4) varies along the microchannel, we

compared different samples using the temperature values measured at the mid-point of

the microchannel backside surface by RTD3 (T3), where the highest heater surface

temperatures were observed. The outlet temperature was lower than the center as

expected due to heat spreading in the substrate. The temperature rise iT, obtained from

the difference between the mid-point temperature and the saturation temperature of the

fluid (Tsat) at this location, is

AT = T3 - T , (3.2)

The fluid pressure and the corresponding saturation temperature (approximately

100 'C) also vary along the channel. The saturation pressure (Psat) of the fluid at the mid-

point location was determined as the average of the measured absolute pressure values at

the inlet and outlet of the microchannel,

1
pat - (i + P.) (3.3)

2

The mid-point saturation temperature was then obtained from the NIST database '0 using

the calculated mid-point pressure Psa (equation (3.3)). The heat flux was obtained from

the input electrical power (DC voltage and current), the surface area of the channel

bottom wall and accounting for the loss to the environment as,

_ 0.95UI - P(3.4
q = AC(3.4)

where U is the input voltage, I is the input current, Ptoss is the calibrated loss to the

environment (see Figure 3-6), Am is the microchannel bottom wall surface area (500 pm

x 10 mm). The heat generated in the electrical connection lines to the contact pads
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(enclosed in the dotted line in Figure 3-2a) was 5% of the total heat from the power

supply. The factor of 0.95 (5% loss) in equation (3.4) was obtained based on the

geometry of this resistance relative to the total resistance using,

LI.

R - -La = 0.05 (3.5)
Roa L, Lha,

W Wheater

where R, and Rtotaj are the resistance of the connection lines and the total heater

resistance, respectively, L,, Lheater, W, and Wheater are the length and width of the

connection lines and the heater respectively. The temperature (at the heater surface)

dependent heat loss to the environment Plss measured by the RTDs was obtained from

experiments where the test device in the fixture was heated with the flow loop evacuated

(i.e., no working fluid, see Figure 3-6). A 2 order polynomial (close to linear) fit (R2 
=

1) between Plss (W) and the average microchannel backside surface temperature Tane

('C) was determined from the experimental data (Figure 3-6b) as,

PII,, = 4.5 x 1 5Tve2 +0.0163T -0.299 (3.6)

Since T2, T3 and T4 are the backside surface temperatures at the inlet, mid-point and outlet

of the microchannel respectively, if we approximate the first half of the microchannel

backside surface temperature as 0.5(T2+T), and the second half as 0.5(T3+T4), the

average microchannel backside surface temperature can be approximated as,

Tve =0.25T2+0.5T3 +0.25T4 (3.7)

The overall heat transfer coefficient (HTC) which includes boiling, evaporation and

conduction through the bottom Si layer was calculated from the heat flux q" and the

time-averaged temperature rise JT as,

HTC = A T (3.8)

Due to the unstable nature of flow boiling, the time-averaged AT typically does

not capture the dynamic behavior, such as periodic dry-out, which can also cause severe
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transient overheating issues. Therefore we defined CHF as the heat flux beyond which

the following criteria hold: (1) There is at least a 5 'C jump in AT; (2) There is constant

or periodic dry-out in terms of time-resolved temperature and pressure drop

measurements, and visualizations. In the case of periodic dry-out, the temperature

fluctuations were larger than 20 *C, the pressure drop fluctuations were larger than 2 kPa,

and the duration of dry-out was longer than half the cycle time.

(a) (b)4

3.5
Ultem fixture qhoss heater
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.0 2.510 2 1 2 s s

E2
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Figure 3-6 (a) Schematic of heat flux dissipated by the microchannel during flow
boiling, and heat loss to the environment. (b) The calibrated heat loss as a function
of average microchannel backside surface temperature T,,, (*C).

3.3 Results and Discussion

In this section, we first compare the stability of the measured temperature and

pressure drop, and discuss the difference between the structured surface devices and the

smooth surface device. Images and videos of the bottom heated surface were used to

investigate the role of surface structures in annular flow stability. We then characterized

the boiling curve and pressure drop curve, and discuss the heat transfer enhancement

mechanism in the critical heat flux and heat transfer coefficient. Finally, we explain the

different behavior among the structured surface microchannels using the liquid wicking

model developed in the previous chapter and provide insights into the optimization of the

micropillar geometries.
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3.3.1 Long Timescale Temperature and Pressure Drop Fluctuations

Typically with smooth surface microchannels, flow instability can cause

temperature and pressure drop fluctuations due to the change of flow pattern and dry-out
81,82 . To study the effect of surface structures on flow instabilities, we measured the

temporal change in the backside surface temperature and pressure drop across the

microchannels with structured surfaces and compared to the fluctuations of a smooth

surface microchannel. Because the sampling rate is 2 Hz, we only analyze long timescale

flow oscillations (~a few seconds) in this chapter. The mid-point backside surface

temperature T3 measured from RTD3 which was the highest temperature obtained

compared to TI, T2 and T4 was studied for this purpose.

The smooth surface and the structured surface microchannels showed similar and

small fluctuations at low heat fluxes (q " < 400 W/cm 2) for the mass flux investigated (G

= 300 kg/m 2s), since the vapor quality was relatively low and long period of dry-out

(>1 s) was less likely to occur compared to that at higher heat fluxes. As the heat flux

increased to q" = 430 W/cm 2, temperature spikes and increased pressure drop

fluctuations were observed for the smooth surface microchannels (Figure 3-7a). At the

same heat flux, all the structured surface microchannels showed small temperature

( 5 'C, comparable to the noise level) and pressure drop fluctuations ( 300 Pa), and the

data of one representative structured surface device (S4) is shown in Figure 3-7a.
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Figure 3-7 Temporally resolved temperature and pressure drop, and flow

visualization at G = 300 kg/m 2s. (a) Mid-point backside surface temperature T3 and

pressure drop across a smooth surface microchannel and a structured surface

microchannel S4 at q" = 430 W/cm2 . Insets are optical images of a smooth bottom

channel surface and a structured bottom channel surface (S4). Mid-point backside

surface temperature T3 and pressure drop of a smooth surface microchannel and a

structured surface microchannel S4 at (b) q" = 520 W/cm2 and (c) q" = 615 W/cm2 .

The uncertainties of the temperature and pressure drop measurement were

approximately 2 *C and 300 Pa.

From the visualization of the flow, the temperature spikes of the smooth surface

correspond to dry-out at the bottom microchannel surface. In contrast, flow visualization

of the structured surface microchannel (Figure 3-7a) indicated a stable liquid film

covering the microchannel bottom surface. This stable liquid film contributed to the

stability of the temperature and the pressure drop significantly. Dry-out on the structured
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surface occurred less frequently with shorter durations and less dry surface area

compared to the smooth surface.

With further increases in heat flux, the temperature spikes observed on the smooth

surface microchannel occurred more often and gradually developed to large amplitude

(>20 *C) periodic dry-out (Figure 3-7b and c at q" = 520 W/cm 2 and 615 W/cm 2

respectively). In comparison, the structured surface microchannel showed stable

temperature (+5 *C) and pressure drop ( 300 Pa) at the same heat flux (Figure 3-7b to c),
even at CHF (+5-7 *C and +300-600 Pa, Figure 3-8).
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Figure 3-8 Mid-point backside surface temperature T3 and pressure drop AP
fluctuations of the structured surface microchannels at CHF (the highest heat flux
beyond which dry-out occurred). (a) device S1 at q" = 655 W/cm 2, (b) device S2 at
q" = 763 W/cm2, (c) device S3 at q" = 819 W/cm 2 and (d) device S4 at q"
= 969 W/cm 2. The mass flux G = 300 kg/M2 s. The uncertainties of the temperature
and pressure drop measurement were approximately +2 0 C and 300 Pa.

To further investigate the role of the structures during the dry-out process, we

compared visualizations of the flow on a smooth surface and on a representative

structured surface (Figure 3-9, q" = 430 W/cm 2, G = 300 kg/m 2s). At t = 0 s both
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microchannels were in the annular flow regime. At t > 0 s, the annular liquid volume

started to reduce. Dry-out occurred first from the corners on the smooth surface (t =

0.002 s), and the dry surface area expanded to the center of the microchannel

(0.002 s<t<0.010 s), leaving individual liquid islands. Due to the inability to supply liquid

to the surface, the smooth surface could not maintain this liquid film and thus the dry-out

area expanded. The smooth surface was completely dry from t = 0.012 s to 0.022 s before

the liquid built up at the inlet re-flushed the channel at t = 0.024 s.

Smooth surface Structured surface (S4)
+

t = 0
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Figure 3-9 Time-lapse images of the dynamic dry-out process on a smooth surface
and on a structured surface (S4) captured by a high speed camera. q" = 430 W/cm 2

and G = 300 kg/m 2s. The structured surface showed less dry-out spatially and
temporally compared to the smooth surface due to wicking. Dry patches formed at
the center of the channel which indicated wicking in the transverse direction (from
the sidewalls inward). Wicking along the channel direction also existed since the dry
patches formed earlier at downstream locations of the channel.
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In comparison, the structured surface (S4) maintained the liquid film due to the

wicking capability of the microstructures (0.002 s<t<0.010 s), until vapor/dry islands

formed first at the center instead of the sides of the channel from t=0.012 s (Figure 3-9).

This suggests that there is wicking from the sides to the center where the propagation

distance is the longest. This wicking sustained the liquid film (0.002 s<t<0.010 s) and

delayed dry-out (t>0.012 s). In general, the wicking from the structures prevented dry-out

from occurring. In addition, the dry patches formed at downstream locations before the

upstream locations, which indicate that there is also wicking along the microchannel

length. From the above observations, it is evident capillarity generated with the structures

plays a significant role in stabilizing the liquid thin film and the resulting surface

temperature.

3.3.2Heat Transfer Performance Characterization

We also characterized the time-averaged heat transfer performance of the

structured surface microchannels. We compared the heat flux q" calculated by

equation (3.4) as a function of the time-averaged mid-point backside surface temperature

rise AT (equation (3.2)) for the four microstructured surface devices (Table 1) and the

smooth surface device investigated, as shown in Figure 3-10a (i.e., the boiling curves).

The y-axis intercept (-50 W/cm 2) at AT= 0 'C was mainly due to the 10 'C subcooling,

which agrees well with the estimated heat flux due to subcooling q "subcooling =

rMC Tsubcooling/mc= 63 W/cm 2 . The low-slope in the curves at q " below 150 W/cm2 was

due to single phase heat transfer where the onset of nucleate boiling was indicated by the

sudden drop in AT. After the onset of nucleate boiling, the temperature rise increased

with the heat flux.
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Figure 3-10 The heat transfer performance characteristics of the microchannel. (a)
The boiling curve (heat flux q" vs. heater temperature rise AT). AT and q" were
calculated by equation (3.2) and (3.4) respectively. The red arrows indicate the
CHF. (b) The HTC (calculated by equation (3.8)) as a function of q". The error bars
for q" were approximately +1%. The error bars for AT were approximately +3.5 *C
for the structured devices (shown for S4) and grew with the heat flux due to the
increasing temperature oscillations (+3.5 *C to 11 *C) for the smooth surface.

The red arrows in the boiling curves (Figure 3-10a) indicate the CHF. The

structured surface microchannels had a clear transition at CHF, which can be seen by the

sudden drop in the boiling curve slope after CHF. The time-resolved temperature and

pressure drop were also very stable before and at CHF (Figure 3-8). In contrast, the

smooth surface microchannel had a less obvious transition to CHF, since periodic dry-out

occurred much earlier on the boiling curve from q" = 430 W/cm 2, as indicated by the

temperature spikes (Figure 3-7). The large error bars of A T for the smooth surface devices

at high heat fluxes were also due to the increasing temperature oscillations (Figure

3-10a). This resulted in a higher time averaged temperature rise under the same heat flux

compared with the structured surface microchannels and thus a gradual decrease in the

boiling curve slope. As the heat flux increased, flow instabilities (temperature spikes and

pressure drop oscillations) developed to large amplitude periodic dry-out or constant dry-

out (longer than one minute).

The structured surface showed an enhanced CHF with a maximum value of

969 W/cm 2 at a corresponding vapor quality X of 0.29 achieved by device S4, which is a

57% enhancement compared with that of the smooth surface microchannel (615 W/cm 2 at

X = 0.19). This CHF value is significant in comparison with similar studies in literature

for a mass flux G of 300 kg/m 2s. The corresponding heat transfer coefficients (HTC)
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which were obtained from Figure 3-10a and equation (3.8) are shown in Figure 3-10b.

Note that this is the overall heat transfer coefficient (AT is not the wall superheat and

include the temperature drop across the bottom substrate). Because T3 which is the

highest temperature measured among the four RTDs is used to conservatively represent

the backside surface temperature, the HTC we report may be underestimated. The

structured surface microchannels showed significantly enhanced HTC even at heat fluxes

close to CHF. This is due to the fact that evaporation is dominant in the annular flow, and

the structures facilitate a stable liquid film and the menisci increased the thin film area.

The HTC of the structured surface devices were relatively constant, which indicates that

dry-out was minimized by the structures and the thermal resistance remained relatively

unchanged.

3.3.3 Pressure Drop

The hydrodynamic characteristics of the microchannels were also studied since

pumping cost penalties can limit implementation of the solution in flow boiling systems
48. Figure 3-11 shows the measured time-averaged pressure drop as a function of heat

flux q ". The pressure drops across all devices were similar, which indicates that the

additional pressure drop introduced by the surface structures in this study were

negligible. The maximum AP was 14.3 kPa for device S4 at q" = 969 W/cm 2 and G =

300 kg/m 2s, which resulted in a negligible pumping power of Pump = QAP = 1 mW,

where Q is the volumetric flow rate (m 3/s). This implies that the structures did not cost

more pumping power while they maintained the temperature stability and enhanced heat

transfer. This result is attributed to the liquid-vapor interface only forming menisci within

the structures when there is insufficient liquid supply (Figure 3-1c) which is usually at the

downstream section of the microchannel. In the devices tested, there was sufficient liquid

supply upstream such that the majority of liquid was on top of the structures and the

structures only acted as surface roughness and did not introduce noticeable extra viscous

pressure drop. In addition, wicking from the sidewalls to the center of the bottom surface

did not contribute to the pressure drop along the microchannel direction.
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Figure 3-11 Pressure drop across the microchannel as a function of heat flux for the
devices investigated. The data were plotted until CHF. Error bars in pressure were
approximately +430 Pa (shown for the smooth surface microchannel), which were
calculated from the standard deviation of the temporal pressure measurement and
the accuracy of the pressure transducers.

3.3.4 Mechanism of Enhancement

To further support our explanation for the role of the micropillar geometries in the

wicking performance, we first compare the CHF measured in the microchannels to the

transverse liquid propagation flow rate (from the side walls to the center) in the

micropillar arrays (Figure 3-1c) using a simple, adiabatic (no phase-change) wicking

model developed by Xiao et al. 4. We then compare the CHF values with the

optimization model developed in Chapter 2. Both models suggest that fluid wicking is the

key mechanism for the enhancement of CHF in flow boiling.

The model by Xiao et al. solves the 1-D Brinkman equation to obtain the liquid

velocity in porous media. The model framework gives the velocity profile,

u=Aeaey + Beay 1 dP 9)
2 /, dx
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where u is the velocity, dP/dx is the pressure gradient which drives the liquid flow, pU is

the viscosity of the liquid, E is the porosity of the micropillar arrays, and a 2 is the

permeability that accounts for the drag introduced by porous media, A and B are

constants based on the geometries of the micropillars. '3

To estimate the driving pressure gradient dP/dx in equation (3.9) in the transverse

direction of the microchannel, we assume that (1) the dry-out location has the largest

meniscus curvature k (i.e., minimum radius of curvature r = 1/K) since the liquid level is

the lowest. Therefore the liquid pressure is the lowest at the dry-out point based on the

Young-Laplace equation (Pcap = Pvapor - Pliquid= 2a/r); (2) at the dry-out location, the

contact angle of water on silicon dioxide (pillar surface) is the receding contact angle Or

(Or ~ 15 ) 43; (3) the pressure gradient is approximated as dP/dx = (Pmax - Pmin)/L,, where

Pma( is the maximum pressure along the wicking path which is at the sidewalls (Pm~

Pvapor) since the curvature is approximately zero, Pmin is the pressure at the dry-out

location (Pmin = Pvapor - 2u/r), and L, is the wicking distance. From above, dP/dx =

Pa,/L,; (4) Pap is derived using a force balance on the liquid-vapor interface,

Pcap(f-0.25d2 )= yndcosOr 83,4; (5) the longest wicking distance is from one sidewall to

the other sidewall since dry-out can happen at random locations, so maximum L" = W,

where W is the width of the microchannel (W= 500 pim). With these assumptions, we

calculated the average liquid wicking velocity uave which is proportional to the flow rate

of the wicking liquid film,

1 h
Ua. =ve udy (3.10)

where the height h is fixed (h = 25 pLm). The result is shown in Figure 10, where uave is

plotted as a function of 1 and d. The geometries of the micropillars investigated in this

study are also shown in symbols in Figure 3-12 (device SI to S4).

By comparing the results in Figure 3-12 and Figure Figure 3-10, the

microstructures that led to a higher liquid wicking velocity also had a higher CHF. This

positive correlation between wicking velocity and CHF is expected based on our

proposed mechanism, since efficient liquid transport helped sustain the thin film

evaporation and prevent dry-out. Figure 3-12 also indicates that the wicking velocity
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depends both on the capillary pressure which creates the driving pressure gradient, and

the viscous resistance, which hinders effective liquid propagation. Both terms depend on

the structure geometry. Specifically, the capillary pressure approximately scales with 1/1,

and the viscous drag scales with 1/12, thus as / decreases the drag force increases faster

than the driving capillary pressure. This is the reason device Si has lower wicking

velocity even though it has higher capillary pressure (due to smaller spacing) compared

to device S4, because the increased viscous resistance is more significant than the

increase of the pressure gradient. In fact, the geometry of the structures can be further

optimized to maximize the wicking capability, and hence enhance the flow stability and

heat transfer.

While this wicking model explains the trends of the experimental results in flow

boiling, the effects of evaporation and the curved interfaces were not accounted for. Thus

we also compare the numerical model developed in Chapter 2 which takes these two

factors into consideration, with the experimental CHF values. Interestingly, by comparing

Figure 2-8b and Figure 3-10a, we found that while the trend is consistent with sample SI

and S2 which were not optimized for wicking, the model predicts that sample S3 has a

higher dry-out heat flux than S4, in contrary to the experimental measurement of flow

boiling CHF. One possible reason for the discrepancy could be that the effect of vapor

shear present in flow boiling (i.e., an axially varying vapor pressure) is not captured in

the model which assumes a constant vapor pressure. Because vapor shear can help to

drive the liquid flow on the channel wall, incorporating structures on the wall can

potentially reduce the driving force from the vapor shear. This may explain that sample

S4 with sparser micropillars performs better than S3. A more comprehensive model

which accounts for wicking in both lateral and axial direction needs to be developed in

the future to provide more detailed understanding of the role of surface structures on flow

boiling.
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Figure 3-12 The liquid wicking velocity uav, as a function of the diameters d and
pitches I of the micropillars, when the height h is fixed (h = 25 Jim). u,, is calculated
by equation (10), and the magnitude of u,,, is proportional to the flow rate of the
wicking liquid film in the pillar arrays. The symbols on the curves mark the
locations of the geometries of the micropillars investigated in this study.

In conclusion, we have demonstrated the design of a two-phase microchannel heat

sink incorporated with micropillar arrays as a platform to study the effect of surface

structures on flow boiling in microchannels. The design decouples thin film evaporation

and nucleation by promoting capillary flow on the bottom heated surface while

facilitating nucleation from the sidewalls. The structures reduced flow boiling instability

significantly in the annular flow regime, and achieved very stable surface temperature

and channel pressure drop even at high heat fluxes close to CHF. The smooth surface

showed frequent temperature spikes and pressure drop fluctuations due to dry-out, which

developed gradually to CHF. Visualization of the flow pattern and the dry-out process

indicates that the micropillar surface can promote capillary flow and increase flow

stability by maintaining a stable annular flow and high-performance thin film

evaporation. This stabilized annular flow and thin film evaporation contributed to an

enhanced HTC and CHF (maximum 57%) compared to a smooth surface microchannel.

The pressure drop across all devices was similar, which indicates that the additional

pressure drop introduced by the surface structures in this study was negligible. A liquid

wicking model in the transverse direction of the channel was developed to explain the

trend in the enhancement of CHF among the structured devices. Both the experimental
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results and the model suggest that capillary pressure can be maximized without

introducing large viscous resistance when the microstructure geometry is optimized. A

more comprehensive model that accounts for wicking in the microchannel axial direction

will be developed in the future to aid in further understanding of the role of surface

structures on flow boiling. This work provides important insights into the role and

promise of incorporating micropillar designs in high performance microchannel heat

sinks.
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Chapter 4

Role of Surface Structures on Short

Timescale Instabilities

In the previous chapter we investigated long timescale flow instabilities prior to CHF

conditions in two-phase microchannels. While much work has focused on long-timescale

(-seconds) flow oscillations, the rapid growth of vapor bubbles which can cause flow

reversal, occurs on a much shorter timescale (-tens of milliseconds). In this chapter we

discuss high frequency flow instabilities in these systems and the role of surface

structures. High frequency oscillation has often been visualized with high-speed imaging,

but its effect on the instantaneous temperature has not been fully investigated due to the

typical low sampling rates of the sensors. We investigate the temperature response as a

result of the high-frequency flow oscillation in microchannels and the effect of surface

microstructures on this temperature oscillation with a measurement data acquisition rate

of 1000 Hz. Similarly, the result here suggests that promoting capillary wicking via

surface structures is very promising to reduce high-frequency temperature oscillations in

two-phase microchannel thermal management devices.

4.1 Background

A major challenge of two-phase cooling is flow instability which can cause

significant temperature and pressure drop oscillations that lead to thermal and mechanical
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fatigue. 12,85 A few types of flow instabilities include Ledinegg instability,5 3' 86 density

wave oscillation8 7 and pressure drop oscillation8 8 . The pressure drop type oscillation

occurs when the flow loop has a compressible volume upstream (e.g., a surge tank),

usually much larger than the volume of the channel, and therefore is associated with a

long-timescale oscillation period (1-50 second). Experimentally, long-timescale flow

oscillations have been commonly observed, and they are known to lead to severe

temperature and pressure drop fluctuations,89 and often trigger premature critical heat

flux (CHF).56 ,82 For microchannels where the channel diameter is much smaller than the

capillary length, another type of flow instability with an orders-of-magnitude shorter

timescale (~tens of milliseconds) has also been observed.2 1 225 1' 90 9 1 It is usually

associated with the rapid growth of vapor bubbles expanding along the channel direction

in the nucleate boiling regime5 ' and the fast switching between dry-out and liquid

rewetting in the annular flow regime.2" 22 9 0 While this high-frequency oscillation has

been visualized with high-speed images,21, 2 2 ,5 1 ,90,91 typical measurement sampling rates in

flow boiling studies are not high enough to capture the corresponding temperature and

pressure drop oscillations on this timescale. Recent transient measurement studies 79,92

have shown fast (< 20 milliseconds) and large-amplitude wall temperature changes as a

vapor slug passes through the microchannel. These results suggest there is a need to

further characterize the short-timescale temperature oscillations at various heat flux

conditions and provide strategies to mitigate this instability.

Recent efforts to suppress flow instability mainly include inlet restrictors or

27,56 6,321-23,94
valves, pin fins,6 4'93 and surface structures. While inlet restrictors and pin fins

are effective in reducing reverse flow, they typically introduce additional pressure drop.

The use of surface micro- and nanostructures to mitigate flow boiling instability 2 0 and

enhance the heat transfer performance2 1- 2 3 ,94 ,95 has been attractive because of their ability

to modify wetting and liquid spreading behavior' 6' 96' 97, without adding a significant flow

resistance. Recently, surface structures have been incorporated into microchannels to

reduce temperature oscillation by promoting an early onset of nucleate boiling 20,2 1 , and

enhance the CHF.22,23 While the structures have been shown to reduce the long-timescale

dry-out event23 , their effect on high-frequency flow oscillation has not been investigated

in detail.
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In this chapter, we investigated the role of surface microstructures in suppressing

surface temperature oscillations during high-frequency flow instability events. Following

the design and methods described in the previous chapter, we fabricated microchannels

with smooth surface and microstructured surface. We improved the setup to reduce noise

in temperature measurement. High-frequency temperature oscillations of the

microchannels under different mass fluxes (100-300 kg/m 2s) and heat fluxes were

measured with high sampling rates and the results were compared with high-speed

imaging. We analyzed the frequency and the magnitude of the temperature oscillations,

and discuss the effect of surface structures under low and high heat flux conditions,

respectively.

4.2 Experimental Method

Microchannels (500 jim in width and height, 10 mm in length, Figure 4-1)

investigated in this chapter were fabricated following the procedure described in the

previous chapter. Cylindrical micropillars were etched onto the bottom surface of the

channel and their geometries (diameter d-10 pm, pitch l=30 pm and height h=25 pm)

were chosen to have both large permeability and capillary pressure.9 8 In fact this is the

optimal geometry based on our model developed in Chapter 2 (Figure 2-8b). Similarly,

microstructure shapes such as pyramids or cones may also serve as effective wick

geometires 3 ' with dimensions optimized to promote capillary flow, which can be

investigated in future work. The heater and RTDs were incorporated on the backside of

the microchannel to emulate the heat generation and measure the temperature of an

electronic component (e.g., transistors). More details can be found in chapter 3.
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Figure 4-1 SEM of the fabricated microchannel with microstructures investigated in
this study. (a) Cross-section view of the microchannel and (b) the micropillar arrays
(diameter d=10 pm, pitch 1=30 pim and height h=25 pm).

We tested our devices using a customized flow loop (Figure 4-2) similar to the

experimental setup in the previous chapter. The main differences are that (1) The fluid

tubing connecting the outlet of the microchannel and the liquid reservoir was covered

with thermal insulation to minimize condensation of the two-phase flow which may

impose an additional mode of instability from flow condensation; (2) A more stable

power supply (N5752A, Agilent Technologies) was used. Three different flow rates

(G=100, 200 and 300 kg/m 2s) were investigated, and degassed deionized water (100 'C at

1 atm) was used as the test fluid. The inlet subcooling was 10 'C to minimize sensible

heating of the fluid while avoiding boiling upstream of the microchannel. A peristaltic

pump was used to avoid contamination of the test fluid. Although the peristaltic pump

intrinsically causes oscillations in the liquid mass flow rate, the frequency of the pump

head (1.6-5.1 Hz) is an order of magnitude smaller than that of the flow oscillations

observed in the microchannel (20-60 Hz). Therefore during a single oscillation cycle in

the microchannel, the flow supplied by the pump is almost constant. Calibration of RTDs

(the results are shown in Figure 4-3) and the heat flux calculation (based on the heater

input power) are discussed in detail in the previous chapter. During the experiments, the

heat fluxes were incremented every 10 minutes (longer than the 2 minutes in the previous

chapter to include more data points), the temperature and pressure were measured with a

much higher sampling rate of 1000 Hz, and high speed videos were recorded with 2000

frames per second.
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Figure 4-2 Schematic of the experimental setup. T, P and M are temperature,
pressure and flow rate sensors, respectively.
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Figure 4-3 Calibration results (temperature vs. resistance) of the RTDs for (a) the
smooth surface and (b) the structured surface microchannels. The symbols are the
measured data and the lines are linear fits.

4.3 Results and Discussion

The heat flux q" is shown as a function of the time-averaged temperature rise AT

at 100 kg/m 2s in Figure 4-4. Similarly, T3 (measured by RTD3) which is the highest

temperature measured among the RTDs was used as a conservative way of estimating the

temperature rise (AT =T3-Tsat). Note that AT is not the wall superheat and includes the

temperature drop across the substrate silicon (500 gm thick). The experiments were
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terminated when AT approximately approached 60 'C to prevent mechanical failure of

the devices (may be caused by thermal gradient and high temperature), and the highest

heat fluxes in Figure 4-4 are not CHF based on the conventional definition (i.e., no

temperature excursion was observed). Although the maximum AT (50 'C at 500 W/cm 2 )

for the structured surface microchannel is high, it was achieved with a small mass flux

(100 kg/m 2s) and can be reduced by increasing the mass flux (see Figure 3-10).23 The

experiments were repeated and similar boiling curves were observed (Figure 4-5).
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Figure 4-4 Comparison of the heat flux as a function of temperature rise (the boiling

curve) of a smooth surface and a structured surface microchannel at G = 100

kg/m2s. The microstructures have geometries of d=10 pm, 1=30 pm, and h=25 ptm.

The shaded regions are the temperature rise oscillation range calculated based on

the 5 to 95 percentile of the data (5% of the measured temperature is below or

above the bounds), to exclude occasional outlier data. Note that the highest heat flux

is not CHF.
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Figure 4-5 Repeated boiling curve measurements for the smooth surface

microchannel at G=100 kg/m 2s. The highest data points are not CHF based on the
conventional definition (i.e., no temperature excursion was observed).

At a low mass flux (100 kg/m2s), CHF values typically reported in literature4 for

a smooth surface microchannel are lower (< 400 W/cm 2), and are associated with long-

timescale temperature excursions.81' 9 9 We designed our loop to eliminate any components

with substantial compressible volume (surge tank and condenser) which may trigger

these long-timescale instabilities. This enabled us to better isolate and capture the short-

timescale instability.

We also show the range of the temperature oscillation at each heat flux as the

shaded regions in Figure 4-4. The lower and upper bounds were calculated based on 5 'h

and 9 5 h percentile of the measured temperature (1000 data points per second for at least

2 minutes at the steady state). The 9 5th percentile (the upper bound) is the value below

which 95% of all the measured temperature falls. Similarly, the 5 percentile (the lower

bound) is the value below which 5% of all the measured temperature falls. T oscillation

range thus implies 90% of all the measured temperatures were between this range, to

allow for some occasional. We did not use the difference between the maximum and

minimum values (i.e., the 00' and 1 0 0 th percentile) because it overestimates the peak-to-

peak oscillation magnitude. An example of the T oscillation Range is shown in Figure 4-6

for smooth surface microchannel at G= 100 kg/m 2s and q"=397 W/cm 2 .
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Figure 4-6 T3 oscillation of the smooth surface microchannel at G=100 kg/m 2 s and

q"=397 W/cm 2 . The blue lines are the value of the 95 percentile and 5 percentile

respectively, to represent the oscillation bounds for the majority of the measured

data.

In Figure 4-4, initially, single phase heat transfer at heat fluxes below 40 W/cm 2

led to curves with low slopes and the temperature oscillations were small. The onset of

nucleate boiling (ONB) is indicated by the drop in AT due to an increase of the heat

transfer coefficient. Large temperature oscillations (>10 'C) were observed following the

ONB. High speed images show that the temperature oscillations at such low vapor quality

were mainly caused by oscillation between single phase and two-phase flow. Specifically,

the temperature decreased during bubble growth and departure (two-phase flow) and

increased during the wait time (single phase flow, see Figure 4-7). As the heat flux was

increased, the temperature oscillations reduced due to more frequent nucleation events.

No apparent difference was observed for the smooth and structured surface samples

because the bubble nucleation occurred from the sidewalls which were the same for both

samples. These observations suggest that reducing flow instability at low heat flux

requires promoting nucleation and this is supported by studies that incorporated

dedicated/designed nucleation sites such as nanowire bundles and reentrant cavities.20 ,8
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Figure 4-7 Temperature and pressure drop oscillations of the (ia) smooth and (b)

22

structured surface microchannels at low heat fluxes (G=300 kg/m s, q"=110 W/cm2).

As the heat flux was further increased and the flow transitioned to the annular flow

regime (>250 W/cm 2 ), temperature oscillations increased for the smooth surface

microchannel and the time-averaged temperature rise also exceeded the structured surface

microchannel (Figure 4-4). High speed visualizations show that the flow switched

between complete dry-out and rewetting annular two-phase flow with a frequency

approaching 40 Hz. This result indicates that although no CHF can be identified from the

boiling curve, complete dry-out has already occurred periodically and can only be

captured by temperature measurement with a high sampling rate. The time-resolved

temperature at a relatively high heat flux (~400 W/cm 2 ) is shown in Figure 4-8a (smooth

surface) and Figure 4-8b (structured surface). The smooth surface microchannel showed

fast temperature oscillations with a peak-to-peak value (magnitude) of approximately

10 *C (T3) and a period of 26 ms. T2 and T4 showed a similar oscillation frequency but

lower amplitudes due to heat spreading away from the heater. In comparison, the

temperature of the structured surface remained relatively constant and no cyclic

oscillations were observed.
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Figure 4-8 Time-resolved temperature measurement of (b) the smooth surface
microchannel and (c) the structured surface microchannel at G = 100 kg/m 2s and a
heat flux of approximately 400 W/cm 2 . TI-T4 are the temperatures at the backside of
the microchannel and are located at the inlet, before the heater, at the center of the
heater, and at the outlet, respectively, based on RTD1-4.

We compared the high speed images with the measured temperatures on the backside

of the microchannels. At a heat flux of ~400 W/cm 2, time-lapse images (Figure 4-9a)

show that in one cycle, the annular flow dried out on the smooth surface and remained

dry for longer than half of the period of the cycle, until the rewetting flow flushed the

channel. The temperature decreased during two-phase flow and increased during dry-out

(single-phase vapor). For the structured surface, dry-out was significantly suppressed

(Figure 4-9b), which led to a relatively stable and lower temperature. The wicking

capability of the structures stabilized the temperature under the short-timescale flow

oscillation. The fluctuation of the liquid thickness which can promote (liquid thickness <

micropillar height) or eliminate (liquid thickness > micropillar height) thin-film

evaporation within the microstructures may have caused the small temperature variation

of T2 and T4 as shown in Figure 4-8b.
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Figure 4-9 Time-lapse images of the two-phase flow and T3 (measured by RTD3
located at the center of the heater on the backside of the microchannel) for the (a)
smooth surface microchannel and (b) structured surface microchannel. The applied
heat flux was ~400 W/cm 2. The error bars for T was approximately 1 *C.

We calculated the frequency of the temperature oscillations using the fast Fourier

transform (FFT) method. A Gaussian fit was used to determine the peak frequencyf and

the standard deviation a, which was used as the error bars for f(see Figure 4-10 for an

example). The frequency results are shown in Figure 4-1 la. The frequencies

corresponded to oscillation periods from 17 to 50 ms for heat fluxes higher than

150 W/cm 2 . We also obtained the flow oscillation frequency from high speed images by

counting the number of cycles within the duration of the video. The two frequencies
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show good agreement (Figure 4-11 a), indicating that the temperature oscillations reflect

the flow behavior in the microchannel. The frequency increased with both the applied

heat flux and the mass flux. A higher heat flux increased the rate of vapor generation,

which accelerated the accumulation of the incoming liquid upstream of the microchannel.

A higher mass flux resisted the flow reversal and aided the liquid rewetting process. FFT

analysis of the temperature of the structured surface did not show apparent peak

frequencies, because the measured temperature was not periodic and was more stable.
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Figure 4-10 (a) The FFT of the T oscillation for smooth surface at G = 100 kg/m2s,
q" ~ 400 W/cm 2 . The peak is labeled by the red arrow. (b) A Gaussian fit was used
to determine the peak frequency (the center frequency of the peak) and the
standard deviation.
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Figure 4-11 The frequency and magnitude of the fast temperature oscillations. (a)
The frequency of the temperature oscillations plotted against the heat flux and mass
flux for the smooth surface microchannel. The error bars are the standard deviation
of a Gaussian fit of the FFT result. The magnitude of the temperature oscillation at
a mass flux of (b) 100 kg/m 2s, (c) 200 kg/m 2s and (d) 300 kg/m 2s, respectively, for
both the smooth surface and structured surface microchannels. The magnitude was
calculated based on 5 to 95 percentile (5% of all the measured temperature is below
or above the bounds). The error bars for T oscillation is approximately 1 OC.

We further calculated the magnitude of the temperature oscillations (based on 5 and

95 percentile as described previously) as shown in Figure 4-11 b-d. The peaks at low heat

flux are due to flow instability (wait time approximately 0.1-1 seconds) following the

ONB. As the heat flux increases, bubbles are generated more frequently and the

temperature (T) oscillation reduces. For the smooth surface microchannel, the T

oscillations increased again at high heat fluxes (annular regime) due to dry-out (as

discussed in Figure 4-8), and the gradual increase of the dry-out duration. In comparison,

the structured surface delayed and suppressed dry-out due to capillary wicking, and the

magnitude of the T oscillations remained small. This allowed the structured surface
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microchannel to achieve high heat fluxes (700 W/cm 2, Figure 4-11 c and d) with stable

temperatures.

Figure 4-11 b-d also suggests that the short-timescale T oscillations are most severe at

a low mass flux (100 kg/m 2s). As the mass flux increased to 200 and 300 kg/m 2s, the

magnitude of the short-timescale T oscillations (without the presence of long-timescale

instability) decreased. For example, at the same heat flux of 400 W/cm2, the T

oscillations decreased from 9 *C to 5 *C as the mass flux increased from 100 to 300

kg/m 2 s. This is because the higher mass flux conditions had higher oscillation frequencies

that reduced the duration of complete dry-out in each oscillation cycle.

At very high heat fluxes, we also observed long-timescale flow instability which led

to large-magnitude T spikes. This behavior is indicated by the sharp increase of the T

oscillation magnitude of the last two data points in Figure 4-11 c and d (labeled by the

arrows). The long-timescale flow instability is usually associated with premature CHF

conditions.2 3 Figure 4-12 shows the measured temperature during long-timescale

oscillations (q"=495 W/cm 2, G=300 kg/m 2 s) for the smooth surface microchannel.

Within the long-timescale temperature oscillations, short-timescale oscillations coexisted.

Possible causes for these modes include density-wave type oscillations (short-timescale)

and pressure-drop type oscillations (long-timescale).1 2 The additional short-timescale

instability during the long-timescale instability can also increase the risk of system

failure, which has been previously overlooked. The results in Figure 4-11 indicate that

surface structures are effective to suppress both modes of instabilities.
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Figure 4-12 Temperature measured by RTD3 for the smooth surface microchannel
at q"=495 W/cm 2 and G=300 kg/m 2s.
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In conclusion, we investigated temperature oscillations as a result of the high-

frequency flow oscillation in microchannels and the effect of surface microstructures on

the resulting temperature oscillations. Our major observations are as follows.

1. Both short timescale (ms) and long-timescale (s) instabilities can exist in

microchannels. The long-timescale instability (usually associated with system

compressibility) can cause temperature excursion (~ a few seconds). The short-

timescale instability (rapid dry-out and rewetting within the microchannel) can

result in fast rate of temperature change with high oscillational frequency and is a

reliability concern.

2. Short-timescale flow oscillations can lead to fast and large temperature

oscillations due to periodic dry-out and rewetting. The wicking surface structures

can suppress dry-out and reduce the temperature oscillations. The structured

surfaces are especially beneficial at high heat fluxes and during the annular flow

regime. At low heat fluxes where vapor quality is low, T oscillation is mainly due

to switching between single-phase and two phase flow. The structured surfaces do

not help in this regime where promoting nucleation is the key. An ideal

microchannel would promote nucleation at low heat fluxes and promote wetting

at high heat fluxes.

3. The frequency of the short-timescale oscillations increases with increasing mass

flux. The duration of dry-out in each cycle reduces and the resulting temperature

oscillations also reduce. Increasing the mass flux can reduce the magnitude of the

short-timescale T oscillations.

Our study suggests that using hydrophilic structures that promote capillary

wicking is promising for reducing high-frequency temperature oscillation (thermal

fatigue) in high heat flux two-phase microchannel thermal management devices. Future

work will include incorporating high-precision pressure sensors locally at the

microchannel to investigate the role of surface structures on the pressure drop instability.
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Chapter 5

Summary and Future Work

5.1 Summary of Thesis

This thesis focused on investigating the role of surface structures on two-phase

microchannel heat sinks. We first aimed to optimize the structures to promote capillary

wicking and maximize the dry-out heat flux in a constant vapor pressure environment.

Based on the modeling, we integrated surface structures into microchannels to help

sustain film evaporation and to suppress dry-out. We investigated the effect of structures

on CHF and flow instabilities with timescales from milliseconds to seconds.

The modeling framework we developed can predict the fluid velocity and

pressure field in micropillar wick surfaces under any given heat flux, and the maximum

heat flux before dry-out occurs. The main challenge of developing such a model is that

the liquid-vapor interface varies along the wick surface and is coupled with fluid pressure

and velocity. Direct modeling of the entire surface with hundreds and thousands of

micropillars is numerically impractical. While previous models have incorporated various

assumptions, including the dependence of meniscus shapes on the wicking direction, we

chose a finite-volume approach, in which each finite volume is the liquid within four
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adjacent pillars and the cell-averaged liquid pressure is used to calculate the meniscus

shape for that cell. For typical wicking microstructures that generate much higher

capillary pressure than the variation of the liquid pressure within each finite volume, this

model can accurately captures the meniscus shape and its variation along the wicking

direction. We show the model predictions of the dry-out heat flux for various micropillar

structure geometries (height, pitch, and diameter) in the length scale range of 1-100 pm

with water as the working fluid, and the optimal geometries to maximize the dry-out heat

flux are suggested (d/h - 0.4-0.6 and lid 3). The model framework can be expanded

and applied to other fluids or water at other saturation conditions when relevant thermal

and fluid properties are adjusted. The dry-out heat flux qdry-out is very sensitive to the

wicking length L and is governed by qdy-,out ~ L-2 . This suggests opportunities to

enhance qdiy-out by incorporating multiple reservoir channels inside the wicking area to

reduce L. This work can be extended to other micropillar geometries such as squares, but

the nonuniformity of the contact angle around a pillar can result in a partial receding and

partial pinning state, which needs further consideration.

Guided by the model, we designed a two-phase microchannel heat sink

incorporated with micropillar arrays as a platform to study the effect of surface structures

on flow boiling in microchannels. There are a few challenges associated with this study.

First, flow dynamics of two-phase microchannels is highly coupled with other component

in the flow loop, which adds additional complexities in interpreting the measured data for

flow boiling. For example, a surge tank upstream of the microchannel can introduce

pressure drop type of flow oscillations, even at low heat flux. For the same microchannel

sample, such flow oscillations may not be present in a loop without an upstream surge

tank. It is important to design an experimental loop that avoids severe flow instabilities

from interactions between the microchannel and loop components. In addition, flow

boiling behavior is also very sensitive to the level of degassing, contamination, and inlet

subcooling. For example, liquid with dissolved air may contribute to an early onset of

nucleation, which does not represent the case with completely degassed liquid.

Contamination of samples changes the wetting characteristics, which plays an important

role. Therefore, these parameters need to be carefully controlled for different samples and

experimental conditions.
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In this study, we designed a microchannel device that decouples thin film

evaporation and nucleation by promoting capillary flow on the bottom heated surface

while facilitating nucleation from the sidewalls. The experimental result shows that the

structures reduced long-timescale (-s) flow boiling instability significantly in the annular

flow regime, and achieved very stable surface temperature and channel pressure drop at

high heat fluxes close to CHF. The smooth surface showed frequent temperature spikes

(~s) and pressure drop fluctuations due to dry-out, which developed gradually to CHF.

Visualization of the flow pattern indicates that the micropillar surface can promote

capillary flow and increase flow stability by maintaining a stable annular flow and high-

performance thin film evaporation. This stabilized annular flow and thin film evaporation

contributed to an enhanced HTC and CHF (maximum 57%) compared to a smooth

surface microchannel. The pressure drop across all devices was similar, which indicates

that the additional pressure drop introduced by the surface structures in this study was

negligible. Although this thesis focused on structures that promote capillary wicking,

other structures which help entrap vapor to promote and manipulate nucleation of bubbles

can also enhance flow boiling, which may be of interest for future study.

The surface structures are also shown to be effective in suppressing the

temperature oscillation due to short-timescale flow instabilities. Short-timescale flow

oscillations can lead to fast and large temperature oscillations due to periodic dry-out and

rewetting. We demonstrated that the wicking surface structures can suppress dry-out and

reduce the temperature oscillations. The structured surfaces are especially beneficial at

high heat fluxes and during the annular flow regime. At low heat fluxes where vapor

quality is low, temperature oscillation is mainly due to switching between single-phase

and two phase flow. The structured surfaces do not help in this regime where promoting

nucleation is the key. An ideal microchannel would promote nucleation at low heat fluxes

and promote wetting at high heat fluxes.

5.2 Future Directions

The studies in this thesis can be extended to a few future directions. First, the

study of single length scale structures (micropillars) can be extended to multi length scale

structures (microstructures and nanostructures). For single length scale structures,
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because capillary driving force and viscous drag are coupled, we need to select the

optimal geometry such that the overall dry-out heat flux is maximized. However, in

evaporation applications, the heat transfer coefficient is also an important parameter.

Enhancing the heat transfer coefficient generally requires small structures with close

spacing such that the thin-film area (liquid film thickness -1 pm) increases. The

mismatch between the desired length scales of the structures to achieve high dry-out heat

fluxes (>50 pm for large permeability) and high heat transfer coefficients (<1-10 Rm for

thin-film) leads to compromised performances (Figure 5-la). Therefore, an interesting

future direction is to investigate heat pipe designs with multi-length-scale features to help

decouple viscous drag, capillarity and thin-film area (Figure 5-1b). The larger pores or

channels (-50-100 pm) provide minimal viscous resistance for efficient fluid transport,

the smaller nanostructure coatings or porous membrane (<1-10 pm) provide high

capillary pumping limit and minimal thermal resistance. For the design of nanoporous

membrane on top of micro supporting structures, both the heat transfer coefficient and

dry-out heat flux can potentially be significantly enhanced. For micropillars with

nanostructures, the heat transfer coefficient can potentially be increased due to wicking

from the liquid between the micropillars on to the nanostructures.

(a) (b) High capillary pressure

qdry-out

HTC Low viscous drag

Seconda wicking enhances thin film area

U=JJJJJJ Pitch I L.LUL..I

Figure 5-1 (a) Schematic diagram showing the mismatch of the optimal regions for
heat transfer coefficient (HTC) and the dry-out heat flux (qdy-out) as a function of
the pitch of single length scale structures. Arrows indicates the directions for
enhancement to reduce the mismatch. (b) Schematic diagrams of multi length scale
structures showing nanoporous membranes with micro support structures and
micropillars with nanostructure coating.

Another extension towards more fundamental work would be to understand the

thermal transport across phase-change interfaces. While significant progress has been
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made to promote fluid transport in micro/nanostructures, we still have limited

understanding of the thermal transport at the multi-phase interfaces, which is the key to

enhancing the heat transfer coefficient. Kinetic theory suggests that heat fluxes during

phase change processes may be as high as 104 W/cm 2, with heat transfer coefficients of

106 W/m 2 K 7 7 but experimentally demonstrated values are orders of magnitude lower

than this theoretical prediction due to practical limitations. This suggests that there is

much room for improvement. The main challenge has been the difficulty to probe the

temperature near the interfaces due to the small length scale. Especially for phase change

on micro/nanostructures, it is extremely difficult to fabricate individual temperature

sensors onto the micro/nanostructures and to further obtain a temperature mapping.

Therefore, new metrological methods, such as a micro-Raman thermography system

interfaced with an environmental test stage, can be developed to probe the temperature at

the three-phase contact region and to better understand the role of micro/nanostructures in

evaporation and condensation processes. Due to their excellent spatial (-1 pm) and

temporal (-30 ns) resolution, micro-Raman spectroscopy has been broadly used to study

materials properties of semiconductors and optoelectronic devices. There is plenty of

opportunity to utilize micro-Raman measurement technique to probe the interfaces to

study phase-change heat transfer, which has not been pursued to date.

local -------------

vi'w Heat

L --------------------
Remote

Figure 5-2 Schematic diagram showing current remote temperature measurements
and proposed local temperature measurement, with magnified view of heat
transport across the interfaces and the local wall temperature.

In the area of flow boiling research, several important future works might include

investigating the role of surface structures in parallel multi-channels to scale up the heat

sink area and studying the interactions between different channels. Flow boiling of

dielectric fluid on structured surfaces is another area of interest because it is more
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applicable to electronics cooling. Challenges for dielectric fluids include their low surface

tension and latent heat. The design of a high performance two-phase heat sink will likely

need to incorporate several enhancement schemes together such as structures that

promote capillary wicking, cavities that promote nucleation, and device level design

including inlet restrictors and microchannels with expanding cross-sectional area to

suppress the reverse flow. The ultimate goal is to develop high-performance and reliable

two-phase microchannel heat sink devices that include evaporation/boiling and

condensation, which are urgently needed as the power densities continue to increase in

electronic systems.
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