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#### Abstract

The field of quantum computing investigates the extent to which one can design a quantum system that outperforms all known classical hardware at a certain task. But, to what extent can a human being, capable only (perhaps) of classical computation and of observing classical bit-string messages, verify that a quantum device in their possession is performing the task that they wish? This is a fundamental question about the nature of quantum mechanics, and the extent to which humans can harness it in a trustworthy manner. It is also a natural and important consideration when quantum devices may be used to perform sensitive cryptographic tasks which have no known efficient classical witness of correctness (Quantum Key Distribution, and Randomness Expansion are two examples of such tasks). It is remarkable that any quantum behavior at all can be tested by a verifier under such a constraint, without trusting any other quantum mechanical device in the process! But, intriguingly, when there are two or more quantum provers available in an interactive proof, there exist protocols to verify many interesting and useful quantum tasks in this setting. This thesis investigates multi-prover interactive proofs for verifying quantum behavior, and focuses on the stringent testing scenario in which the verifier in the interactive proof is completely classical as described above. It resolves the question of the maximum attainable expansion rate of a randomness expansion protocol by providing an adaptive randomness expansion protocol that achieves an arbitrary, or infinite rate of randomness expansion [29]. Secondly it presents a new rigidity result for the parallel repeated magic square game [24], which provides some improvements on previous rigidity results that play a pivotal role in existing interactive proofs for entangled provers, QKD, and randomness expansion results. This new rigidity result may be useful for improving such interactive proofs in the future. The second half of this thesis investigates the problem of bounding the role of quantum


entanglement in non-local processes. This is important for understanding the upper limit on the power of multi-prover interactive proof systems with entangled provers. In particular it establishes that, assuming the Strong Kirchberg Conjecture, one can provide a doubly exponential upper bound on the class MIP* [25] (for comparison, the best known unconditional upper bound on MIP* is that its languages are recursively enumerable!). Finally this thesis presents a result which characterizes the type of entanglement that is useful in entanglement assisted quantum communication complexity by showing that any communication protocol using arbitrary shared entanglement can be simulated by a protocol using only EPR pairs for shared entanglement. Therefore all quantum communication protocols can be approximately simulated by a protocol using only the maximally entangled state as a shared resource.
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## Chapter 1

## Introduction

The field of quantum computing promises to provide both hardware and algorithms which are capable of vastly outperforming any previously known algorithm at certain tasks (factoring numbers, hidden shift problems, non-abelian hidden subgroup problems, database search, etc). Furthermore, while the construction of a quantum computer is a large scale effort spanning decades, there are already a number of functioning special purpose quantum devices, which exceed what is achievable classically, and can be constructed in the laboratory today. For example, devices for performing quantum key distribution, as well as the experimental apparatus for the violation of Bell's inequality with "no loopholes" [39] have already been built! With a growing number of quantum devices being constructed for a variety of applications, from cryptographic to computational, it is fundamentally important to develop tools which an experimenter can use to verify that untrusted (or imperfectly constructed) systems are indeed performing the tasks that they claim. Yet, the task of testing and controlling untrusted systems in this manner poses a unique difficulty in the context of quantum mechanics. All devices which have a quantum advantage over classical technology must make use of entangled quantum states, which are delicate and may "collapse" upon observation. One cannot merely look "under the hood" of a quantum device during it's operation without potentially ruining the entangled state resource on which the device relies, and thus compromising it's function.

Furthermore, in the absence of such methods of direct observation the very complexity which gives proposed quantum systems their power could also make it extremely difficult to test them for errors or flaws. Therefore, the design of protocols to test untrusted quantum devices for particular behavior, under the weakest possible assumptions, and in a computationally efficient manner, is an inherently important component of the push for more powerful quantum technology.

The simple test of running a quantum machine and it's classical counterpart side by side and comparing them directly is an important benchmark in the context of computation, but even in that context this test only provides a small fraction of the information that one might need to inform future development of a complex quantum machine. Furthermore, in other contexts, such as quantum cryptography, this sort of test is entirely insufficient to address subtle aspects of the security of quantum devices. To design a more stringent type of test it is useful to think of the quantum devices being tested as untrusted "provers", and to imagine that the experimenter ("verifier") may only interact with these provers as "black-boxes", merely providing inputs and observing their corresponding outputs. This model arises naturally within quantum computation/information, where the experimenter cannot look inside a device in their possession without potentially ruining it, but it is also an extension of the notion of an Interactive Proof from theoretical computer science. Among other advantages, the interactive proof approach to verifying quantum behavior is capable of guaranteeing a level of cryptographic security which may not be achievable, even in principle, by simply inspecting the hardware very carefully before operation (for example). Remarkably, several important and natural open problems about interactive proofs for quantum behavior are closely related to longstanding open problems in quantum information and mathematical physics (see Sections 1.3, 1.4.2 for more).

### 1.1 Concrete Examples

Interactive proofs in quantum information are protocols through which a verifier can interact with an untrusted quantum system (modeled by the untrusted "prover(s)" in the interactive proof), and certify that a particular quantum task is being performed by that system. Concrete examples of such interactive proofs include: protocols for delegating quantum computation to untrusted devices [82], protocols for device independent randomness expansion [22, 78, 93], and protocols for device independent quantum key distribution $[94,37,58]$, as well as any interactive proof providing non-trivial bounds for the complexity class MIP*, or QMIP. These topics are related to each other by many shared mathematical and conceptual techniques, and thus the term "interactive proof" used here does not only refer to complexity classes such as MIP*, but also to a broader set of techniques which have an important practical impact in Quantum Cryptography, and the delegation of Quantum Computation, in addition to importance in Quantum Complexity.

### 1.2 Concepts

There is a fascinating interplay of different ideas in the study of interactive proofs in quantum information: On one hand the study employs and inspires techniques from computational complexity theory, quantum information and operator theory. On the other hand it focuses on tests which serve a basic practical purpose for any researcher running experiments related to the elusive properties of quantum computing or quantum mechanics. That is, these protocols allow a human observer (the "verifier"), to draw mathematically certifiable conclusions from an experiment run on untrusted quantum devices, often with error bounds that are suitable for cryptographic applications. For example, these untrusted devices may be prototype devices which a scientist has constructed (imperfectly) in their laboratory, or devices they may have purchased from some untrusted source.

The concrete examples, in Section 1.1, of interactive proofs for testing quantum systems, will be discussed in greater detail in sections below, along with related mathematical techniques. For now, it is amazing to note that in most of these examples the verifier is only required to exchange classical bit string messages with the quantum devices, and perform standard polynomial time classical computations. This means that these protocols allow the verifier to control the quantum behavior of the untrusted quantum system, even though the verifier does not ever handle or observe any quantum states! The mere intuition that such a stringent test of untrusted quantum devices is even conceivable is itself a nontrivial observation in quantum mechanics, and is drawn from the famous Bell's inequality [10]. Bell's inequality, and the more general concept of a non-local entangled game that it inspired (the CHSH game [17], the Magic Square game [67, 77], etc.), form the conceptual basis upon which the theory of interactive proofs for testing quantum systems is built.

This conceptual basis provides a precedent showing that it is possible to circumvent one of the most fundamental requirements in all of science: The requirement that an experimenter must trust the devices in their own laboratory to obey certain rules defined by their construction (or else the experimental result is invalid). Astoundingly, the intuition inspired by Bell's inequality, together with mathematical tools from quantum information and computer science, make it is possible to design protocols which do not have this requirement. Almost all of the concrete examples listed above allow the verifier to interact with the quantum devices as black-boxes, observing only the classical bit strings which form inputs and outputs to the devices, and assuming nothing about the construction of the devices, except that they obey the laws of physics (they cannot communicate faster than the speed of light, or violate the laws of quantum mechanics, etc). Indeed, these protocols are sound even in the case that the quantum devices were purchased or acquired from a possibly-malicious adversary, or were constructed in a manner that may have unforseen imperfections.

A key concept in the use of non-local entangled games in interactive proofs is the notion of the "Rigidity" of certain games. A non-local entangled game is said to exhibit "Rigidity"
if it has the property that any nearly optimal measurement strategy used by the players must be nearly equal to one unique "ideal" strategy (up to isometry, say). In other words, we say that a non-local entangled game is rigid if it has a unique optimal winning strategy that is robust in the sense that any nearly optimal strategy must be close to the unique optimum. Both the CHSH game, and the Magic Square game have this property. Rigidity was first discovered and proved for the CHSH game, and that is one of the biggest reasons that CHSH plays such a central role in the results in Section 1.1, and many more.

Rigidity in entangled games is a powerful tool because it effectively provides us with a type of interactive proof that the players (which we think of as untrusted provers) are performing specific quantum operations. In particular, if one observes that Alice and Bob have nearly optimal performance on repeated rounds of the CHSH game, then one can show that (up to isometry) Alice and Bob must be performing high-fidelity versions of the ideal CHSH measurements corresponding to their inputs. Formally proving certain variants of this fact, and achieving nearly optimal, cryptographically useful parameters is a central goal in quantum key distribution, device independent randomness expansion and many interactive proofs in quantum information. In the case of delegating quantum computation, or tasks in MIP*, one can employ a second technique. Now that the two untrusted provers, Alice and Bob, can be constrained to perform particular quantum measurements on command, the verifier can leverage the fact that Alice and Bob cannot communicate, and play them against each other during the protocol. The following is a common high-level protocol structure (variations are used in [82], and in a number of subsequent works): The verifier begins the protocol by asking the two provers to play many independent rounds of the CHSH game. At some randomly chosen point during the protocol Alice is instructed by the verifier to perform some more complicated task rather than simply playing CHSH (perhaps the task is to apply some more complex, multi-qubit unitary, etc). Bob, on the other hand, is told that both players are still playing yet more rounds CHSH and given his inputs for the next games. By leveraging a number of techniques from the theory of interactive proofs and quantum information, it is often
possible to use the specific measurements that Bob must perform in CHSH to force Bob to unwittingly check Alice's actions in carrying out her new more complicated task. Tests based on non-local entangled games in this manner have exciting potential to aid in overcoming both conceptual and logistical challenges of harnessing the power of a quantum computer, and other complex quantum systems.

### 1.3 Focus

This thesis is focused on establishing bounds on the types of quantum behavior that can be tested by a classical verifier: The first half (the "lower bound" half) studies the design of new interactive proofs in quantum information, and the sharpening of related techniques. The second half (the "upper bound" half) is focused on investigating and quantifying the role of quantum entanglement, which is a key resource in interactive proofs. This leads immediately to the need to quantify the role of entanglement in non-local entangled games, which is a problem closely related to providing a satisfactory upper bound on the class MIP* (the best currently known upper bound is that its languages are recursively enumerable!).

### 1.4 Results

### 1.4.1 Interactive Proofs with a Classical Verifier

Device Independent Randomness Expansion First proposed by Colbeck [21] in 2006, as a type of interactive proof by which a classical verifier can certify that untrusted quantum devices are producing new random bits (in an information theoretic sense), "deviceindependent randomness expansion" has flourished into an active area of research [22, $78,93,34,26,1,88,90,79,92,36,56,3,55,87]$. In joint work with Thomas Vidick and Henry Yuen [26], we showed the first upper bounds on randomness expansion proto-
cols, establishing that non-adaptive protocols that are robust to noise cannot surpass doubly exponential randomness expansion, and that techniques robust against non-signaling strategies (such as those in the state-of-the-art paper [93]), could not surpass (singly)exponential randomness expansion.

Arbitrary Randomness Expansion With the above upper bounds in place, a fundamental conceptual open question in the field of randomness expansion was whether an adaptive protocol could exceed these established upper limits on non-adaptive protocols. In joint work with Henry Yuen [29], we showed that indeed this is possible, and more surprisingly, that adaptive randomness expansion protocols could provably achieve an arbitrarily high rate of randomness expansion. Through a novel application of a sequential rigidity result from [82] we designed a protocol using additional provers to "launder" the randomness produced by the provers in the [93] protocol and feed it back to those original provers who produced it. The result was an adaptive protocol that achieves infinite (or arbitrarily large) certifiable randomness expansion, using a constant number of non-signaling quantum devices! This result addressed a lack of understanding in the field about the extent to which the outputs of provers could be adaptively reused as inputs to those same provers, while provably maintaining the soundness of the protocol. It also solves an open problem of [34], which proposed a more direct scheme for adaptive randomness expansion, but required, for its analysis, the assumption that certain pairs of devices do not share any entanglement (an assumption that we do not require). Our protocol works even in the presence of arbitrary entanglement between the devices and an eavesdropper, and is sound against devices that can employ any physically implementable adversarial strategy, including simple tactics such as memorizing their own previous inputs and outputs, etc.

Rigidity Results for Parallel Repeated Games: The notion of Rigidity of Nonlocal Entangled Games is one of the most important and widespread tools used to study the complexity class MIP*, as well as many other topics, including self-testing quantum states
and device independent protocols. There has been a growing interest in improving these techniques to further basic goals in self-testing quantum states, and to improve bounds on MIP* [63, 95, 64, 70, 65]. In joint work with Anand Natarajan [24] we proved a rigidity result for the parallel-repeated magic square game, which shows that any $\varepsilon$-optimal strategy for the $n$-round game must have the property that the provers' measurements are $\operatorname{poly}(n, \varepsilon)$-close (in expectation) to the ideal Pauli product operators on $2 n$ qubits. For the purposes of certifying this measurement structure, this is an exponential improvement over the previous best result [64], which had an exponential (in $n$ ) error dependence. This work allows a verifier to test that the untrusted provers are applying specific Pauliproduct measurements on all of the rounds of the game, which is a task that, if properly optimized, may have a number of potential uses in lower bounding MIP*, and improving protocols for device-independent delegation of quantum computation. Ideas in these directions are the object of our future research. For now it is interesting to note that one can use the main result of [24] to replace the role of [82] in the arbitrary randomness expansion protocol of [29], and this results in decreasing the runtime of the protocol from at least $n^{16}$ to $O\left(n^{2}\right)$.

### 1.4.2 Entanglement in Non-Local Games and Communication Complexity

On the role of Entanglement in Nonlocal games It is a major open problem to upper bound the amount of entanglement required by a pair of players to win even relatively small nonlocal games. The heart of our lack of understanding on this matter is that there is no known bound on the dimension of the entangled state that the provers may need to share in order to implement a nearly optimal strategy to a general entangled game. Therefore, the dimension of the Hilbert space used by the provers is potentially unbounded, and the space of strategies available to the provers is not even known to be compact. This is the reason that there is no obvious "brute force" attempt at computing the winning prob-
ability of a general non-local entangled game, for example, by constructing an epsilon-net over the space of the provers' potential strategies, and evaluating every representative of the net, etc, etc. This lack of understanding is the very same issue that stands in the way of providing a more stringent upper bound for the complexity class MIP* (by perhaps improving over the best currently known upper bound, which is that its languages are recursively enumerable).

In joint work with Thomas Vidick [25], we show that by assuming a mathematical conjecture known as the Strong Kirchberg Conjecture, one can provide an upper bound for the amount of entanglement required in such games. If this conjecture were to hold, our result would provide a concrete upper bound on the dimension of entanglement needed to approximate a non-local game (as a function of the number of inputs and outputs of the game, and the approximation error $\varepsilon$ ), and would also show that MIP* is contained in doubly-exponential time, which is a vastly better upper bound than is currently known. The main contribution of our work is a novel rounding scheme for the proposed Semidefinite Programing (SDP) hierarchy of [71,31], by which we show that one can round an SDP certificate for an entangled game to produce an actual measurement strategy for two provers to play that game, with the caveat that the measurements for the two different provers will not commute exactly, as they should in any non-local strategy, but rather they will be $\frac{1}{\sqrt{L}}$-close to commuting in the operator norm (where $L$ is the level of the SDP hierarchy which is used to produce the certificate). The task of further "rounding" such an approximately commuting measurement strategy to an exactly commuting measurement strategy is exactly the content of the Strong Kirchberg Conjecture, and so, that is the missing piece needed to prove an upper bound on MIP* itself via this approach. However, even without the Strong Kirchberg Conjecture, our result shows that MIP ${ }_{\delta}^{*}$ is contained in doubly-exponential time, where MIP ${ }_{\delta}^{*}$ is an analog of MIP*, in which the soundness condition is relaxed to allow $\delta$-commuting strategies for the provers. Furthermore, we
establish the lower bound

$$
\mathrm{NEXP} \subseteq \bigcup_{p, q \in \mathrm{poly}} \operatorname{MIP}_{2^{-q}}^{*}\left(2,1,1-2^{-p}\right)
$$

which provides a direct analogue of the same lower bound for MIP* [41], and is proven using the same technique. This demonstrates that our rounding scheme is accomplishing a non-trivial task, as it provides an unconditional upper bound on the complexity class $\mathrm{MIP}_{\delta}^{*}$, which also has a non-trivial lower bound.

Entanglement-Assisted Communication Complexity Another complexity-theoretic lens through which to study the power of prior entanglement is provided by the notion of Entanglement-Assisted Communication Complexity. For reasons closely related to our lack of understanding of entanglement in non-local games (see above), there is no known general bound on the amount of shared entanglement that may be required by two provers in order to perform a given communication protocol optimally (that is, to compute some joint function $f(x, y)$, when Alice is given only $x$ and Bob is given only $y$ ). However, in joint work with Aram Harrow, we show that it is possible to characterize the type of entanglement necessary for a given communication protocol, at least up to some error. In particular, we show that every quantum communication protocol using $Q$ qubits of communication and arbitrary shared entanglement can be $\epsilon$-approximated by a protocol using $O(Q / \epsilon)$ qubits of communication and only EPR pairs as shared entanglement. Note that this conclusion is opposite of the common wisdom in the study of non-local games, where it has been shown, for example, that the I3322 inequality has a non-local strategy using a non-maximally entangled state, which surpasses the winning probability achievable by any strategy using only a maximally entangled state, regardless of the dimension [96]. This hints that the notion of entanglement-assisted communication complexity, even with very small amounts of allowed communication (and thus perhaps "approximating" the non-local games setting), may provide a setting in which it is easier to bound the
role of entanglement. As one of the tools in our analysis, we prove that any shared entangled state between two provers may be transformed into any other shared entangled state using a communication protocol the requires an amount of communication equal to the $\ell_{\infty}$-Earthmover Distance between the two states. This may be of independent interest.

## Chapter 2

## Arbitrary Randomness Expansion

In this chapter we present a device-independent randomness expansion protocol, involving only a constant number of non-signaling quantum devices, that achieves unbounded expansion: starting with $m$ bits of uniform private randomness, the protocol can produce an unbounded amount of certified randomness that is $\exp \left(-\Omega\left(m^{1 / 3}\right)\right)$-close to uniform and secure against a quantum adversary. The only parameters which depend on the size of the input are the soundness of the protocol and the security of the output (both are inverse exponential in $m$ ). This settles a long-standing open problem in the area of randomness expansion and device-independence.

The analysis of our protocols involves overcoming fundamental challenges in the study of adaptive device-independent protocols. Our primary technical contribution is the design and analysis of device-independent protocols which are Input Secure; that is, their output is guaranteed to be secure against a quantum eavesdropper, even if the input randomness was generated by that same eavesdropper!

The notion of Input Security may be of independent interest to other areas such as deviceindependent quantum key distribution.

### 2.1 Introduction

Bell's Theorem states that the outcomes of local measurements on spatially separated systems cannot be predetermined, due to the phenomenon of quantum entanglement [10]. This is one of the most important "no-go" results in physics because it rules out the possibility of a local hidden variable theory that reproduces the predictions of quantum mechanics. However, Bell's Theorem has also found application in quantum information as a positive result, in that it gives a way to certify the generation of genuine randomness: if measurement outcomes of separated systems exhibit non-local correlations (e.g. correlations that violate so-called Bell Inequalities), then the outcomes cannot be deterministic.

While Bell's Theorem does give a method to certify randomness, there is a caveat. The measurement settings used on the separated systems have to be chosen at random! Nevertheless, it is possible to choose the measurement settings in a randomness-efficient manner such that the measurement outcomes certifiably contain more randomness (as measured by, say, min-entropy) than the amount of randomness used as input. This is the idea behind randomness expansion protocols, in which a classical experimenter, starting with $m$-bits of uniform randomness, can interact with physically isolated devices to certifiably generate $g(m)$ bits of (information theoretic) randomness (ideally with $g(m) \gg m$ ). Furthermore, these protocols are device-independent: the only assumption made on the devices is that they cannot communicate, and obey the laws of quantum mechanics. In particular, there is no a priori assumption on the internal structure or dynamics of the devices. Indeed, the devices may even have been manufactured by an adversary!

First proposed by Colbeck [21] in 2006, device-independent randomness expansion has flourished into an active area of research $[22,78,93,34,27,1,92,36,69]$. Its study has synthesized a diverse array of concepts from quantum information theory, theoretical computer science, and quantum cryptography, including generalized Bell inequalities [78, 1, $79,34]$, the monogamy of entanglement [93, 84], randomness extractors [85, 52, 30], and quantum key distribution $[9,58,94,69]$. Randomness expansion has even been experi-
mentally realized by [78], who reported the generation of 42 bits of certified randomness (over the course of a month).

The fundamental problem in analyzing a randomness expansion protocol is in demonstrating a lower bound on the amount of certified randomness, usually measured by min-entropy. There have been a couple of different approaches. A line of works, starting with [78], gives bounds on the min-entropy by analytically relating the extent to which a Bell inequality is violated to the "guessing probability" of the protocol's output $[78,34,1,79]$. Another approach, developed in [93], is to utilize the operational definition of min-entropy in a "guessing game", which establishes that a low min-entropy output implies that the non-signaling devices must have communicated during the protocol (a contradiction). This latter approach yields a protocol (which we will refer to as the Vazirani-Vidick protocol in this chapter) that not only achieves the state-of-the-art expansion factor $g(m)=\exp \left(m^{1 / 3}\right)$, but is also quantum secure: that is, the output contains high min-entropy even from the perspective of a malicious eavesdropper that may be entangled with the protocol devices. Recently, a work by [69] not only achieves quantum security, but randomness expansion that tolerates a constant level of noise in the devices. The original protocol of [21,22] obtained $g(m)=\Theta(m)$, or linear expansion. This was improved by Pironio et al. [78] to achieve quadratic expansion $g(m)=\Theta\left(m^{2}\right)$. The protocols of $[93,34,69]$ achieve exponential expansion. Perhaps the most tantalizing open question in randomness expansion is: how large an expansion factor $g(m)$ can we achieve? For example, is there a protocol with expansion factor $g(m)$ that is doubly-exponential in $m$ ? Is there any upper bound on randomness expansion in general?

The only known upper bounds on randomness expansion apply to non-adaptive protocols with two devices (i.e., where the referee's inputs to the devices do not depend on their previous outputs) [27]. There the authors showed that noise robust, non-adaptive protocols must have a finite bound on their expansion factor ${ }^{1}$. With the exception of [34], randomness expansion protocols prior to our work were non-adaptive, and hence the results

[^0]of [27] suggest those protocols have a bounded expansion factor. Thus, going beyond the the finite expansion barrier appears to require adaptivity - but it could, a priori, be the case that even adaptive protocols are inherently limited to finite randomness expansion.

We present an adaptive protocol that achieves infinite certifiable randomness expansion, using a constant number of non-signaling quantum devices. The output length of our protocol depends only on the number of rounds performed in the protocol (which can be arbitrarily large), and not on the size of the initial random seed! This shows that there is no finite upper bound on the expansion factor of adaptive protocols. Our protocol involves a constant number - eight, specifically - of non-communicating black-box quantum devices, and guarantees that the output of the protocol is close to uniformly random, even from the point of view of a quantum eavesdropper (where the closeness to uniformity is determined by the initial seed length). Our protocol works even in the presence of arbitrary entanglement between the devices and an eavesdropper.

The key technical component of the analysis of the InfiniteExpansion protocol is to show that a sub-protocol, which we call ClusterExpansion, is Input Secure: it generates uniform randomness secure against a quantum adversary, even if that adversary generated the seed randomness earlier in the protocol! Since the ClusterExpansion sub-protocol is Input Secure, composing ClusterExpansion with itself in sequence (i.e. using the outputs of one instance of the protocol as the inputs of another instance) yields another randomness expansion protocol, this time with much larger expansion factor. Our InfiniteExpansion protocol is the infinite composition of the ClusterExpansion sub-protocol.

In Section 2.2.2, we discuss two relevant and enlightening results about randomness expansion $[16,69]$, which were announced after the original posting of this work (though these results were discovered independently and, unbeknownst to the authors, developed in parallel with this work).

We note here that any exponential randomness expansion protocol with security against a quantum eavesdropper (such as the Vazirani-Vidick protocol, for example) readily yields a protocol using $2 N$ devices, which has a randomness expansion given by an exponential
tower function of $N$ (i.e. $2^{2^{2.2^{N}}}$ ): after running such a quantum-secure expansion protocol on one pair of devices, the devices are discarded, and their outputs are fed into a fresh pair of devices (that did not communicate with any previous devices used in the protocol). This "exponential tower" protocol terminates when all $2 N$ devices have been used. This was first observed by [101], and in [69] it is noted that the robust exponential expansion protocol given therein can be used to obtain an analogous "tower" randomness expansion protocol, which is also robust.

For all practical intents and purposes, a "tower" expansion protocol can certify much,
 one might consider it effectively an "infinite" randomness expansion protocol. However, such a protocol avoids the need to reuse devices, and hence sidesteps the need for Input Security - but secure device reuse is the key conceptual issue that we find interesting!

Finally, the work [16] serves as one very interesting example (discovered independently of this work) of how the concept of Input Security is relevant to problems other than infinite randomness expansion. We note that our result can be combined with a quantumsecure randomness amplification protocol (for example [16], or [14]) to produce an infinite randomness amplification protocol.

### 2.1.1 Barriers to infinite randomness expansion

Here we identify the inherent technical challenges in analyzing any adaptive randomness expansion protocol. In Section 4.1 we discuss how to overcome these challenges. Some of the technical issues discussed here have been identified in previous work (e.g., [34]) and in randomness expansion folklore.

## The Extractor Seed and Input Security Problems

In any adaptive randomness expansion scheme there is a stage when intermediate outputs of the protocol are used to generate "derived" inputs for some devices in future stages of the protocol. This creates an inherent difficulty in analyzing adaptive protocols,
because the devices involved in the protocol may adversarially take advantage of memory and shared entanglement to attempt to create harmful correlations between intermediate outputs and the the internal state of the devices that receive the "derived" inputs. To prove the correctness of an adaptive randomness expansion protocol, one must show that the devices receiving these "derived" inputs cannot distinguish them from inputs generated by a truly private random seed. Because of this fundamental challenge, there are very few analyses of adaptive randomness expansion protocols (or key distribution protocols for that matter) in the existing literature. Prior to our work, [34] gave the only analysis of an adaptive randomness expansion protocol. However, their analysis requires the assumption that entanglement is only shared between certain pairs of devices, but otherwise that the devices are unentangled.

In the general case where devices can share arbitrary entanglement and may be entangled with an eavesdropper, we face the issue of the quantum security of the intermediate outputs against devices that will receive the derived inputs ${ }^{2}$. This issue manifests itself in two different forms: the Input Security Problem and the Extractor Seed Problem.

Generally, a randomness expansion protocol is comprised of two components: an expansion component and an extractor component. The expansion component will generate an output string that, while not necessarily close to uniformly random, will be guaranteed to have high min-entropy. The extractor component will then take this high min-entropy source, as well as a small polylogarithmic-sized uniformly random seed (taken, for example, frorn the initial seed of the randomness expansion protocol), and convert the high min-entropy source into a string that is close to uniform.

The Input Security Problem. In an adaptive protocol, we require that the output of the expansion component contains high min-entropy relative to a quantum eavesdropper (i.e. high conditional min-entropy) - where we treat the other devices in the protocol, collectively, as the eavesdropper. However, the Vazirani-Vidick protocol - an quantum-secure

[^1]exponential randomness expansion protocol that produces an output with high conditional min-entropy ${ }^{3}$ - uses, in its analysis, an assumption that the initial seed to the protocol is secure against the eavesdropper [93]. This is a condition that cannot be satisfied in an adaptive protocol. Suppose in an adaptive protocol some device $D$ produced an intermediate output $X$, which we use as the derived input to some other device $D^{\prime}$ as input randomness. Note that $X$ is not secure against $D$. Hence, we cannot use the analysis of [93] as is and treat $D$ as an eavesdropper, and argue that $D^{\prime}$ produces an output $Y$ that is secure against $D$. We refer to this issue as the Input Security Problem.

The Extractor Seed Problem. Even supposing that we had an expansion component that was immune to the Input Security Problem (i.e. produces output that contains high conditional min-entropy despite the input being known to the eavesdropper), we would still suffer from a similar problem with the extractor component. Here, we need to use a small polylogarithmic-sized uniform extractor seed to convert a source of high conditional minentropy into a string that is nearly uniform, relative to a quantum adversary.

First, note that we cannot always take the extractor seed from the original random seed to the protocol, because this would limit us to exponential randomness expansion. Thus to achieve super-exponential expansion, the extractor seed must eventually be generated by intermediate outputs of the protocol.

Secondly, the existing quantum-secure extractors in the literature (e.g., see [30,52, 85]) require that the extractor seed be secure against the quantum eavesdropper. As pointed out by [34], provably satisfying this requirement in an adaptive randomness expansion protocol involves overcoming a technical difficulty similar to that of the Input Security Problem. We refer to this technical barrier as the Extractor Seed Problem.

To summarize, in order to obtain quantum security of the output against an eavesdropper $E$, current quantum-secure expansion protocols and extraction procedures require the strong assumption that the joint state of the seed, the devices, and the eavesdropper $\rho_{S D E}$

[^2]is such that $\rho_{S D E} \approx U_{|S|} \otimes \rho_{D E}$, where $U_{|S|}$ denotes the uniform distribution on $|S|$ bits, and $\rho_{D E}$ denotes the internal state of the devices and adversary. In order to solve the Input Security and Extractor Seed Problems, we require randomness expansion protocols and extraction schemes that work with the weaker assumption that $\rho_{S D} \approx U_{|S|} \otimes \rho_{D}$ with no mention of the eavesdropper! - while still obtaining the same quantum-security guarantees. We call this property Input Security, and say that protocols with this property are Input Secure.

It is interesting to note that extractors, by themselves, cannot satisfy a property like Input Security (i.e. we cannot guarantee that an extractor will produce private randomness when the seed is prepared by the adversary) ${ }^{4}$.

The primary conceptual contribution of this chapter is the design and analysis of the first randomness expansion protocols and extraction schemes that are (provably) Input Secure.

## The Conditioning Security Problem

The output guarantees of a randomness expansion protocol only hold conditioned on the protocol succeeding (i.e. conditioned on the event that the referee does not abort). Thus, the analysis of the security properties of the output of a protocol must take into account the fact that conditioning can skew the distribution of the output. Adversarially designed devices may, for example, coordinate to pass the protocol only when the first bit of the output is " 1 ". This alone does not harm the min-entropy of the output by much, but suggests that there could be other strategies employed by adversarial devices to significantly weaken the security of the output. In [93], they show that such a collusion strategy would imply that the eavesdropper and the devices could communicate with each other, a contradiction. However, this analysis again relies on the assumption that the initial seed is secure against the eavesdropper. When analyzing an Input Secure protocol, we cannot

[^3]use this assumption, so resolving this Conditioning Security Problem requires different techniques.

## The Compounding Error Problem

Another technical concern is the problem of error accumulation in an adaptive protocol. When using intermediate outputs to generate derived inputs for later stages in the protocol, we can only assume, at best, that the derived inputs are approximately secure and uniform. Furthermore, these errors will accumulate over the course of the protocol, and in an infinite expansion protocol, this accumulation could grow so large that the protocol will fail to work at some point. Depending on how one measures the security of a string against an quantum eavesdropper, errors may not accumulate in a linear fashion as pointed out by [51], even if the accessible information of a string relative to an eavesdropper (which has been used as a standard security measure in quantum key distribution) is small, a tiny piece of classical side information could completely break the security of the string. Such an ill-behaved measure of quantum security would severely complicate the analysis of an adaptive randomness protocol.

### 2.2 Results

We present a protocol that attains infinite randomness expansion. Our protocol, which we denote the InfiniteExpansion protocol, involves a constant number of non-signaling devices (eight, specifically) that, with $m$ bits of seed randomness, can produce an arbitrarily large amount of certified randomness. In particular, starting with $m$ bits of random seed, if InfiniteExpansion is run for $k$ iterations, the output of the $k$ iterations is a random string that is $\exp \left(-\Omega\left(m^{1 / 3}\right)\right)$-close to uniform, and has length

i.e., a $k$-height tower of exponentials in $m$. The initial seed length $m$ controls soundness parameters of the protocol, but has no bearing on the amount of certified output randomness! Our protocol uses as subroutines the exponential expansion protocol of [93] (which we denote VV ) ${ }^{5}$, and the sequential CHSH game protocol of Reichardt, et al. [84] (which we denote RUV). See Section 2.4 for more detail on these sub-protocols. We describe the protocol below, both algorithmically and schematically (see Figure 2-1).


Figure 2-1: The InfiniteExpansion protocol. All arrows indicate classical operations performed by the referee. $S$ denotes the initial seed to the protocol, and $T_{i}$ denotes the output of the protocol at the $i$ th iteration. Each of the VV and RUV boxes involve two devices, for a total of eight devices used in the protocol.

[^4]Non-signaling devices: $D_{1}, \ldots, D_{8}$.
Initial seed randomness: $S \sim U_{m}$.

1. Let $X_{1} \leftarrow S$.
2. For $i=1,2,3, \ldots$
(a) $Y_{i} \leftarrow \mathrm{VV}\left(D_{1}, D_{2}, X_{i}\right)$.
(b) $Z_{i} \leftarrow \operatorname{RUV}\left(D_{3}, D_{4}, Y_{i}\right)$.
(c) $W_{i} \leftarrow \mathrm{VV}\left(D_{5}, D_{6}, Z_{i}\right)$.
(d) $X_{i+1} \leftarrow \operatorname{RUV}\left(D_{7}, D_{8}, W_{i}\right)$.

Figure 2-2: The algorithmic specification of the InfiniteExpansion protocol. $V V(A, B, X)$ (resp. $\operatorname{RUV}(A, B, X)$ ) denotes executing the VV (resp. RUV) sub-protocol with devices $A$ and $B$ using seed randomness $X$ (for more details about these sub-protocols see Section 2.4). The $X_{i}, Y_{i}, Z_{i}$, and $W_{i}$ registers are all classical, and managed by the referee.

The main result of this chapter is the following theorem, stated informally here (for the formal version see Theorems 12 and 11):

Theorem 1 (Infinite randomness expansion, informal). Let $D=\left\{D_{1}, \ldots, D_{8}\right\}$ denote eight non-signaling quantum devices. Let $E$ be an arbitrary quantum system that may be entangled with the $D_{i}$ 's, but cannot communicate with them. Suppose that a classical referee executes the InfiniteExpansion protocol with the $\left\{D_{i}\right\}$ devices, using an $m$-bit random seed $S$ that is secure against the devices $\left\{D_{i}\right\}$. Then, for all $k \in \mathbb{N}$, if $\operatorname{Pr}($ Protocol has not aborted by round $k)=$ $\exp \left(-O\left(m^{1 / 3}\right)\right)$, then the output $T_{k}$ of the protocol, conditioned on not aborting after $k$ rounds, is $\exp \left(-\Omega\left(m^{1 / 3}\right)\right)$-secure against $E$, and has length $\Omega\left(g^{(k)}(m)\right)$, where $g^{(k)}$ denotes the $k$-fold composition of the function $g: \mathbb{N} \rightarrow \mathbb{N}$, defined as $g(m)=\exp \left(\Omega\left(m^{1 / 3}\right)\right)$.

Furthermore, there exists a quantum strategy for the devices such that, with high probability, they do not abort the protocol at any round.

The analysis of the InfiniteExpansion protocol overcomes the challenges described in the
previous section. We now give an overview of how we solve them.

### 2.2.1 Our proof strategy

Solving the Extractor Seed and Input Security Problems. The key technique for solving both the Extractor Seed and Input Security Problems is a powerful result of Reichardt, Unger, and Vazirani [84], which is based on the phenomenon of CHSH game rigidity. The CHSH game is a two-player game in which a classical referee chooses two input bits $x$ and $y$ uniformly at random, and gives them to non-communicating players Alice and Bob. Alice and Bob produce binary outputs $a$ and $b$, and they win the game if $a \oplus b=$ $x \wedge y$. If Alice and Bob employ classical strategies, they cannot win the CHSH game with probability exceeding $75 \%$, but using shared quantum entanglement, there is a quantum strategy that allows them to win the game with probability $\cos ^{2}(\pi / 8) \approx 85 \%$. The CHSH game is frequently used in the study of quantum entanglement and non-locality. More relevantly, it also serves as the basis for many randomness expansion protocols in the literature: protocols will often test for Bell inequality violations by measuring how often devices win the CHSH game.

The famous Tsirelson's Theorem states that $\cos ^{2}(\pi / 8)$ is the optimal winning probability using quantum strategies. Even more remarkable is that the CHSH game is rigid: there is essentially a unique quantum strategy that achieves this optimum. That is, any quantum strategy that achieves $\cos ^{2}(\pi / 8)$ winning probability must be, in a specific sense, isomorphic to the "canonical" CHSH strategy which involves Alice and Bob making specific measurements on separate halves of an EPR pair ${ }^{6}$ (which we will call the ideal CHSH strategy). Furthermore, CHSH game rigidity is robust: any strategy that achieves $\cos ^{2}(\pi / 8)-\varepsilon$ winning probability must be isomorphic to a strategy that is $O(\sqrt{\varepsilon})$-close to the ideal CHSH strategy. A form of CHSH game rigidity was first proved by Mayers and Yao in the exact case [60] and later made robust by [61,68].

[^5]Reichardt et al. proved a far-reaching generalization of CHSH game rigidity to the situation where Alice and Bob play $N$ independent CHSH games in sequence. This can be viewed as a larger game $\mathrm{CHSH}^{\otimes N}$, where Alice and Bob win $\mathrm{CHSH}^{\otimes N}$ if they win approximately $\cos ^{2}(\pi / 8) N$ games. Reichardt et al. prove the following theorem, stated informally here (for the precise version see [84] Theorem 5.38, or Theorem 2.8 in this chapter), which they call sequential CHSH game rigidity:

Theorem 2 (Sequential CHSH game rigidity, informal version). Suppose Alice and Bob play $N$ instances of the CHSH game, where the inputs to Alice and Bob in each instance are uniform and independent of each other. Divide the $N$ instances into $N / t$ blocks of $t$ games each, where $t=N^{1 / \alpha}$ for some universal constant $\alpha>1$. If Alice and Bob use a strategy that, with high probability, wins approximately $\cos ^{2}(\pi / 8) N$ instances, then in most blocks, Alice and Bob's strategy is approximately isomorphic to the ideal sequential strategy, in which the ideal CHSH strategy is applied $t$ times in sequence to $t E P R$ pairs that are in tensor product with each other.

Sequential CHSH game rigidity is a powerful tool that allows one to characterize the behavior of separated quantum devices, simply from observing the correlations between their (classical) inputs and outputs. Reichardt et al. use sequential CHSH games as a primitive in a more general protocol that allows a classical computer to command nonsignaling quantum devices to perform arbitrary quantum computation - and verify that this computation has been performed correctly! Here, in contrast, our goal is much more modest: we simply want to command non-signaling quantum devices to generate uniformly random bits.

The $\mathrm{CHSH}^{\otimes N}$ game already yields a protocol that produces certified randomness. In particular, we have two non-signaling devices play $N$ games of CHSH. The referee will check whether the devices won approximately $\cos ^{2}(\pi / 8) N$ games. If so, the referee will select a block of $t$ games at random, and use the output of one of the devices in that block of $t$ games be the protocol's output - call this the RUV protocol.

We know from Theorem 2 that, with high probability, the outputs of the RUV protocol were generated by a strategy approximating the ideal sequential strategy. The ideal se-
quential strategy is the ideal CHSH measurement repeatedly applied to a tensor product of EPR pairs, so the measurement outcomes are necessarily in tensor product with an eavesdropper. Thus the outputs of RUV are approximately secure against a quantum adversary. The problem, of course, is that the amount of randomness needed by the referee to run this RUV protocol is much greater than the amount of certified randomness in the output $\left(\Theta(N)\right.$ versus $\left.N^{1 / \alpha}\right)$. So we can't use RUV by itself as a randomness expansion scheme.

However, sequential CHSH game rigidity offers more than just the guarantee of secure uniform randomness; observe that it does not need to assume that the inputs to the N CHSH games were secure against an eavesdropper - only that it was secure against the devices playing the CHSH games! This is precisely the Input Security property.

Thus, we can use the RUV protocol as a "scrambling" procedure that transforms an input that may not be secure against an eavesdropper into a shorter string that is secure against an eavesdropper. Recall that, because of the Input Security and Extractor Seed Problems, the output of the VV sub-protocol in the InfiniteExpansion protocol may not be secure against other devices (namely, the devices that produced the input to the VV subprotocol). However, if we invoke the RUV protocol on the outputs of $V V$, we obtain secure outputs that can be used as input randomness for another VV instance.

Furthermore, observe that we still have achieved randomness expansion: the VV protocol attains exponential expansion, and the RUV protocol will only shrink that by a polynomial amount.

Solving the Conditioning Security Problem. The main technical contribution of this chapter is solving the Conditioning Security Problem. While combining the VV and RUV protocols conceptually yields an Input Secure randomness expansion protocol, there still is the technical issue of whether this protocol is Input Secure when we condition on the RUV protocol succeeding. There are simple examples that show that adversarial devices can, via conditioning, skew the distribution of their outputs, and even introduce entanglement between some bits of their outputs and an eavesdropper, despite most outputs
having been produced by an ideal strategy. The Sequential CHSH Game Rigidity Theorem of [84] does not take conditioning into account, because it is assumed that the devices pass the RUV protocol with probability extremely close to 1.

Here, we assume the RUV protocol passes with some small probability that is inverse polynomial in the number of games played, and show that the RUV protocol manages to obtain an approximately secure output conditioned on the protocol succeeding. We prove this in Lemma 15, and our proof employs tools from quantum information theory. Our approach is reminiscent of that used in the proofs of the classical Parallel Repetition Theorem (see, e.g., [40]).

Solving the compounding error problem. We use the strongest definition of the quantum security of a string against an eavesdropper: namely, a string $X$ is (approximately) secure against an eavesdropper $E$ iff the trace distance between the joint state $\rho_{X E}$ and the ideal state $U_{|X|} \otimes \rho_{E}$ is small, where where $U_{|X|}$ denotes the uniform distribution on $|X|$ bits. To solve the compounding error problem, we first show that the errors incurred at each iteration of the InfiniteExpansion protocol accumulate linearly - this is because the trace distance satisfies the triangle inequality. Then, we show that the error added at iteration $k$ is exponentially smaller than the error of iteration $k-1$. Thus, the infinite sum of errors converges to a constant multiple of the error incurred by the first iteration, which is exponentially small in the seed length $m$. Hence we avoid the potential problems raised by [51].

### 2.2.2 Related work

Here we discuss some relevant recent developments in the area of randomness expansion and amplification, which were announced after the original posting of this work. We note, however, that the results in the following works were discovered independently of the results in this work, and their relationship to each other was only realized after both works were essentially complete. In the following description we will occasionally
use the terminology of this chapter to restate results of these other works, though those papers used different terminology in the original statements.

In independent work by Chung, Shi, and Wu [16], the problem of Input Security was also studied, and played a key role in their construction of a device-independent protocol to amplify randomness, starting with any min-entropy source. The authors require an Input Secure randomness expansion protocol to use as a building block for their amplification protocol. They prove an elegant result called the Equivalence Lemma, which may be informally summarized as follows (see [16] for a formal statement):

Consider a device-independent randomness expansion protocol $P$, that starts with a seed $S$, uniform and in tensor product with the devices $D$ involved in the protocol, as well as a quantum adversary $E$, and produces an output string $X$ that is certifiably close to uniform and in tensor product with $E$ and $S$. The Equivalence Lemma states that any such protocol $P$ also certifies output randomness $X$ with the same security guarantees, without requiring that $S$ is in tensor product with $E$ - in other words, any such protocol $P$ is also Input Secure. In particular, this proves that the Vazirani-Vidick protocol (when implemented in composition with a strong quantum extractor) is, in fact, Input Secure, and can be composed with itself to perform unbounded randomness expansion in the same manner as we do here, without requiring the use of the RUV protocol.

Secondly, another independent work of Miller and Shi [69] gives the first provably robust protocol for randomness expansion (and, in fact, gives robust exponential expansion). Combining the main result of [69] with Equivalence Lemma of [16], allows one to obtain a provably robust infinite expansion protocol requiring only four non-communicating devices.

It is interesting to note that extractors (which have a similar input-output structure to randomness expansion protocols) cannot possess an analogous Input Security. Thus, there is no natural analogue of the Equivalence Lemma which will work for extractors. In this sense, the Equivalence Lemma represents an interesting phenomenon or property which is possessed by device independent (quantum) protocols, but not by (classical) protocols
such as extractors.

### 2.3 Preliminaries

### 2.3.1 Notation

We write $[N]$ for the set of integers $\{1, \ldots, N\}$. For a Hilbert space $\mathcal{H}$, let $D(\mathcal{H})$ denote the set of density matrices on $\mathcal{H}$. The classical state $\rho_{X}$ corresponding to a discrete classical random variable $X$ is defined as $\sum_{x} \operatorname{Pr}(X=x)|x\rangle\langle x|$ (where $x$ ranges over the computational basis states). For a discrete classical random variable $X$, we use $|X|$ to denote $X^{\prime}$ s length in bits. A classical-quantum state (or $c q$-state) $\rho_{X B} \in D\left(\mathcal{H}_{X} \otimes \mathcal{H}_{B}\right)$ is a density matrix where $\rho_{X B}=\sum_{x} p_{x}|x\rangle\langle x| \otimes \rho_{B}^{x}$, where $p_{x}$ are probabilities and $\{|x\rangle\}$ is an orthonormal basis for $\mathcal{H}_{X}$. We write $\mathbb{1}_{N}$ to denote the $N \times N$ identity matrix. We write $U_{m}$ to denote the density matrix $2^{-m} \mathbb{1}_{2^{m}}$ (i.e. the completely mixed state of dimension $2^{m}$ ). For an arbitrary matrix $A$, we let $\|A\|_{\mathrm{tr}}:=\frac{1}{2} \operatorname{tr} \sqrt{A^{\dagger} A}$ denote its trace norm (also known as its Schatten 1-norm).

Definition 3 (Secure cq-state). Let $E$ be an arbitrary quantum system. Let $\rho_{X E}$ be a cq-state. For state $\rho_{X E}, X$ is $\zeta$-secure against $E$ iff

$$
\left\|\rho_{X E}-U_{|X|} \otimes \rho_{E}\right\|_{\mathrm{tr}} \leq \zeta
$$

### 2.3.2 Quantum information theory

For completeness we present a few key definitions and facts of quantum information theory that will be useful for us later. For a more comprehensive reference we refer the reader to, e.g., $[74,98]$.

For a density matrix $\rho$, its von Neumann entropy is defined as $H(\rho):=-\operatorname{tr}(\rho \log \rho)$. For a density matrix $\rho_{A B} \in D\left(\mathcal{H}_{A} \otimes \mathcal{H}_{B}\right)$, the conditional von Neumann entropy is defined
as $H(A \mid B)_{\rho}:=H(A B)_{\rho}-H(B)_{\rho}$ where $H(A B)_{\rho}=H\left(\rho_{A B}\right)$ and $H(B)_{\rho}=H\left(\rho_{B}\right)$. The quantum mutual information between $A$ and $B$ of $\rho_{A B}$ is defined as $I(A: B)_{\rho}:=H(A)_{\rho}-$ $H(A \mid B)_{\rho}$. The conditional quantum mutual information $I(A: B \mid C)_{\rho}$ for a tripartite state $\rho_{A B C}$ is defined as $H(A \mid C)_{\rho}-H(A \mid B, C)_{\rho}$. We will usually omit the subscript $\rho$ when the state is clear from context.

We now list a few useful facts about these quantum information-theoretic quantities. Proofs of the following facts can be found in, e.g., [98].

Fact 4. 1. Let $X$ be a discrete random variable, and let $\rho_{X}$ be its associated classical state. Then $H\left(\rho_{X}\right)=H(X)$, where $H(X)$ is the Shannon entropy of $X$.
2. (Conditioning reduces entropy) Let $\rho_{A B} \in D\left(\mathcal{H}_{A} \otimes \mathcal{H}_{B}\right)$. Then $H(A \mid B)_{\rho} \leq H(A)_{\rho}$.
3. (Chain rule) Let $\rho_{A B C} \in D\left(\mathcal{H}_{A} \otimes \mathcal{H}_{B} \otimes \mathcal{H}_{C}\right)$. Then

$$
I(A: B C)_{\rho}=I(A: B)_{\rho}+I(A: C \mid B)_{\rho}
$$

4. (Pinsker's inequality) Let $\rho_{A B} \in D\left(\mathcal{H}_{A} \otimes \mathcal{H}_{B}\right)$. Then

$$
\left\|\rho_{A B}-\rho_{A} \otimes \rho_{B}\right\|_{\operatorname{tr}}^{2} \leq 2 I(A: B)_{\rho}
$$

Finally, we define quantum min-entropy. Let $\rho_{A B}$ be a bipartite density matrix. The minentropy of $A$ conditioned on $B$ is defined as

$$
H_{\min }(A \mid B)_{\rho}:=\max \left\{\lambda \in \mathbb{R}: \exists \sigma_{B} \in D\left(\mathcal{H}_{B}\right) \text { s.t. } 2^{-\lambda} \mathbb{1}_{A} \otimes \sigma_{B} \geq \rho_{A B}\right\}
$$

Let $\varepsilon>0$. Then $\varepsilon$-smoothed min-entropy of $A$ conditioned on $B$ is defined as

$$
H_{\min }^{\varepsilon}(A \mid B)_{\rho}:=\max _{\tilde{\rho}_{A B} \in B\left(\rho_{A B}, \varepsilon\right)} H_{\min }(A \mid B)_{\tilde{\rho}},
$$

where $B\left(\rho_{A B}, \varepsilon\right)$ is the set of sub-normalized density matrices within trace distance $\varepsilon$ of
$\rho_{A B}$. For a detailed reference on quantum min-entropy, we refer the reader to [85].

### 2.3.3 Modelling protocols and input robustness

In this chapter we will consider several different randomness expansion procedures (e.g., the Vazirani-Vidick protocol, or the RUV protocol); a crucial element of our analysis is that these protocols are all input robust in the sense that slight deviations from uniformity in their input seed only mildly affect the expansion guarantees that we get when assuming the seed is perfectly uniform. To make this input robustness property formal, we introduce the quantum operation description of randomness expansion protocols.

In general, a randomness expansion protocol is an interaction between a classical referee $R$ and a quantum device $D$, that is entirely unconstrained, except that $D$ consists of two or more isolated, non-signaling sub-devices (but the sub-devices may be entangled).

The important Hilbert spaces we will consider are:

1. (Pass/No Pass Flag). $\mathcal{H}_{F}$ denotes a two-dimensional Hilbert space that the referee will use to indicate whether it accepts or rejects the interaction.
2. (Protocol seed). $\mathcal{H}_{S}$ denotes the $2^{m}$-dimensional Hilbert space that corresponds to the (private) $m$-bit seed randomness that the referee will use for its interaction with the device $D$.
3. (Protocol output). $\mathcal{H}_{X}$ denotes the Hilbert space that corresponds to the output of the device $D^{7}$.
4. (Device internal state). $\mathcal{H}_{D}$ denotes the Hilbert space corresponding to the internal state of the device $D$.
5. (Eavesdropper). $\mathcal{H}_{E}$ denotes the Hilbert space corresponding to a potential quantum eavesdropper, which may be entangled with device $D$.
[^6]We can view a randomness expansion protocol as a quantum operation $\mathcal{E}$ acting on states in the space $\mathcal{H}_{F} \otimes \mathcal{H}_{S} \otimes \mathcal{H}_{X} \otimes \mathcal{H}_{D}$. Of the Hilbert spaces listed above, device $D$ only has access to the Hilbert space $\mathcal{H}_{D}$; the other Hilbert spaces get updated by the referee's interaction with $D$ (except for $\mathcal{H}_{E}$ which is controlled by the eavesdropper). For example, the referee, by interacting with $D$, will write $D$ 's outputs to register $X$. The states in the Hilbert spaces $\mathcal{H}_{F}, \mathcal{H}_{S}$, and $\mathcal{H}_{X}$ will always be classical mixed states (i.e. diagonal in the computational basis).

More precisely, let $P$ be a randomness expansion protocol. We will model $P$ as a quantum operation $\mathcal{E}$ acting on an initial state $\rho_{F S X D}^{i}$ in the space $\mathcal{H}_{F} \otimes \mathcal{H}_{S} \otimes \mathcal{H}_{X} \otimes \mathcal{H}_{D}$, where $\rho_{D}^{i}$ is the internal state of $D$ before the protocol starts, and $\rho_{F S X}^{i}$ is prepared by the referee. $\mathcal{E}$ will be some unitary map $V_{P}$ applied to the joint state $\rho_{F S X D}^{i}$. Now, define the quantum operation $\mathcal{F}$ that takes a state $\rho_{F S X D}$, and produces the post-measurement state of $\rho_{F S X D}$ conditioned on measuring $|1\rangle$ in the $F$ register, and then traces out the $F$ and $S$ registers, leaving $\rho_{X D \mid F=1}$. We define $\mathcal{F E}$ to be the composition of the two quantum operations $\mathcal{E}$, followed by $\mathcal{F}$. Throughout this chapter, we will decorate density matrices by superscripts $i$ and $f$ to denote the states before and after the protocol, respectively. For example, we will often let $\rho_{F S X D}^{f}$ denote the state of the FSXD system after the execution of the protocol, conditioned on the protocol succeeding (i.e. $F=1$ ).

The completeness and soundness of protocol $P$ are statements about the post-measurement state $\mathcal{F E} \otimes \mathbb{1}_{E}\left(\rho_{F S X D E}^{i}\right)$ (where $\mathbb{1}_{E}$ is the identity on $\mathcal{H}_{E}$ ), argued only with respect to an ideal initial state $\rho_{F S X D E}^{i}$ such that $\rho_{F S X D}^{i}:=|0\rangle\left\langle\left. 0\right|_{F} \otimes U_{m} \otimes \mid 0\right\rangle\left\langle\left. 0\right|_{X} \otimes \rho_{D^{\prime}}^{i}\right.$ (or, depending on the analysis, the stronger assumption that $\rho_{F S X D E}^{i}:=|0\rangle\left\langle\left. 0\right|_{F} \otimes U_{m} \otimes \mid 0\right\rangle\left\langle\left. 0\right|_{X} \otimes \rho_{D E}^{i}\right)$. In other words, the initial seed is assumed to be perfectly uniform and unentangled with the device $D$. However, we also have a form of input robustness: if the initial state were instead $\delta$-close in trace distance to the ideal initial state defined above, then we would obtain the same output parameters as $P$, up to an $\delta / \lambda$ additive factor in trace distance, where $\lambda$ is the probability that $|1\rangle$ is measured in the $F$ register. We prove this formally in Lemma 5 below.

Lemma 5. Let $D$ be a device, and $E$ an arbitrary quantum system that may be entangled with D. Let $\sigma_{F S X}:=|0\rangle\left\langle\left. 0\right|_{F} \otimes U_{|S|} \otimes \mid 0\right\rangle\left\langle\left. 0\right|_{X}\right.$. Let the quantum operations $\mathcal{F}, \mathcal{E}$, and $\mathcal{F} \mathcal{E}$ be defined as above. Suppose for all states $\sigma_{F S X D E}$ such that $\sigma_{F S X D}=\sigma_{F S X} \otimes \sigma_{D}$, there exists a state $\tau_{X D E}$ such that $\tau_{X E}=U_{|X|} \otimes \sigma_{E}$ and

$$
\left\|\mathcal{F E} \otimes \mathbb{1}_{E}\left(\sigma_{F S X D E}\right)-\tau_{X D E}\right\|_{\mathrm{tr}} \leq \varepsilon
$$

Let $\delta, \lambda>0$. Let $\rho_{F S X D E}^{i}$ be such that $\left\|\rho_{F S X D E}^{i}-\sigma_{F S X D E}\right\|_{\text {tr }} \leq \delta$ for a state $\sigma_{F S X D E}$ where $\sigma_{F S X D}=|0\rangle\left\langle\left. 0\right|_{F} \otimes U_{|S|} \otimes \mid 0\right\rangle\left\langle\left. 0\right|_{X} \otimes \sigma_{D}\right.$. Suppose that the probability of measuring $\left.\mid 1\right\rangle$ in the $F$ register for the state $\mathcal{E} \otimes \mathbb{1}_{E}\left(\rho_{F S X D E}^{i}\right)$ is at least $\lambda$. Then, there exists a state $\mu_{X D E}$ such that $\mu_{X E}=U_{|X|} \otimes \mu_{E}$ and

$$
\left\|\rho_{X D E}^{f}-\mu_{\mathrm{XDE}}\right\|_{\mathrm{tr}} \leq \varepsilon+\delta / \lambda,
$$

where $\rho_{\mathrm{XDE}}^{f}:=\mathcal{F} \mathcal{E} \otimes \mathbb{1}_{E}\left(\rho_{F S X D E}^{i}\right)$.

The proof of Lemma 5 is deferred to Appendix A.1.

### 2.3.4 The Vazirani-Vidick protocol and quantum-secure extractors

Vazirani and Vidick exhibit a protocol that involves two non-signaling quantum devices and a classical referee, that achieves randomness expansion that is secure against a quantum eavesdropper [93, Protocol B]. We record a formulation of their result as it will be used by us here:

Theorem 6 (Vazirani-Vidick protocol [93]). There exists a protocol $P$ with the following properties. Let $D_{1}$ and $D_{2}$ be arbitrary non-signaling quantum devices. Let $E$ be an arbitrary quantum system, possibly entangled with $D_{1}$ and $D_{2}$, but cannot communicate with $D_{1}$ and $D_{2}$ once the protocol begins. The protocol, executed with devices $D_{1}$ and $D_{2}$, has the following properties:

1. (Output length). The output of the protocol has length $n(m)=\exp \left(C m^{1 / 3}\right)$, for some constant $C$;
2. (Completeness). There exists a non-signaling quantum strategy for $D_{1}$ and $D_{2}$ to pass the protocol with probability $1-\exp \left(-\Omega\left(m^{2 / 3}\right)\right)$;
3. (Soundness). If the initial joint state $\rho_{S D_{1} D_{2} E}^{i}$ of the seed $S$, devices $D_{1}, D_{2}$, and eavesdropper $E$ is such that $\rho_{S D_{1} D_{2} E}^{i}=U_{m} \otimes \rho_{D_{1} D_{2} E^{\prime}}^{i}$ then if $\operatorname{Pr}($ Protocol succeeds $) \geq \varepsilon$, we have that

$$
H_{\infty}^{\varepsilon}(X \mid E)_{\rho^{f}} \geq h(m)
$$

where $\varepsilon=\varepsilon(m)$, and $\rho_{X E}^{f}$ denotes the joint state of device $D_{1}$ 's output and $E$, conditioned on the protocol succeeding.
where $h(m):=\exp \left(C^{\prime} m^{1 / 3}\right)$ and $\varepsilon(m):=1 / h(m)$, for a universal constant $C^{\prime}$.

Another important primitive we will use is a quantum-secure extractor.

Definition 7 (Quantum-secure extractor). A function Ext : $\{0,1\}^{n} \times\{0,1\}^{d} \rightarrow\{0,1\}^{r}$ is a $(h, \varepsilon)$-quantum-secure extractor iff for all cq-states $\rho_{X E}$ classical on $n$-bit strings $X$ with $H_{\infty}(X \mid E)_{\rho} \geq h$, and for uniform seed $S$ secure against $X$ and $E$ (that is, the joint state $\rho_{X E S}$ is such that $\left.\rho_{X E S}=\rho_{X E} \otimes U_{d}\right)$, we have

$$
\left\|\rho_{\mathrm{Ext}(X, S) E S}-U_{r} \otimes \rho_{E S}\right\|_{\mathrm{tr}} \leq \varepsilon
$$

where $\rho_{\operatorname{Ext}(X, S) E S}$ denotes the joint cqc-state on the extractor output, quantum side information $E$, and the seed $S$.

Theorem 8 ([30]). For all positive integers $n, r$, there exists a function QExt : $\{0,1\}^{n} \times\{0,1\}^{d} \rightarrow$ $\{0,1\}^{r}$ that is a $(r+O(\log r)+O(\log 1 / \varepsilon), \varepsilon)$-quantum-secure extractor where $d=O\left(\log ^{2}(n / \varepsilon) \log r\right)$.

### 2.3.5 Sequential CHSH game rigidity

We can view a sequence of $N$ CHSH games, played by non-signaling quantum devices $D_{1}, D_{2}$, as a protocol $\mathrm{CHSH}{ }^{\otimes N}$, where the referee uses a private random seed $S$ to generate
inputs $A_{i}, B_{i} \in\{0,1\}$ to the devices $D_{1}$ and $D_{2}$, and obtains their respective outputs $X_{i}, Y_{i} \in\{0,1\}$ for each round $i \in[N]$. The protocol succeeds if $W$, the number of rounds $i$ such that $X_{i} \oplus Y_{i}=A_{i} \wedge B_{i}$, is at least $\left(\cos ^{2}(\pi / 8)-O\left(\frac{\log N}{\sqrt{N}}\right)\right) N$.

Divide the $N$ rounds of the $\mathrm{CHSH}^{\otimes N}$ protocol into blocks of $t$ consecutive games each, where $t=\left\lfloor N^{1 / \alpha}\right\rfloor$ for some fixed constant $\alpha$. Let $X$ be the output register of device $D_{1}$. Let $X_{i}$ denote the $t$-qubit register of the $i$ th block of $X$.

We paraphrase the sequential CHSH game rigidity theorem of [84] here. In the theorem, we imagine that for each block of games, the devices $D_{1}, D_{2}$ apply some local quantum operation on their respective systems to produce outputs for the block. We call the quantum operation applied in each block $i$ their block strategy for $i$. We say that a block strategy is $\zeta$-ideal if there is a local isometry $\mathcal{I}$ under which their quantum operation $\mathcal{E}$ and the state acted upon by $\mathcal{E}$ are together $\zeta$-close to the ideal CHSH strategy (for a precise definition of $\zeta$-ideal strategies, see [84]). The main property of $\zeta$-ideal strategy that we will use is the following:

Lemma 9. Let $D_{1}, D_{2}$ be non-signaling quantum devices. Suppose that $D_{1}$ and $D_{2}$ participate in the $\mathrm{CHSH}^{\otimes N}$ protocol. Let $E$ be an arbitrary quantum system that may be entangled with $D_{1}$, $D_{2}$, but cannot communicate with them once the $\mathrm{CHSH}^{\otimes N}$ protocol begins. Let $I_{i}$ be the indicator random variable denoting whether $D_{1}$ and $D_{2}$ 's block strategy for block $i$ is $\zeta$-ideal. Let $X_{i}$ be the output of block $i$. Then,

$$
\left\|\rho_{X_{i} E \mid I_{i}=1}-U_{n} \otimes \rho_{E \mid I_{i}=1}\right\|_{\mathrm{tr}} \leq \zeta
$$

where $\rho_{X_{i} E \mid I_{i}=1}$ denotes the joint state of $X_{i}$ and $E$, conditioned on the event $I_{i}=1$.

Proof. This is straightforward given the definition of $\zeta$-ideal strategy. See [84, Definitions 5.4, 5.5 and 5.37] for more detail.

Theorem 10 (Sequential CHSH game rigidity; Theorem 5.38 of [84]). Let $D_{1}, D_{2}$ be nonsignaling quantum devices. Suppose that $D_{1}$ and $D_{2}$ participate in the $\mathrm{CHSH}^{\otimes N}$ protocol. Let $E$ be an arbitrary quantum system that may be entangled with $D_{1}, D_{2}$, but cannot communicate with them once the $\mathrm{CHSH}^{\otimes N}$ protocol begins. Let $W$ be the total number of CHSH games that $D_{1}$
and $D_{2}$ win in the protocol. Let $X$ be the output of $D_{1}$. Fix $\varepsilon>0$, and let $G \leq N / t$ be the total number of blocks $i$ such that the strategy employed by $D_{1}$ and $D_{2}$ in block $i$ is $\kappa_{*} t^{-\kappa_{*}}$-ideal, where $\kappa_{*}>1$ is a universal constant. Then,

$$
\operatorname{Pr}\left(W \geq \cos ^{2}(\pi / 8) N-\frac{1}{2 \sqrt{2}} \sqrt{N \log N} \text { and } G \leq(1-v) N / t\right) \leq \frac{1}{t^{2}}
$$

where $v=(12 / \sqrt{2}) \sqrt{\log N} t / N^{1 / 4}$, and $t>85$.

Proof. This is Theorem 5.38 of [84], instantiated with the parameter settings used in Theorem 5.39.

### 2.4 The Protocol

In this section we formally define the protocol for infinite certifiable randomness expansion, which we call the InfiniteExpansion protocol. The protocol uses eight non-signaling devices, which may all share entanglement, but cannot communicate with each other. The devices are partitioned into two Expansion Clusters $C_{0}$ and $C_{1}$ with four devices each. In each iteration, the InfiniteExpansion protocol alternates between clusters $C_{0}$ and $C_{1}$, performing a sub-protocol called ClusterExpansion. The output of one cluster is used as seed randomness for the next invocation of the ClusterExpansion sub-protocol with the other cluster. Only the first iteration requires some seed randomness, to "jumpstart" the randomness expansion process.

## InfiniteExpansion Protocol

```
Non-signaling Clusters: \(C_{0}, C_{1}\).
Initial seed randomness: \(S \sim U_{m}\).
    1. Let \(X_{1} \leftarrow S\).
    2. For \(i=1,2,3, \ldots\)
    (a) \(X_{i+1} \leftarrow\) ClusterExpansion \(\left(C_{i}, X_{i}\right)\).
    (b) If ClusterExpansion aborts, then abort the entire protocol, otherwise
        continue.
```

Figure 2-3: The InfiniteExpansion protocol. The classical registers $X_{i}$ are maintained by the referee, and $C_{i}$ denotes cluster $C_{i}$ mod 2. $X_{i+1} \leftarrow$ ClusterExpansion $\left(C_{i}, X_{i}\right)$ denotes executing the ClusterExpansion sub-protocol with the devices in cluster $C_{i}$, using $X_{i}$ as the seed randomness, and storing the sub-protocol output in register $X_{i+1}$.

We now specify the sub-protocol ClusterExpansion $(C, S)$ for a 4 -device cluster $C$ and seed randomness $S$. As discussed earlier, two devices of a cluster $C$ will be used to perform the Vazirani-Vidick near-exponential randomness expansion protocol, and the other two will be used to perform a variant of the $\mathrm{CHSH}^{\otimes N}$ protocol, which we call the RUV protocol.

Input Non-signaling Devices: $C:=\left\{D_{1}, D_{2}, E_{1}, E_{2}\right\}$.
Input seed randomness: $S$

1. $Y \leftarrow \mathrm{VV}\left(D_{1}, D_{2}, S\right)$.
2. $Z \leftarrow \operatorname{RUV}\left(E_{1}, E_{2}, Y\right)$.
3. If either of the above instances of $V V$ or RUV aborts, then abort ClusterExpansion. Otherwise continue.
4. Output $Z$.

It is important that no subset of these devices can communicate with (signal to) any other subset of the devices throughout the course of the subroutine. We now give precise definitions of the VV and RUV sub-protocols.

### 2.4.1 The VV sub-protocol

The VV sub-protocol consists of performing Protocol B from [93], and then applying a randomness extractor to the output of Protocol B. For any $s$, Protocol B takes in a uniformly random $s$-bit seed, and conditioned on the protocol succeeding, produces a string of length $n(s)=\exp \left(\Omega\left(s^{1 / 3}\right)\right)$ with $h(s)=\exp \left(\Omega\left(s^{1 / 3}\right)\right)$ bits of (smoothed) min-entropy (see Theorem 6). We give a detailed account of the particular parameter settings we use for Protocol B in Appendix A.3.

We use the QExt randomness extractor given by Theorem 8. More formally, by QExt ${ }_{n, r, \varepsilon}$ we denote the $(r+O(\log r)+O(\log 1 / \varepsilon), \varepsilon)$-quantum-secure extractor mapping $\{0,1\}^{n} \times$ $\{0,1\}^{d}$ to $\{0,1\}^{r}$, where $d=d(n, r, \varepsilon)=O\left(\log ^{2}(n / \varepsilon) \log r\right)$.

For all $s$, the VV sub-protocol takes in a $s$-bit seed $S$, and outputs $v(s)$ bits, where $v(s):=$ $\exp \left(\Omega\left(s^{1 / 3}\right)\right)$ (for more detail, see Appendix A.3).

## $\mathrm{V} V(A, B, S)$ Sub-Protocol

## Input Non-signaling Devices: $A, B$

Input Seed : S

1. Let $S_{1}$ be the first $\lfloor s / 2\rfloor$ bits of $S$, and $S_{2}$ be the last $\lfloor s / 2\rfloor$ bits of $S$, where $s:=|S|$.
2. Perform Protocol B of [93] with devices $A$ and $B$, using $S_{1}$ as seed randomness, and store Protocol B's output in register $Y$.
3. If Protocol B aborts, then abort VV. Otherwise, continue.
4. Output QExt ${ }_{n, r, \varepsilon}\left(Y, S_{2}\right)$, where $n=n(\lfloor s / 2\rfloor), r=v(s)$, and $\varepsilon=1 / h(\lfloor s / 2\rfloor)$.

Figure 2-4: The VV sub-protocol. The functions $n(s)$ and $h(s)$ denote the output length and minentropy lower bound of Protocol B in Theorem 6 on $s$ bits of seed.

### 2.4.2 The RUV sub-protocol

The RUV sub-protocol, using a random seed $S$, has two devices (call them $A$ and $B$ ) play a number $N$ of sequential CHSH games, where $N$ is a function of $|S|$, and the inputs to the devices in each of the CHSH games are determined by half of $S$. The RUV sub-protocol aborts if they do not win nearly $\approx \cos ^{2}(\pi / 8)$ fraction of games. Then, the other half of $S$ is used to select a random sub-block of $A^{\prime}$ s outputs in the $N$ CHSH games, and the sub-block is produced as the output of RUV.

More precisely, let $X \in\{0,1\}^{N}$ denote $A^{\prime}$ s outputs. Divide $X$ into blocks of $t$ consecutive bits, and further subdivide each block into $\sqrt{t}$ sub-blocks of $\sqrt{t}$ bits each. We set $t=$ $\left\lfloor N^{1 / \alpha}\right\rfloor$, where $\alpha:=\left\lceil 16 \kappa_{*}^{2}\right\rceil$ and $\kappa_{*}$ is the constant from [84, Theorem 5.7].

For all $s$, the RUV sub-protocol takes in a s-bit seed $S$, and outputs $r(s)$ bits, where $r(s):=$ $\left\lfloor(s / 4)^{1 /(2 \alpha)}\right\rfloor$.

## $\operatorname{RUV}(A, B, S)$ Sub-Protocol

## Input Non-signaling Devices: $A, B$

Input Seed : S

1. Let $S_{1}$ be the first $\lfloor s / 2\rfloor$ bits of $S$, and $S_{2}$ be the last $\lfloor s / 2\rfloor$ bits of $S$, where $s:=|S|$.
2. Let $a, b \in\{0,1\}^{\lfloor s / 4\rfloor}$ be the first and last halves of $S_{1}$, respectively.
3. For $i=1, \ldots, N$, where $N:=\lfloor s / 4\rfloor$ :
(a) Input $a_{i}, b_{i}$ to devices $A$ and $B$ respectively, and collect outputs $x_{i}, y_{i} \in$ $\{0,1\}$ from $A$ and $B$ respectively.
4. Let $W$ be the number of indices $i$ such that $x_{i} \oplus y_{i}=a_{i} \wedge b_{i}$. If

$$
W<\cos ^{2}(\pi / 8) N-\frac{1}{2 \sqrt{2}} \sqrt{N \log N}
$$

then abort RUV. Otherwise, continue.
5. Output $Z$, the $\sqrt{t}$-bit string that is the $j$ th sub-block of the $i$ th block of $X$, where $X$ is the register that holds the outputs $\left(x_{i}\right)$, and $i$ and $j$ are selected uniformly from $[N / t],[\sqrt{t}]$, respectively, using the seed $S_{2}$.


Figure 2-5: The RUV sub-protocol. All arrows indicate classical operations performed by the referee.

### 2.5 Analysis of the InfiniteExpansion Protocol

We now analyze the InfiniteExpansion protocol. As discussed in the Preliminaries (Section 4.2), we will use the notation $\rho^{i}$ and $\rho^{f}$ (or some variant thereof) to denote the state of the registers, devices, eavesdroppers, etc., before and after the execution of a protocol, respectively. We will use the following functions throughout this section: $v(s)$ and $r(s)$ to denote the output lengths of the $V V$ and RUV sub-protocols on inputs of length $s$, respectively (defined in Section 2.4). The output length of the ClusterExpansion sub-protocol on an $s$-bit seed is $g(s):=r(v(s))$. We will use $g^{(k)}(s)$ to denote the $k$-fold composition of $g(s)$ (i.e. $g^{(1)}(s)=g(s), g^{(2)}(s)=g(g(s))$, etc.).

Theorem 11 establishes that there exists a quantum strategy by which the devices, with high probability, do not abort the InfiniteExpansion protocol. Theorem 12 establishes the soundness of the InfiniteExpansion protocol.

Theorem 11 (Completeness of the InfiniteExpansion protocol). There exists a non-signalling
quantum strategy for devices $D_{1}, \ldots, D_{8}$, such that the probability that the referee aborts in any round $i$ in the execution of the InfiniteExpansion $\left(C_{1}, C_{2}, S\right)$ protocol is at most $\exp \left(-\Omega\left(m^{1 / 3}\right)\right)$, where $C_{1}=\left\{D_{1}, \ldots, D_{4}\right\}$ and $C_{2}=\left\{D_{5}, \ldots, D_{8}\right\}$, and $S$ is a uniformly random m-bit seed that is secure against $D_{1}, \ldots, D_{8}$.

Proof. We group the devices into pairs $\left\{D_{1}, D_{2}\right\},\left\{D_{3}, D_{4}\right\},\left\{D_{5}, D_{6}\right\}$, and $\left\{D_{7}, D_{8}\right\}$, where pairs $\left\{D_{1}, D_{2}\right\}$ and $\left\{D_{5}, D_{6}\right\}$ will instantiate the ideal devices for the VV protocol (see [93] for more details), and the pairs $\left\{D_{3}, D_{4}\right\}$ and $\left\{D_{7}, D_{8}\right\}$ will instantiate the ideal devices for the RUV protocol (i.e. use the ideal CHSH strategy in every round). Fix a round $i$ and assume, without loss of generality, that the referee interacts with the pairs $\left\{D_{1}, D_{2}\right\}$ (used for the $V V$ protocol) and $\left\{D_{3}, D_{4}\right\}$ (used for the RUV protocol) in round $i$. The probability that $\left\{D_{1}, D_{2}\right\}$ abort the VV protocol is at $\operatorname{most} \exp \left(-\Omega\left(m_{i}^{2 / 3}\right)\right)$, and the probability that $\left\{D_{3}, D_{4}\right\}$ abort the RUV protocol is at $\operatorname{most} \exp \left(-\Omega\left(m_{i}^{1 / 3}\right)\right)$, where $m_{i}=g^{(i)}(m)$. Thus, by the union bound, the probability of aborting any round $i$ is at $\operatorname{most} \exp \left(-\Omega\left(m^{1 / 3}\right)\right)$.

Theorem 12 (Soundness of the InfiniteExpansion protocol). Let $C_{0}$ and $C_{1}$ be non-signaling Expansion Clusters. Suppose that a classical referee executes the InfiniteExpansion $\left(C_{0}, C_{1}, S\right)$ protocol, where $S$ denotes the referee's classical register that holds an m-bit seed. Let $\mathrm{WIN}_{i}$ to be the event that the referee did not abort the InfiniteExpansion protocol in the ith round, and let $\mathrm{WIN}_{\leq i}=\mathrm{WIN}_{1} \wedge \cdots \wedge \mathrm{WIN}_{i}$. Let $E$ be an arbitrary quantum system that may be entangled with $C_{0}$ and $C_{1}$, but cannot communicate with $C_{0}$ and $C_{1}$ once the protocol has started. Let $\rho_{S C_{0} C_{1}}^{0}$ denote the initial joint state of the seed and the clusters. If $\rho_{S C_{0} C_{1}}=U_{m} \otimes \rho_{C_{0} C_{1}}$, then we have for all $k \in \mathbb{N}$ that if $\operatorname{Pr}\left(\mathrm{WIN}_{\leq k}\right) \geq \lambda \geq \exp \left(-C^{\prime} m^{1 / 3}\right)$ for some universal constant $C^{\prime}$, then

$$
\left\|\rho_{X_{k} E}^{k}-U_{g^{(k)}(m)} \otimes \rho_{E}^{k}\right\|_{\mathrm{tr}} \leq 4 \exp \left(-C^{\prime \prime} m^{1 / 3}\right) / \lambda^{2}
$$

where

- $C^{\prime \prime}$ is the universal constant from Theorem 13, and
- $\rho_{X_{k} E}^{k}$ denotes the joint state of the referee's $X_{k}$ register and $E$ after $k$ rounds of the InfiniteExpansion $\left(C_{0}, C_{1}\right)$


## Protocol, conditioned on the event $\mathrm{WIN}_{\leq k}$.

Before presenting the proof of Theorem 12, we wish to direct the reader's attention to the Input Security of the InfiniteExpansion protocol: the assumption on the initial seed is that it is in tensor product with the cluster devices only, and not the eavesdropper $E$ - however, the output at each iteration is close to being in tensor product with the eavesdropper $E$.

The proof of Theorem 12 assumes the correctness of the ClusterExpansion sub-protocol (Theorem 13), and shows that the InfiniteExpansion protocol maintains the property that at each iteration $i$, the output of $X$ of cluster $C_{i}$ (where $C_{i}$ denotes Expansion Cluster $C_{i \bmod 2}$ ) is approximately secure against the other cluster $C_{i+1}$. Thus, the the execution of the ClusterExpansion sub-protocol with $C_{i+1}$, conditioned on not aborting, will continue to produce a nearly uniform output. Furthermore, the errors accumulate linearly with each iteration.

Proof. Define $C_{j}:=C_{j \bmod 2}$. Divide the overall probability of success, $\operatorname{Pr}\left(\mathrm{WIN}_{\leq k}\right)$, into conditional probabilities: let $p=\operatorname{Pr}\left(\mathrm{WIN}_{\leq k}\right)$ and let $p_{i}=\operatorname{Pr}\left(\mathrm{WIN}_{i} \mid \mathrm{WIN}_{\leq i-1}\right)$. Observe that we have $p=\Pi p_{i} \geq \lambda$. We prove the claim by induction.

The inductive hypothesis: Recursively define $\delta(i):=\varepsilon_{\mathrm{EC}}\left(g^{(i-1)}(m), p_{i}\right)+\delta(i-1) / p_{i}$, where $\delta(1):=\varepsilon_{\mathrm{EC}}\left(m, p_{1}\right)$ and $\varepsilon_{\mathrm{EC}}(\cdot)$ is the error bound given by Theorem 13. For all $i=1, \ldots, k-1$, there exists a state $\mu_{X C_{i} C_{i+1} E}^{i}$ such that $\mu_{X_{i} C_{i+1} E}^{i}=U_{g^{(i)}(m)} \otimes \mu_{C_{i+1} E}^{i}$ and

$$
\left\|\rho_{X_{i} C_{i} C_{i+1} E}^{i}-\mu_{X_{i} C_{i} C_{i+1} E}^{i}\right\|_{\mathrm{tr}} \leq \delta(i)
$$

where $\rho_{X_{i} C_{i} C_{i+1} E}^{i}$ is the joint state of the $X_{i}$ register, both clusters $C_{i}$ and $C_{i+1}$, and $E$ after the $i$ th round, conditioned on $\mathrm{WIN}_{\leq i}$.

Let $k=1$. Then, by invoking Theorem 13 with $C=C_{1}$, and treating the quantum eavesdropper as $C_{2}$ and $E$ together, we obtain that there exists a state $\mu_{X_{1} C_{1} C_{2} E}^{1}$ such that $\mu_{X_{1} C_{2} E}^{1}=U_{g(m)} \otimes \mu_{C_{2} E^{\prime}}^{1}$, and

$$
\left\|\rho_{X_{1} C_{1} C_{2} E}^{1}-\mu_{X_{1} C_{1} C_{2} E}^{1}\right\|_{\mathrm{tr}} \leq \varepsilon_{\mathrm{EC}}\left(m, p_{1}\right)=\delta(1)
$$

This establishes the base case.
Now, suppose that we have run $k-1$ rounds of the InfiniteExpansion protocol for some $k>1$. Using our inductive assumption for $i=k-1$, we invoke Theorem 13 along with Lemma 5 to conclude that there exists a state $\mu_{X_{k} C_{k} C_{k+1} E}^{k}$ such that $\mu_{X_{k} C_{k+1} E}^{k}=U_{g^{(k)}}(m) \otimes$ $\mu_{C_{k+1} E}^{k}$ and

$$
\left\|\rho_{X_{k} C_{k} C_{k+1} E}^{k}-\mu_{X_{k} C_{k} C_{k+1} E}^{k}\right\|_{\operatorname{tr}} \leq \varepsilon_{\mathrm{EC}}\left(g^{(k-1)}(m), p_{k}\right)+\delta(k-1) / p_{k}:=\delta(k)
$$

This completes the induction argument. We now bound $\delta(k)$ :

$$
\begin{aligned}
\delta(k) & =\varepsilon_{k}+\frac{1}{p_{k}}\left(\varepsilon_{k-1}+\frac{1}{p_{k-1}}\left(\varepsilon_{k-2}+\cdots\right)\right) \\
& \leq \frac{1}{\lambda}\left(\varepsilon_{k}+\varepsilon_{k-1}+\cdots+\varepsilon_{1}\right) \\
& \leq \frac{2 \varepsilon_{1}}{\lambda}
\end{aligned}
$$

where we write $\varepsilon_{i}:=\varepsilon_{\mathrm{EC}}\left(g^{(i)}(m), p_{i}\right)$, and use the facts that $\Pi p_{i} \geq \lambda$ and each $\varepsilon_{i}$ is exponentially smaller than $\varepsilon_{i-1}$.

Finally, for every $k$, we have that

$$
\begin{aligned}
\left\|\rho_{X_{k} E}^{k}-U_{g^{(k)}(m)} \otimes \rho_{E}^{k}\right\|_{\mathrm{tr}} & \leq\left\|\rho_{X_{k} E}^{k}-\mu_{X_{k} E}^{k}\right\|_{\mathrm{tr}}+\left\|\mu_{X_{k} E}^{k}-U_{g^{(k)}(m)} \otimes \rho_{E}^{k}\right\|_{\mathrm{tr}} \\
& \leq \delta(k)+\left\|U_{g^{(k)}}(m) \otimes \mu_{E}^{k}-U_{g^{(k)}(m)} \otimes \rho_{E}^{k}\right\|_{\mathrm{tr}} \\
& =\delta(k)+\left\|\mu_{E}^{k}-\rho_{E}^{k}\right\|_{\mathrm{tr}} \\
& \leq 2 \delta(k)
\end{aligned}
$$

Next, we argue that the ClusterExpansion sub-protocol is an Input Secure randomness expansion scheme. The correctness of the ClusterExpansion sub-protocol assumes the correctness of $V V$ and RUV protocols (Lemmas 14 and 15, respectively).

Theorem 13. Let $C$ be an Expansion Cluster. Suppose that a classical referee executes the ClusterExpansion (C,S) protocol, where S denotes the referee's classical register that holds an m-bit seed. Let $E$ be an arbitrary quantum system that may be entangled with $C$, but cannot communicate with C once the protocol has started. If $\rho_{S C}^{i}=U_{m} \otimes \rho_{C^{\prime}}^{i}$ and $\operatorname{Pr}($ ClusterExpansion $(C, S)$ succeeds $) \geq$ $\lambda \geq \exp \left(-C^{\prime} m^{1 / 3}\right)$ for some universal constant $C^{\prime}$, then there exists a state $\tau_{X C E}$ such that $\tau_{X E}=U_{g(m)} \otimes \tau_{E}$ and

$$
\left\|\rho_{\mathrm{XCE}}^{f}-\tau_{\mathrm{XCE}}\right\|_{\mathrm{tr}} \leq \varepsilon_{\mathrm{EC}}(m, \lambda)
$$

where $\varepsilon_{\mathrm{EC}}(m, \lambda):=\exp \left(-C^{\prime \prime} m^{1 / 3}\right) / \lambda$ for some universal constant $C^{\prime \prime}$, and $\rho_{\mathrm{XCE}}^{f}$ is the joint state of the protocol's output $X$, the cluster $C$, and E conditioned on the protocol ClusterExpansion ( $C, S$ ) succeeding.

Proof. Let $\lambda_{1}$ denote the probability that Step 1 of ClusterExpansion $(C, S)$ succeeds, and let $\lambda_{2}$ denote the probability that Step 2 of ClusterExpansion $(C, S)$ succeeds, conditioned on Step 1 succeeding, so that $\lambda_{1} \lambda_{2} \geq \lambda$. Let $C$ consist of devices $D=\left\{D_{1}, D_{2}\right\}$ and $G=\left\{G_{1}, G_{2}\right\}$, where the $D_{i}$ 's are used for execution of the $V V$ protocol, and the $G_{j}$ 's are used for the execution of the RUV protocol. Let $Y$ be the output of $V V\left(D_{1}, D_{2}, S\right)$ (which is Step 1 of ClusterExpansion $(C, S)$ ). By definition of the $V V$ protocol, $|Y|=v(m)$. By Lemma 14 and our assumption on $S$ (in particular, that $\rho_{S D G}^{i}=U_{m} \otimes \rho_{D G}^{i}$ ), there exists a state $\tau_{Y D G E}^{v}$ such that $\tau_{Y G}^{v}=U_{v(m)} \otimes \tau_{G}^{v}$ and

$$
\begin{equation*}
\left\|\rho_{Y D G E}^{v}-\tau_{Y D G E}^{v}\right\|_{\mathrm{tr}} \leq \varepsilon_{\mathrm{VV}}(m) \tag{2.1}
\end{equation*}
$$

where $\rho^{v}$ denotes the state of the system after running the VV protocol (and conditioned on it succeeding) but before executing the RUV protocol, and $\varepsilon_{\mathrm{VV}}(\cdot)$ is the error bound given by Lemma 14. Let $X$ be the output of $\operatorname{RUV}\left(G_{1}, G_{2}, Y\right)$ (which is Step 2 of ClusterExpansion $(C, S)$ ). By definition of the RUV protocol, $|X|=r(|Y|)=r(v(m))$.

Imagine that we executed the RUV protocol on the "ideal" input $\tau_{Y D G E}^{v}$. By Lemma 15,
we would get that there existed a state $\tau_{X D G E}^{f}$ such that $\tau_{X E}^{f}=U_{g(m)} \otimes \tau_{E}^{f}$, and

$$
\left\|\rho_{X D G E}^{f}-\tau_{X D G E}^{f}\right\|_{\operatorname{tr}} \leq \varepsilon_{\operatorname{RUV}}\left(v(m), \lambda_{2}\right)
$$

where $\varepsilon_{\operatorname{RUV}}(\cdot, \cdot)$ is the error bound given by Lemma 15. However, we only have the approximate guarantee on $Y$ given by (2.1). So, by Lemma 5, we instead get that there exists a state $\tau_{X D G E}^{f}$ such that $\tau_{X E}^{f}=U_{g(m)} \otimes \tau_{E}^{f}$, and

$$
\left\|\rho_{X D G E}^{f}-\tau_{\mathrm{XDGE}}^{f}\right\|_{\mathrm{tr}} \leq \varepsilon_{\mathrm{RUV}}\left(v(m), \lambda_{2}\right)+\frac{\varepsilon_{\mathrm{VV}}(m)}{\lambda_{2}}
$$

Plugging in the expressions for $\varepsilon_{\mathrm{RUV}}$ and $\varepsilon_{\mathrm{VV}}$, we get that this is at most

$$
\frac{1}{\lambda_{2}}\left(\sqrt{192(v(m) / 4)^{-1 /(8 \alpha)}}+\sqrt{3 \exp \left(-C^{\prime} m^{1 / 3}\right)}\right) \leq \exp \left(-C^{\prime \prime} m^{1 / 3}\right) / \lambda
$$

for some universal constant $C^{\prime \prime}$.

### 2.5.1 Analysis of the VV protocol

In the next two sections, we analyze that the $V V$ and the RUV components of the ClusterExpansion sub-protocol. As discussed in the introduction, the $V V$ protocol in a cluster $C$ will provide near-exponential randomness expansion, although the analysis of [93] does not allow us to conclude that the output is secure against the other cluster $C^{\prime}$ (i.e. the Input Security Problem) ${ }^{8}$. The RUV protocol in $C$ will be used to transform the output of VV to be secure against $C^{\prime}$. Observe that, qualitatively, the RUV protocol solves the Input Security Problem because in Lemma 15, the random seed is not required to be secure against an eavesdropper, yet the output is guaranteed to be! On the other hand, Lemma 14 below requires the assumption that the seed to the $V V$ protocol is secure against the protocol's devices and the eavesdropper simultaneously.

[^7]Lemma 14. Let $D_{1}, D_{2}$ be non-signaling quantum devices. Suppose that a classical referee executes the $\mathrm{VV}\left(D_{1}, D_{2}, S\right)$ protocol, where $S$ denotes the referee's classical register that holds an $m$-bit seed. Let $E$ be an arbitrary quantum system that may be entangled with $D_{1}$ and $D_{2}$, but cannot communicate with them once the protocol begins. If the initial joint state of $S, D_{1}, D_{2}$, and $E$ is $\rho_{S D_{1} D_{2} E}^{0}=U_{m} \otimes \rho_{D_{1} D_{2} E^{\prime}}^{0}$ and if $\operatorname{Pr}\left(\operatorname{VV}\left(D_{1}, D_{2}, S\right)\right.$ succeeds $) \geq \exp \left(-C^{\prime} m^{1 / 3}\right)$ for some universal constant $C^{\prime}$, then there exists a state $\tau_{X D E}$ where $\tau_{X E}=U_{v(m)} \otimes \rho_{E}^{f}$ and

$$
\left\|\rho_{X D E}^{f}-\tau_{X D E}\right\|_{\mathrm{tr}} \leq \varepsilon_{\mathrm{VV}}(m)
$$

where $\rho_{X D E}^{f}$ is the joint state of $E$, the devices $D=\left\{D_{1}, D_{2}\right\}$, and the output $X$ of the protocol conditioned on the $\mathrm{VV}\left(D_{1}, D_{2}, S\right)$ protocol succeeding, $\varepsilon_{\mathrm{VV}}(m)=\sqrt{3 \exp \left(-C^{\prime} m^{1 / 3}\right)}$, and $v(m)=\exp \left(C^{\prime} m^{1 / 3}\right) / 2$.

Proof. The VV protocol consists of two parts, executing Protocol B of [93] using half of the seed $S$ (which we denote by $S_{1}$ ) to produce an output $Y$ of length $\exp \left(\Omega\left(m^{1 / 3}\right)\right)$ which contains high min-entropy (conditioned on Protocol B not aborting), and then applying a randomness extractor using $Y$ as the source, and the other half of $S$ (which we denote by $S_{2}$ ) as the extractor seed, to produce an output $X$ that is close to uniform.

Let $\rho_{Y E}^{v}$ denote the joint state of the output of Protocol B (Step 2 of the $V V$ protocol) and the eavesdropper $E$, conditioned on Protocol B not aborting. Then, by our assumption on $S$ and by Theorem 6 , we get that $H_{\infty}^{\varepsilon}(Y \mid E)_{\rho^{v}} \geq h(m)$, where $h(m)=\exp \left(C^{\prime} m^{1 / 3}\right)$ and $\varepsilon=\varepsilon(m)=1 / h(m)$ for a universal constant $C^{\prime}$.

The VV protocol then applies a quantum-secure randomness extractor to the source $Y$, with seed $S_{2}$. The protocol uses the QExt : $\{0,1\}^{|Y|} \times\{0,1\}^{d(m)} \rightarrow\{0,1\}^{h(m) / 2}$ randomness extractor promised by Theorem 8 , where $d(m)=\Theta(m)$. Let $\tilde{\rho}_{Y E}$ be a cq-state that is $\varepsilon$-close to $\rho_{Y E}^{v}$ in trace distance, and is such that $H_{\infty}(Y \mid E)_{\tilde{\rho}} \geq h(m)^{9}$. Then, since QExt is

[^8]a $(h(m), \varepsilon)$-quantum-secure extractor, we have that
\[

$$
\begin{equation*}
\left\|\tilde{\rho}_{X E}-U_{v(m)} \otimes \tilde{\rho}_{E}\right\|_{\operatorname{tr}} \leq \varepsilon \tag{2.2}
\end{equation*}
$$

\]

where $\tilde{\rho}_{X E}$ is the joint state of the output $X$ of the extractor QExt and $E$, with $\tilde{\rho}_{Y}$ as the source. View the application of QExt to the $Y$ and $S_{2}$ register as a trace-preserving quantum operation $\mathcal{E}$, which takes states $\rho_{Y S_{2}}^{v}$ and outputs states $\rho_{\mathrm{QExt}\left(Y, S_{2}\right)}^{f}$. Then, by the triangle inequality, we have

$$
\begin{aligned}
\left\|\mathcal{E} \otimes \mathbb{1}_{E}\left(\rho_{Y S_{2} E}^{v}\right)-U_{v(m)} \otimes \rho_{E}^{f}\right\|_{\mathrm{tr}} \leq & \left\|\mathcal{E} \otimes \mathbb{1}_{E}\left(\rho_{Y S_{2} E}^{v}\right)-\mathcal{E} \otimes \mathbb{1}_{E}\left(\tilde{\rho}_{Y S_{2} E}\right)\right\|_{\mathrm{tr}}+ \\
& \left\|\mathcal{E} \otimes \mathbb{1}_{E}\left(\tilde{\rho}_{Y S_{2} E}\right)-U_{v(m)} \otimes \tilde{\rho}_{E}\right\|_{\mathrm{tr}}+ \\
& \left\|U_{v(m)} \otimes \tilde{\rho}_{E}-U_{v(m)} \otimes \rho_{E}^{f}\right\|_{\mathrm{tr}}
\end{aligned}
$$

Since $\mathcal{E}$ is trace-preserving, we can bound the first term by $\varepsilon$. The second term is bounded by $\varepsilon$ via equation (2.2). The third term is bounded by $\varepsilon$ because the trace distance is nonincreasing with respect to the partial trace. Thus,

$$
\left\|\rho_{X E}^{f}-U_{v(m)} \otimes \rho_{E}^{f}\right\|_{\mathrm{tr}}=\left\|\mathcal{E} \otimes \mathbb{1}_{E}\left(\rho_{Y S_{2} E}^{v}\right)-U_{v(m)} \otimes \rho_{E}^{f}\right\|_{\mathrm{tr}} \leq 3 \varepsilon
$$

We then apply Lemma 18 to obtain that there exists a state $\tau_{X D E}$ such that $\tau_{X E}=U_{v(m)} \otimes$ $\rho_{E}^{f}$ and

$$
\left\|\rho_{\mathrm{XDE}}^{f}-\tau_{\mathrm{XDE}}\right\|_{\mathrm{tr}} \leq \sqrt{3 \varepsilon}
$$

which proves the claim.

### 2.5.2 Analysis of the RUV protocol

In this section, we analyze the RUV protocol. Before stating Lemma 15, it will be necessary to give formal and precise definitions of several (classical) random variables, and how they interact with the relevant quantum states.

Let $S$ be an $m$-bit seed used in the RUV protocol, performed with non-signaling devices $D_{1}$ and $D_{2}$. Half of $S$, call it $S_{1}$, is used for $N$ CHSH games, where $N=m / 4$. Recall that we divide the $N$ CHSH games into blocks of $t=N^{1 / \alpha}$ consecutive games. Define the following random variables:

1. Let $F$ denote the indicator variable that is 1 iff the RUV protocol doesn't abort in Step 4 (i.e. the devices win $\approx \cos ^{2}(\pi / 8) N \mathrm{CHSH}$ games). Note that $F$ is a deterministic function of the devices' outputs and $S_{1}$.
2. For all $i \in[N / t]$, let $I_{i}$ denote the indicator variable that is 1 iff the devices $D_{1}$ and $D_{2}$ used a $\zeta$-ideal strategy to produce their outputs in the $i$ th block of CHSH games, where $\zeta:=\kappa_{*} t^{-\kappa_{*}}$ (see Section 4.2 and [84] for more details about ideal strategies).
3. Let $H$ denote the indicator variable that is 1 iff $G \geq(1-v) N / t$, where $G:=\sum I_{i}$ and $v:=(12 / \sqrt{2}) \sqrt{\log N} t / N^{1 / 4} \leq t^{-\alpha / 8}$.

In our proof of Claim 15 , we will consider states such as $\rho_{F I_{i} X D E}$, where $X$ denotes the output of device $D_{1}$ after $N$ CHSH games, $D$ denotes the devices $D_{1}$ and $D_{2}$ together, $E$ denotes an arbitrary quantum system, $F$ will contain the classical bit indicating whether the devices aborted the RUV protocol or not, and $I_{i}$ will contain a classical bit denoting whether the devices used a $\zeta$-ideal strategy for block $i$. Because $F$ and $I_{i}$ are classical variables, $\rho_{F I_{i} X D E}$ is a cccqq-state, and thus there is an ensemble $\left\{\rho_{D E}^{f q x}\right\}$ that represents the states of the $D$ and $E$ systems conditioned on the classical events $F=f, I_{i}=q$, and $X=x$, where

$$
\rho_{F I_{i} X D E}:=\sum_{f, q, x} \operatorname{Pr}\left(F=f, I_{i}=q, X=x\right)|f\rangle\left\langle\left. f\right|_{F} \otimes \mid q\right\rangle\left\langle\left. q\right|_{I_{i}} \otimes \mid x\right\rangle\left\langle\left. x\right|_{X} \otimes \rho_{D E}^{f q x}\right.
$$

Thus, we can meaningfully condition the state $\rho_{F I_{i} X D E}$ on various values of $F$ and $I_{i}$. For example, when we refer to the state $\rho_{X E \mid F=1}$, we mean the state that is, up to a normaliza-
tion factor,

$$
\sum_{q} \operatorname{Pr}\left(F=1, I_{i}=q, X=x\right)|x\rangle\left\langle\left. x\right|_{X} \otimes \rho_{D E}^{1 q x}\right.
$$

In particular, we will make use of the fact that $\rho_{X E \mid F=1}=\operatorname{Pr}\left(I_{i}=0 \mid F=1\right) \rho_{X E \mid I_{i}=0, F=1}+$ $\operatorname{Pr}\left(I_{i}=1 \mid F=1\right) \rho_{X E \mid I_{i}=1, F=1}$, where $\rho_{X E \mid I_{i}=q, F=1}$ is defined similarly to $\rho_{X E \mid F=1}$.

Lemma 15. Let $D_{1}, D_{2}$ be non-signaling quantum devices. Suppose that a classical referee executes the $\operatorname{RUV}\left(D_{1}, D_{2}, S\right)$ protocol, where $S$ denotes the referee's classical register that holds an $m$-bit seed. Let $E$ be an arbitrary quantum system that may be entangled with $D_{1}$ and $D_{2}$, but cannot communicate with them once the protocol begins. If the initial joint state of $S, D_{1}$, and $D_{2}$ is $\rho_{S D_{1} D_{2}}^{i}=U_{m} \otimes \rho_{D_{1} D_{2}}^{i}$ and $\operatorname{Pr}\left(\operatorname{RUV}\left(D_{1}, D_{2}, S\right)\right.$ succeeds $) \geq \lambda$, then, we have that there exists a state $\tau_{Z D E}$ where $\tau_{Z E}=U_{r(m)} \otimes \tau_{E}$, and

$$
\left\|\rho_{\mathrm{ZDE\mid F=1}}^{f}-\tau_{\mathrm{ZDE}}\right\|_{\mathrm{tr}} \leq \varepsilon_{\mathrm{RUV}}(m, \lambda),
$$

where $\varepsilon_{\operatorname{RUV}}(m, \lambda) \leq \sqrt{192(m / 4)^{-1 /(8 \alpha)} / \lambda}$, and where $\rho_{Z D E \mid F=1}^{f}$ is the joint state of $E$, the devices $D=\left\{D_{1}, D_{2}\right\}$, and the output $Z$ of the protocol, conditioned on $F=1$ (i.e. the $\operatorname{RUV}\left(D_{1}, D_{2}, S\right)$ protocol does not abort).

Proof. Let $\rho_{\mathrm{XDFE}}^{i}$ be the joint state of the $X, D, F$, and $E$ registers before the $N$ CHSH games are played (so $X$ and $F$ are initialized to the all 0 state). For this proof, we will assume that $E$ is such that $\rho_{X D F E}^{i}$ is a pure state. This is without loss of generality, because we can take a non-pure state $\rho_{X D F E}^{i}$ and augment it with some extension $E^{\prime} \supset E$ such that $\rho_{X D F E^{\prime}}^{i}$ is pure (e.g. via a purification of the state $\rho_{X D F E}^{i}$ ). Observe that $\left\|\rho_{Z E^{\prime} \mid F=1}^{f}-U_{r(m)} \otimes \rho_{E^{\prime} \mid F=1}^{f}\right\|_{\operatorname{tr}} \leq \varepsilon$ implies $\left\|\rho_{Z E \mid F=1}^{f}-U_{r(m)} \otimes \rho_{E \mid F=1}^{f}\right\|_{\text {tr }} \leq \varepsilon$, because the trace distance is non-increasing under discarding the augmented system $E^{\prime} \backslash E$.

For notational clarity, we shall omit the superscripts $i$ and $f$, because we focus on the state $\rho_{F S X D E}$ of the system after the $N$ CHSH games (i.e. the $X$ register holds the output of device $D_{1}$ ), but before conditioning on $F=1$ and before using the seed $S_{2}$ to select a sub-block. The $i^{\text {th }}$ block of $X$ will be denoted $X_{i}$, and the $j^{\text {th }}$ sub-block of the $i^{\text {th }}$ block will
be denoted $X_{i j}$.
There are two main components to this proof.

1. We argue that, for the state $\rho_{X E \mid F=1}$, there is a $1-\delta$ fraction of sub-blocks $X_{i j}$ such that

$$
\left\|\rho_{X_{i j} E \mid F=1}-U_{\sqrt{t}} \otimes \rho_{E \mid F=1}\right\|_{\mathrm{tr}} \leq \eta
$$

where we set $\eta$ and $\delta$ later in the proof. We say that such sub-blocks are $\eta$-good with respect to $E$.
2. We argue that the string $S_{2}$ (substring of the seed $S$ used to select the sub-block that $\operatorname{RUV}\left(D_{1}, D_{2}, S\right)$ will output) is in tensor product with a string describing the locations of the $\eta$-good sub-blocks of the state $\rho_{X E \mid F=1}$.

In particular, let $Z:=X_{S_{2}}$ denote the sub-block selected by string $S_{2}$. From the above two components, it follows that, for the state $\rho_{X E \mid F=1}$, the the random variable Z is $(\eta+\delta)$ good with respect to $E$, i.e.,

$$
\left\|\rho_{Z E \mid F=1}-U_{\sqrt{t}} \otimes \rho_{E \mid F=1}\right\|_{\mathrm{tr}} \leq \eta+\delta
$$

We then invoke Lemma 18 to argue that there exists a state $\tau_{Z D E}$ such that $\tau_{Z E}=U_{\sqrt{t}} \otimes$ $\rho_{E \mid F=1}$ and

$$
\left\|\rho_{Z D E \mid F=1}-\tau_{Z D E}\right\|_{\mathrm{tr}} \leq \sqrt{\eta+\delta}
$$

and we are done. We now proceed to proving the first two components.
There are many good sub-blocks. By the definition of $I_{i}$ and Lemma 9,

$$
\left\|\rho_{X_{i} E \mid I_{i}=1}-U_{t} \otimes \rho_{E \mid I_{i}=1}\right\|_{\mathrm{tr}} \leq \zeta
$$

It follows by Proposition 16 that, for at least a $1-t^{-1 / 4}$ fraction of sub-blocks $j$ of block $i$ we have that

$$
\left\|\rho_{X_{i j} E F \mid I_{i}=1}-U_{\sqrt{t}} \otimes \rho_{E F \mid I_{i}=1}\right\|_{\mathrm{tr}} \leq \mu
$$

where $\mu:=2\left(\sqrt{\zeta}+t^{-1 / 8}\right)$. If we then condition on the event $F=1$ it follows that

$$
\begin{equation*}
\left\|\rho_{X_{i j} E \mid I_{i}=1, F=1}-U_{\sqrt{t}} \otimes \rho_{E \mid I_{i}=1, F=1}\right\|_{\operatorname{tr}} \leq \frac{\mu}{\operatorname{Pr}(F=1)} \leq \frac{\mu}{\lambda} \tag{2.3}
\end{equation*}
$$

We wish to establish the above statement for the state $\rho_{X_{i j} E \mid F=1}$ rather than the state $\rho_{X_{i j} E I_{i}=1, F=1}$. The key to making this transition is to establish that, for many values of $i$, the event $F=1$ is approximately a sub-event of the event $I_{i}=1$. To do so, it is helpful to consider the event $H=1$.

Let $M:=N / t$ denote the number of blocks of CHSH games. It follows from the definition of $H$ that $\sum_{i \in[M]} \mathbb{E}\left[I_{i}=0 \mid H=1\right] \leq \nu M$. Thus, by Markov's inequality we have that at most a $\sqrt{v}$ fraction of blocks $i \in[M]$ are such that $\operatorname{Pr}\left(I_{i}=0 \mid H=1\right)>\sqrt{v}$. Thus, at least a $1-\sqrt{v}$ fraction of blocks $i \in[M]$ have $\operatorname{Pr}\left(I_{i}=0 \mid H=1\right) \leq \sqrt{v}$.

Consider such a block $i$. Note that by Theorem $10, \operatorname{Pr}(H=0, F=1) \leq t^{-2}$. Thus

$$
\begin{aligned}
\operatorname{Pr}\left(I_{i}=0, F=1\right) & =\operatorname{Pr}\left(I_{i}=0 \mid H=1, F=1\right) \operatorname{Pr}(H=1, F=1)+\operatorname{Pr}\left(I_{i}=0 \mid H=0, F=1\right) \operatorname{Pr}(H=0, F= \\
& \leq \operatorname{Pr}\left(I_{i}=0 \mid H=1, F=1\right)+\operatorname{Pr}\left(I_{i}=0 \mid H=0, F=1\right) t^{-2} \\
& \leq \frac{\operatorname{Pr}\left(I_{i}=0 \mid H=1\right)}{\operatorname{Pr}(F=1)}+t^{-2} \\
& \leq \frac{\sqrt{v}}{\lambda}+t^{-2} .
\end{aligned}
$$

Since $I_{i}=1$ is a classical event, we have $\rho_{X E \mid F=1}=(1-\tau) \rho_{X E \mid I_{i}=1, F=1}+\tau \rho_{X E \mid I_{i}=0, F=1}$, where $\tau:=\operatorname{Pr}\left(I_{i}=0 \mid F=1\right)$. Thus,

$$
\begin{aligned}
\left\|\rho_{X_{i} E \mid F=1}-\rho_{X_{i} E \mid I_{i}=1, F=1}\right\|_{\text {tr }} & =\left\|(-\tau) \rho_{X_{i} E \mid I_{i}=1, F=1}+\tau \rho_{X_{i} E \mid I_{i}=0, F=1}\right\|_{\text {tr }} \\
& \leq \tau\left(\left\|\rho_{X_{i} E \mid I_{i}=1, F=1}\right\|_{\text {tr }}+\left\|\rho_{X_{i} E \mid I_{i}=0, F=1}\right\|_{\text {tr }}\right) \\
& \leq 2 \tau
\end{aligned}
$$

By definition, $\tau=\operatorname{Pr}\left(I_{i}=0, F=1\right) / \operatorname{Pr}(F=1)$. Thus,

$$
\left\|\rho_{X_{i} E \mid I_{i}=1, F=1}-\rho_{X_{i} E \mid F=1}\right\|_{\mathrm{tr}} \leq 2 \frac{\sqrt{v}+\lambda t^{-2}}{\lambda^{2}}
$$

By tracing over all except the $j^{\text {th }}$ sub-block we get

$$
\begin{equation*}
\left\|\rho_{X_{i j} E \mid I_{i}=1, F=1}-\rho_{X_{i j} E \mid F=1}\right\|_{\mathrm{tr}} \leq 2 \frac{\sqrt{v}+\lambda t^{-2}}{\lambda^{2}} \tag{2.4}
\end{equation*}
$$

By tracing over the entire $X_{i}$ register we get

$$
\begin{equation*}
\left\|\rho_{E \mid I_{i}=1, F=1}-\rho_{E \mid F=1}\right\|_{\operatorname{tr}} \leq 2 \frac{\sqrt{v}+\lambda t^{-2}}{\lambda^{2}} \tag{2.5}
\end{equation*}
$$

Thus, at least a $\left(1-t^{-1 / 4}\right)(1-\sqrt{v})$ of all the sub-blocks $X_{i j}$ have the property that equations (2.3), (2.5), and (2.4) all hold. It follows by the triangle inequality that

$$
\begin{align*}
\left\|\rho_{X_{i j} E \mid F=1}-U_{\sqrt{t}} \otimes \rho_{E \mid F=1}\right\|_{\mathrm{tr}} & \leq\left\|\rho_{X_{i j} E \mid F=1}-\rho_{X_{i j} E \mid I_{i}=1, F=1}\right\|_{\mathrm{tr}}+\left\|\rho_{X_{i j} E \mid I_{i}=1, F=1}-U_{\sqrt{t}} \otimes \rho_{E \mid I_{i}=1, F=1}\right\|_{\mathrm{tr}} \\
& +\left\|U_{\sqrt{t}} \otimes \rho_{E \mid I_{i}=1, F=1}-U_{\sqrt{t}} \otimes \rho_{E \mid F=1}\right\|_{\mathrm{tr}} \\
& \leq 2 \frac{\sqrt{v}+\lambda t^{-2}}{\lambda^{2}}+\frac{\mu}{\lambda}+\left\|\rho_{E \mid I_{i}=1, F=1}-\rho_{E \mid F=1}\right\|_{\mathrm{tr}} \\
& \leq 4\left(\frac{\sqrt{v}+\lambda t^{-2}}{\lambda^{2}}\right)+\frac{\mu}{\lambda} \\
& \leq \frac{96}{\lambda} t^{-1 / 8} \tag{2.6}
\end{align*}
$$

Define $\eta:=96 t^{-1 / 8} / \lambda$. Thus, we have that at least a $1-\delta$ fraction of the sub-blocks $X_{i j}$ are $\eta$-good with respect to $E$, where $\delta:=t^{-1 / 4}+\sqrt{v} \leq 2 t^{-1 / 4}$. It is easy to see that $\eta+\delta \leq 2 \eta=192(m / 4)^{-1 /(8 \alpha)} / \lambda$.
$S_{2}$ is secure against the location of good sub-blocks. Although we have established that most of the sub-blocks of $X$ are $\eta$-good, we need to show that the seed $S_{2}$ used to select the sub-block for the output of the RUV protocol is independent of the locations of the good sub-blocks (i.e. the indices $i, j$ such that $X_{i j}$ is $\eta$-good with respect to $E$ ). A priori,
since $S_{2}$ is entangled with the eavesdropper $E$ (because $S_{2}$ was the output of a different expansion cluster), it could be that $S_{2}$ was somehow adversarially generated to select a bad sub-block. Here, we show that this cannot happen, because the locations of the good sub-blocks can be locally computed by the devices $D=\left\{D_{1}, D_{2}\right\}$. Since $\rho_{S D}^{i}=U_{m} \otimes \rho_{D}^{i}$ (where $\rho_{D}^{i}:=\rho_{D_{1} D_{2}}$ ), $S_{2}$ is independent of the good sub-block locations.

Consider the following thought experiment: the system $D=\left\{D_{1}, D_{2}\right\}$ is augmented with a classical description $\Delta$ of the state $\rho_{X F D}^{i}$, and a register $\Lambda$ that will store the locally computed location of the good sub-blocks, so that we have a new system $D^{\prime}=\left\{D_{1}, D_{2}, \Delta, \Lambda\right\}$. Throughout the RUV protocol, the $D^{\prime}$ system cannot communicate with the eavesdropper system $E$. At the beginning of the RUV protocol, we have that $\rho_{S D^{\prime}}=U_{|S|} \otimes \rho_{D^{\prime}}$. Imagine that we have measured the $S_{1}$ register (but the $S_{2}$ register remains unmeasured), so that it is now a deterministic value $s_{1}$. Let $\mathcal{E}_{s_{1}}$ denote the quantum operation that acts on the systems $D_{1}, D_{2}, F$ that represents the strategy employed by devices $D_{1}$ and $D_{2}$, on the inputs determined by $s_{1}$, for the $N$ CHSH games (Step 3 of the RUV protocol). That is, $\rho_{X F D}^{f}:=\mathcal{E}_{S_{1}}\left(\rho_{X F D}^{i}\right)$.

As part of this thought experiment, we imagine that, after the $N \mathrm{CHSH}$ games, the $\Delta$ system performs a quantum operation $\mathcal{S}_{s_{1}}$ on the $\Delta$, and $\Lambda$ systems (but not $D_{1}$ and $D_{2}$ !) to classically simulate the strategy used by the devices $D_{1}, D_{2}$ on input $s_{1}$ in the $N \mathrm{CHSH}$ games, and compute the location of the good sub-blocks. The $\Delta$ will then contain a classical description of the state $\rho_{X F D}^{f}$. Note that at this point, $S_{2}$ is still secure against $D^{\prime}$; that is, we have

$$
\mathcal{S}_{s_{1}}\left(\mathcal{E}_{s_{1}}\left(\rho_{S_{2} X F D \Delta \Lambda}^{i}\right)\right)=U_{\left|S_{2}\right|} \otimes \mathcal{S}_{s_{1}}\left(\mathcal{E}_{s_{1}}\left(\rho_{\mathrm{XFD} \mathrm{\Delta} \mathrm{\Lambda}}^{i}\right)\right) .
$$

We elaborate on the classical simulation $\mathcal{S}$. Given the classical description $\Delta$ of $\rho_{X F D}^{i}$, the location of the good sub-blocks can be computed by using $\Delta$ in the following way:

1. Compute the classical description of a purification $\sigma_{X F D E^{\prime}}^{i}$ of the state $\rho_{X F D}^{i}$. Note that in general, $\sigma_{X F D E^{\prime}}^{i}$ is different from the "real" state $\rho_{X F D E}^{i}$, because the $\Delta$ system has no knowledge of the external system $E$.
2. Classically simulate the devices' strategy $\mathcal{E}$ on the state $\sigma_{\text {XFDE }}^{i}$, i.e.,

$$
\sigma_{X F D E^{\prime}}^{f}=\mathcal{E}_{s_{1}}\left(\sigma_{X F D E^{\prime}}^{i}\right)
$$

Note that $\sigma_{X F D}^{f}=\rho_{X F D}^{f}$.
3. Compute the indices $i, j$, such that

$$
\left\|\sigma_{X_{i j} E^{\prime} \mid F=1}^{f}-U_{\sqrt{t}} \otimes \sigma_{E^{\prime} \mid F=1}^{f}\right\|_{\text {tr }} \leq \eta
$$

and store those indices in a register $\Lambda$.

We now argue that $\Lambda$ will contain an accurate description of the locations of the $\eta$-good sub-blocks in the "real" state $\rho_{\text {XFDE }}^{f}$. From this, since $\rho_{S_{2} \Lambda}^{f}=\rho_{S_{2}}^{f} \otimes \rho_{\Lambda^{\prime}}^{f}$, it follows that $S_{2}$ is independent of the good sub-block locations.

Here we will use the assumption, stated at the beginning of this proof, that $\rho_{X F D E}^{i}$ is a pure state. Let $\rho_{X F D E}^{i}:=|\psi\rangle\langle\psi|$, and let $\sigma_{X F D E^{\prime}}^{i}:=|\phi\rangle\langle\phi|$. There exists a unitary $V$ that takes the $E$ system to the $E^{\prime}$ system and acts as the identity on all other systems, such that $|\phi\rangle=V|\psi\rangle$. Since $V$ and $\mathcal{E}_{s_{1}}$ act on different systems, they commute, and hence $\sigma_{X F D E^{\prime}}^{f}=V \rho_{X F D E}^{f} V^{\dagger}$. Furthermore, $V$ commutes with the projector $\Pi_{F=1}$ that projects onto the $F=1$ subspace, and thus

$$
\sigma_{X D E^{\prime} \mid F=1}^{f}=V \rho_{X D E \mid F=1}^{f} V^{\dagger}
$$

Thus,

$$
\begin{aligned}
\left\|\sigma_{X_{i j} E^{\prime} \mid F=1}^{f}-U_{\sqrt{t}} \otimes \sigma_{E^{\prime} \mid F=1}^{f}\right\|_{\mathrm{tr}} & =\left\|\operatorname{tr}_{\neq(i, j), D}\left(V \rho_{X D E \mid F=1}^{f} V^{\dagger}\right)-U_{\sqrt{t}} \otimes \operatorname{tr}_{X D}\left(V \rho_{X D E \mid F=1}^{f} V^{\dagger}\right)\right\|_{\mathrm{tr}} \\
& =\left\|V\left(\operatorname{tr}_{\neq(i, j), D}\left(\rho_{X D E \mid F=1}^{f}\right)-U_{\sqrt{t}} \otimes \operatorname{tr}_{X D}\left(\rho_{X D E \mid F=1}^{f}\right)\right) V^{\dagger}\right\|_{\operatorname{tr}} \\
& =\left\|\operatorname{tr}_{\neq(i, j), D}\left(\rho_{X D E \mid F=1}^{f}\right)-U_{\sqrt{t}} \otimes \operatorname{tr}_{X D}\left(\rho_{X D E \mid F=1}^{f}\right)\right\|_{\mathrm{tr}} \\
& =\left\|\rho_{X_{i j} E \mid F=1}^{f}-U_{\sqrt{t}} \otimes \rho_{E \mid F=1}^{f}\right\|_{\mathrm{tr}}
\end{aligned}
$$

where $\operatorname{tr}_{\neq(i, j), D}$ indicates tracing out over all sub-blocks except for the $j$ th one in the $i$ th block, and the system $D$. The second equality follows from the fact that $V$ and the partial trace commute. The third equality follows because the trace norm is unitarily invariant. Thus, the indices $i, j$ where $\left\|\sigma_{X_{i j} E^{\prime} \mid F=1}^{f}-U_{\sqrt{t}} \otimes \sigma_{E^{\prime} \mid F=1}^{f}\right\|_{\mathrm{tr}} \leq \eta$ are exactly those sub-blocks that are $\eta$-good in the state $\rho_{\text {XFDE }}^{f}$.

Proposition 16. Let $i \in[N / t]$ be the index of a block. If

$$
\left\|\rho_{X_{i} E \mid I_{i}=1}-U_{t} \otimes \rho_{E \mid I_{i}=1}\right\| \leq \zeta
$$

then for at least a $1-t^{-1 / 4}$ fraction of sub-blocks $j$ of block $i$ we have that

$$
\left\|\rho_{X_{i j} E F \mid I_{i}=1}-U_{\sqrt{t}} \otimes \rho_{E F \mid I_{i}=1}\right\| \leq 2\left(\sqrt{\zeta}+t^{-1 / 8}\right)
$$

Proof. By Lemma 18, there exists a state $\sigma_{X_{i} F E}$ such that $\sigma_{X_{i} E}=U_{t} \otimes \rho_{E \mid I_{i}=1}$, and $\| \rho_{X_{i} F E \mid I_{i}=1}-$ $\sigma_{X_{i} F E} \|_{\mathrm{tr}} \leq \sqrt{\zeta}$. Let $R:=\sqrt{t}$ denote the number of sub-blocks in a block. We now prove the Proposition by showing that, for the state $\sigma_{X_{i} F E}$, at least $1-t^{-1 / 4}$ fraction of sub-block indices $j \in[R]$ satisfy $I\left(X_{i j}: F E\right)_{\sigma} \leq 2 t^{-1 / 4}$. For such $j$, we obtain:

$$
\begin{aligned}
\left\|\rho_{X_{i j} F E \mid I_{i}=1}-U_{\sqrt{t}} \otimes \rho_{F E \mid I_{i}=1}\right\|_{\mathrm{tr}} & \leq\left\|\rho_{X_{i j} F E \mid I_{i}=1}-\sigma_{X_{i j} F E}\right\|_{\mathrm{tr}}+\left\|\sigma_{X_{i j} F E}-U_{\sqrt{t}} \otimes \sigma_{F E}\right\|_{\mathrm{tr}} \\
& +\left\|U_{\sqrt{t}} \otimes \sigma_{F E}-U_{\sqrt{t}} \otimes \rho_{F E \mid I_{i}=1}\right\|_{\mathrm{tr}} \\
& \leq \sqrt{\zeta}+\sqrt{4 t^{-1 / 4}}+\sqrt{\zeta}
\end{aligned}
$$

The bound on the second term in the second inequality is given via Pinsker's Inequality (see Fact 4), which states that $\left\|\sigma_{X_{i j} F E}-U_{\sqrt{t}} \otimes \sigma_{F E}\right\|_{\text {tr }} \leq \sqrt{2 I\left(X_{i j}: F E\right)_{\sigma}}$. The bounds on the first and third terms come from the fact that the trace distance is non-increasing with respect to the partial trace.

Thus we focus on analyzing the state $\sigma_{X_{i} F E}$ for the remainder of this proof. We apply the
chain rule to obtain $I\left(X_{i}: F E\right)_{\sigma}=\sum_{j} I\left(X_{i j}: F E \mid X_{i,<j}\right)_{\sigma}$. This is equivalent to

$$
\mathbb{E}_{j}\left[I\left(X_{i j}: F E \mid X_{i,<j}\right)_{\sigma}\right]=\frac{1}{R} I\left(X_{i}: F E\right)_{\sigma},
$$

where $X_{i,<j}$ denotes all the $X_{i k}$ such that $k<j$. We will omit the subscript $\sigma$ because the underlying state is clear from context. We upper-bound the quantity $I\left(X_{i}: F E\right)$ via the following calculation:

$$
\begin{align*}
I\left(X_{i}: F E\right) & =H\left(X_{i}\right)-H\left(X_{i} \mid F E\right)  \tag{2.7}\\
& =H\left(X_{i}\right)-\left(H\left(X_{i} F E\right)-H(F E)\right)  \tag{2.8}\\
& =H\left(X_{i}\right)-\left(H\left(X_{i} F E\right)-H(E)-H(F \mid E)\right)  \tag{2.9}\\
& =H\left(X_{i}\right)-\left(H\left(X_{i} E\right)+H\left(F \mid X_{i} E\right)-H(E)-H(F \mid E)\right)  \tag{2.10}\\
& =H\left(X_{i}\right)-\left(H\left(X_{i}\right)+H(E)+H\left(F \mid X_{i} E\right)-H(E)-H(F \mid E)\right)  \tag{2.11}\\
& =H(F \mid E)-H\left(F \mid X_{i} E\right)  \tag{2.12}\\
& \leq 2 H(F)  \tag{2.13}\\
& \leq 2 \tag{2.14}
\end{align*}
$$

Equation (2.7) is the definition of mutual information. Equations (2.8), (2.9), and (2.10) follow from the definition of conditional mutual entropy. Equation (2.11) follows from our assumption that $\sigma_{X_{i} E}=\sigma_{X_{i}} \otimes \sigma_{E}$. Equation (2.13) follows from the fact that conditioning can only reduce entropy, and that $-H\left(F \mid X_{i} E\right) \leq H(F)$.

We now lower bound the individual terms of the expectation $I\left(X_{i j}: F E \mid X_{i,<j}\right)$.

$$
\begin{align*}
I\left(X_{i j}: F E \mid X_{i,<j}\right) & =H\left(X_{i j} \mid X_{i,<j}\right)-H\left(X_{i j} \mid F E X_{i,<j}\right)  \tag{2.15}\\
& \geq H\left(X_{i j}\right)-H\left(X_{i j} \mid F E\right)  \tag{2.16}\\
& =I\left(X_{i j}: F E\right) \tag{2.17}
\end{align*}
$$

Equation (2.15) is the definition of conditional mutual information. Equation (2.16) fol-
lows because $\sigma_{X_{i}}=U_{t}$ (hence $\sigma_{X_{i j}}$ is in tensor product with $\sigma_{X_{i,<j}}$ ), and conditioning can only reduce entropy. Finally, equation (2.17) is again the definition of mutual information. Thus,

$$
\mathbb{E}_{j}\left[I\left(X_{i j}: F E\right)\right] \leq \frac{2}{R}
$$

and by Markov's inequality, we get that $1-\mu$ fraction of $j$ 's are such that $I\left(X_{i j}: F E\right) \leq \frac{2}{\mu R}$. Setting $\mu=t^{-1 / 4}$ completes the proof.

### 2.6 Conclusion

We have presented a randomness expansion protocol that achieves infinite expansion: starting with $m$ bits of uniform seed, the protocol produces an arbitrarily long output string that is $\exp \left(-\Omega\left(m^{\frac{1}{3}}\right)\right)$-close to uniform. Furthermore, this protocol only requires eight non-signaling quantum devices (and can be performed with just six devices using a simple modification). In order to accomplish this we design an Input Secure adaptive randomness expansion protocol, which is then used as a sub-protocol in the infinite expansion protocol. We suspect that the existence of Input Secure randomness expansion protocols is also of independent interest. As evidence of their independent interest we note that Input Secure protocols play a key role as a building block in [16], where they were discovered independently from this work, and used to design a protocol for seedless randomness amplification from any min-entropy source (see Section 2.2.2).

## Appendix A

## A. 1 Proof of Lemma 5

Proof of Lemma 5. Define $\mu_{X D E}$ to be the state $\tau_{X D E}$ as given by the assumption in the lemma on input $\sigma_{F S X D E}$ where $\sigma_{F S X D}=\sigma_{F S X} \otimes \sigma_{D}$. By the triangle inequality, we have:

$$
\begin{gather*}
\left\|\rho_{X D E}^{f}-\mu_{X D E}\right\|_{\mathrm{tr}} \leq\left\|\mathcal{F E} \otimes \mathbb{1}_{E}\left(\rho_{F S X D E}^{i}\right)-\mathcal{F E} \otimes \mathbb{1}_{E}\left(\sigma_{F S X D E}\right)\right\|_{\mathrm{tr}}  \tag{A.1}\\
+\left\|\mathcal{F E} \otimes \mathbb{1}_{E}\left(\sigma_{F S X D E}\right)-\mu_{X D E}\right\|_{\mathrm{tr}} .
\end{gather*}
$$

We bound the first term on the right hand side:

$$
\begin{aligned}
\left\|\mathcal{F E} \otimes \mathbb{1}_{E}\left(\rho_{F S X D E}^{i}\right)-\mathcal{F E} \otimes \mathbb{1}_{E}\left(\sigma_{F S X D E}\right)\right\|_{\mathrm{tr}} & \leq \frac{1}{\lambda}\left\|\mathcal{E} \otimes \mathbb{1}_{E}\left(\rho_{F S X D E}^{i}\right)-\mathcal{E} \otimes \mathbb{1}_{E}\left(\sigma_{F S X D E}\right)\right\|_{\mathrm{tr}} \\
& \leq \frac{1}{\lambda}\left\|\rho_{F S X D E}^{i}-\sigma_{F S X D E}\right\|_{\mathrm{tr}} \\
& \leq \delta / \lambda
\end{aligned}
$$

Let $\lambda^{\prime}$ denote the probability that the $F$ register of the state $\mathcal{E} \otimes \mathbb{1}_{E}\left(\sigma_{F S X D E}\right)$, when measured, has outcome $|1\rangle$. Note that $\max \left\{\lambda, \lambda^{\prime}\right\} \geq \lambda$, so the first inequality follows from Lemma 17. The second inequality follows because trace-preserving quantum operations are contractive with respect to the trace distance. The final inequality comes from our assumption on $\rho_{F S X D E}^{i}$.

The second term on the right hand side of (A.1) is bounded by $\varepsilon$ from our assumption on the quantum operation $\mathcal{F E}$.

## A. 2 Useful lemmata

Lemma 17. Let $\rho_{F Q}, \sigma_{F Q}$ be cq-states on the same classical-quantum Hilbert space $\mathcal{H}_{F} \otimes \mathcal{H}_{Q}$. Let $E$ be a set of outcomes of the $F$ register such that $\min \left\{\operatorname{Pr}_{\rho}(E), \operatorname{Pr}_{\sigma}(E)\right\}>0$, where $\operatorname{Pr}_{\rho}(E)$, $\operatorname{Pr}_{\sigma}(E)$ denote the probabilities of obtaining outcome $E$ when measuring $\rho_{F}$ and $\sigma_{F}$ in the computational basis. Then,

$$
\left\|\rho_{F Q \mid E}-\sigma_{F Q \mid E}\right\|_{\mathrm{tr}} \leq \frac{\left\|\rho_{F Q}-\sigma_{F Q}\right\|_{\mathrm{tr}}}{\max \left\{\operatorname{Pr}_{\rho}(E), \operatorname{Pr}_{\sigma}(E)\right\}}
$$

where $\rho_{F Q \mid E}$ and $\sigma_{F Q \mid E}$ denote the post-measurement state of $\rho_{F Q}$ and $\sigma_{F Q}$, respectively, conditioned on $E$.

Proof. We use the operational interpretation of the trace norm of two quantum states, namely, that $\|\rho-\sigma\|_{\text {tr }}=\max _{A} \operatorname{Pr}(A(\rho)=1)-\operatorname{Pr}(A(\sigma)=1)$, where $\rho$ and $\sigma$ are arbitrary density matrices, and the maximization is over all possible $0 / 1$-valued POVMs $A$.

Let $\lambda_{\rho}$ and $\lambda_{\sigma}$ denote $\operatorname{Pr}_{\rho}(E)$ and $\operatorname{Pr}_{\sigma}(E)$ respectively. We consider two cases: $\lambda_{\rho} \geq \lambda_{\sigma}$ and $\lambda_{\rho}<\lambda_{\sigma}$. Take the first case.

Consider the following two-outcome experiment $A$ that tries to distinguish between $\rho_{F Q}$ and $\sigma_{F Q}$. We first measure the $F$ register in the computational basis. If the outcome $E$ does not occur, we output " 0 ". Suppose outcome $E$ does occur. Let $B$ be the optimal twooutcome POVM such that $\operatorname{Pr}\left(B\left(\rho_{F Q \mid E}\right)=1\right)-\operatorname{Pr}\left(B\left(\sigma_{F Q \mid E}\right)=1\right)=\left\|\rho_{F Q \mid E}-\sigma_{F Q \mid E}\right\|_{\mathrm{tr}}$. We then make the measurement dictated by $B$ on the post-measurement state (which is either
$\rho_{F Q \mid E}$ or $\left.\sigma_{F Q \mid E}\right)$, and output " 1 " iff $B$ outputs " 1 ". Then, we have that

$$
\begin{aligned}
\left\|\rho_{F Q}-\sigma_{F Q}\right\|_{\mathrm{tr}} & \geq \operatorname{Pr}\left(A\left(\rho_{F Q}\right)=1\right)-\operatorname{Pr}\left(A\left(\sigma_{F Q}\right)=1\right) \\
& =\lambda_{\rho} \operatorname{Pr}\left(B\left(\rho_{F Q \mid E}\right)=1\right)-\lambda_{\sigma} \operatorname{Pr}\left(B\left(\sigma_{F Q \mid E}\right)=1\right) \\
& =\lambda_{\rho}\left(\left\|\rho_{F Q \mid E}-\sigma_{F Q \mid E}\right\|_{\mathrm{tr}}+\operatorname{Pr}\left(B\left(\sigma_{F Q \mid E}\right)=1\right)\right)-\lambda_{\sigma} \operatorname{Pr}\left(B\left(\sigma_{F Q \mid E}\right)=1\right)
\end{aligned}
$$

Solving for $\left\|\rho_{F Q \mid E}-\sigma_{F Q \mid E}\right\|_{\mathrm{tr}}$, we get that

$$
\left\|\rho_{F Q \mid E}-\sigma_{F Q \mid E}\right\|_{\mathrm{tr}} \leq \frac{\left\|\rho_{F Q}-\sigma_{F Q}\right\|_{\mathrm{tr}}-\beta\left(\lambda_{\rho}-\lambda_{\sigma}\right)}{\lambda_{\rho}} \leq \frac{\left\|\rho_{F Q}-\sigma_{F Q}\right\|_{\mathrm{tr}}}{\lambda_{\rho}} \leq \frac{\left\|\rho_{F Q}-\sigma_{F Q}\right\|_{\mathrm{tr}}}{\max \left\{\lambda_{\rho}, \lambda_{\sigma}\right\}}
$$

where $\beta:=\operatorname{Pr}\left(B\left(\sigma_{F Q \mid E}\right)=1\right)$. In the other case, we have that $\lambda_{\rho}<\lambda_{\sigma}$. We can then switch the order of $\rho_{F Q}$ and $\sigma_{F Q}$ in the previous argument, and obtain that

$$
\left\|\rho_{F Q \mid E}-\sigma_{F Q \mid E}\right\|_{\mathrm{tr}} \leq \frac{\left\|\rho_{F Q}-\sigma_{F Q}\right\|_{\mathrm{tr}}}{\lambda_{\sigma}} \leq \frac{\left\|\rho_{F Q}-\sigma_{F Q}\right\|_{\mathrm{tr}}}{\max \left\{\lambda_{\rho}, \lambda_{\sigma}\right\}} .
$$

Lemma 18. Let $\rho_{A_{1} A_{2} B} \in \mathcal{D}\left(\mathcal{H}_{A_{1}} \otimes \mathcal{H}_{A_{2}} \otimes \mathcal{H}_{B}\right)$, and $\sigma_{A_{1} A_{2}} \in \mathcal{D}\left(\mathcal{H}_{A_{1}} \otimes \mathcal{H}_{A_{2}}\right)$ be such that $\rho_{A_{1} A_{2} B}$ is a cqq-state, $\sigma_{A_{1} A_{2}}$ is a cq-state, and $\left\|\rho_{A_{1} A_{2}}-\sigma_{A_{1} A_{2}}\right\|_{\text {tr }} \leq \varepsilon$. Then there exists a cqq-state $\tau_{A_{1} A_{2} B} \in \mathcal{D}\left(\mathcal{H}_{A_{1}} \otimes \mathcal{H}_{A_{2}} \otimes \mathcal{H}_{B}\right)$ such that $\tau_{A_{1} A_{2}}=\sigma_{A_{1} A_{2}}$ and $\left\|\rho_{A_{1} A_{2} B}-\tau_{A_{1} A_{2} B}\right\|_{\text {tr }} \leq \sqrt{\varepsilon}$.

Proof. For notational brevity we will let $A=\left\{A_{1}, A_{2}\right\}$ so $\rho_{A B}:=\rho_{A_{1} A_{2} B}$ and $\sigma_{A}:=\sigma_{A_{1} A_{2}}$. Let $\mathcal{F}(\rho, \sigma)$ denote the fidelity between two quantum states $\rho$ and $\sigma$. By Uhlmann's Theorem, there exists purifications $\rho_{A Q}:=|\psi\rangle\langle\psi|$ and $\sigma_{A Q}:=|\phi\rangle\langle\phi|$ of $\rho_{A}$ and $\sigma_{A}$, respectively, such that $\mathcal{F}\left(\rho_{A}, \sigma_{A}\right)=|\langle\psi \mid \phi\rangle|$ [98]. But by the Fuchs-van de Graaf inequalities, we also have that $\mathcal{F}\left(\rho_{A}, \sigma_{A}\right) \geq 1-\left\|\rho_{A}-\sigma_{A}\right\|_{\text {tr }} / 2 \geq 1-\varepsilon / 2$ [98]. Since $\left\|\rho_{A Q}-\sigma_{A Q}\right\|_{\text {tr }}=\sqrt{1-|\langle\psi \mid \phi\rangle|^{2}}$, we have that

$$
\left\|\rho_{A Q}-\sigma_{A Q}\right\|_{\mathrm{tr}} \leq \sqrt{\varepsilon}
$$

Let $\rho_{A B R}=|\theta\rangle\langle\theta|$ be a purification of the state $\rho_{A B}$. Since $\rho_{A B R}$ and $\rho_{A Q}$ are both purifica-
tions of the state $\rho_{A}$, there exists a unitary map $V$ that takes the $Q$ space to the $B R$ space such that $\rho_{A B R}=V \rho_{A Q} V^{\dagger}$. Define $\tau_{A B R}^{\prime}:=V \sigma_{A Q} V^{\dagger}$. Then, by the unitary invariance of the trace norm, we have that

$$
\begin{aligned}
\left\|\rho_{A B R}-\tau_{A B R}^{\prime}\right\|_{\mathrm{tr}} & =\left\|V \rho_{A Q} V^{\dagger}-V \tau_{A Q}^{\prime} V^{\dagger}\right\|_{\mathrm{tr}} \\
& =\left\|V\left(\rho_{A Q}-\tau_{A Q}^{\prime}\right) V^{\dagger}\right\|_{\mathrm{tr}} \\
& =\left\|\rho_{A Q}-\tau_{A Q}^{\prime}\right\|_{\mathrm{tr}} \\
& \leq \sqrt{\varepsilon}
\end{aligned}
$$

Since the trace norm cannot increase when discarding subsystems, we obtain $\| \rho_{A B}-$ $\tau_{A B}^{\prime} \|_{\text {tr }} \leq \sqrt{\varepsilon} . \tau_{A B}^{\prime}=\tau_{A_{1} A_{2} B}^{\prime}$ is not guaranteed to be a cqq-state, but we can apply the tracepreserving quantum map $\mathcal{E}$ that measures the $A_{1}$ system in the computational basis and forgets the measurement outcome. Let $\tau_{A_{1} A_{2} B}:=\mathcal{E}\left(\tau_{A_{1} A_{2} B}^{\prime}\right)$, and observe that this is a cqqstate. Since $\rho_{A_{1} A_{2} B}$ is already a cqq-state, $\rho_{A_{1} A_{2} B}=\mathcal{E}\left(\rho_{A_{1} A_{2} B}\right)$. Because trace-preserving quantum maps are contractive under the trace norm, we obtain $\left\|\rho_{A_{1} A_{2} B}-\tau_{A_{1} A_{2} B}\right\|_{\text {tr }} \leq \sqrt{\varepsilon}$, and we are done.

## A. 3 Parameter settings for the VV sub-protocol

For the sake of concreteness, we specify the settings of parameters to be used in the instantiation of Protocol B of [93] in our VV sub-protocol (see Section 2.4). We choose constants $\alpha, \gamma>0$ such that $\gamma \leq 1 /(10+8 \alpha)$. These constants are part of the definition of VV and will remain unchanged for every instance of $V V$ throughout the InfiniteExpansion protocol. In [93, Theorem 2], the parameter $h$ specifies the min-entropy lower bound of Protocol B, which in turn governs the length of the seed to Protocol B and length of the output. By definition Protocol B implemented with parameter $h$ requires at most $K_{1} \gamma^{-3} \log ^{3}(h)$ bits of seed for some fixed constant $K_{1}$ (this constant may depend on $\alpha$, but since $\alpha$ is a global constant here, we ignore this). When Protocol B is invoked by $\mathrm{VV}(A, B, S)$, we
will set $h=\left\lfloor 2^{\gamma\left(\lfloor s / 2\rfloor \frac{1}{K_{1}}\right)^{1 / 3}}\right\rfloor$, where $s:=|S|$, and it follows that Protocol B, with these parameters, will require no more than $\lfloor s / 2\rfloor$ bits of seed.

We will now discuss parameters relevant to the quantum extractor which will be used in VV. Let us now define $t:=h^{\frac{1}{\gamma}}, C:=\lceil 100 \alpha\rceil$ and $\varepsilon:=\frac{1}{h}$. The output of Protocol B is a bit string of length $n:=\left\lceil 10 \log ^{2}(t)\right\rceil \cdot\left\lceil C t \log ^{2}(t)\right\rceil$. By Theorem 8 there exists a function QExt : $\{0,1\}^{n} \times\{0,1\}^{d} \rightarrow\{0,1\}^{\frac{h}{2}}$ that is a $\left(\frac{h}{2}+O\left(\log \left(\frac{h}{2}\right)\right)+O(\log 1 / \varepsilon), \varepsilon\right)$-quantumsecure extractor as long as $d \geq O\left(\log ^{2}(n / \varepsilon) \log \left(\frac{h}{2}\right)\right)=O\left(\log ^{3}(h)\right)=O\left(\gamma^{3}\lfloor s / 2\rfloor \frac{1}{K_{1}}\right)$. That is, as long as $d \geq K_{4} \gamma^{3}\lfloor s / 2\rfloor \frac{1}{K_{1}}$ for some fixed constant $K_{4}$.
Thus, in specifying the VV sub-protocol and throughout the chapter, we will set the following functions, where $s$ is the length of input to the VV sub-protocol:

- Min-entropy lower bound of Protocol B:

$$
h(s):=\left\lfloor 2^{\gamma\left(\lfloor s / 2\rfloor \frac{1}{K_{1}}\right)^{1 / 3}}\right\rfloor .
$$

- Output length of Protocol B:

$$
n(s):=\left\lfloor 10 C\left(\frac{s}{2 K_{1}}\right)^{4 / 3} 2^{\left(s /\left(2 K_{1}\right)\right)^{1 / 3}}\right\rfloor
$$

- Seed length of the extractor:

$$
d(s):=\left\lceil\frac{K_{4}}{K_{1}} \gamma^{3}\lfloor s / 2\rfloor\right\rceil
$$

- Output length of the extractor/VV sub-protocol:

$$
v(s):=\lfloor h(s) / 2\rfloor
$$

## Chapter 3

## The Parallel-Repeated Magic Square Game is Rigid

In this chapter we show that the $n$-round parallel repetition of the Magic Square game of Mermin and Peres is rigid, in the sense that for any entangled strategy succeeding with probability $1-\varepsilon$, the players' shared state is $O(\operatorname{poly}(n \varepsilon))$-close to $2 n$ EPR pairs under a local isometry. Furthermore, we show that, under local isometry, the players' measurements in said entangled strategy must be $O(\operatorname{poly}(n \varepsilon))$-close to the "ideal" strategy when acting on the shared state.

### 3.1 Introduction

Nonlocal games have long been a fundamental topic in quantum information, starting from Bell's pioneering work in the 1960s. In the langauge of games, Bell [10] showed that for a certain two-player nonlocal game, two players sharing a single EPR pair between them can win with substantially higher probability than they could by following the best classical strategy. In Bell's original game, the messages between the players and the referee were real numbers, but soon afteward, Clauser, Horne, Shimony, and Holt [17]
discovered a game (called the CHSH game) with similar properties, but with messages consisting of just one bit. The CHSH game can be viewed as a test for the "quantumness" of a system, with good soundness: that is, the probability of a non-quantum system fooling the test is at most $3 / 4$. However, the test lacks the property of so-called perfect completeness: as shown by Tsirelson [91], even the optimal quantum strategy succeeds with probability at most $(2+\sqrt{2}) / 4 \approx 0.854$. To remedy this drawback, Mermin [67] and independently Peres [77] independently introduced the Magic Square game: a two-player game with two-bit inputs and outputs, and for which the best classical strategy succeeds with probability $8 / 9$, but there exists a quantum strategy using only two shared EPR pairs succeeding with probability 1.

Later, Mayers and Yao [59] realized that the CHSH game could be used not only to test for "quantumness," but to test for a specific quantum state: namely, the EPR pair. Such a test is often called a "self-test." Mayers and Yao showed that in any optimal quantum strategy for CHSH, the players' shared state is equivalent under a local isometry ${ }^{1}$ to an EPR pair. This result was not robust in that it required the CHSH correlations to hold exactly: however, the subsequent work of McKague, Yang, and Scarani [62] was able to achieve a robust self-test based on CHSH for a single EPR pair. That is, they showed that for any strategy that wins CHSH with probability $\geq p_{\max }-\varepsilon$, there exists an isometry $V$ mapping the players' state $|\psi\rangle$ to a state $|\phi\rangle$ which is $O(\sqrt{\varepsilon})$-close to the EPR pair state in 2-norm. Moreover, they showed that the measurements applied by the players must also be close to the measurements used in the ideal strategy, as measured in a state-dependent distance: for instance, if $X$ is the operator applied by player 1 when asked to measure a Pauli $X$, then under the same isometry $V, \| V(X|\psi\rangle)-\sigma_{X}|\phi\rangle \| \leq O(\sqrt{\varepsilon})$, where $\sigma_{X}$ is the Pauli $X$-matrix. Such a result is called a rigidity result, because it shows that any strategy that is close to optimal must have the same structure as the ideal strategy. We refer to the bound that appears in the right-hand side of the norm inequalities (here $\sqrt{\varepsilon}$ ) as the robustness of the test. More recently, Wu et al. [99] showed rigidity for Mermin and Peres's

[^9]Magic Square game, demonstrating that it serves as robust self-test for a single EPR pair. In recent years, self-testing has found applications to quantum cryptography (QKD, device independent QKD, and randomness expansion), as well as to multiprover quantum interactive proof systems (the complexity class MIP*) [83]. However, these applications all rely on testing multi-qubit states, whereas known robust self-testing results are directly applicable only to states of a few qubits. A natural strategy to obtain a multi-qubit test is to repeat the single-qubit tests, either in series (i.e. over many rounds) or in parallel (i.e. in one round)-for instance, the work of Reichardt, Unger, and Vazirani [83] uses a serially repeated CHSH test, and McKague [64] gives a parallel self-test based on CHSH. The lack of perfect completeness considerably complicates the analysis of these tests, since one cannot demand that the players win every repetition of the test-rather, one has to check whether the fraction of successful repetitions is above a certain threshold.

In this chapter, we circumvent these issues by studying the $n$-round parallel repetition of the Magic Square game. We achieve a proof of rigidity, showing that if the players win with probability $1-\varepsilon$, their state is $O(\operatorname{poly}(n \varepsilon))$-close to $2 n$ EPR pairs, under a local isometry. This is an exponential improvement in error dependence over the strictly parallel self-testing result of [64], which has error depedence $O(\exp (n) \operatorname{poly}(\varepsilon))^{2}$, and is the previous best known result for rigidity of strictly parallel repeated non-local games (McKague's result is stated for the parallel repeated CHSH game with a threshold test, rather than the parallel repeated Magic Square game). We note that McKague's result has $O(\log (n))$-bit questions, whereas our game has $O(n)$-bit questions and answers, but additionally robustly certifies all $n$-qubit measurement operators. This means that our result is a strictly parallel test, that can be used to "force" untrusted provers to apply all $n$-qubit Pauli operators faithfully (in expectation), which is a new feature that we believe will be valuable in the context of complexity applications.

As a fundamental building block for our result, we make use of the rigidity of a single

[^10]round of the Magic Square game, which was established in [99]. A key observation of our work is that, by leveraging a "global consistency check" which occurs naturally within the parallel repeated Magic Square game, we can establish approximate commutation between the different copies (or "rounds") of the game in the parallel repeated test. This then allows us to extend the single round analysis of [99], to a full $n$-round set of approximate anti-commutation relations for the provers measurements, which is expressed in Theorem 25. A second important technical tool in our proof is a theorem (Theorem 26) which, given operators on the players' state that approximately satisfy the algebraic relations of single-qubit Pauli matrices, constructs an isometry that maps the players' "approximate Paulis" close to exact Pauli operators acting on a $2 n$-qubit space. The proof of Theorem 26 relies on an isometry inspired by the works of McKague [63, 65], but is designed to take the guarantees produced by Theorem 25 and conclude closeness of the players "approximate Paulis" to exact Pauli operators in expectation, where all $2 n$-qubit Pauli operators are handled simultaneously, with polynomial error dependence.

Very recently, we became aware of two independent works achieving related results in this area. The first is an unpublished paper of Chao, Reichardt, Sutherland, and Vidick [15], which proves a theorem similar to our Theorem 26. The second is a paper by Coladangelo [20], which proves a self-testing result for the parallel repeated Magic Square game that is similar our own, albeit with slightly different polynomial factors. Furthermore, the robustness analysis of the results in [20] makes use of the same key theorem of [15], which is, in turn, similar to our own Theorein 26. The theorem of [15] (and consequently the robustness result of Coladangelo) achieve a robustness of $n^{3 / 2} \sqrt{\varepsilon}$ for for all singlequbit operators (i.e., to achieve constant robustness, $\varepsilon$ must scale as $1 / n^{3}$ ). On the other hand, our Theorem 26 achieves a robustness of $n \varepsilon^{1 / 4}$ (i.e. $\varepsilon \sim 1 / n^{4}$ ), but for operators acting on all $2 n$ qubits simultaneously. It is natural to ask whether one can prove a single result which combines the strengths of these two different error dependencies. We expect that this is possible, but leave it for future work.

### 3.2 Preliminaries

We use the standard quantum formalism of states and measurements. An observable is a Hermitian operator whose eigenvalues are $\pm 1$, and encodes a two-outcome projective measurement (the POVM elements of the two outcomes are the projections on to the +1 and -1 eigenspaces). Throughout this chapter, we make use of the Pauli matrices. These are $2 \times 2$ Hermitian matrices defined by

$$
\sigma_{X}:=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), \sigma_{Z}:=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right), \sigma_{Y}:=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right)
$$

They satisfy the anticommutation relation

$$
X Z=-Z X
$$

### 3.3 The Magic Square game

In this section we introduce the nonlocal game analyzed in this chapter: the $n$-round parallel repeated Magic Square game. We also introduce notation to describe entangled strategies for the game and state some simple properties they satisfy.

The parallel repeated Magic Square game is played between players (which we will refer to as Alice and Bob), and a verifier. First, let us define the single-round Magic Square game, originally introduced by Mermin [67] and Peres [77]. The rules of the game are described in Fig. 3-1.

The magic square game is a one-round, two-player game, played as follows

1. The verifier sends Alice a question $r \in\{0,1,2\}$ and Bob a question $c \in\{0,1,2\}$.
2. Alice sends the verifier a response $\left(a_{0}, a_{1}\right) \in\{0,1\}^{2}$, and Bob sends a response $\left(b_{0}, b_{1}\right) \in\{0,1\}^{2}$.
3. Let $a_{2}:=a_{0} \oplus a_{1}$ and $b_{2}:=1 \oplus b_{0} \oplus b_{1}$. Then Alice and Bob win the game if $a_{c}=b_{r}$ and lose otherwise.

Figure 3-1: The magic square game

Any entangled strategy for this game is described by a shared quantum state $|\psi\rangle_{A B}$ and projectors $P_{r}^{a_{0}, a_{1}}$ for Alice and $Q_{c}^{b_{0}, b_{1}}$ for Bob. It can be seen that the game can be won with certainty for the following strategy:

$$
\begin{aligned}
|\psi\rangle & =\frac{1}{2} \sum_{i, j \in\{0,1\}}|i j\rangle_{A} \otimes|i j\rangle_{B} \\
P_{0}^{a_{0}, a_{1}} & =\frac{1}{4}\left(I+(-1)^{a_{0}} Z\right)_{A 1} \otimes\left(I+(-1)^{a_{1}} Z\right)_{A 2} \otimes I_{B} \\
P_{1}^{a_{0}, a_{1}} & =\frac{1}{4}\left(I+(-1)^{a_{1}} X\right)_{A 1} \otimes\left(I+(-1)^{a_{0}} X\right)_{A 2} \otimes I_{B} \\
Q_{0}^{b_{0}, b_{1}} & =\frac{1}{4} I_{A} \otimes\left(I+(-1)^{b_{0}} Z\right)_{B 1} \otimes\left(I+(-1)^{b_{1}} X\right)_{B 2} \\
Q_{1}^{b_{0}, b_{1}} & =\frac{1}{4} I_{A} \otimes\left(I+(-1)^{b_{1}} X\right)_{B 1} \otimes\left(I+(-1)^{b_{0}} Z\right)_{B 2}
\end{aligned}
$$

This strategy is represented pictorially in Fig. 3-2, where each row contains a set of simultaneouslymeasurable observables that give Alice's answers, and likewise each column for Bob.

| ZI | IZ | ZZ |
| :---: | :---: | :---: |
| IX | XI | XX |
| -ZX | -XZ | YY |

Figure 3-2: The ideal strategy for a single round of magic square. Alice and Bob share the state $|E P R\rangle^{\otimes 2}$.

The game we study in this chapter is the $n$-fold parallel repetition of the above game.

Definition 19. The n-fold parallel repeated Magic Square game is a game with two players, Alice and Bob, and one verifier. The player sends Alice a vector $\mathbf{r} \in\{0,1,2\}^{n}$ and Bob a vector $\mathbf{c} \in$ $\{0,1,2\}^{n}$, where each coordinate of $\mathbf{r}$ and $\mathbf{c}$ is chosen uniformly at random. Alice responds with two $n$-bit strings $\mathbf{a}_{0}, \mathbf{a}_{1}$, and Bob with two $n$-bit strings $\mathbf{b}_{0}, \mathbf{b}_{1}$. The players win if for every $k \in[n]$, the $k$ th components of Alice and Bob's answers $a_{0, k}, a_{1, k}, b_{0, k}, b_{1, k}$ satisfy the win conditions of the Magic Square game with input $r_{k}$ and $c_{k}$.

Throughout this chapter we will refer to the non-local entangled strategy applied by the players according to the following definitions:

Definition 20. Let $\left\{P_{\mathbf{r}}^{\mathbf{a}_{0}, \mathbf{a}_{1}}\right\}_{\mathbf{a}_{0}, \mathbf{a}_{1}}$ denote the set of orthogonal projectors describing Alice's measurement when she receives input $\mathbf{r}$.

Likewise, let $\left\{Q_{\mathbf{c}}^{\mathbf{b}_{0}, \mathbf{b}_{1}}\right\}_{\mathbf{b}_{0}, \mathbf{b}_{1}}$ denote the set of orthogonal projectors describing Bob's measurement when he receives input $\mathbf{c}$.

Definition 21. Define $\mathbf{a}_{2} \equiv \mathbf{a}_{0}+\mathbf{a}_{1}(\bmod 2)$ an $\mathbf{b}_{2} \equiv \mathbf{b}_{0}+\mathbf{b}_{1}+\mathbf{1}(\bmod 2)$.
Definition 22. Define the column-c output observables for Alice as $A_{\mathbf{r}, \mathbf{p}}^{\mathbf{c}} \equiv \sum_{\mathbf{a}_{0}, \mathbf{a}_{1}}(-1)^{\mathbf{a}_{\mathbf{c}} \cdot \mathbf{p} P_{\mathbf{r}}^{\mathbf{a}_{0}, \mathbf{a}_{1}} .}$. Where $a_{\mathbf{c}}$ is defined to be the $n$ dimensional vector whose $i^{\text {th }}$ component is defined by $\left(a_{\mathbf{c}}\right)_{i} \equiv\left(\mathbf{a}_{\mathbf{c}_{\mathbf{i}}}\right)_{i}$. Similarly, define the row-r observables for Bob as $B_{\mathbf{c}, \mathbf{q}}^{\mathbf{r}} \equiv \sum_{\mathbf{b}_{0}, \mathbf{b}_{1}}(-1)^{\mathbf{b}_{\mathbf{r}} \cdot \mathbf{q}} Q_{\mathbf{c}}^{\mathbf{b}_{0}} \mathbf{b}_{1}$.

Remark 3.3.1. By definition, it follows that $A_{\mathbf{r}, \mathbf{p}}^{\mathbf{c}}=A_{\mathbf{r}, \mathbf{p}}^{\mathbf{c}^{\prime}}$ if $\mathbf{c}$ and $\mathbf{c}^{\prime}$ differ only on rounds where the coordinate of $\mathbf{p}$ is 0 , and likewise for $B$ and $\mathbf{r}$.

The win conditions for magic square:

Fact 23. Suppose Alice and Bob win the magic square game with probability $\geq 1-\varepsilon$. Then it holds that

$$
\begin{equation*}
\forall \mathbf{p}, \quad \mathbb{E}_{\mathbf{r}, \mathbf{c}}\langle\psi| A_{\mathbf{r}, \mathbf{p}}^{\mathrm{c}} B_{\mathrm{c}, \mathbf{p}}^{\mathrm{r}}|\psi\rangle \geq 1-\varepsilon \tag{3.1}
\end{equation*}
$$

In Remark 3.3.1, we noted that we can freely change the output column for Alice (resp. row for Bob) on the "ignored" rounds. In the following lemma, we show that we can also change the input row (resp. column), up to an $O(\varepsilon)$ error, provided that the strategy is $\varepsilon$ close to optimal.

Lemma 24. Suppose Alice and Bob have an e-optimal strategy. Then, $\forall i, r, \mathbf{c}$,

$$
\left.\left|1-\mathbb{E}_{\mathbf{r}, \mathbf{r}^{\prime}: r_{i}^{\prime}=r_{i}=r}\langle\psi| A_{\mathbf{r}, \mathbf{e}_{i}}^{\mathbf{c}} \cdot A_{\mathbf{r}^{\prime}, \mathbf{e}_{i}}^{\mathbf{c}}\right| \psi\right\rangle \mid \leq 36 \varepsilon
$$

Proof. To start we define an extended state $|\sigma\rangle \equiv|\psi\rangle \otimes \frac{1}{\sqrt{3^{-(n-1)}}} \sum_{\mathbf{r}_{-i}}\left|\mathbf{r}_{-i}\right\rangle \otimes \frac{1}{\sqrt{3^{-(n-1)}}} \sum_{\mathbf{r}_{-i}^{\prime}}\left|\mathbf{r}_{-i}^{\prime}\right\rangle \otimes$ $\frac{1}{\sqrt{3^{-(n-1)}}} \sum_{\mathbf{s}_{-i}}\left|\mathbf{s}_{-i}\right\rangle$ as well as extended operators:

$$
T \equiv \sum_{\mathbf{r}_{-i^{*}}} A_{\mathbf{r}, \mathbf{e}_{i}}^{\mathbf{c}} \otimes\left|\mathbf{r}_{-i}\right\rangle\left\langle\mathbf{r}_{-i}\right| \otimes I \otimes I=\sum_{\mathbf{r}_{-i}} \sum_{\mathbf{s}_{-i}} A_{\mathbf{r}_{\mathbf{,}} \mathbf{e}_{i}}^{c_{i} \cup \mathbf{s}_{-i}} \otimes\left|\mathbf{r}_{-i}\right\rangle\left\langle\mathbf{r}_{-i}\right| \otimes I \otimes\left|\mathbf{s}_{-i}\right\rangle\left\langle\mathbf{s}_{-i}\right|
$$

Note that, by Remark 3.3.1, these two definitions are equivalent because $A_{\mathbf{r}, \mathrm{e}_{i}}^{\mathrm{c}}$ is identically equal to $A_{\mathbf{r}^{\prime}, \mathbf{e}_{i}}^{\mathcal{c}_{i} \cup \mathbf{s}_{-i}}$ by definition, regardless of the value of $\mathbf{s}_{-i}$. Further define

$$
T^{\prime} \equiv \sum_{\mathbf{r}_{-i}^{\prime}} A_{\mathbf{r}^{\prime}, \mathbf{e}_{i}}^{\mathbf{c}} \otimes I \otimes\left|\mathbf{r}_{-i}^{\prime}\right\rangle\left\langle\mathbf{r}_{-i}^{\prime}\right| \otimes I=\sum_{\mathbf{r}_{-i}^{\prime}} \sum_{\mathbf{s}_{-i}} A_{\mathbf{r}^{\prime}, \mathbf{e}_{i}}^{c_{i} \cup \mathbf{s}_{-i}} \otimes I \otimes\left|\mathbf{r}_{-i}^{\prime}\right\rangle\left\langle\mathbf{r}_{-i}^{\prime}\right| \otimes\left|\mathbf{s}_{-i}\right\rangle\left\langle\mathbf{s}_{-i}\right|
$$

and

$$
\begin{aligned}
S & \equiv \sum_{\mathbf{r}_{-i}} \sum_{\mathbf{s}_{-i}} B_{\mathbf{c}_{i} \cup s_{-i}, \mathbf{e}_{i}}^{r_{i} \cup \mathbf{r}_{-i}} \otimes\left|\mathbf{r}_{-i}\right\rangle\left\langle\mathbf{r}_{-i}\right| \otimes I \otimes\left|\mathbf{s}_{-i}\right\rangle\left\langle\mathbf{s}_{-i}\right| \\
& =\sum_{\mathbf{r}_{-i}} \sum_{\mathbf{s}_{-i}} B_{\mathbf{c}_{i} \cup s_{-i}, \mathbf{e}_{i}}^{r_{i} \cup \mathbf{r}_{-i}} \otimes\left|\mathbf{r}_{-i}\right\rangle\left\langle\mathbf{r}_{-i}\right| \otimes \sum_{\mathbf{r}_{-i}^{\prime}}\left|\mathbf{r}_{-i}^{\prime}\right\rangle\left\langle\mathbf{r}_{-i}^{\prime}\right| \otimes\left|\mathbf{s}_{-i}\right\rangle\left\langle\mathbf{s}_{-i}\right| \\
& =\sum_{\mathbf{r}_{-i}^{\prime}} \sum_{\mathbf{s}_{-i}} B_{\mathbf{c}_{i} \cup \mathbf{s s}_{-i}, \mathbf{e}_{i}}^{r_{i}^{\prime} \cup \mathbf{r}_{-i}^{\prime}} \otimes \sum_{\mathbf{r}_{-i}}\left|\mathbf{r}_{-i}\right\rangle\left\langle\mathbf{r}_{-i}\right| \otimes\left|\mathbf{r}_{-i}^{\prime}\right\rangle\left\langle\mathbf{r}_{-i}^{\prime}\right| \otimes\left|\mathbf{s}_{-i}\right\rangle\left\langle\mathbf{s}_{-i}\right| \\
& =\sum_{\mathbf{r}_{-i}^{\prime}} \sum_{\mathbf{s}_{-i}} B_{\mathbf{c}_{i} \cup \mathrm{Ss}_{-i} \mathbf{e}_{i}}^{r_{i} \cup \mathbf{r}_{-i}^{\prime}} \otimes I \otimes\left|\mathbf{r}_{-i}^{\prime}\right\rangle\left\langle\mathbf{r}_{-i}^{\prime}\right| \otimes\left|\mathbf{s}_{-i}\right\rangle\left\langle\mathbf{s}_{-i}\right|
\end{aligned}
$$

Where, to conclude equivalence of the different versions of the last definition, we are using Remark 3.3.1 as well as the fact that $r_{i}=r_{i}^{\prime}=r$, some fixed value.

Now, note that:

$$
\begin{aligned}
& \langle\sigma| T \cdot S|\sigma\rangle=\left(\langle\psi| \otimes \frac{1}{\sqrt{3^{-(n-1)}}} \sum_{\mathbf{r}_{-i}}\left\langle\mathbf{r}_{-i}\right| \otimes \frac{1}{\sqrt{3^{-(n-1)}}} \sum_{\mathbf{r}_{-i}^{\prime}}\left\langle\mathbf{r}_{-i}^{\prime}\right| \otimes \frac{1}{\sqrt{3^{-(n-1)}}} \sum_{\mathbf{s}_{-i}}\left\langle\mathbf{s}_{-i}\right|\right) \\
& \times\left(\sum_{\mathbf{r}_{-i}} \sum_{\mathbf{s}_{-i}} A_{\mathbf{r}_{1} \mathbf{e}_{i}}^{c_{i} \cup \mathbf{s}_{-i}} \otimes\left|\mathbf{r}_{-i}\right\rangle\left\langle\mathbf{r}_{-i}\right| \otimes I \otimes\left|\mathbf{s}_{-i}\right\rangle\left\langle\mathbf{s}_{-i}\right|\right)\left(\sum_{\mathbf{r}_{-i}} \sum_{\mathbf{s}_{-i}} B_{\mathbf{c}_{i} \cup s_{-i}, \mathbf{e}_{i}}^{r_{i} \cup \mathbf{e}_{-i}} \otimes\left|\mathbf{r}_{-i}\right\rangle\left\langle\mathbf{r}_{-i}\right| \otimes I \otimes\left|\mathbf{s}_{-i}\right\rangle\left\langle\mathbf{s}_{-i}\right|\right) \\
& \times\left(|\psi\rangle \otimes \frac{1}{\sqrt{3^{-(n-1)}}} \sum_{\mathbf{r}_{-i}}\left|\mathbf{r}_{-i}\right\rangle \otimes \frac{1}{\sqrt{3^{-(n-1)}}} \sum_{\mathbf{r}_{-i}^{\prime}}\left|\mathbf{r}_{-i}^{\prime}\right\rangle \otimes \frac{1}{\sqrt{3^{-(n-1)}}} \sum_{\mathbf{s}_{-i}}\left|\mathbf{s}_{-i}\right\rangle\right) \\
& =\frac{\overline{1}}{3^{-2(n-1)}} \sum_{\mathbf{r}_{-i}, \mathbf{s}_{-i}}\langle\psi| A_{\mathbf{r}_{\mathbf{r}}, \mathbf{e}_{i}}^{c_{i} \cup \mathbf{s}_{-i}} B_{\mathbf{c}_{i} \cup s_{-i}, \mathbf{e}_{i}}^{r_{i} \cup \mathbf{r}_{-i}}|\psi\rangle \cdot\left(\frac{1}{\sqrt{3^{-(n-1)}}} \sum_{\mathbf{r}_{-i}^{\prime}}\left\langle\mathbf{r}_{-i}^{\prime}\right|\right)\left(\frac{1}{\sqrt{3^{-(n-1)}}} \sum_{\mathbf{r}_{-i}^{\prime}}\left|\mathbf{r}_{-i}^{\prime}\right\rangle\right) \\
& =\frac{1}{3^{-2(n-1)}} \sum_{\mathbf{r}_{-i}, \mathbf{s}_{-i}}\langle\psi| A_{\mathbf{r}, \mathbf{e}_{i}}^{c_{\mathbf{r}} \cup \mathbf{s}_{-i}} B_{\mathbf{c}_{i} \cup s_{-i}, \mathbf{e}_{i}}^{r_{i} \cup \mathbf{e}_{-i}}|\psi\rangle=\mathbb{E}_{\mathbf{r}_{-i}, \mathbf{s}_{-i}}\langle\psi| A_{\mathbf{r}, \mathbf{e}_{i}}^{\mathcal{c}_{i} \cup \mathbf{s}_{-i}} B_{\mathbf{c}_{i} \cup s_{-i}, \mathbf{e}_{i}}^{r_{i} \cup \mathbf{r}_{-i}}|\psi\rangle \geq 1-9 \varepsilon
\end{aligned}
$$

Where the last line follows by Fact 23. Similarly,

$$
\begin{aligned}
& \langle\sigma| T^{\prime} \cdot S|\sigma\rangle=\left(\langle\psi| \otimes \frac{1}{\sqrt{3^{-(n-1)}}} \sum_{\mathbf{r}_{-i}}\left\langle\mathbf{r}_{-i}\right| \otimes \frac{1}{\sqrt{3^{-(n-1)}}} \sum_{\mathbf{r}_{-i}^{\prime}}\left\langle\mathbf{r}_{-i}^{\prime}\right| \otimes \frac{1}{\sqrt{3^{-(n-1)}}} \sum_{\mathbf{s}_{-i}}\left\langle\mathbf{s}_{-i}\right|\right) \\
& \times\left(\sum_{\mathbf{r}_{-i}^{\prime}} \sum_{\mathbf{s}_{-i}} A_{\mathbf{r}^{\prime}, \mathbf{e}_{i}}^{c_{i} \cup \mathbf{s}_{-i}} \otimes I \otimes\left|\mathbf{r}_{-i}^{\prime}\right\rangle\left\langle\mathbf{r}_{-i}^{\prime}\right| \otimes\left|\mathbf{s}_{-i}\right\rangle\left\langle\mathbf{s}_{-i}\right|\right)\left(\sum_{\mathbf{r}_{-i}^{\prime}} \sum_{\mathbf{s}_{-i}} B_{\mathbf{c}_{i} \cup U_{-i}, \mathbf{e}_{i}}^{r_{i} \cup \mathbf{u}_{-i}^{\prime}} \otimes I \otimes\left|\mathbf{r}_{-i}^{\prime}\right\rangle\left\langle\mathbf{r}_{-i}^{\prime}\right| \otimes\left|\mathbf{s}_{-i}\right\rangle\left\langle\mathbf{s}_{-i}\right|\right) \\
& \times\left(|\psi\rangle \otimes \frac{1}{\sqrt{3^{-(n-1)}}} \sum_{\mathbf{r}_{-i}}\left|\mathbf{r}_{-i}\right\rangle \otimes \frac{1}{\sqrt{3^{-(n-1)}}} \sum_{\mathbf{r}_{-i}^{\prime}}\left|\mathbf{r}_{-i}^{\prime}\right\rangle \otimes \frac{1}{\sqrt{3^{-(n-1)}}} \sum_{\mathbf{s}_{-i}}\left|\mathbf{s}_{-i}\right\rangle\right) \\
& =\frac{1}{3^{-2(n-1)}} \sum_{\mathbf{r}_{-i}^{\prime}, \mathbf{s}_{-i}}\langle\psi| A_{\mathbf{r}^{\prime}, \mathbf{e}_{i}}^{c_{i} \cup \mathbf{s}_{-i}} B_{\mathbf{c}_{i} \cup s_{-i}, \mathbf{e}_{\mathbf{e}}}^{r_{i} \cup \cup \mathbf{r}_{-i}^{\prime}}|\psi\rangle \cdot\left(\frac{1}{\sqrt{3^{-(n-1)}}} \sum_{\mathbf{r}_{-i}}\left\langle\mathbf{r}_{-i}\right|\right)\left(\frac{1}{\sqrt{3^{-(n-1)}}} \sum_{\mathbf{r}_{-i}}\left|\mathbf{r}_{-i}\right\rangle\right) \\
& =\frac{1}{3^{-2(n-1)}} \sum_{\mathbf{r}_{-i}^{\prime}, \mathbf{s}_{-i}}\langle\psi| A_{\mathbf{r}^{\prime}, \mathbf{e}_{i}}^{c_{i} \cup \mathbf{s}_{-i}} B_{\mathbf{c}_{i} \cup s_{-i}, \mathbf{e}^{\prime}}^{r_{i} \cup \mathbf{r}_{-i}^{\prime}}|\psi\rangle=\mathbb{E}_{\mathbf{r}_{-i}^{\prime}, \mathbf{s}_{-i}}\langle\psi| A_{\mathbf{r}^{\prime}, \mathbf{e}_{i}}^{c_{i} \cup \mathbf{s}_{-i}} B_{\mathbf{c}_{i} \cup \mathbf{c}_{-i} \cup \mathbf{e}_{i}}^{r_{i} \cup \mathbf{e}_{-i}^{\prime}}|\psi\rangle \geq 1-9 \varepsilon
\end{aligned}
$$

Where the last line again follows by Fact 23. It follows by Lemma 47, that

$$
\langle\sigma| T \cdot T^{\prime}|\sigma\rangle \geq 1-36 \varepsilon
$$

## Noting that

$$
\begin{aligned}
& \langle\sigma| T \cdot T^{\prime}|\sigma\rangle=\left(\langle\psi| \otimes \frac{1}{\sqrt{3^{-(n-1)}}} \sum_{\mathbf{r}_{-i}}\left\langle\mathbf{r}_{-i}\right| \otimes \frac{1}{\sqrt{3^{-(n-1)}}} \sum_{\mathbf{r}_{-i}^{\prime}}\left\langle\mathbf{r}_{-i}^{\prime}\right| \otimes \frac{1}{\sqrt{3^{-(n-1)}}} \sum_{\mathbf{s}_{-i}}\left\langle\mathbf{s}_{-i}\right|\right) \\
& \times\left(\sum_{\mathbf{r}_{-i}} A_{\mathbf{r}_{,} \mathbf{e}_{i}}^{\mathbf{c}} \otimes\left|\mathbf{r}_{-i}\right\rangle\left\langle\mathbf{r}_{-i}\right| \otimes I \otimes I\right)\left(\sum_{\mathbf{r}_{-i}^{\prime}} A_{\mathbf{r}^{\prime}, \mathbf{e}_{i}}^{\mathbf{c}} \otimes I \otimes\left|\mathbf{r}_{-i}^{\prime}\right\rangle\left\langle\mathbf{r}_{-i}^{\prime}\right| \otimes I\right) \\
& \times\left(|\psi\rangle \otimes \frac{1}{\sqrt{3^{-(n-1)}}} \sum_{\mathbf{r}_{-i}}\left|\mathbf{r}_{-i}\right\rangle \otimes \frac{1}{\sqrt{3^{-(n-1)}}} \sum_{\mathbf{r}_{-i}^{\prime}}\left|\mathbf{r}_{-i}^{\prime}\right\rangle \otimes \frac{1}{\sqrt{3^{-(n-1)}}} \sum_{\mathbf{s}_{-i}}\left|\mathbf{s}_{-i}\right\rangle\right) \\
& =\frac{1}{3^{-2(n-1)}} \sum_{\mathbf{r}_{-i}, \mathbf{r}_{-i}^{\prime}}\langle\psi| A_{\mathbf{r}, \mathbf{e}_{i}}^{\mathbf{c}} A_{\mathbf{r}^{\prime}, \mathbf{e}_{i}}^{\mathbf{c}}|\psi\rangle=\mathbb{E}_{\mathbf{r}_{-i}, \mathbf{r}_{-i}^{\prime}: \because: r_{i}^{\prime}=r_{i}=r}\langle\psi| A_{\mathbf{r}, \mathbf{e}_{i}}^{\mathbf{c}} A_{\mathbf{r}^{\prime}, \mathbf{e}_{i}}^{\mathbf{c}}|\psi\rangle
\end{aligned}
$$

So, we have,

$$
\left.\left|1-\mathbb{E}_{\mathrm{r}, r^{\prime}: r_{i}^{\prime}=r_{i}^{\prime}=r}\langle\psi| A_{\mathrm{r}, e_{i}}^{\mathrm{c}} \cdot A_{\mathbf{r}^{\prime}, e_{i}}^{\mathrm{c}}\right| \psi\right\rangle\left|=\left|1-\langle\sigma| T \cdot T^{\prime}\right| \sigma\right\rangle \mid \leq 36 \varepsilon
$$

### 3.4 Results

In this section, we state and prove our technical results on the structure of strategies for the parallel repeated Magic Square game. We first give an overview of the proof and then fill in the technical details.

### 3.4.1 Overview

Our result has two main technical components. The first is a theorem that, given a nearoptimal strategy, shows how to construct observables on each players' Hilbert space that approximately satisfy a set of pairwise commutation and anticommutation relations. For a single round of Magic Square one expects to be able to derive these results directly from previously existing rigidity results. The noveity of our result is to produce a rigidity statement which shows that individual rounds of the parallel repeated game must nearly commute with each other, where the commutation bound is polynomial in the number of rounds. That is the key to proving the following theorem.

Theorem 25. Suppose that two players Alice and Bob have an entangled strategy for the $n$-round parallel repeated Magic Square game, which wins with probability at least $1-\varepsilon$. Then, if we adjoin an ancilla register to Alice's space in the appropriate state |ancilla) ${ }_{A}$ (and similarly for Bob in the appropriate state $\mid$ ancilla $\left.\rangle_{B}\right)$, there exist observables $\tilde{A}_{r, k}^{c}$ indexed by $r, c \in\{0,1,2\}$ and $k \in[n]$
acting on Alice's space such that

$$
\begin{array}{lll}
\forall k, r, c, r^{\prime}, c^{\prime}, \quad d_{\psi^{\prime}}\left(\tilde{A}_{r, k}^{c} \tilde{A}_{r^{\prime}, k}^{c^{\prime}}(-1)^{f\left(r, r^{\prime}, c, c^{\prime}\right)} \tilde{A}_{r^{\prime}, k}^{c^{\prime}} \tilde{A}_{r, k}^{c}\right) & \leq O(\sqrt{\varepsilon})  \tag{3.2}\\
\forall k \neq k^{\prime}, r, c, r^{\prime}, c^{\prime}, \quad d_{\psi^{\prime}}\left(\tilde{A}_{r, k}^{c} \tilde{A}_{r^{\prime}, k^{\prime}}^{c^{\prime}} \tilde{A}_{r^{\prime}, k^{\prime}}^{c^{\prime}} \tilde{A}_{r, k}^{c}\right) & \leq O(\sqrt{\varepsilon}) .
\end{array}
$$

where $\left|\psi^{\prime}\right\rangle=|\psi\rangle \otimes \mid$ ancilla $\rangle_{A} \otimes \mid$ ancilla $\rangle_{B}$ denotes the state together with the ancilla registers, and $f\left(r, r^{\prime}, c, c^{\prime}\right)=1$ if $r \neq r^{\prime}$ and $c \neq c^{\prime}$, and 0 otherwise.

Likewise, there exist observables $\tilde{B}_{r, k}^{c}$ on Bob's space such that

$$
\begin{array}{lll}
\forall k, r, c, r^{\prime}, c^{\prime}, & d_{\psi^{\prime}}\left(\tilde{B}_{c, k}^{r} \tilde{B}_{c^{\prime}, k}^{r^{\prime}}(-1)^{f\left(r, r^{\prime}, c, c^{\prime}\right)} \tilde{B}_{c^{\prime}, k}^{r^{\prime}} \tilde{B}_{c, k}^{r}\right) & \leq O(\sqrt{\varepsilon})  \tag{3.3}\\
\forall k \neq k^{\prime}, r, c, r^{\prime}, c^{\prime}, \quad d_{\psi^{\prime}}\left(\tilde{B}_{c, k}^{r} \tilde{B}_{c^{\prime}, k^{\prime}}^{r^{\prime}} \tilde{B}_{c^{\prime}, k^{\prime}}^{r^{\prime}} \tilde{B}_{c, k}^{r}\right) & \leq O(\sqrt{\varepsilon}) .
\end{array}
$$

Moreover, the following consistency relations hold in expectation:

$$
\begin{align*}
& \forall \mathbf{c}, \mathbf{p}, \quad \mathbb{E}_{\mathbf{r}} d_{\psi^{\prime}}\left(A_{\mathbf{r}, \mathbf{p}}^{\mathbf{c}} \otimes I_{\text {ancilla }}, \prod_{k=1}^{n}\left(\tilde{A}_{r_{k}, k}^{c_{k}}\right)^{p_{k}}\right)^{2} \leq O(n \sqrt{\varepsilon})  \tag{3.4}\\
& \forall \mathbf{r}, \mathbf{p}, \quad \mathbb{E}_{\mathbf{c}} d_{\psi^{\prime}}\left(B_{\mathbf{c}, \mathbf{p}}^{\mathbf{r}} \otimes I_{\text {ancilla }}, \prod_{k=1}^{n}\left(\tilde{B}_{c_{k}, k}^{r_{k}}\right)^{p_{k}}\right)^{2} \leq O(n \sqrt{\varepsilon}) \tag{3.5}
\end{align*}
$$

Proof of Theorem 25. The single-round phase relations in Equations (3.2) and (3.3) follow from Lemma 30. The commutation relations between rounds follow from Lemma 31. The consistency relations (Equations (3.4) and (3.5)) follow from Lemma 35.

Having constructed these observables, we use them to build an isometry that "extracts" a $2 n$-qubit state out of the shared state of Alice and Bob. This isometry is local: it does not create any entanglement between Alice and Bob. Moreover, it maps the measurements in the players' strategy to $2 n$-qubit measurements that are close to the ideal strategy.

Theorem 26. Suppose that two players share an entangled state in a Hilbert space $\mathcal{H}$ and operators $\tilde{A}_{r, k^{\prime}}^{c} \tilde{B}_{c, k}^{r}$ satisfying Equations (3.2) and (3.3). Then there exists an isometry $V: \mathcal{H} \rightarrow$
$\mathcal{H} \otimes \mathbb{C}^{2 n} \otimes \mathbb{C}^{2 n} \otimes \mathbb{C}^{2 n} \otimes \mathbb{C}^{2 n}$, and for every $\mathbf{s}, \mathbf{t} \in\{0,1\}^{2 n}$, there exists an operator $W^{A}{ }_{\mathbf{s}, \mathbf{t}}$ on Alice's space (which is a polynomial in the $\tilde{A}_{r, k}^{c}$ ), and for every $\mathbf{u}, \mathbf{v} \in\{0,1\}^{2 n}$ there exists an operator $W_{\mathbf{u}, \mathbf{v}}{ }^{\text {on }}$ Bob's space (which is a polynomial in the $\tilde{B}_{c, k}^{r}$ ), such that

$$
\begin{equation*}
\left.\forall \mathbf{a}, \mathbf{b}, \mathbf{c}, \mathbf{d}, \quad\left|\langle\phi| \sigma_{X}^{A}(\mathbf{s}) \sigma_{Z}^{A}(\mathbf{t}) \sigma_{X}^{B}(\mathbf{u}) \sigma_{Z}^{B}(\mathbf{v})\right| \phi\right\rangle-\langle\psi| W_{\mathbf{s}, \mathbf{t}}^{A} W_{\mathbf{u}, \mathbf{v}}^{B}|\psi\rangle \mid \leq O\left(n^{2} \sqrt{\varepsilon}\right), \tag{3.6}
\end{equation*}
$$

where $|\phi\rangle=V(|\psi\rangle), \sigma_{X}^{A}, \sigma_{Z}^{A}$ are Pauli operators acting on the second output register of $V$, and $\sigma_{X}^{B}, \sigma_{Z}^{B}$ are Pauli operators acting on the fourth output register of $V$.

The proof of this theorem is deferred to Section 3.4.3. As a corollary, we show that the output state of the isometry has high overlap with the state $|E P R\rangle{ }^{\otimes 2 n}$ consisting of $2 n$ EPR pairs shared between Alice and Bob.

Corollary 27. Suppose that two players have an entangled strategy for the $n$-round parallel repeated Magic Square game, which wins with probability at least $1-\varepsilon$. Then, letting $|\phi\rangle=$ $V(|\psi\rangle)$ as in Theorem 26,

$$
\langle\phi||\mathrm{EPR}\rangle\left\langle\left.\mathrm{EPR}\right|^{\otimes 2 n} \otimes I_{j u n k} \mid \phi\right\rangle \geq 1-O\left(n^{2} \sqrt{\varepsilon}\right),
$$

whwere the identity operator $I_{j u k}$ acts on the first, third, and fifth register of the isometry output.

Proof. This follows from Lemma 42 and Lemma 39.

### 3.4.2 Single-round observables

Definition 28. Let $k \in[n]$ be the index of a round, and denote the single round observables associated with that round by $A_{r, k}^{c}:=A_{\mathbf{r}, \mathbf{e}_{k}}^{\mathbf{c}}$ and $B_{c, k}^{r}:=B_{\mathbf{c}, \mathbf{e}_{k}}^{\mathbf{r}}$, where $\mathbf{c}$ and $\mathbf{r}$ are any vectors whose $k$ th coordinates are $r$ and $c$ respectively, and $\mathbf{e}_{k}$ is the vector with $a 1$ in the $k$ th position and Os elsewhere.

Definition 29. For each round $k$, define the state $\mid$ ancilla $\left._{k}\right\rangle_{k}:=\frac{1}{\sqrt{3^{n-1}}} \sum_{\mathbf{r}_{-k} \in\{0,1,2\}^{n-1}}\left|\mathbf{r}_{-k}\right\rangle$.

## Define the dilated state

$$
\left|\psi^{\prime}\right\rangle:=|\psi\rangle \otimes\left|\operatorname{ancilla}_{1}\right\rangle_{1}^{A} \otimes \ldots \otimes\left|\operatorname{ancilla}_{n}\right\rangle_{n}^{A} \otimes\left|\operatorname{ancilla}_{1}\right\rangle_{1}^{B} \otimes \ldots \otimes\left|\operatorname{ancilla}_{n}\right\rangle_{n}^{B}
$$

and define dilated observables on Alice's side

$$
\begin{aligned}
& \tilde{A}_{r, k}^{c}:=\sum_{\mathbf{r}_{-k}} \sum_{\mathbf{a}_{0}, \mathbf{a}_{1}}(-1)^{\left(\mathbf{a}_{c}\right)_{k}} P_{\mathbf{r}}^{\mathbf{a}_{0}, \mathbf{a}_{1}} \otimes I_{1} \otimes \ldots \otimes I_{k-1} \otimes\left|\mathbf{r}_{-k}\right\rangle\left\langle\mathbf{r}_{-k}\right| \otimes I_{k+1} \ldots \otimes I_{n} \\
& =\sum_{\mathbf{r}_{-k}} A_{\mathbf{s}, \mathbf{e}_{k}}^{\mathbf{c}} \otimes I_{1} \otimes \ldots \otimes I_{k-1} \otimes\left|\mathbf{r}_{-k}\right\rangle\left\langle\mathbf{r}_{-k}\right| \otimes I_{k+1} \ldots \otimes I_{n}
\end{aligned}
$$

Where $\mathbf{c}$ in the last line can be any $\mathbf{c}$ satisfying $\mathbf{c}_{k}=c$, and wherever we write a sum over $\mathbf{r}_{-k}$ it is implicit that $r_{k}$ is fixed to be $r_{k}=r$.

Observe that the operators $\tilde{A}_{r, k}^{c}$ are true observables, i.e. they are Hermitian and square to $I$. Moreover, $\tilde{A}_{r, k}^{c}$ simulates the two-outcome POVM whose elements are given by $M^{a_{c}}:=\mathbb{E}_{\mathbf{r}_{-k}} P_{\mathbf{r}, k}^{a_{c}}$. Similarly, define dilated observables on Bob's side

$$
\begin{aligned}
& \tilde{B}_{c, k}^{r}:=\sum_{\mathbf{c}_{-k}} \sum_{\mathbf{b}_{0}, \mathbf{b}_{1}}(-1)^{\left(\mathbf{b}_{r}\right)_{k}} Q_{\mathbf{c}}^{\mathbf{b}_{0}, \mathbf{b}_{1}} \otimes I_{1} \otimes \ldots \otimes I_{k-1} \otimes\left|\mathbf{r}_{-k}\right\rangle\left\langle\mathbf{r}_{-k}\right| \otimes I_{k+1} \ldots \otimes I_{n} \\
& =\sum_{\mathbf{c}_{-k}} B_{\mathbf{c}, \mathbf{e}_{k}}^{\mathbf{r}} \otimes I_{1} \otimes \ldots \otimes I_{k-1} \otimes\left|\mathbf{r}_{-k}\right\rangle\left\langle\mathbf{r}_{-k}\right| \otimes I_{k+1} \ldots \otimes I_{n}
\end{aligned}
$$

Where $\mathbf{r}$ in the last line can be any $\mathbf{r}$ satisfying $\mathbf{r}_{k}=r$, and wherever we write a sum over $\mathbf{c}_{-k}$ it is implicit that $c_{k}$ is fixed to be $c_{k}=c$.

Observe that the operators $\tilde{B}_{c, k}^{r}$ are true observables, i.e. they are Hermitian and square to $I$. Moreover, $\tilde{B}_{c, k}^{r}$ simulates the two-outcome POVM whose elements are given by $M^{b_{c}}:=\mathbb{E}_{\mathbf{c}_{-k}} P_{\mathbf{c}, k}^{b_{r}}$.

Lemma 30. For all $k, r, r^{\prime}, c, c^{\prime}$, it holds that

$$
\|\left(\tilde{A}_{r, k}^{c} \tilde{A}_{r^{\prime}, k}^{c^{\prime}}-(-1)^{f\left(r, r^{\prime}, c, c^{\prime}\right)} \tilde{A}_{r^{\prime}, k}^{c^{\prime}} \tilde{A}_{r, k}^{c}\right)\left|\psi^{\prime}\right\rangle \| \leq O(\sqrt{\varepsilon})
$$

The analogous statement also holds for Bob operators.

Proof. Follows from single round analysis. See Appendix B.2. Replacing the operators $A_{r}^{c}$ in that analysis with $\tilde{A}_{r, k^{\prime}}^{c}$, and replacing $B_{c}^{r}$ in that analysis with $\tilde{B}_{c, k}^{r}$ one may observe that the analysis in Appendix B. 2 still holds.

Lemma 31. For all $k \neq k^{\prime}, r, r^{\prime}, c, c^{\prime}$, it holds that

$$
\|\left(\tilde{A}_{r, k}^{c} \tilde{A}_{r^{\prime}, k^{\prime}}^{c^{\prime}}-\tilde{A}_{r^{\prime}, k^{\prime}}^{c^{\prime}} \tilde{A}_{r, k}^{c}\right)\left|\psi^{\prime}\right\rangle \| \leq O(\sqrt{\varepsilon})
$$

The analogous statement also holds for Bob operators.

Proof. Let $\mathbf{c}$ be any choice of columns such that $c_{k}=c, c_{k^{\prime}}=c^{\prime}$.
Recall that by equation (3.1) we have that

$$
\begin{equation*}
\forall \mathbf{p}, \quad \mathbb{E}_{\mathbf{r}, \mathbf{c}}\langle\psi| A_{\mathbf{r}, \mathbf{p}}^{\mathbf{c}} B_{\mathbf{c}, \mathbf{p}}^{\mathbf{r}}|\psi\rangle \geq 1-\varepsilon \tag{3.7}
\end{equation*}
$$

Setting $\mathbf{p}=\mathbf{e}_{k}$ gives that, for all fixed values of $r_{k}$ and $c_{k}$,

$$
\begin{equation*}
\forall k, \quad \mathbb{E}_{\mathbf{r}_{-k}, \mathbf{c}_{-k}}\langle\psi| A_{\mathbf{r}, \mathbf{e}_{k}}^{\mathbf{c}} B_{\mathbf{c}, \mathbf{e}_{k}}^{\mathrm{r}}|\psi\rangle \geq 1-9 \varepsilon . \tag{3.8}
\end{equation*}
$$

So,

$$
\begin{equation*}
\forall k, \quad \mathbb{E}_{\mathbf{r}_{-k}, \mathbf{c}-k} d_{\psi}\left(A_{\mathbf{r}, \mathbf{e}_{k}}^{\mathbf{c}} B_{\mathbf{c}, \mathbf{e}_{k}}^{\mathbf{r}}\right)^{2} \leq 18 \varepsilon \tag{3.9}
\end{equation*}
$$

Further, recall that $A_{\mathbf{r}, \mathbf{e}_{k}}^{\mathbf{c}}=A_{\mathbf{r}, \mathrm{e}_{k}}^{\mathbf{c}^{\prime}}$ as long as the $k$ th coordinate of $\mathbf{c}$ and $\mathbf{c}^{\prime}$ agree. Denote by $\mathbb{E}_{\mathbf{c} \mid k, k^{\prime}}$ the uniform distribution over choices of column vector $\mathbf{c}$ such that $c_{k}=c$ and
$c_{k^{\prime}}=c^{\prime}$. Then

$$
\begin{aligned}
& d_{\psi}\left(\tilde{A}_{r, k}^{c} \tilde{A}_{r^{\prime}, k^{\prime}}^{c^{\prime}} \tilde{A}_{r^{\prime} k^{\prime}}^{c^{\prime}}, \tilde{A}_{r, k}^{c}\right)=\mathbb{E}_{\mathbf{c} \mid k, k^{\prime}} d_{\psi^{\prime}}\left(\sum _ { \mathbf { r } _ { - k } } \sum _ { \mathbf { r } _ { - k ^ { \prime } } ^ { \prime } } A _ { \mathbf { r } , \mathbf { e } _ { k } } ^ { \mathbf { c } } A _ { \mathbf { r } ^ { \prime } , \mathbf { e } _ { k ^ { \prime } } } ^ { \mathbf { c } } \otimes | \mathbf { r } _ { - k } , \mathbf { r } _ { - k ^ { \prime } } ^ { \prime } \rangle \left\langle\mathbf{r}_{-k},\left.\mathbf{r}_{-k^{\prime}}^{\prime}\right|_{k, k^{\prime}},\right.\right. \\
& \sum_{\mathbf{r}_{-k}} \sum_{\mathbf{r}_{-k^{\prime}}^{\prime}} A_{\mathbf{r}^{\prime}, \mathbf{e}_{k^{\prime}}}^{\mathbf{c}} A_{\mathbf{r}, \mathbf{e}_{k}}^{\mathbf{c}} \otimes\left|\mathbf{r}_{-k}, \mathbf{r}_{-k^{\prime}}^{\prime}\right\rangle\left\langle\mathbf{r}_{-k},\left.\mathbf{r}_{-k^{\prime}}^{\prime}\right|_{k, k^{\prime}}\right)
\end{aligned}
$$

Note that the column vector $\mathbf{c}$ is common to both $A$ operators. Also, as a convention, wherever there is a sum or expectation over $\mathbf{r}_{-k}$ or $\mathbf{r}_{-k^{\prime}}^{\prime}$ in this proof, it is implicit that the values of $r_{k}$ and $r_{k^{\prime}}^{\prime}$ are fixed to be $r_{k}=r$ and $r_{k^{\prime}}^{\prime}=r^{\prime}$. Now, we apply Lemma 44 to move the leftmost $A$ operator to Bob.

$$
\begin{aligned}
\leq \mathbb{E}_{\mathbf{c} \mid k, k^{\prime}} & {\left[d _ { \psi ^ { \prime } } \left(\left.\sum_{\mathbf{r}_{-k}} \sum_{\mathbf{r}_{-k^{\prime}}^{\prime}} A_{\mathbf{c}, \mathbf{e}_{k}}^{\mathbf{r}} B_{\mathbf{c}, \mathbf{e}_{k^{\prime}}}^{\mathbf{r}^{\prime}} \otimes\left|\mathbf{r}_{-k}, \mathbf{r}_{-k^{\prime}}^{\prime}\right\rangle\left\langle\mathbf{r}_{-k}, \mathbf{r}_{-k^{\prime}}^{\prime}\right|\right|_{k, k^{\prime}},\right.\right.} \\
& \sum_{\mathbf{r}_{-k}} \sum_{\mathbf{r}_{-k^{\prime}}^{\prime}} A_{\mathbf{r}^{\prime}, \mathbf{e}_{k^{\prime}}}^{\mathbf{c}} A_{\mathbf{r}, \mathbf{e}_{k}}^{\mathbf{c}} \otimes\left|\mathbf{r}_{-k}, \mathbf{r}_{-k^{\prime}}^{\prime}\right\rangle\left\langle\mathbf{r}_{-k},\left.\mathbf{r}_{-k^{\prime}}^{\prime}\right|_{k, k^{\prime}}\right)+ \\
& d_{\psi^{\prime}}\left(\sum_{\mathbf{r}_{-k}} A_{\mathbf{r}, \mathbf{e}_{k}}^{\mathbf{c}} \otimes\left|\mathbf{r}_{-k}\right\rangle\left\langle\mathbf{r}_{-k}\right| \otimes I_{k^{\prime}} \sum_{\mathbf{r}_{-k^{\prime}}^{\prime}} A_{\mathbf{r}^{\prime}, \mathbf{e}_{k^{\prime}}}^{\mathbf{c}} \otimes I_{k} \otimes\left|\mathbf{r}_{-k^{\prime}}^{\prime}\right\rangle\left\langle\mathbf{r}_{-k^{\prime}}^{\prime}\right|,\right. \\
& \left.\left.\sum_{\mathbf{r}_{-k}} A_{\mathbf{r}, \mathbf{e}_{k}}^{\mathbf{c}} \otimes\left|\mathbf{r}_{-k}\right\rangle\left\langle\mathbf{r}_{-k}\right| \otimes I_{k^{\prime}} \sum_{\mathbf{r}_{-k^{\prime}}^{\prime}} B_{\mathbf{c}, \mathbf{e}_{k^{\prime}}}^{\mathbf{r}^{\prime}} \otimes I_{k} \otimes\left|\mathbf{r}_{-k^{\prime}}^{\prime}\right\rangle\left\langle\mathbf{r}_{-k^{\prime}}^{\prime}\right|\right)\right]
\end{aligned}
$$

Note that $\| \sum_{\mathbf{r}_{-k}} A_{\mathbf{r}_{\mathbf{r}}}^{\mathbf{c}} \mathbf{e} \otimes\left|\mathbf{r}_{-k}\right\rangle\left\langle\mathbf{r}_{-k}\right| \otimes I_{k^{\prime}} \| \leq 1$. Hence, applying Lemma 45 and Lemma 46, we get

$$
\begin{aligned}
\leq \mathbb{E}_{\mathbf{c} \mid k, k^{\prime}} & {\left[d _ { \psi ^ { \prime } } \left(\sum _ { \mathbf { r } _ { - k } } \sum _ { \mathbf { r } _ { - k ^ { \prime } } ^ { \prime } } A _ { \mathbf { c } , \mathbf { e } _ { k } } ^ { \mathbf { r } } B _ { \mathbf { c } , \mathbf { e } _ { k ^ { \prime } } } ^ { \mathbf { r } ^ { \prime } } \otimes | \mathbf { r } _ { - k } , \mathbf { r } _ { - k ^ { \prime } } ^ { \prime } \rangle \left\langle\mathbf{r}_{-k},\left.\mathbf{r}_{-k^{\prime}}^{\prime}\right|_{k, k^{\prime}},\right.\right.\right.} \\
& \sum_{\mathbf{r}_{-k}} \sum_{\mathbf{r}_{-k^{\prime}}^{\prime}} A_{\mathbf{r}^{\prime}, \mathbf{e}_{k^{\prime}}}^{\mathbf{c}} A_{\mathbf{r}, \mathbf{e}_{k}}^{\mathbf{c}} \otimes\left|\mathbf{r}_{-k}, \mathbf{r}_{-k^{\prime}}^{\prime}\right\rangle\left\langle\mathbf{r}_{-k},\left.\mathbf{r}_{-k^{\prime}}^{\prime}\right|_{k, k^{\prime}}\right)+ \\
& \left.\mathbb{E}_{\mathbf{r}_{-k^{\prime}}^{\prime}} d_{\psi}\left(A_{\mathbf{r}^{\prime}, \mathbf{e}_{k^{\prime}}}^{\mathbf{c}} B_{\mathbf{c}, \mathbf{e}_{k^{\prime}}}^{\mathbf{r}^{\prime}}\right)\right]
\end{aligned}
$$

By performing the same steps on the other $A$ operator, we obtain

$$
\begin{aligned}
\leq \mathbb{E}_{\mathbf{c} \mid k, k^{\prime}}[ & d_{\psi^{\prime}}\left(\left.\sum_{\mathbf{r}_{-k}} \sum_{\mathbf{r}_{-k^{\prime}}^{\prime}} B_{\mathbf{c}, \mathbf{e}^{\prime}}^{\mathbf{r}^{\prime}} B_{\mathbf{c}, \mathbf{e}_{k}}^{\mathbf{r}} \otimes\left|\mathbf{r}_{-k}, \mathbf{r}_{-k^{\prime}}^{\prime}\right\rangle\left\langle\mathbf{r}_{-k}, \mathbf{r}_{-k^{\prime}}^{\prime}\right|\right|_{k, k^{\prime}},\right. \\
& \left.\left.\sum_{\mathbf{r}_{-k}} \sum_{\mathbf{r}_{-k^{\prime}}^{\prime}} A_{\mathbf{r}^{\prime}, \mathbf{e}_{k^{\prime}}}^{\mathbf{c}} A_{\mathbf{r}, \mathbf{e}_{k}}^{\mathbf{c}} \otimes\left|\mathbf{r}_{-k}, \mathbf{r}_{-k^{\prime}}^{\prime}\right\rangle\left\langle\mathbf{r}_{-k}, \mathbf{r}_{-k^{\prime}}^{\prime}\right|\right|_{k, k^{\prime}}\right)+ \\
& \left.\mathbb{E}_{\mathbf{r}_{-k}} d_{\psi}\left(A_{\mathbf{r}, \mathbf{e}_{k^{\prime}}}^{\mathbf{c}} B_{\mathbf{c}, \mathbf{e}_{k}}^{\mathbf{r}}\right)+\mathbb{E}_{\mathbf{r}_{-k^{\prime}}^{\prime}} d_{\psi}\left(A_{\mathbf{r}^{\prime}, \mathbf{e}_{k^{\prime}}}^{\mathbf{c}}, B_{\mathbf{c}, \mathbf{e}_{k^{\prime}}}^{\mathbf{r}^{\prime}}\right)\right]
\end{aligned}
$$

Now the $B$ operators can be commuted exactly since they share the same input $\mathbf{c}$.

$$
\begin{aligned}
\leq \mathbb{E}_{\mathbf{c} \mid k, k^{\prime}} & {\left[d _ { \psi ^ { \prime } } \left(\left.\sum_{\mathbf{r}_{-k}} \sum_{\mathbf{r}_{-k^{\prime}}^{\prime}} B_{\mathbf{c}, \mathbf{e}_{k}}^{\mathbf{r}} B_{\mathbf{c}, \mathbf{e}_{k^{\prime}}}^{\mathbf{r}^{\prime}} \otimes\left|\mathbf{r}_{-k}, \mathbf{r}_{-k^{\prime}}^{\prime}\right\rangle\left\langle\mathbf{r}_{-k}, \mathbf{r}_{-k^{\prime}}^{\prime}\right|\right|_{k, k^{\prime}},\right.\right.} \\
& \left.\sum_{\mathbf{r}_{-k}} \sum_{\mathbf{r}_{-k^{\prime}}^{\prime}} A_{\mathbf{r}^{\prime}, \mathbf{e}_{k^{\prime}}}^{\mathbf{c}} A_{\mathbf{r}, \mathbf{e}_{k}}^{\mathbf{c}} \otimes\left|\mathbf{r}_{-k}, \mathbf{r}_{-k^{\prime}}^{\prime}\right\rangle\left\langle\mathbf{r}_{-k}, \mathbf{r}_{-k^{\prime}}^{\prime}\right|{ }_{k, k^{\prime}}\right)+ \\
& \left.\mathbb{E}_{\mathbf{r}_{-k}} d_{\psi}\left(A_{\mathbf{r}, \mathbf{e}_{k}}^{\mathbf{c}} B_{\mathbf{c}, \mathbf{e}_{k}}^{\mathbf{c}}\right)+\mathbb{E}_{\mathbf{r}_{-k^{\prime}}^{\prime}} d_{\psi}\left(A_{\mathbf{r}^{\prime}, \mathbf{e}_{k^{\prime}}}^{\mathbf{c}}, B_{\mathbf{c}, \mathbf{e}_{k^{\prime}}}^{\mathbf{r}^{\prime}}\right)\right]
\end{aligned}
$$

We move the Bs back to Alice by reversing the previous steps, again using Lemmas 44, 45 , and 46

$$
\begin{aligned}
\leq & \mathbb{E}_{\mathbf{c} \mid k, k^{\prime}}\left[d _ { \psi ^ { \prime } } \left(\sum_{\mathbf{r}_{-k}} \sum_{\mathbf{r}_{-k^{\prime}}^{\prime}} A_{\mathbf{r}^{\prime}, \mathbf{e}_{k^{\prime}}}^{\mathbf{c}} A_{\mathbf{r}, \mathbf{e}_{k}}^{\mathbf{c}} \otimes\left|\mathbf{r}_{-k}, \mathbf{r}_{-k^{\prime}}^{\prime}\right\rangle\left\langle\mathbf{r}_{-k}, \mathbf{r}_{-k^{\prime}}^{\prime}\right|{ }_{k, k^{\prime}},\right.\right. \\
& \sum_{\mathbf{r}_{-k}} \sum_{\mathbf{r}_{-k^{\prime}}^{\prime}} A_{\mathbf{r}^{\prime}, \mathbf{e}_{k^{\prime}}}^{\mathbf{c}} A_{\mathbf{r}, \mathbf{e}_{k}}^{\mathbf{c}} \otimes\left|\mathbf{r}_{-k}, \mathbf{r}_{-k^{\prime}}^{\prime}\right\rangle\left\langle\mathbf{r}_{-k},\left.\mathbf{r}_{-k^{\prime}}^{\prime}\right|_{k, k^{\prime}}\right)+ \\
& \left.2 \mathbb{E}_{\mathbf{r}_{-k}} d_{\psi}\left(A_{\mathbf{r}, \mathbf{e}_{k^{\prime}}}^{\mathbf{c}}, B_{\mathbf{c}, \mathbf{e}_{k}}^{\mathbf{r}}\right)+2 \mathbb{E}_{\mathbf{r}_{-k^{\prime}}^{\prime}} d_{\psi}\left(A_{\mathbf{r}^{\prime}, \mathbf{e}_{k^{\prime}}}^{\mathbf{c}}, B_{\mathbf{c}, \mathbf{e}_{k^{\prime}}}^{\mathbf{r}^{\prime}}\right)\right] \\
= & \mathbb{E}_{\mathbf{c} \mid k k^{\prime}}\left(2 \mathbb{E}_{v r_{-k}} d_{\psi}\left(A_{\mathbf{r}, \mathbf{e}_{k}}^{\mathbf{c}} B_{\mathbf{c}, \mathbf{e}_{k}}^{\mathbf{r}}\right)+2 \mathbb{E}_{\mathbf{r}_{-k^{\prime}}^{\prime}} d_{\psi}\left(A_{\mathbf{r}^{\prime}, \mathbf{e}_{k^{\prime}}}^{\mathbf{c}},,_{\mathbf{c}, \mathbf{e}_{k^{\prime}}}^{\mathbf{r}^{\prime}}\right)\right)
\end{aligned}
$$

Finally, we bound this by Equation (3.9). Note that Equation (3.9) is stated with $\mathbb{E}_{\mathbf{r}_{-k}, \mathbf{c}_{-k}}$, but this implies the same statement with $\mathbb{E}_{\mathbf{c} \mid k, k} \mathbb{E}_{\mathbf{r}_{-k}}$ with an additional constant factor of 3. Similarly for $\mathbb{E}_{\mathbf{c} \mid k, k^{\prime}} \mathbb{E}_{\mathbf{r}_{-k^{\prime}}}$. So, continuing our computation:

$$
\leq 4 \cdot 3 \cdot 3 \sqrt{2 \varepsilon}=36 \sqrt{2 \varepsilon}
$$

Lemma 32.

$$
\forall r, c, k, \quad d_{\psi^{\prime}}\left(\tilde{A}_{r, k}^{c}, \tilde{B}_{c, k}^{r}\right) \leq O(\sqrt{\varepsilon})
$$

Proof. In the argument below, let $\mathbf{r}$ be the row vectors agreeing with $r$ on index $k$ and $\mathbf{r}_{-k}$ on the remaining indices; likewise for $\mathbf{c}$ (note that $\mathbf{r}_{-k}$ is stored in Alice's register and and $c_{-k}$ in Bob's). The main trick is to use the freedom of choice of $\mathbf{c}$ on Alice's operators to pick $\mathbf{c}$ agreeing with Bob's ancilla register $\mathbf{c}_{-k}$.

$$
\begin{aligned}
d_{\psi^{\prime}}\left(\tilde{A}_{r, k}^{c}, \tilde{B}_{c, k}^{r}\right)^{2}=\| \frac{1}{3^{n-1}} & \sum_{\mathbf{r}_{-k}, \mathbf{c}_{-k}} A_{\mathbf{r}, \mathbf{e}_{k}}^{\mathbf{c}}|\psi\rangle_{A B} \otimes\left|\mathbf{r}_{-k}\right\rangle_{k}^{A} \otimes\left|\mathbf{c}_{-k}\right\rangle_{k}^{B}- \\
& \frac{1}{3^{n-1}} \sum_{\mathbf{r}_{-k}, \mathbf{c}_{-k}} B_{\mathbf{c}, \mathbf{e}_{k}}^{\mathbf{r}}|\psi\rangle_{A B} \otimes\left|\mathbf{r}_{-k}\right\rangle_{k}^{A} \otimes\left|\mathbf{c}_{-k}\right\rangle_{k}^{B} \|^{2}
\end{aligned}
$$

By Lemma 46 with $i=\left(\mathbf{r}_{-k}, \mathbf{c}_{-k}\right)$,

$$
=\mathbb{E}_{\mathbf{r}_{-k}, \mathbf{c}-k} d_{\psi^{\prime}}\left(A_{\mathbf{r}, k^{\prime}}^{\mathbf{c}} B_{\mathbf{c}, k}^{\mathbf{r}}\right)^{2}
$$

This is bounded by the probability that round $k$ of the test succeeds with inputs $r$ and $c$

$$
\leq O(\varepsilon)
$$

Lemma 33. $\forall \mathbf{r}, \mathbf{c}, \mathbf{p}$ and $\forall i \in[n]$

$$
\left.\left|\left\langle\psi^{\prime}\right|\left(\prod_{k=n}^{i+1}\left(\tilde{B}_{c_{k}, k}^{r_{k}}\right)^{p_{k}}\right) A_{\mathbf{r}, \mathbf{p}}^{\mathbf{c}}\left(\prod_{k=1}^{i} \tilde{A}_{r_{k}, k}^{c_{k}}\right)\right| \psi^{\prime}\right\rangle-\left\langle\psi^{\prime}\right|\left(\prod_{k=n}^{i}\left(\tilde{B}_{c_{k}, k}^{r_{k}}\right)^{p_{k}}\right) A_{\mathbf{r}, \mathbf{p}}^{\mathbf{c}}\left(\prod_{k=1}^{i-1} \tilde{A}_{r_{k}, k}^{c_{k}}\right)\left|\psi^{\prime}\right\rangle \mid \leq O(\sqrt{\varepsilon})
$$

Proof. Fixing $\mathbf{r}, \mathbf{c}, \mathbf{p}$, and fixing $i \in[n]$ we have

$$
\begin{aligned}
& \left.\left|\left\langle\psi^{\prime}\right|\left(\prod_{k=n}^{i+1}\left(\tilde{B}_{c_{k}, k}^{r_{k}}\right)^{p_{k}}\right) A_{\mathbf{r}, \mathbf{p}}^{\mathbf{c}}\left(\prod_{k=1}^{i} \tilde{A}_{r_{k}, k}^{c_{k}}\right)\right| \psi^{\prime}\right\rangle-\left\langle\psi^{\prime}\right|\left(\prod_{k=n}^{i}\left(\tilde{B}_{c_{k}, k}^{r_{k}}\right)^{p_{k}}\right) A_{\mathbf{r}, \mathbf{p}}^{\mathbf{c}}\left(\prod_{k=1}^{i-1} \tilde{A}_{r_{k}, k}^{c_{k}}\right)\left|\psi^{\prime}\right\rangle \mid \\
& =\mid\left\langle\psi^{\prime}\right|\left(\prod_{k=n}^{i+1}\left(\tilde{B}_{c_{k}, k}^{r_{k}}\right)^{p_{k}}\right) A_{\mathbf{r}, \mathbf{p}}^{\mathbf{c}}\left(\prod_{k=1}^{i-1} \tilde{A}_{r_{k}, k}^{c_{k}}\right) \tilde{B}_{c_{i, i}, i}^{r_{i}}\left|\psi^{\prime}\right\rangle+\left\langle\psi^{\prime}\right|\left(\prod_{k=n}^{i+1}\left(\tilde{B}_{c_{k}, k}^{r_{k}}\right)^{p_{k}}\right) A_{\mathbf{r}, \mathbf{p}}^{\mathbf{c}}\left(\prod_{k=1}^{i-1} \tilde{A}_{r_{k}, k}^{c_{k}}\right)\left(\tilde{A}_{c_{i}, i}^{r_{i}}-\tilde{B}_{c_{i, i}}^{r_{i}}\right)\left|\psi^{\prime}\right\rangle \\
& -\left\langle\psi^{\prime}\right|\left(\prod_{k=n}^{i}\left(\tilde{B}_{c_{k}, k}^{r_{k}}\right)^{p_{k}}\right) A_{\mathbf{r}, \mathbf{p}}^{\mathrm{c}}\left(\prod_{k=1}^{i-1} \tilde{A}_{r_{k}, k}^{c_{k}}\right)\left|\psi^{\prime}\right\rangle \mid \\
& \leq \mid\left\langle\psi^{\prime}\right|\left(\prod_{k=n}^{i+1}\left(\tilde{B}_{c_{k}, k}^{r_{k}}\right)^{p_{k}}\right) A_{\mathbf{r}, \mathbf{p}}^{\mathbf{c}}\left(\prod_{k=1}^{i-1} \tilde{A}_{r_{k}, k}^{c_{k}} \tilde{B}_{c_{i, i}}^{r_{i}}\left|\psi^{\prime}\right\rangle-\left\langle\psi^{\prime}\right|\left(\prod_{k=n}^{i}\left(\tilde{B}_{c_{k}, k}^{r_{k}}\right)^{p_{k}}\right) A_{\mathbf{r}, \mathbf{p}}^{\mathbf{c}}\left(\prod_{k=1}^{i-1} \tilde{A}_{r_{k}, k}^{c_{k}}\right)\left|\psi^{\prime}\right\rangle \mid\right. \\
& \left.+\left|\left\langle\psi^{\prime}\right|\left(\prod_{k=n}^{i+1}\left(\tilde{B}_{c_{k}, k}^{r_{k}}\right)^{p_{k}}\right) A_{\mathbf{r}, \mathrm{p}}^{\mathbf{c}}\left(\prod_{k=1}^{i-1} \tilde{A}_{r_{k}, k}^{c_{k}}\right)\left(\tilde{A}_{c_{i, i}}^{r_{i}}-\tilde{B}_{c_{i}, i}^{r_{i}}\right)\right| \psi^{\prime}\right\rangle \mid \\
& \leq \mid\left\langle\psi^{\prime}\right|\left(\prod_{k=n}^{i+1}\left(\tilde{B}_{c_{k}, k}^{r_{k}}\right)^{p_{k}}\right) \tilde{B}_{c_{i}, i}^{r_{i}} A_{\mathbf{r}, \mathbf{p}}^{\mathbf{c}}\left(\prod_{k=1}^{i-1} \tilde{A}_{r_{k}, k}^{c_{k}} \tilde{B}_{c_{i, i}}^{r_{i}}\left|\psi^{\prime}\right\rangle-\left\langle\psi^{\prime}\right|\left(\prod_{k=n}^{i}\left(\tilde{B}_{c_{k}, k}^{r_{k}}\right)^{p_{k}}\right) A_{\mathbf{r}, \mathbf{p}}^{\mathbf{c}}\left(\prod_{k=1}^{i-1} \tilde{A}_{r_{k}, k}^{c_{k}}\right)\left|\psi^{\prime}\right\rangle \mid\right. \\
& +d_{\psi^{\prime}}\left(\tilde{A}_{r_{i}, i}^{c_{i}} \tilde{B}_{c_{i}, i}^{r_{i}}\right) \\
& \leq 0+O(\sqrt{\varepsilon})=O(\sqrt{\varepsilon}) \text {. }
\end{aligned}
$$

Here the last inequality uses Lemma 32 , and the second to last inequality uses that $\tilde{B}_{c_{i, i}}^{r_{i}}$ commutes with all Alice operators, and that $\left(\prod_{k=n}^{i+1}\left(\tilde{B}_{c_{k}, k}\right)^{p_{k}}\right) A_{\mathbf{r}, \mathbf{p}}^{\mathrm{c}}\left(\prod_{k=1}^{i-1} \tilde{A}_{r_{k}, k}^{c_{k}}\right)$ is a unitary, so that

$$
\left.\left.\left|\left\langle\psi^{\prime}\right|\left(\prod_{k=n}^{i+1}\left(\tilde{B}_{c_{k}, k}^{r_{k}}\right)^{p_{k}}\right) A_{\mathbf{r}, \mathbf{p}}^{c}\left(\prod_{k=1}^{i-1} \tilde{A}_{r_{k}, k}^{c_{k}}\right)\left(\tilde{A}_{c_{i, i},}^{r_{i}}-\tilde{B}_{c_{i}, i}^{r_{i}}\right)\right| \psi^{\prime}\right\rangle\left|\leq \|\left(\tilde{A}_{c_{i, i}}^{r_{i}}-\tilde{B}_{c_{i}, i}^{r_{i}}\right)\right| \psi^{\prime}\right\rangle \|=d_{\psi^{\prime}}\left(\tilde{A}_{r_{i, i}}^{c_{i}}, \tilde{c}_{c_{i, i} i}^{r_{i}}\right) .
$$

## Lemma 34.

$$
\begin{align*}
& \mid \mathbb{E}_{\mathbf{r}}\left(\left\langle\psi^{\prime}\right|\left(\prod_{k=n}^{i+2}\left(\tilde{B}_{c_{k}, k}^{r_{k}}\right)^{p_{k}}\right)\left(\prod_{k=n}^{i+1} A_{\mathbf{r}, p_{k} \cdot \mathbf{e}_{k}}^{\mathbf{c}} \otimes I\right)\left(\tilde{A}_{r_{i+1}, i+1}^{c_{i+1}}\right)\left|\psi^{\prime}\right\rangle\right. \\
&  \tag{3.10}\\
& \left.\quad-\left\langle\psi^{\prime}\right|\left(\prod_{k=n}^{i+1}\left(\tilde{B}_{c_{k}, k}^{r_{k}}\right)^{p_{k}}\right)\left(\prod_{k=n}^{i} A_{\mathbf{r}, p_{k} \cdot \mathbf{e}_{k}}^{\mathbf{c}} \otimes I\right)\left(\tilde{A}_{r_{i}, i}^{c_{i}}\right)\left|\psi^{\prime}\right\rangle\right) \mid \leq O(\sqrt{\varepsilon})
\end{align*}
$$

and

$$
\begin{equation*}
\mathbb{E}_{\mathbf{r}}\left(1-\left\langle\psi^{\prime}\right| A_{\mathbf{r}, p_{n} \cdot \mathbf{e}_{n}}^{\mathbf{c}}\left(\tilde{A}_{r_{n}, n}^{c_{n}}\right)\left|\psi^{\prime}\right\rangle\right) \leq O(\sqrt{\varepsilon}) \tag{3.11}
\end{equation*}
$$

Proof.

$$
\begin{aligned}
& \left|\mathbb{E}_{\mathbf{r}}\left(\left\langle\psi^{\prime}\right|\left(\prod_{k=n}^{i+2} \tilde{B}_{c_{k}, k}^{r_{k}}\right)\left(\prod_{k=n}^{i+1} A_{\mathbf{r}, p_{k} \cdot \mathbf{e}_{k}}^{\mathbf{c}} \otimes I\right)\left(\tilde{A}_{r_{i+1}, i+1}^{c_{i+1}}\right)\left|\psi^{\prime}\right\rangle-\left\langle\psi^{\prime}\right|\left(\prod_{k=n}^{i+1} \tilde{B}_{c_{k}, k}^{r_{k}}\right)\left(\prod_{k=n}^{i} A_{\mathbf{r}, p_{k} \cdot \mathbf{e}_{k}}^{\mathbf{c}} \otimes I\right)\left(\tilde{A}_{r_{i}, i}^{c_{i}}\right)\left|\psi^{\prime}\right\rangle\right)\right| \\
& =\mid \mathbb{E}_{\mathbf{r}}\left(\left\langle\psi^{\prime}\right|\left(\prod_{k=n}^{i+2} \tilde{B}_{c_{k}, k}^{r_{k}}\right)\left(\prod_{k=n}^{i+1} A_{\mathbf{r}, p_{k} \cdot \mathbf{e}_{k}}^{\mathbf{c}} \otimes I\right)\left(\tilde{A}_{r_{i+1}, i+1}^{c_{i+1}}\right)\left|\psi^{\prime}\right\rangle-\left\langle\psi^{\prime}\right|\left(\prod_{k=n}^{i+2} \tilde{B}_{c_{k}, k}^{r_{k}}\right)\left(\prod_{k=n}^{i+1} A_{\mathbf{r}, p_{k} \cdot \mathbf{e}_{k}}^{\mathbf{c}} \otimes I\right)\left(\tilde{B}_{c_{i+1}, i+1}^{r_{i+1}}\right)\left|\psi^{\prime}\right\rangle\right. \\
& \left.+\left\langle\psi^{\prime}\right|\left(\prod_{k=n}^{i+2} \tilde{B}_{c_{k}, k}^{r_{k}}\right)\left(\prod_{k=n}^{i+1} A_{\mathbf{r}, p_{k} \cdot \mathbf{e}_{k}}^{\mathbf{c}} \otimes I\right)\left(\tilde{B}_{c_{i+1}, i+1}^{r_{i+1}}\right)\left|\psi^{\prime}\right\rangle-\left\langle\psi^{\prime}\right|\left(\prod_{k=n}^{i+1} \tilde{B}_{c_{k}, k}^{r_{k}}\right)\left(\prod_{k=n}^{i} A_{\mathbf{r}, p_{k} \cdot \mathbf{e}_{k}}^{\mathbf{c}} \otimes I\right)\left(\tilde{A}_{r_{i, i}, i}^{c_{i}}\right)\left|\psi^{\prime}\right\rangle\right) \mid \\
& \leq\left|\mathbb{E}_{\mathbf{r}}\left(\left\langle\psi^{\prime}\right|\left(\prod_{k=n}^{i+2} \tilde{B}_{c_{k}, k}^{r_{k}}\right)\left(\prod_{k=n}^{i+1} A_{\mathbf{r}, p_{k} \cdot \mathbf{e}_{k}}^{\mathbf{c}} \otimes I\right)\left(\tilde{A}_{r_{i+1}, i+1}^{c_{i+1}}\right)\left|\psi^{\prime}\right\rangle-\left\langle\psi^{\prime}\right|\left(\prod_{k=n}^{i+2} \tilde{B}_{c_{k}, k}^{r_{k}}\right)\left(\prod_{k=n}^{i+1} A_{\mathbf{r}, p_{k} \cdot \mathbf{e}_{k}}^{\mathbf{c}} \otimes I\right)\left(\tilde{B}_{c_{i+1}, i+1}^{r_{i+1}}\right)\left|\psi^{\prime}\right\rangle\right)\right| \\
& +\left|\mathbb{E}_{\mathbf{r}}\left(\left\langle\psi^{\prime}\right|\left(\prod_{k=n}^{i+2} \tilde{B}_{c_{k}, k}^{r_{k}}\right)\left(\prod_{k=n}^{i+1} A_{\mathbf{r}, p_{k} \cdot \mathbf{e}_{k}}^{\mathbf{c}} \otimes I\right)\left(\tilde{B}_{c_{i+1}, i+1}^{r_{i+1}}\right)\left|\psi^{\prime}\right\rangle-\left\langle\psi^{\prime}\right|\left(\prod_{k=n}^{i+1} \tilde{B}_{c_{k}, k}^{r_{k}}\right)\left(\prod_{r_{r}, p_{k} \cdot \mathbf{e}_{k}}^{i} \otimes I\right)\left(\tilde{A}_{r_{i}, i}^{c_{i}}\right)\left|\psi^{\prime}\right\rangle\right)\right| \\
& \leq\left|\mathbb{E}_{\mathbf{r}}\left(d_{\psi^{\prime}}\left(\tilde{A}_{r_{i+1}, i+1}^{c_{i+1}}, \tilde{B}_{c_{i+1}, i+1}^{r_{i+1}}\right)\right)\right| \\
& +\left|\mathbb{E}_{\mathbf{r}}\left(\left\langle\psi^{\prime}\right|\left(\prod_{k=n}^{i+1} \tilde{B}_{c_{k}, k}^{r_{k}}\right)\left(\prod_{k=n}^{i+1} A_{\mathbf{r}, p_{k} \cdot \mathbf{e}_{k}}^{\mathbf{c}} \otimes I\right)\left|\psi^{\prime}\right\rangle-\left\langle\psi^{\prime}\right|\left(\prod_{k=n}^{i+1} \tilde{B}_{c_{k}, k}^{r_{k}}\right)\left(\prod_{k=n}^{i+1} A_{\mathbf{r}, p_{k} \cdot \mathbf{e}_{k}}^{\mathbf{c}} \otimes I\right) \cdot A_{\mathbf{r}, p_{i} \cdot \mathbf{e}_{i}}^{\mathbf{c}} \otimes I \cdot\left(\tilde{A}_{r_{i}, i}^{c_{i}}\right)\left|\psi^{\prime}\right\rangle\right)\right| \\
& \leq\left|\mathbb{E}_{\mathbf{r}}\left(d_{\psi^{\prime}}\left(\tilde{A}_{r_{i+1}, i+1}^{c_{i+1}}, \tilde{B}_{c_{i+1}, i+1}^{r_{i+1}}\right)\right)\right|+\left|\mathbb{E}_{\mathbf{r}}\left(d_{\psi^{\prime}}\left(I,\left(A_{\mathbf{r}, p_{i} \cdot \mathbf{e}_{i}}^{\mathbf{c}} \otimes I\right) \cdot \tilde{A}_{r_{i}, i}^{c_{i}}\right)\right)\right|
\end{aligned}
$$

Where the second to last inequality uses the fact that $\|\left\langle\psi^{\prime}\right|\left(\prod_{k=n}^{i+2} \tilde{B}_{c_{k}, k}^{r_{k}}\right)\left(\prod_{k=n}^{i+1} A_{\mathbf{r}, p_{k} \cdot \mathbf{e}_{k}}^{\mathbf{c}} \otimes\right.$ $I) \|=1$, and the third inequality uses that fact that $\|\left\langle\psi^{\prime}\right|\left(\prod_{k=n}^{i+1} \tilde{B}_{c_{k}, k}^{r_{k}}\right)\left(\prod_{k=n}^{i+1} A_{\mathbf{r}, p_{k} \cdot \mathbf{e}_{k}}^{\mathbf{c}} \otimes\right.$
$I) \|=1$. Now, applying Lemma 32, we have

$$
\begin{align*}
& \left|\mathbb{E}_{\mathbf{r}}\left(\left\langle\psi^{\prime}\right|\left(\prod_{k=n}^{i+2} \tilde{B}_{c_{k}, r^{\prime}}^{r_{k}}\right)\left(\prod_{k=n}^{i+1} A_{\mathbf{r}, p_{k} \cdot \mathbf{e}_{k}}^{\mathbf{c}} \otimes I\right)\left(\tilde{A}_{r_{i+1}, i+1}^{c_{i+1}}\right)\left|\psi^{\prime}\right\rangle-\left\langle\psi^{\prime}\right|\left(\prod_{k=n}^{i+1} \tilde{B}_{c_{k}, k}^{r_{k}}\right)\left(\prod_{k=n}^{i} A_{\mathbf{r}, p_{k} \cdot \mathbf{e}_{k}}^{\mathbf{c}} \otimes I\right)\left(\tilde{A}_{r_{i, i}, i}^{c_{i}}\right)\left|\psi^{\prime}\right\rangle\right)\right| \\
& \leq \mathbb{E}_{\mathbf{r}}\left(d_{\psi^{\prime}}\left(\tilde{A}_{r_{i+1}, i+1}^{c_{i+1}}, \tilde{B}_{c_{i+1}, i+1}^{r_{i+1}}\right)\right)+\mathbb{E}_{\mathbf{r}}\left(d_{\psi^{\prime}}\left(I,\left(A_{\mathbf{r}, p_{i} \cdot \mathbf{e}_{i}}^{\mathbf{c}} \otimes I\right) \cdot \tilde{A}_{r_{i}, i}^{c_{i}}\right)\right) \\
& \leq O(\sqrt{\varepsilon})+\mathbb{E}_{\mathbf{r}}\left(d_{\psi^{\prime}}\left(I,\left(A_{\mathbf{r}, p_{i} \cdot \mathbf{e}_{i}}^{\mathbf{c}} \otimes I\right) \cdot \tilde{A}_{r_{i}, i}^{c_{i}}\right)\right) \tag{3.12}
\end{align*}
$$

And we note that

$$
\begin{align*}
& \mathbb{E}_{\mathbf{r}}\left(d_{\psi^{\prime}}\left(I,\left(A_{\mathbf{r}, p_{i} \cdot \mathbf{e}_{i}}^{\mathbf{c}} \otimes I\right) \cdot \tilde{A}_{r_{i}, i}^{c_{i}}\right)^{2}\right) \\
& =\mathbb{E}_{\mathbf{r}}\left(\|\left|\psi^{\prime}\right\rangle-\left(A_{\mathbf{r}, p_{i} \cdot \mathbf{e}_{i}}^{\mathbf{c}} \otimes I\right) \cdot \tilde{A}_{r_{i}, i}^{c_{i}}\left|\psi^{\prime}\right\rangle \|^{2}\right) \\
& =\mathbb{E}_{\mathbf{r}}\left(2-2\left\langle\psi^{\prime}\right|\left(A_{\mathbf{r}, p_{i} \cdot \mathbf{e}_{i}}^{\mathbf{c}} \otimes I\right) \cdot \tilde{A}_{r_{i}, i}^{c_{i}}\left|\psi^{\prime}\right\rangle\right) \\
& =\mathbb{E}_{\mathbf{r}}\left(2-2\left(\langle\psi| \otimes \frac{1}{\sqrt{3^{n-1}}} \sum_{\mathbf{r}_{-k} \in\{0,1,2\}^{n-1}}\left\langle\mathbf{r}_{-k}\right|\right)\left(A_{\mathbf{r}, p_{i} \cdot \mathbf{e}_{i}}^{\mathbf{c}} \otimes I\right) \cdot\left(\sum_{\mathbf{r}^{\prime}: r_{i}^{\prime}=r_{i}} A_{\mathbf{r}^{\prime}, \mathbf{e}_{i}}^{\mathbf{c}} \otimes\left|\mathbf{r}_{-i}^{\prime}\right\rangle\left\langle\mathbf{r}_{-i}^{\prime}\right|\right) \times \ldots\right. \\
& \left.\ldots \times\left(|\psi\rangle \otimes \frac{1}{\sqrt{3^{n-1}}} \sum_{\mathbf{r}_{-k} \in\{0,1,2\}^{n-1}}\left|\mathbf{r}_{-k}\right\rangle\right)\right) \\
& =\mathbb{E}_{\mathbf{r}}\left(2-2 \cdot \frac{1}{3^{n-1}} \sum_{\mathbf{r}^{\prime}: r_{i}^{\prime}=r_{i}}\langle\psi| A_{\mathbf{r}, p_{i}}^{\mathbf{c}} \cdot \mathbf{e}_{i} \cdot A_{\mathbf{r}^{\prime}, \mathbf{e}_{i}}^{\mathbf{c}}|\psi\rangle \cdot\left\langle\mathbf{r}_{-i}^{\prime}\right|\left|\mathbf{r}_{-i}^{\prime}\right\rangle\left\langle\mathbf{r}_{-i}^{\prime}\right|\left|\mathbf{r}_{-i}^{\prime}\right\rangle\right) \\
& =\mathbb{E}_{\mathbf{r}}\left(2-2 \cdot \mathbb{E}_{\mathbf{r}^{\prime}: r_{i}^{\prime}=r_{i}}\langle\psi| A_{\mathbf{r}, p_{i} \cdot \mathbf{e}_{i}}^{\mathbf{c}} \cdot A_{\mathbf{r}^{\prime}, \mathbf{e}_{i}}^{\mathbf{c}}|\psi\rangle\right)=2\left(1-\mathbb{E}_{\mathbf{r}, \mathbf{r}^{\prime}: r_{i}^{\prime}=r_{i}}\langle\psi| A_{\mathbf{r}, p_{i}}^{\mathbf{c}} \cdot \mathbf{e}_{i} \cdot A_{\mathbf{r}^{\prime}, \mathbf{e}_{i}}^{\mathbf{c}}|\psi\rangle\right) \\
& \leq 2 \cdot 3 \cdot 36 \varepsilon \tag{3.14}
\end{align*}
$$

Where the last inequality follows from Lemma 24. Furthermore, by Jensen's inequality it follows that:

$$
\mathbb{E}_{\mathbf{r}}\left(d_{\psi^{\prime}}\left(I,\left(A_{\mathbf{r}, p_{i} \cdot \mathbf{e}_{i}}^{\mathrm{c}} \otimes I\right) \cdot \tilde{A}_{r_{i}, i}^{c_{i}}\right)\right) \leq \sqrt{\mathbb{E}_{\mathbf{r}}\left(d_{\psi^{\prime}}\left(I,\left(A_{\mathbf{r}, p_{i} \cdot \mathbf{e}_{i}}^{\mathrm{c}} \otimes I\right) \cdot \tilde{A}_{r_{i}, i}^{c_{i}}\right)^{2}\right)} \leq O(\sqrt{\varepsilon})
$$

Now, resuming the calculation in equation (3.12), we have that

$$
\begin{aligned}
& \left|\mathbb{E}_{\mathbf{r}}\left(\left\langle\psi^{\prime}\right|\left(\prod_{k=n}^{i+2} \tilde{B}_{c_{k}, k}^{r_{k}}\right)\left(\prod_{k=n}^{i+1} A_{\mathbf{r}, p_{k} \cdot \mathbf{e}_{k}}^{\mathbf{c}} \otimes I\right)\left(\tilde{A}_{r_{i+1}, i+1}^{c_{i+1}}\right)\left|\psi^{\prime}\right\rangle-\left\langle\psi^{\prime}\right|\left(\prod_{k=n}^{i+1} \tilde{B}_{c_{k}, k}^{r_{k}}\right)\left(\prod_{k=n}^{i} A_{\mathbf{r}, p_{k} \cdot \mathbf{e}_{k}}^{\mathbf{c}} \otimes I\right)\left(\tilde{A}_{r_{i, i}}^{c_{i}}\right)\left|\psi^{\prime}\right\rangle\right)\right| \\
& \leq O(\sqrt{\varepsilon})+\mathbb{E}_{\mathbf{r}}\left(d_{\psi^{\prime}}\left(I,\left(A_{\mathbf{r}, p_{i} \cdot \mathbf{e}_{i}}^{\mathbf{c}} \otimes I\right) \cdot \tilde{A}_{r_{i, i}}^{c_{i}}\right)\right) \leq O(\sqrt{\varepsilon})
\end{aligned}
$$

Finally, note that, since Equation 3.14 is valid for every $i$, it follows by the same calculation, with $i=n$, that:

$$
\left|\mathbb{E}_{\mathbf{r}}\left(1-\left\langle\psi^{\prime}\right| A_{\mathbf{r}, p_{n} \cdot e_{n}}^{\mathbf{c}}\left(\tilde{A}_{r_{n, n}}^{c_{n}}\right)\left|\psi^{\prime}\right\rangle\right)\right| \leq O(\varepsilon) \leq O(\sqrt{\varepsilon})
$$

## Lemma 35.

$$
\forall \mathbf{c}, \mathbf{p}, \quad \mathbb{E}_{\mathbf{r}} d_{\psi^{\prime}}\left(A_{\mathbf{r}, \mathbf{p}}^{\mathbf{c}} \otimes I, \prod_{k=1}^{n}\left(\tilde{A}_{r_{k}, k}^{c_{k}}\right)^{p_{k}}\right)^{2} \leq O(n \sqrt{\varepsilon})
$$

The analogous statement also holds for Bob operators

Proof. For simplicity of notation, throughout this proof, we will denote $A_{\mathbf{r}}^{\mathfrak{c}} \otimes I$ simply by $A_{\mathrm{r}}^{\mathrm{c}}$. Start by noting that we have the following exact property:

$$
A_{\mathbf{r}, \mathbf{p}}^{\mathrm{c}} A_{\mathrm{r}, \mathbf{p}^{\prime}}^{\mathrm{c}}=A_{\mathrm{r}, \mathrm{p}+\mathbf{p}^{\prime}}^{\mathrm{c}}
$$

As a consequence, we may decompose each observable $A_{\mathbf{r}, \mathrm{p}}^{\mathrm{c}}$ into a product of single-round observables

$$
A_{\mathbf{r}, \mathbf{p}}^{\mathfrak{c}}=A_{\mathbf{r}, p_{1}}^{\mathbf{c}} \ldots A_{\mathbf{r}, p_{k}}^{\mathbf{c}} .
$$

So, fixing any value of $\mathbf{c}$, and $\mathbf{p}$, we have

$$
\begin{aligned}
& \mathbb{E}_{\mathbf{r}} d_{\psi^{\prime}}\left(A_{\mathbf{r}, \mathbf{p}}^{\mathbf{c}} \prod_{k=1}^{n}\left(\tilde{A}_{r_{k}, k}^{c_{k}}\right)^{p_{k}}\right)^{2} \\
& =\mathbb{E}_{\mathbf{r}}\left(\left\langle\psi^{\prime}\right| A_{\mathbf{r}, \mathbf{p}}^{\mathbf{c}} A_{\mathbf{r}, \mathbf{p}}^{\mathbf{c}}\left|\psi^{\prime}\right\rangle+\left\langle\psi^{\prime}\right|\left(\prod_{k=1}^{n}\left(\tilde{A}_{r_{k}, k}^{c_{k}}\right)^{p_{k}}\right)^{\dagger}\left(\prod_{k=1}^{n}\left(\tilde{A}_{r_{k}, k}^{c_{k}}\right)^{p_{k}}\right)\left|\psi^{\prime}\right\rangle-\left\langle\psi^{\prime}\right| A_{\mathbf{r}, \mathbf{p}}^{\mathbf{c} \dagger}\left(\prod_{k=1}^{n}\left(\tilde{A}_{r_{k}, k}^{c_{k}}\right)^{p_{k}}\right)\left|\psi^{\prime}\right\rangle\right. \\
& \left.-\left\langle\psi^{\prime}\right|\left(\prod_{k=1}^{n}\left(\tilde{A}_{r_{k}, k}^{c_{k}}\right)^{p_{k}}\right)^{\dagger} A_{\mathbf{r}, \mathbf{p}}^{\mathbf{c}}\left|\psi^{\prime}\right\rangle\right)=2 \mathbb{E}_{\mathbf{r}}\left(1-\left\langle\psi^{\prime}\right| A_{\mathbf{r}, \mathbf{p}}^{\mathbf{c}}\left(\prod_{k=1}^{n}\left(\tilde{A}_{r_{k}, k}^{c_{k}}\right)^{p_{k}}\right)\left|\psi^{\prime}\right\rangle\right)
\end{aligned}
$$

Where, in the second equality we are using the fact that $A_{\mathbf{r}, \mathbf{p}}^{\mathbf{c}}$ is Hermitian to get that

$$
\left\langle\psi^{\prime}\right| A_{\mathbf{r}, \mathbf{p}}^{\mathbf{c}}\left(\prod_{k=1}^{n}\left(\tilde{A}_{r_{k}, k}^{c_{k}}\right)^{p_{k}}\right)\left|\psi^{\prime}\right\rangle=\left\langle\psi^{\prime}\right| A_{\mathbf{r}, \mathbf{p}}^{\mathrm{c}}\left(\prod_{k=1}^{n}\left(\tilde{A}_{r_{k}, k}^{c_{k}}\right)^{p_{k}}\right)\left|\psi^{\prime}\right\rangle=\left\langle\psi^{\prime}\right|\left(\prod_{k=1}^{n}\left(\tilde{A}_{r_{k}, k}^{c_{k}}\right)^{p_{k}}\right)^{\dagger} A_{\mathbf{r}, \mathbf{p}}^{\mathbf{c}}\left|\psi^{\prime}\right\rangle
$$

Continuing, we have

$$
\begin{aligned}
& \mathbb{E}_{\mathbf{r}} d_{\psi^{\prime}}\left(A_{\mathbf{r}, \mathbf{p}}^{\mathbf{c}} \prod_{k=1}^{n}\left(\tilde{A}_{r_{k}, k}^{c_{k}}\right)^{p_{k}}\right)^{2} \\
&= 2 \mathbb{E}_{\mathbf{r}}\left(1-\left\langle\psi^{\prime}\right| A_{\mathbf{r}, \mathbf{p}}^{\mathbf{c}}\left(\prod_{k=1}^{n}\left(\tilde{A}_{r_{k}, k}^{c_{k}}\right)^{p_{k}}\right)\left|\psi^{\prime}\right\rangle\right) \\
&= 2 \mathbb{E}_{\mathbf{r}}\left(1-\left\langle\psi^{\prime}\right|\left(\prod_{k=n}^{2}\left(\tilde{B}_{c_{k}, k}^{r_{k}}\right)^{p_{k}}\right) A_{\mathbf{r}, \mathbf{p}}^{\mathbf{c}}\left(\tilde{A}_{r_{1}, 1}^{c_{1}}\right)\left|\psi^{\prime}\right\rangle\right. \\
&\left.\quad-\sum_{i=n}^{1}\left(\left\langle\psi^{\prime}\right|\left(\prod_{k=n}^{i+1}\left(\tilde{B}_{c_{k}, k}^{r_{k}}\right)^{p_{k}}\right) A_{\mathbf{r}, \mathbf{p}}^{\mathbf{c}}\left(\prod_{k=1}^{i}\left(\tilde{A}_{r_{k}, k}^{c_{k}}\right)^{p_{k}}\right)\left|\psi^{\prime}\right\rangle-\left\langle\psi^{\prime}\right|\left(\prod_{k=n}^{i}\left(\tilde{B}_{c_{k}, k}^{r_{k}}\right)^{p_{k}}\right) A_{\mathbf{r}, \mathbf{p}}^{\mathbf{c}}\left(\prod_{k=1}^{i-1}\left(\tilde{A}_{r_{k}, k}^{c_{k}}\right)^{p_{k}}\right)\left|\psi^{\prime}\right\rangle\right)\right) \\
& \leq 2 \mathbb{E}_{\mathbf{r}}\left(1-\left\langle\psi^{\prime}\right|\left(\prod_{k=n}^{2}\left(\tilde{B}_{c_{k}, k}^{r_{k}}\right)^{p_{k}}\right) A_{\mathbf{r}, \mathbf{p}}^{\mathbf{c}}\left(\tilde{A}_{r_{1}, 1}^{c_{1}}\right)\left|\psi^{\prime}\right\rangle\right) \\
&\left.\quad+\sum_{i=n}^{1} 2 \mathbb{E}_{\mathbf{r}}\left(\left|\left\langle\psi^{\prime}\right|\left(\prod_{k=n}^{i+1}\left(\tilde{B}_{c_{k}, k}^{r_{k}}\right)^{p_{k}}\right) A_{\mathbf{r}, \mathbf{p}}^{\mathbf{c}}\left(\prod_{k=1}^{i}\left(\tilde{A}_{r_{k}, k}^{c_{k}}\right)^{p_{k}}\right)\right| \psi^{\prime}\right\rangle-\left\langle\psi^{\prime}\right|\left(\prod_{k=n}^{i}\left(\tilde{B}_{c_{k}, k}^{r_{k}}\right)^{p_{k}}\right) A_{\mathbf{r}, \mathbf{p}}^{\mathbf{c}}\left(\prod_{k=1}^{i-1}\left(\tilde{A}_{r_{k}, k}^{c_{k}}\right)^{p_{k}}\right)\left|\psi^{\prime}\right\rangle \mid\right) .
\end{aligned}
$$

We now apply Lemma 33 inside the expectation:

$$
\begin{aligned}
& \leq 2 \mathbb{E}_{\mathbf{r}}\left(1-\left\langle\psi^{\prime}\right|\left(\prod_{k=n}^{2}\left(\tilde{B}_{c_{k}, k}^{r_{k}}\right)^{p_{k}}\right) A_{\mathbf{r}, \mathbf{p}}^{\mathbf{c}}\left(\tilde{A}_{r_{1}, 1}^{c_{1}}\right)\left|\psi^{\prime}\right\rangle\right)+\sum_{i=1}^{n} 2 \cdot O(\sqrt{\varepsilon}) \\
&= 2 \mathbb{E}_{\mathbf{r}}\left(1-\left\langle\psi^{\prime}\right|\left(\prod_{k=n}^{2}\left(\tilde{B}_{c_{k}, k}^{r_{k}}\right)^{p_{k}}\right) A_{\mathbf{r}, \mathbf{p}}^{\mathbf{c}}\left(\tilde{A}_{r_{1}, 1}^{c_{1}}\right)\left|\psi^{\prime}\right\rangle\right)+O(n \sqrt{\varepsilon}) \\
&= 2 \mathbb{E}_{\mathbf{r}}\left(1-\left\langle\psi^{\prime}\right|\left(\prod_{k=n}^{2}\left(\tilde{B}_{c_{k}, k}^{r_{k}}\right)^{p_{k}}\right)\left(\prod_{k=n}^{1} A_{\mathbf{r}, p_{k} \cdot \mathbf{e}_{k}}^{\mathbf{c}}\right)\left(\tilde{A}_{r_{1}, 1}^{c_{1}}\right)\left|\psi^{\prime}\right\rangle\right)+O(n \sqrt{\varepsilon}) \\
& \leq 2\left|\mathbb{E}_{\mathbf{r}}\left(1-\left\langle\psi^{\prime}\right| A_{\mathbf{r}, p_{n} \cdot \mathbf{e}_{n}}^{\mathbf{c}}\left(\tilde{A}_{r_{n}, n}^{c_{n}}\right)\left|\psi^{\prime}\right\rangle\right)\right|+2 \sum_{i=n-1}^{1} \mid \mathbb{E}_{\mathbf{r}}\left(\left\langle\psi^{\prime}\right|\left(\prod_{k=n}^{i+2}\left(\tilde{B}_{c_{k}, k}^{r_{k}}\right)^{p_{k}}\right)\left(\prod_{k=n}^{i+1} A_{\mathbf{r}, p_{k} \cdot \mathbf{e}_{k}}^{\mathbf{c}}\right)\left(\tilde{A}_{r_{i+1}, i+1}^{c_{i+1}}\right)\left|\psi^{\prime}\right\rangle\right. \\
&\left.\quad-\left\langle\psi^{\prime}\right|\left(\prod_{k=n}^{i+1} \tilde{B}_{c_{k}, k}^{r_{k}}\right)\left(\prod_{k=n}^{i} A_{\mathbf{r}, p_{k} \cdot \mathbf{e}_{k}}^{\mathbf{c}}\right)\left(\tilde{A}_{r_{i}, i}^{c_{i}}\right)\left|\psi^{\prime}\right\rangle\right) \mid+O(n \sqrt{\varepsilon}) \\
& \leq 2 \cdot O(\sqrt{\varepsilon})+2(n-1) O(\sqrt{\varepsilon})+O(n \sqrt{\varepsilon})=O(n \sqrt{\varepsilon})
\end{aligned}
$$

Where the last inequality follows by Lemma 34.

### 3.4.3 The Isometry

Definition 36. Define the single round "approximate Pauli" operators on Alice's space by:

$$
\begin{aligned}
X_{2 k-1} & =\tilde{A}_{1, k}^{1} \\
X_{2 k} & =\tilde{A}_{1, k}^{0} \\
Z_{2 k-1} & =\tilde{A}_{0, k}^{0} \\
Z_{2 k} & =\tilde{A}_{0, k}^{1} .
\end{aligned}
$$

Likewise define the single round approximate Pauli operators on Bob's space by

$$
\begin{aligned}
X_{2 k-1}^{B} & =\tilde{B}_{1, k}^{1} \\
X_{2 k}^{B} & =\tilde{B}_{1, k}^{0} \\
Z_{2 k-1}^{B} & =\tilde{B}_{0, k}^{0} \\
Z_{2 k}^{B} & =\tilde{B}_{0, k}^{1} .
\end{aligned}
$$

Lemma 37 (Approximate single-round Pauli relations). Suppose Alice and Bob share an entangled strategy that wins with probability $1-\varepsilon$. Then the single-round Pauli operators as defined above satisfy the following relations:

$$
\begin{array}{ll}
\forall i, \quad d_{\psi}\left(X_{i}, X_{i}^{B}\right) & \leq \sqrt{\varepsilon} \\
\forall i, \quad d_{\psi}\left(Z_{i}, Z_{i}^{B}\right) & \leq \sqrt{\varepsilon} \\
\forall i, \quad d_{\psi}\left(X_{i} Z_{i},-Z_{i} X_{i}\right) & \leq \sqrt{\varepsilon}  \tag{3.15}\\
\forall i \neq j, \quad d_{\psi}\left(X_{i} X_{j}, X_{j} X_{i}\right) & \leq \sqrt{\varepsilon} \\
\forall i \neq j, \quad d_{\psi}\left(Z_{i} Z_{j}, Z_{j} Z_{i}\right) & \leq \sqrt{\varepsilon} .
\end{array}
$$

Proof. The consistency relations follow from Lemma 32. The other relations come from Theorem 25.

We will now build up multi-round Paulis from products of these.

Lemma 38 (Approximate Pauli relations). Suppose $X_{i}, Z_{i}$ are observables on Alice and $X_{i}^{B}, Z_{i}^{B}$ are observables on Bob indexed by $i \in[n]$ satisfying Equation (3.15). Let $X^{\mathbf{a}}:=\prod_{i=1}^{n} X_{i}^{a_{i}}$ and $Z^{\mathbf{b}}:=\prod_{i=1}^{n} Z_{i}^{b_{i}}$, and likewise let $\left(X^{B}\right)^{\mathbf{a}}:=\prod_{i=n}^{1}\left(X_{i}^{B}\right)^{a_{i}}$ and $\left(Z^{B}\right)^{\mathbf{b}}:=\prod_{i=n}^{1}\left(Z_{i}^{B}\right)^{b_{i}}$. Then

$$
\begin{align*}
& \forall \mathbf{a}, \mathbf{b}, \mathbf{a}^{\prime}, \mathbf{b}^{\prime}, \quad d_{\psi}\left(\left(X^{\mathbf{a}} Z^{\mathbf{b}}\right)\left(X^{\mathbf{a}^{\prime}} Z^{\mathbf{b}^{\prime}}\right),(-1)^{\mathbf{a}^{\prime} \cdot \mathbf{b}} X^{\mathbf{a}+\mathbf{a}^{\prime}} Z^{\mathbf{b}+\mathbf{b}^{\prime}}\right) \leq O\left(n^{2} \sqrt{\varepsilon}\right)  \tag{3.16}\\
& \forall \mathbf{a}, \mathbf{b}, \quad d_{\psi}\left(\left(X^{\mathbf{a}} Z^{\mathbf{b}}\right),\left(Z^{B}\right)^{\mathbf{b}}\left(X^{B}\right)^{\mathbf{a}}\right) \leq O(n \sqrt{\varepsilon}) \tag{3.17}
\end{align*}
$$

Proof. Equation (3.17) is an immediate consequence of Lemma 48. We obtain Equation (3.16) in two steps. First, by Equation (B.1) of Lemma 51, we have that

$$
d_{\psi}\left(X^{\mathbf{a}} Z^{\mathbf{b}},(-1)^{\mathbf{a} \cdot \mathbf{b}} Z^{\mathbf{b}} X^{\mathbf{a}}\right) \leq O\left(n^{2} \sqrt{\varepsilon}\right)
$$

Further, by Equation (B.2) of Lemma 51 we have that

$$
\begin{aligned}
& d_{\psi}\left(X^{\mathbf{a}} X^{\mathbf{a}^{\prime}}, X^{\mathbf{a}+\mathbf{a}^{\prime}}\right) \leq O\left(n^{2} \sqrt{\varepsilon}\right) \\
& d_{\psi}\left(Z^{\mathbf{b}} Z^{\mathbf{b}^{\prime}}, Z^{\mathbf{b}+\mathbf{b}^{\prime}}\right) \leq O\left(n^{2} \sqrt{\varepsilon}\right) .
\end{aligned}
$$

Hence,

$$
\begin{aligned}
d_{\psi}\left(X^{\mathbf{a}} Z^{\mathbf{b}} X^{\mathbf{a}^{\prime}} Z^{\mathbf{b}^{\prime}},(-1)^{\mathbf{a}^{\prime} \cdot \mathbf{b}} X^{\mathbf{a}+\mathbf{a}^{\prime}} Z^{\mathbf{b}+\mathbf{b}^{\prime}}\right) \leq & d_{\psi}\left(X^{\mathbf{a}} Z^{\mathbf{b}} X^{\mathbf{a}^{\prime}} Z^{\mathbf{b}^{\prime}},\left(Z^{B}\right)^{\mathbf{b}^{\prime}} X^{\mathbf{a}} Z^{\mathbf{b}} X^{\mathbf{a}^{\prime}}\right) \\
& +d_{\psi}\left(\left(Z^{B}\right)^{\mathbf{b}^{\prime}} X^{\mathbf{a}} Z^{\mathbf{b}} X^{\mathbf{a}^{\prime}},(-1)^{\mathbf{a}^{\prime} \cdot \mathbf{b}}\left(Z^{B}\right)^{\mathbf{b}^{\prime}} X^{\mathbf{a}} X^{\mathbf{a}^{\prime}} Z^{\mathbf{b}}\right) \\
& +d_{\psi}\left((-1)^{\mathbf{a}^{\prime} \cdot \mathbf{b}}\left(Z^{B}\right)^{\mathbf{b}^{\prime}} X^{\mathbf{a}} X^{\mathbf{a}^{\prime}} Z^{\mathbf{b}},(-1)^{\mathbf{a}^{\prime} \cdot \mathbf{b}}\left(Z^{B}\right)^{\mathbf{b}^{\prime}}\left(Z^{B}\right)^{\mathbf{b}} X^{\mathbf{a}} X^{\mathbf{a}^{\prime}}\right) \\
& +d_{\psi}\left((-1)^{\mathbf{a}^{\prime} \cdot \mathbf{b}}\left(Z^{B}\right)^{\mathbf{b}^{\prime}}\left(Z^{B}\right)^{\mathbf{b}} X^{\mathbf{a}} X^{\mathbf{a}^{\prime}},(-1)^{\mathbf{a}^{\prime} \cdot \mathbf{b}}\left(Z^{B}\right)^{\mathbf{b}^{\prime}}\left(Z^{B}\right)^{\mathbf{b}} X^{\mathbf{a}+\mathbf{a}}\right. \\
& +d_{\psi}\left((-1)^{\mathbf{a}^{\prime} \cdot \mathbf{b}}\left(Z^{B}\right)^{\mathbf{b}^{\prime}}\left(Z^{B}\right)^{\mathbf{b}} X^{\mathbf{a}+\mathbf{a}^{\prime}},(-1)^{\mathbf{a}^{\prime} \cdot \mathbf{b}} X^{\mathbf{a}+\mathbf{a}^{\prime}} Z^{\mathbf{b}} Z^{\mathbf{b}^{\prime}}\right) \\
& +d_{\psi}\left((-1)^{\mathbf{a}^{\prime} \cdot \mathbf{b}} X^{\mathbf{a}+\mathbf{a}^{\prime}} Z^{\mathbf{b}} Z^{\mathbf{b}^{\prime}},(-1)^{\mathbf{a}^{\prime} \cdot \mathbf{b}} X^{\mathbf{a}+\mathbf{a}^{\prime}} Z^{\mathbf{b}+\mathbf{b}^{\prime}}\right) \\
\leq & O\left(n^{2} \sqrt{\varepsilon}\right) .
\end{aligned}
$$

Proof of Theorem 26. Let $W_{\mathbf{a}, \mathbf{b}}:=X^{\mathbf{a}} Z^{\mathbf{b}}$ and $W_{\mathbf{a}, v b}^{B}:=\left(X^{B}\right)^{\mathbf{a}}\left(Z^{B}\right)^{\mathbf{b}}$, and let $\mathcal{H}$ be the provers' Hilbert space, together with the ancillas adjoined in Section 3.4.2. Then we define the isometry $V: \mathcal{H} \rightarrow \mathcal{H} \otimes \mathbb{C}^{2 n} \otimes \mathbb{C}^{2 n} \otimes \mathbb{C}^{2 n} \otimes \mathbb{C}^{2 n}$ by

$$
V(|\psi\rangle)=\frac{1}{2^{3 n}} \sum_{\mathbf{a}, \mathbf{b}, \mathbf{c}} \sum_{\mathbf{d}, \mathbf{e}, \mathbf{f}}(-1)^{\mathbf{b} \cdot(\mathbf{a}+\mathbf{c})}(-1)^{\mathbf{e} \cdot(\mathbf{d}+\mathbf{f})} W_{\mathbf{a}, \mathbf{b}}^{A} \otimes W_{\mathbf{d}, \mathbf{e}}^{B}|\psi\rangle \otimes|\mathbf{a}+\mathbf{c}, \mathbf{c}\rangle \otimes|\mathbf{d}+\mathbf{f}, \mathbf{f}\rangle .
$$

Here the second and the fourth register are the "output register" of the isometry, and the third and fifth register are "junk." This isometry was introduced by McKague [65], and has an alternate description in terms of a circuit that "swaps" the input into the output register, which is initialized to be maximally entangled with the junk register.

We now show the expectation value of any multi-qubit Pauli operator on the output of the isometry is close to the corresponding expectation value of approximate Paulis in the isometry input. In the equations below, $|\phi\rangle=V(|\psi\rangle)$, the Paulis $\sigma_{X}^{A}, \sigma_{Z}^{A}$ act on output register 2 , and $\sigma_{X}^{B}, \sigma_{Z}^{B}$ on output register 4.

$$
\begin{aligned}
& \mathcal{P}=\langle\phi| \sigma_{X}^{A}(\mathbf{s}) \sigma_{Z}^{A}(\mathbf{t}) \sigma_{X}^{B}(\mathbf{u}) \sigma_{Z}^{B}(\mathbf{v})|\phi\rangle \\
& =\frac{1}{2^{6 n}} \sum_{\mathbf{a}, \mathbf{b}, \mathbf{c}} \sum_{\mathbf{a}^{\prime}, \mathbf{b}^{\prime}, \mathbf{c}^{\prime}} \sum_{\mathbf{d}, \mathbf{e}, \mathbf{f}} \sum_{\mathbf{d}^{\prime}, \mathbf{e}^{\prime}, \mathbf{f}^{\prime}}\left(\langle\psi| \otimes\left\langle\mathbf{a}^{\prime}+\mathbf{c}^{\prime}, \mathbf{c}^{\prime}\right| \otimes\left\langle\mathbf{d}^{\prime}+\mathbf{f}^{\prime}, \mathbf{f}^{\prime}\right| W^{A \dagger}{ }_{\mathbf{a}^{\prime}, \mathbf{b}^{\prime}} \otimes W^{B+}{ }_{\mathbf{d}^{\prime}, \mathbf{e}^{\prime}}(-1)^{\mathbf{b}^{\prime} \cdot\left(\mathbf{a}^{\prime}+\mathbf{c}^{\prime}\right)+\mathbf{e}^{\prime} \cdot\left(\mathbf{d}^{\prime}+\mathbf{f}^{\prime}\right)}\right. \\
& \left.\times \sigma_{X}^{A}(\mathbf{s}) \sigma_{Z}^{A}(\mathbf{t}) \sigma_{X}^{B}(\mathbf{u}) \sigma_{Z}^{B}(\mathbf{v})(-1)^{\mathbf{b} \cdot(\mathbf{a}+\mathbf{c})+\mathbf{e} \cdot(\mathbf{d}+\mathbf{f})} W^{A}{ }_{\mathbf{a}, \mathbf{b}} \otimes W_{\mathrm{d}, \mathbf{e}}^{B}|\psi\rangle \otimes|\mathbf{a}+\mathbf{c}, \mathbf{c}\rangle \otimes|\mathbf{d}+\mathbf{f}, \mathbf{f}\rangle\right) \\
& =\frac{1}{2^{6 n}} \sum_{\mathbf{a}, \mathbf{b}, \mathbf{c}} \sum_{\mathbf{a}^{\prime}, \mathbf{b}^{\prime}, \mathbf{c}^{\prime}} \sum_{\mathbf{d}, \mathbf{e}, \mathbf{f}} \sum_{\mathbf{d}^{\prime}, \mathbf{e}^{\prime}, \mathbf{f}^{\prime}}\left(\langle\psi| \otimes\left\langle\mathbf{a}^{\prime}+\mathbf{c}^{\prime}, \mathbf{c}^{\prime}\right| \otimes\left\langle\mathbf{d}^{\prime}+\mathbf{f}^{\prime}, \mathbf{f}^{\prime}\right| W^{A+}{ }_{\mathbf{a}^{\prime}, \mathbf{b}^{\prime}} \otimes W^{B+}{ }_{\mathbf{d}^{\prime}, \mathbf{e}^{\prime}}(-1)^{\mathbf{b}^{\prime} \cdot\left(\mathbf{a}^{\prime}+\mathbf{c}^{\prime}\right)}(-1)^{\mathbf{e}^{\prime} \cdot\left(\mathbf{d}^{\prime}+\mathbf{f}^{\prime}\right.}\right. \\
& \left.\times(-1)^{(\mathbf{b}+\mathbf{t})(\mathbf{a}+\mathbf{c})}(-1)^{(\mathbf{e}+\mathbf{v})(\mathbf{d}+\mathbf{f})} W^{A}{ }_{\mathbf{a}, \mathbf{b}} \otimes W^{B}{ }_{\mathbf{d}, \mathbf{e}}|\psi\rangle \otimes|\mathbf{a}+\mathbf{c}+\mathbf{s}, \mathbf{c}\rangle|\mathbf{d}+\mathbf{f}+\mathbf{u}, \mathbf{f}\rangle\right) \\
& =\frac{1}{2^{6 n}} \sum_{\mathbf{a}, \mathbf{b}, \mathbf{b}^{\prime}, \mathbf{c}} \sum_{\mathbf{d}, \mathbf{e}, \mathbf{e}^{\prime}, \mathbf{f}}\left(\langle\psi| W^{A+}{ }_{\mathbf{a}+\mathbf{s}, \mathbf{b}^{\prime}} \otimes W^{B+}{ }_{\mathbf{d}+\mathbf{u}, \mathbf{e}^{\prime}}(-1)^{\mathbf{b}^{\prime} \cdot(\mathbf{a}+\mathbf{s}+\mathbf{c})}(-1)^{\mathbf{e}^{\prime} \cdot(\mathbf{d}+\mathbf{u}+\mathbf{f})}\right. \\
& \left.\times(-1)^{(\mathbf{b}+\mathbf{t}) \cdot(\mathbf{a}+\mathbf{c})}(-1)^{(\mathbf{e}+\mathbf{v}) \cdot(\mathbf{d}+\mathbf{f})} W^{A}{ }_{\mathbf{a}, \mathbf{b}} \otimes W_{\mathrm{d}, \mathbf{e}}^{B}|\psi\rangle\right) .
\end{aligned}
$$

Now we do the sum over $\mathbf{c}$ and $\mathbf{f}$ to force $\mathbf{b}^{\prime}=\mathbf{b}+\mathbf{t}$ and $\mathbf{e}^{\prime}=\mathbf{e}+\mathbf{v}$ :

$$
=\frac{1}{2^{4 n}} \sum_{\mathbf{a}, \mathbf{b}} \sum_{\mathbf{d}, \mathbf{e}}\left((-1)^{(\mathbf{b}+\mathbf{t}) \cdot \mathbf{s}}(-1)^{(\mathbf{e}+\mathbf{v}) \cdot \mathbf{u}}\langle\psi| W_{\mathbf{a}+\mathbf{s}, \mathbf{b}+\mathbf{t}}^{A+} W_{\mathbf{a}, \mathbf{b}}^{A} \otimes W_{\mathbf{d}+\mathbf{u}, \mathbf{e}+\mathbf{v}}^{B+} W_{\mathrm{d}, \mathbf{e}}^{B}|\psi\rangle\right)
$$

Finally, we apply Lemma 38 to merge the $W^{A}$ and $W^{B}$ operators, picking up an error of $O\left(n^{2} \sqrt{\varepsilon}\right)$ in the process.
$\approx_{O\left(n^{2} \sqrt{\varepsilon}\right)}\langle\psi| W_{\mathbf{s}, \mathrm{t}} W^{B}{ }_{\mathbf{u}, \mathbf{v}}|\psi\rangle$.

Lemma 39. Let $M_{n}$ be the $4 n$-qubit operator defined by
$M_{n}=$

$$
\left(\frac{1}{2} I I I I+\frac{1}{18}(I X I X+X I X I+X X X X+Z I Z I+I Z I Z+Z Z Z Z+X Z X Z+Z X Z X+Y Y Y Y)\right)^{\otimes n}
$$

Then if a density matrix $\rho$ satisfies $\operatorname{Tr}\left[M_{n} \rho\right] \geq 1-\delta,\left\langle\left.\mathrm{EPR}\right|^{\otimes 2 n} \rho \mid \mathrm{EPR}\right\rangle^{\otimes 2 n} \geq 1-\frac{9}{4} \delta$.

Proof. Observe that the highest eigenvalue of $M_{1}$ is 1 , with unique eigenvector $|E P R\rangle^{\otimes 2}$. Moreover all other eigenvalues of $M_{1}$ have absolute value at most 5/9. Hence, the highest eigenvalue of $M_{n}$ is also 1 with the unique eigenvector is $|E P R\rangle^{\otimes 2 n}$, and all other eigenvalues have absolute value at most 5/9. Hence

$$
M_{n} \leq|\mathrm{EPR}\rangle\left\langle\left.\mathrm{EPR}\right|^{\otimes 2 n}+\frac{5}{9}\left(I-|\mathrm{EPR}\rangle\left\langle\left.\mathrm{EPR}\right|^{\otimes 2 n}\right)\right.\right.
$$

So

$$
\begin{aligned}
1-\delta & \leq \operatorname{Tr}\left[M_{n} \rho\right] \\
& \leq \frac{4}{9} \operatorname{Tr}\left[\rho|\mathrm{EPR}\rangle\left\langle\left.\mathrm{EPR}\right|^{\otimes 2 n}\right]+\frac{5}{9}\right. \\
\frac{4}{9}-\delta & \leq \frac{4}{9} \operatorname{Tr}\left[\rho|\mathrm{EPR}\rangle\left\langle\left.\mathrm{EPR}\right|^{\otimes 2 n}\right]\right. \\
1-\frac{9}{4} \delta & \leq \operatorname{Tr}\left[\rho|\mathrm{EPR}\rangle\left\langle\left.\mathrm{EPR}\right|^{\otimes 2 n}\right] .\right.
\end{aligned}
$$

Lemma 40. For every single round operator $\tilde{A}_{r, k^{\prime}}^{c}$ let $X^{\mathbf{a}} Z^{\mathbf{b}}$ be approximate Pauli operator formed by taking the row-r, column-c entry in the Magic Square (Figure 3-2), and converting $X$ and $Z$ on the first and second qubits to the approximate Paulis on qubits $2 k-1$ and $2 k$, respectively. Then

$$
d_{\psi}\left(\tilde{A}_{r, k}^{c}, X^{\mathbf{a}} Z^{\mathbf{b}}\right) \leq O(\sqrt{\varepsilon})
$$

Likewise, for Bob,

$$
d_{\psi}\left(\tilde{B}_{c, k^{\prime}}^{r}\left(X^{B}\right)^{\mathbf{a}}\left(Z^{B}\right)^{\mathbf{b}}\right) \leq O(\sqrt{\varepsilon})
$$

Proof. First consider Alice. Then the conclusion follows by definition of the approximate Paulis for $r \in\{0,1\}$. When $r=2$, use the fact that $d_{\psi}\left(\tilde{A}_{2, k}^{c} \tilde{B}_{c, k}^{2}\right) \leq O(\sqrt{\varepsilon})$. By definition, $\tilde{B}_{c k}^{2}=-\tilde{B}_{c k}^{1} \tilde{B}_{c k}^{0}$. Each of these two operators can be switched back to Alice, to yield

$$
d_{\psi}\left(\tilde{A}_{2, k^{\prime}}^{c}-\tilde{A}_{0 k}^{c} \tilde{A}_{1 k}^{c}\right) \leq O(\sqrt{\varepsilon})
$$

This establishes the result for single round operators. For the Bob, we follow the same argument, interchanging the role of the row and column indices.

Lemma 41. For every product of single-round operators $\prod_{k=1}^{n}\left(\tilde{A}_{r_{k}, k}^{c_{k}}\right)^{p_{k}}$, let $X^{\mathbf{a}} Z^{\mathbf{b}}$ be the approximate Pauli operator formed by applying the procedure of Lemma 40 to each single-round operator. Then

$$
d_{\psi}\left(\prod_{k=1}^{n}\left(\tilde{A}_{r_{k}, k}^{c_{k}}\right)^{p_{k}}, X^{\mathbf{a}} Z^{\mathbf{b}}\right) \leq O(n \sqrt{\varepsilon})
$$

The analogous statement holds for $B$.

Proof. This is a consequence of Lemma 40 and Lemma 49.

Lemma 42. Suppose Alice and Bob win the test with probability $1-\varepsilon$. Then for the operator $M_{n}$ defined in Lemma 39. $\langle\phi| M_{n}|\phi\rangle \geq 1-O\left(n^{2} \sqrt{\varepsilon}\right)$, where $|\phi\rangle=V(|\psi\rangle)$ is the output of the isometry in Theorem 26 applied to Alice and Bob's shared state $|\psi\rangle$.

Proof. Recall from Fact 23, we know that

$$
\forall \mathbf{p}, \quad \mathbb{E}_{\mathbf{r}, \mathbf{c}}\langle\psi| A_{\mathbf{r}, \mathbf{p}}^{\mathbf{c}} B_{\mathbf{c}, \mathbf{p}}^{\mathrm{r}}|\psi\rangle \geq 1-\varepsilon
$$

By applying the consistency relations Equation (3.4) and Equation (3.5) guaranteed by

Theorem 25, we obtain that

$$
\forall \mathbf{p}, \quad \mathbb{E}_{\mathbf{r}, \mathbf{c}}\langle\psi| \prod_{k=1}^{n}\left(\tilde{A}_{r_{k}, k}^{c_{k}}\right)^{p_{k}} \prod_{k=1}^{n}\left(\tilde{B}_{c_{k}, k}^{r_{k}}\right)^{p_{k}}|\psi\rangle \geq 1-O(n \sqrt{\varepsilon}) .
$$

Now, by Lemma 41, we can switch the $\tilde{A}$ and $\tilde{B}$ operators to approximate Paulis:

$$
\forall \mathbf{p}, \quad \mathbb{E}_{\mathbf{r}, \mathbf{c}}\langle\psi|\left(X^{\mathbf{a}} Z^{\mathbf{b}}\right)\left(\left(X^{B}\right)^{\mathbf{c}}\left(Z^{B}\right)^{\mathbf{d}}\right)|\psi\rangle \geq 1-O(n \sqrt{\varepsilon}) .
$$

Applying Theorem 26, we obtain that

$$
\forall \mathbf{p}, \quad\langle\phi| \mathbb{E}_{\mathbf{r}, \mathbf{c}}\left(\sigma_{X}^{A}(\mathbf{a}) \sigma_{Z}^{A}(\mathbf{b}) \sigma_{X}^{B}(\mathbf{c}) \sigma_{Z}^{B}(\mathbf{d})\right)|\phi\rangle \geq 1-O\left(n^{2} \sqrt{\varepsilon}\right) .
$$

In particular, taking an expectation over uniformly random choices of $\mathbf{p}$, we obtain that

$$
\langle\phi| \mathbb{E}_{\mathbf{r}, \mathbf{c}, \mathbf{p}}\left(\sigma_{X}^{A}(\mathbf{a}) \sigma_{Z}^{A}(\mathbf{b}) \sigma_{X}^{B}(\mathbf{c}) \sigma_{Z}^{B}(\mathbf{d})\right)|\phi\rangle \geq 1-O\left(n^{2} \sqrt{\varepsilon}\right) .
$$

It is not hard to see that $\mathbb{E}_{\mathbf{r}, \mathbf{c}, \mathbf{p}}\left(\sigma_{X}^{A}(\mathbf{a}) \sigma_{Z}^{A}(\mathbf{b}) \sigma_{X}^{B}(\mathbf{c}) \sigma_{Z}^{B}(\mathbf{d})\right)$ is precisely the operator $M_{n}$, corresponding to the magic square test performed on an unknown state $|\phi\rangle$ using the measurement operators of the ideal strategy.

### 3.5 Discussion and open questions

The reader familiar with previous self-testing results may notice that our Theorem 26 gives a robustness bound on the expectation value of operators without explicitly characterizing the state, whereas previous works often state a bound on the 2-norm $\| V(|\psi\rangle)$ $\left|\psi^{\prime}\right\rangle \otimes|j u n k\rangle \|$, where $\left|\psi^{\prime}\right\rangle$ is a fixed target state. While it is possible to translate from one to the other by means of the techniques in Lemma 42, we think the guarantee on expectation values is more natural in applications where one does not want to test closeness to a fixed target state, but rather to test whether the state satisfies a certain property described
by a measurement operator.
Self-testing and rigidity have been very active areas of research in recent years, and we believe that many more interesting questions remain to be answered. One open question of interest is to reduce the question and answer length of the test without sacrificing the error scaling. This is especially interesting from the perspective of computational complexity, where self-testing results have been used to show computational hardness for estimating the value of non-local games [45, 70]. Rigidity has also been applied to secure delegated computation and quantum key distribution: in particular, the work of Reichardt, Unger, and Vazirani [83] achieves these applications using a serial (many-round) version of the CHSH test; it would be interesting to see if their results could be improved using the Magic Square test.

A further way to generalize our result would be to adapt it to test states made up of qudits, with local dimension $d \neq 2$. As our techniques relied heavily on the algebraic structure of the qubit Pauli group, this may require significant technical advances. In fact, a variant of the Magic Square game for which the ideal strategy consists of "generalized Paulis" (i.e. the mod $d$ shift- and clock-matrices) was recently proposed by McKague [66], and it would be interesting to see if our analysis could extend to the parallel repetition of this game. Likewise, it would be interesting to extend our analysis to states other than the EPR state-for instance, could we do something like McKague's self-test for $n$-qubit graph states [65], but with only two provers instead of $n$ ?

## Appendix B

## B. 1 Properties of the State-Dependent Distance

Definition 43. Given a state $|\psi\rangle$ and two operators $A, B$, the state-dependent distance $d_{\psi}(A, B)$ between $A$ and $B$ is defined to be

$$
d_{\psi}(A, B):=\| A|\psi\rangle-B|\psi\rangle \| .
$$

Lemma 44. The state-dependent distance satisfies the triangle inequality

$$
\forall A, B, C, \quad d_{\psi}(A, C) \leq d_{\psi}(A, B)+d_{\psi}(B, C)
$$

Lemma 45. Let $A, B, C, D$ be bounded operators. Then

$$
d_{\psi}(D A, D C) \leq d_{\psi}(D A, D B)+\|D\| d_{\psi}(B, C)
$$

Proof. By Lemma 44,

$$
d_{\psi}(D A, D C) \leq d_{\psi}(D A, D B)+d_{\psi}(D B, D C)
$$

Expand the second term:

$$
\begin{aligned}
d_{\psi}(D B, D C) & =\| D(B|\psi\rangle-C|\psi\rangle) \|_{2} \\
& \leq\|D\| \cdot \| B|\psi\rangle-C|\psi\rangle \|_{2} \\
& =\|D\| d_{\psi}(B, C)
\end{aligned}
$$

The following lemma tells us that guarantees on the state-dependent distance on average can be made "coherent."

Lemma 46. Let $\left\{A_{i}\right\}$ and $\left\{B_{i}\right\}$ be two sets of operators indexed by $i \in[N]$, and suppose that

$$
\mathbb{E}_{i} d_{\psi}\left(A_{i}, B_{i}\right)^{2}=\delta
$$

Define the extended state $\left|\psi^{\prime}\right\rangle=\frac{1}{\sqrt{N}} \sum_{i \in[N]}|\psi\rangle \otimes|i\rangle$, and the extended operators $\tilde{A}=\sum_{i} A_{i} \otimes$ $|i\rangle\langle i|$ and $\tilde{B}=\sum_{i} B_{i} \otimes|j\rangle\langle j|$. Then

$$
d_{\psi^{\prime}}(\tilde{A}, \tilde{B})^{2}=\delta .
$$

Proof.

$$
\begin{aligned}
d_{\psi^{\prime}}(\tilde{A}, \tilde{B}) & =\| \tilde{A}\left|\psi^{\prime}\right\rangle-\tilde{B}\left|\psi^{\prime}\right\rangle \|^{2} \\
& =\| \frac{1}{\sqrt{N}} \sum_{i} A_{i}|\psi\rangle \otimes|i\rangle-\frac{1}{\sqrt{N}} \sum_{i} B_{i}|\psi\rangle \otimes|i\rangle \|^{2} \\
& =\frac{1}{N} \sum_{i}\langle\psi|\left(A_{i}^{\dagger} A_{i}+B_{i}^{\dagger} B_{i}-A_{i}^{\dagger} B_{i}-B_{i}^{\dagger} A_{i}\right)|\psi\rangle \\
& =\mathbb{E}_{i} d_{\psi}\left(A_{i}, B_{i}\right)^{2} \\
& =\delta
\end{aligned}
$$

Lemma 47. Given three Hermitian, unitary operators $T, T^{\prime}, S$, and a unit vector $|\sigma\rangle$, if: $\langle\sigma| T$. $S|\sigma\rangle \geq 1-\delta$ and $\langle\sigma| T^{\prime} \cdot S|\sigma\rangle \geq 1-\delta$, then $\langle\sigma| T \cdot T^{\prime}|\sigma\rangle \geq 1-4 \delta$.

Proof. Note that

$$
\|(T-S)|\sigma\rangle \|^{2}=2-2\langle\sigma| T \cdot S|\sigma\rangle \leq 2 \delta
$$

and, similarly,

$$
\|\left(T^{\prime}-S\right)|\sigma\rangle \|^{2}=2-2\langle\sigma| T^{\prime} \cdot S|\sigma\rangle \leq 2 \delta .
$$

So, by the Cauchy-Schwarz inequality,

$$
\left.\left.\left|\langle\sigma|(T-S)\left(T^{\prime}-S\right)\right| \sigma\right\rangle|\leq \|(T-S)| \sigma\right\rangle\|\cdot\|\left(T^{\prime}-S\right)|\sigma\rangle \| \leq \sqrt{2 \delta} \cdot \sqrt{2 \delta}=2 \delta
$$

Expanding out the Left Hand Side, now gives

$$
\begin{aligned}
& \left.2 \delta \geq\left|\langle\sigma|(T-S)\left(T^{\prime}-S\right)\right| \sigma\right\rangle\left|=\left|\langle\sigma| T \cdot T^{\prime}\right| \sigma\right\rangle-\langle\sigma| T \cdot S|\sigma\rangle-\langle\sigma| S \cdot T^{\prime}|\sigma\rangle+\langle\sigma| S \cdot S|\sigma\rangle \mid \\
& \left.=\left|\langle\sigma| T \cdot T^{\prime}\right| \sigma\right\rangle-\langle\sigma| T \cdot S|\sigma\rangle-\langle\sigma| S \cdot T^{\prime}|\sigma\rangle+1 \mid
\end{aligned}
$$

So,

$$
-2 \delta \leq\langle\sigma| T \cdot T^{\prime}|\sigma\rangle-\langle\sigma| T \cdot S|\sigma\rangle-\langle\sigma| S \cdot T^{\prime}|\sigma\rangle+1
$$

and

$$
\langle\sigma| T \cdot T^{\prime}|\sigma\rangle \geq\langle\sigma| T \cdot S|\sigma\rangle+\langle\sigma| S \cdot T^{\prime}|\sigma\rangle-1-2 \delta \geq(1-\delta)+(1-\delta)-1-2 \delta=1-4 \delta
$$

where the last inequality again uses the assumption of this lemma.

We now state and prove some "utility" lemmas, about what happens when we commute words of operators past each other.

Lemma 48. Let $A_{1}, \ldots, A_{k}$ be Hermitian operators on Alice's space, and $B_{1}, \ldots, B_{k}$ be Hermitian operators on Bob's space, such that

$$
\forall i, \quad d_{\psi}\left(A_{i}, B_{i}\right) \leq \varepsilon_{i}
$$

Then

$$
d_{\psi}\left(\prod_{i=1}^{k} A_{i}, \prod_{i=k}^{1} B_{i}\right) \leq \sum_{i=1}^{k} \varepsilon_{i}
$$

Proof.

$$
\begin{aligned}
d_{\psi}\left(\prod_{i=1}^{k} A_{i}, \prod_{i=k}^{1} B_{i}\right) \leq & d_{\psi}\left(A_{1} \ldots A_{k}, B_{k} A_{1} \ldots A_{k-1}\right)+d_{\psi}\left(B_{k} A_{1} \ldots A_{k-1}, B_{k} B_{k-1} A_{1} \ldots A_{k-2}\right) \\
& \quad+\cdots+d_{\psi}\left(B_{k} \ldots B_{2} A_{1}, B_{k} \ldots B_{1}\right) \\
\leq & d_{\psi}\left(A_{k}, B_{k}\right)+d_{\psi}\left(A_{k-1}, B_{k-1}\right)+\cdots+d_{\psi}\left(A_{1}, B_{1}\right) \\
= & \sum_{i} \varepsilon_{i}
\end{aligned}
$$

Lemma 49. Let $A_{1}, \ldots A_{k}$ and $A_{1}^{\prime}, \ldots A_{k}^{\prime}$ be operators on Alice, and $B_{1}, \ldots B_{k}$ be operators on Bob, such that

$$
\begin{array}{ll}
\forall i, & d_{\psi}\left(A_{i}, B_{i}\right) \leq \varepsilon_{1} \\
\forall i, & d_{\psi}\left(A_{i}^{\prime}, B_{i}\right) \leq \varepsilon_{2}
\end{array}
$$

Then

$$
d_{\psi}\left(A_{1} \ldots A_{k}, A_{1}^{\prime} \ldots A_{k}^{\prime}\right) \leq n\left(\varepsilon_{1}+\varepsilon_{2}\right)
$$

Proof. This is a straightforward application of the Lemma 48.

$$
\begin{aligned}
d_{\psi}\left(A_{1} \ldots A_{k}, A_{1}^{\prime} \ldots A_{k}^{\prime}\right) & \leq d_{\psi}\left(A_{1} \ldots A_{k}, B_{k} \ldots B_{1}\right)+d_{\psi}\left(B_{k} \ldots B_{1}, A_{1}^{\prime} \ldots A_{k}^{\prime}\right) \\
& \leq n \varepsilon_{1}+n \varepsilon_{2} .
\end{aligned}
$$

Lemma 50. Let $A_{1}, \ldots A_{k}$ be Hermitian operators on Alice's space, and $B_{1}, \ldots, B_{k}$ be Hermitian operators on Bob's space. Suppose that

$$
\forall i, \quad d_{\psi}\left(A_{i}, B_{i}\right) \leq \varepsilon_{1}
$$

and

$$
\forall i, j \in\{1, \ldots, k-1\}, j \in\{k\}, \quad d_{\psi}\left(A_{i} A_{j}, \alpha_{i j} A_{j} A_{i}\right) \leq \varepsilon_{2}
$$

where $\alpha_{i j} \in\{ \pm 1\}$ for each choice of $i, j$. Then

$$
d_{\psi}\left(A_{1} \ldots A_{k}, \alpha_{1 k} \alpha_{2 k} \ldots \alpha_{k-1, k} A_{k} A_{1} A_{2} \ldots A_{k-1}\right) \leq 2(k-2) \varepsilon_{1}+(k-1) \varepsilon_{2} .
$$

Proof.

$$
\begin{aligned}
& d_{\psi}\left(A_{1} \ldots\right.\left.A_{k}\left(\prod_{i=1}^{k-1} \alpha_{i k}\right) A_{k} A_{1} \ldots A_{k-1}\right) \\
& \leq d_{\psi}\left(A_{1} \ldots A_{k}, \alpha_{k-1, k} A_{1} \ldots A_{k-2} A_{k} A_{k-1}\right) \\
&+d_{\psi}\left(\alpha_{k-1, k} A_{1} \ldots A_{k-2} A_{k} A_{k-1}, \alpha_{k-1, k} B_{k-1} A_{1} \ldots A_{k-2} A_{k}\right) \\
&+d_{\psi}\left(\alpha_{k-1, k} B_{k-1} A_{1} \ldots A_{k-2} A_{k}, \alpha_{k-1, k} \alpha_{k-2, k} B_{k-1} A_{1} \ldots A_{k-3} A_{k} A_{k-2}\right) \\
&+d_{\psi}\left(\alpha_{k-1, k} \alpha_{k-2, k} B_{k-1} A_{1} \ldots A_{k-3} A_{k} A_{\left.k-2, \alpha_{k-1, k} \alpha_{k-2, k} B_{k-1} B_{k-2} A_{1} \ldots A_{k-3} A_{k}\right)}\right. \\
& \quad+\ldots \\
&+d_{\psi}\left(\prod_{i=2}^{k-1} \alpha_{i k} B_{k-1} \ldots B_{2} A_{1} A_{k}, \prod_{i=1}^{k-1} \alpha_{i k} B_{k-1} \ldots B_{2} A_{k} A_{1}\right) \\
&+d_{\psi}\left(\prod_{i=1}^{k-1} \alpha_{i k} B_{k-1} \ldots B_{2} A_{k} A_{1}, \prod_{i=1}^{k-1} \alpha_{i k} A_{k} A_{1} \ldots A_{k-1}\right) \\
& \leq d_{\psi}\left(A_{k-1} A_{k}, \alpha k-1, k A_{k} A_{k-1}\right)+d_{\psi}\left(A_{k-1}, B_{k-1}\right)+\cdots+d_{\psi}\left(A_{2} A_{k}, \alpha 2 k A_{k} A_{2}\right)+d_{\psi}\left(A_{2}, B_{2}\right) \\
&+d_{\psi}\left(A_{1} A_{k}, \alpha 1 k A_{k} A_{1}\right)+d_{\psi}\left(B_{2}, A_{2}\right)+\cdots+d_{\psi}\left(B_{k}, A_{k}\right) \\
& \leq 2(k-2) \varepsilon_{1}+(k-1) \varepsilon_{2}
\end{aligned}
$$

As a consequence of the preceding lemma

Lemma 51. Let $S_{1}, \ldots, S_{k}, T_{1}, \ldots, T_{k}$ be Hermitian operators on Alice's space and let $S_{1}^{B}, \ldots S_{k}^{B}, T_{1}^{B} \ldots T_{k}^{B}$ be Hermitian operators on Bob's space, satisfying

$$
\begin{aligned}
\forall i, \quad d_{\psi}\left(S_{i}, S_{i}^{B}\right) \leq \varepsilon_{1} \\
\forall i, \quad d_{\psi}\left(T_{i}, T_{i}^{B}\right) \leq \varepsilon_{2} \\
\forall i, j, \quad d_{\psi}\left(S_{i} T_{j}, \alpha_{i j} T_{j} S_{i}\right) \leq \varepsilon_{3}
\end{aligned}
$$

Then

$$
\begin{equation*}
d_{\psi}\left(S_{1} \ldots S_{k} T_{1} \ldots T_{k}, \prod_{i, j=1}^{k} \alpha_{i j} T_{1} \ldots T_{k} S_{1} \ldots S_{k}\right) \leq 2(k-1) \varepsilon_{2}+k\left(2(k-1) \varepsilon_{1}+k \varepsilon_{3}\right) \tag{B.1}
\end{equation*}
$$

Likewise,
$d_{\psi}\left(S_{1} \ldots S_{k} T_{1} \ldots T_{k}, \prod_{i=2}^{k} \prod_{j=1}^{i-1} \alpha_{i j} S_{1} T_{1} S_{2} T_{2} \ldots S_{k} T_{k}\right) \leq 2(k-1) \varepsilon_{2}+\sum_{j=2}^{k}\left(2(j-2) \varepsilon_{2}+(j-1) \varepsilon_{3}\right)$

Proof. We first prove Equation (B.1).

$$
\begin{aligned}
d_{\psi}\left(S_{1} \ldots\right. & \left.S_{k} T_{1} \ldots T_{k}, \prod_{i, j=1}^{k} \alpha_{i j} T_{1} \ldots T_{k} S_{1} \ldots S_{k}\right) \\
\leq & d_{\psi}\left(S_{1} \ldots S_{k} T_{1} \ldots T_{k}, T_{k}^{B} \ldots T_{2}^{B} S_{1} \ldots S_{k} T_{1}\right) \\
& +d_{\psi}\left(T_{k}^{B} \ldots T_{2}^{B} S_{1} \ldots S_{k} T_{1}, \prod_{i=1}^{k} \alpha_{i 1} T_{k}^{B} \ldots T_{2}^{B} T_{1} S_{1} \ldots S_{k}\right) \\
& +d_{\psi}\left(\prod_{i=1}^{k} \alpha_{i 1} T_{k}^{B} \ldots T_{2}^{B} T_{1} S_{1} \ldots S_{k}, \prod_{i=1}^{k} \alpha_{i 1} T_{k}^{B} \ldots T_{3}^{B} T_{1} S_{1} \ldots S_{k} T_{2}\right) \\
& +d_{\psi}\left(\prod_{i=1}^{k} \alpha_{i 1} T_{k}^{B} \ldots T_{3}^{B} T_{1} S_{1} \ldots S_{k} T_{2}, \prod_{i=1}^{k} \alpha_{i 1} \alpha_{i 2} T_{k}^{B} \ldots T_{3}^{B} T_{1} T_{2} S_{1} \ldots S_{k}\right) \\
& +\ldots \\
& +d_{\psi}\left(\prod_{i=1}^{k} \prod_{j=1}^{k-1} \alpha_{i j} T_{k}^{B} T_{1} \ldots T_{k-1} S_{1} \ldots S_{k}, \prod_{i=1}^{k} \prod_{j=1}^{k-1} \alpha_{i j} T_{1} \ldots T_{k-1} S_{1} \ldots S_{k} T_{k}\right) \\
& +d_{\psi}\left(\prod_{i=1}^{k} \prod_{j=1}^{k-1} \alpha_{i j} T_{1} \ldots T_{k-1} S_{1} \ldots S_{k} T_{k}, \prod_{i, j=1}^{k} \alpha_{i j} T_{1} \ldots T_{k} S_{1} \ldots S_{k}\right) \\
\leq 2 & (k-1) \varepsilon_{2}+k\left(2(k-1) \varepsilon_{1}+k \varepsilon_{3}\right) .
\end{aligned}
$$

The derivation of Equation (B.2) is very similar. The only difference is that the number of commutations of $S$ with $T$ is different.

## B. 2 The Single Round Case

In this section, we review the self-testing result of [99] on the single-round magic square game, and write out the measurement definitions concretely for use in our setting. The rules of the game are described in Fig. 3-1. Any entangled strategy for this game is described by a shared quantum state $|\psi\rangle_{A B}$ and projectors $P_{r}^{a_{0}, a_{1}}$ for Alice and $Q_{c}^{b_{0}, b_{1}}$ for Bob. It can be seen that the game can be won with certainty for the following strategy:

$$
\begin{aligned}
|\psi\rangle & =\frac{1}{2} \sum_{i, j \in\{0,1\}}|i j\rangle_{A} \otimes|i j\rangle_{B} \\
P_{0}^{a_{0}, a_{1}} & =\frac{1}{4}\left(I+(-1)^{a_{0}} Z\right)_{A 1} \otimes\left(I+(-1)^{a_{1}} Z\right)_{A 2} \otimes I_{B} \\
P_{1}^{a_{0}, a_{1}} & =\frac{1}{4}\left(I+(-1)^{a_{1}} X\right)_{A 1} \otimes\left(I+(-1)^{a_{0}} X\right)_{A 2} \otimes I_{B} \\
Q_{0}^{b_{0}, b_{1}} & =\frac{1}{4} I_{A} \otimes\left(I+(-1)^{b_{0}} Z\right)_{B 1} \otimes\left(I+(-1)^{b_{1}} X\right)_{B 2} \\
Q_{1}^{b_{0}, b_{1}} & =\frac{1}{4} I_{A} \otimes\left(I+(-1)^{b_{1}} X\right)_{B 1} \otimes\left(I+(-1)^{b_{0}} Z\right)_{B 2}
\end{aligned}
$$

This strategy is represented pictorially in Fig. 3-2, where each row contains a set of simultaneouslymeasurable observables that give Alice's answers, and likewise each column for Bob.

Inspired by this ideal strategy, for any strategy we can define the following induced observables on Alice's system:

$$
\begin{array}{ll}
X_{1}=\sum_{a_{0}, a_{1}}(-1)^{a_{1}} P_{1}^{a_{0}, a_{1}} & =A_{1}^{1} \\
X_{2}=\sum_{a_{0}, a_{1}}(-1)^{a_{0}} P_{1}^{a_{0}, a_{1}} & =A_{1}^{0} \\
Z_{1}=\sum_{a_{0}, a_{1}}(-1)^{a_{0}} P_{0}^{a_{0}, a_{1}} & =A_{0}^{0} \\
Z_{2}=\sum_{a_{0}, a_{1}}(-1)^{a_{1}} P_{0}^{a_{0}, a_{1}} & =A_{0}^{1}
\end{array}
$$

and on Bob's system:

$$
\begin{array}{ll}
X_{3}=\sum_{b_{0}, b_{1}}(-1)^{b_{1}} Q_{1}^{b_{0}, b_{1}} & =B_{1}^{1} \\
X_{4}=\sum_{b_{0} b_{1}}(-1)^{b_{1}} Q_{0}^{b_{0}, b_{1}} & =B_{0}^{1} \\
Z_{3}=\sum_{b_{0}, b_{1}}(-1)^{b_{0}} Q_{0}^{b_{0}, b_{1}} & =B_{0}^{0} \\
Z_{4}=\sum_{b_{0}, b_{1}}(-1)^{b_{0}} Q_{1}^{b_{0} b_{1}} & =B_{1}^{0} .
\end{array}
$$

The $X$ and $Z$ observables correspond to the first two rows and columns of the square. From the third row and third column, we obtain four more observables; two for Alice:

$$
\begin{array}{ll}
W_{1}=\sum_{a_{0}, a_{1}}(-1)^{a_{0}} P_{2}^{a_{0}, a_{1}} & =A_{2}^{0} \\
W_{2}=\sum_{a_{0}, a_{1}}(-1)^{a_{1}} P_{2}^{a_{0}, a_{1}} & =A_{2}^{1}
\end{array}
$$

and two for Bob:

$$
\begin{array}{ll}
W_{3}=\sum_{b_{0}, b_{1}}(-1)^{b_{0}} Q_{2}^{b_{0}, b_{1}} & =B_{2}^{0} \\
W_{4}=\sum_{b_{0}, b_{1}}(-1)^{b_{1}} Q_{2}^{b_{0}, b_{1}} & =B_{2}^{1}
\end{array}
$$

There are nine consistency conditions implied by winning the game with probability $1-\varepsilon$ :

$$
\begin{align*}
\langle\psi| Z_{1} Z_{3}|\psi\rangle & \geq 1-9 \varepsilon  \tag{B.3}\\
\langle\psi| Z_{2} Z_{4}|\psi\rangle & \geq 1-9 \varepsilon  \tag{B.4}\\
\langle\psi| Z_{1} Z_{2} W_{3}|\psi\rangle & \geq 1-9 \varepsilon  \tag{B.5}\\
\langle\psi| X_{2} X_{4}|\psi\rangle & \geq 1-9 \varepsilon  \tag{B.6}\\
\langle\psi| X_{1} X_{3}|\psi\rangle & \geq 1-9 \varepsilon  \tag{B.7}\\
\langle\psi| X_{1} X_{2} W_{4}|\psi\rangle & \geq 1-9 \varepsilon  \tag{B.8}\\
-\langle\psi| W_{1} Z_{3} X_{4}|\psi\rangle & \geq 1-9 \varepsilon  \tag{B.9}\\
-\langle\psi| W_{2} Z_{4} X_{3}|\psi\rangle & \geq 1-9 \varepsilon  \tag{B.10}\\
-\langle\psi| W_{1} W_{2} W_{3} W_{4}|\psi\rangle & \geq 1-9 \varepsilon \tag{B.11}
\end{align*}
$$

From this we obtain anticommutation conditions

$$
\begin{align*}
& X_{1} Z_{1} \approx X_{1} Z_{2} W_{3} \\
& \text { (by (B.5)) }  \tag{B.5}\\
& =W_{3} X_{1} Z_{2} \\
& \approx W_{3} X_{1} Z_{4}  \tag{B.4}\\
& \approx W_{3} Z_{4} X_{3} \\
& \approx-W_{3} W_{2}  \tag{B.10}\\
& \approx W_{3} W_{1} W_{3} W_{4} \\
& =W_{1} W_{4} \\
& \approx-W_{4} Z_{3} X_{4} \\
& \approx-Z_{1} W_{4} X_{4} \\
& \approx-Z_{1} X_{2} W_{4}  \tag{B.6}\\
& \approx-Z_{1} X_{2} X_{2} X_{1} \\
& =-Z_{1} X_{1} \text {. } \\
& \text { (by (B.7)) } \\
& \text { (by (B.11)) } \\
& \text { (by (B.9)) } \\
& \text { (by (B.3)) } \\
& \text { (by (B.8)) }
\end{align*}
$$

We can also get commutation relations on different qubits:

$$
\begin{array}{rlrl}
X_{1} Z_{2} & \approx X_{1} Z_{4} & \\
& \approx Z_{4} X_{3} \\
& =X_{3} Z_{4} & & (\text { by }(\text { B. } 4)) \\
& \approx X_{3} Z_{2} & & (\text { by construction }) \\
& \approx Z_{2} X_{1} & & (\text { by }(\text { B. } 4)) \\
(\text { by }(\text { B. } 7)) .
\end{array}
$$

The other cases follow similarly. See [99] for further details.

## Chapter 4

## Interactive proofs with approximately commuting provers

The class MIP* of promise problems that can be decided through an interactive proof system with multiple entangled provers provides a complexity-theoretic framework for the exploration of the nonlocal properties of entanglement. Very little is known in terms of the power of this class. The only proposed approach for establishing upper bounds is based on a hierarchy of semidefinite programs introduced independently by Pironio et al. and Doherty et al. in 2006. This hierarchy converges to a value, the field-theoretic value, that is only known to coincide with the provers' maximum success probability in a given proof system under a plausible but difficult mathematical conjecture, Connes' embedding conjecture. No bounds on the rate of convergence are known.

In this chapter we introduce a rounding scheme for the hierarchy, establishing that any solution to its $N$-th level can be mapped to a strategy for the provers in which measurement operators associated with distinct provers have pairwise commutator bounded by $O\left(\ell^{2} / \sqrt{N}\right)$ in operator norm, where $\ell$ is the number of possible answers per prover.

Our rounding scheme motivates the introduction of a variant of quantum multiprover interactive proof systems, called $\mathrm{MIP}_{\delta}^{*}$, in which the soundness property is required to
hold against provers allowed to operate on the same Hilbert space as long as the commutator of operations performed by distinct provers has norm at most $\delta$. Our rounding scheme implies the upper bound $\operatorname{MIP}_{\delta}^{*} \subseteq \operatorname{DTIME}\left(\exp \left(\exp (\right.\right.$ poly $\left.\left.) / \delta^{2}\right)\right)$. In terms of lower bounds we establish that $\mathrm{MIP}_{2^{- \text {poly }}}^{*}$, with completeness 1 and soundness $1-2^{- \text {poly }}$, contains NEXP. The relationship of MIP $\delta_{\delta}^{*}$ to MIP* has connections with the mathematical literature on approximate commutation. Our rounding scheme gives an elementary proof that the Strong Kirchberg Conjecture implies that MIP* is computable. We also discuss applications to device-independent cryptography.

### 4.1 Introduction

In a multiprover interactive proof system, a verifier with bounded resources (a polynomialtime Turing machine) interacts with multiple all-powerful but non-communicating provers in an attempt to verify the truth of a mathematical statement - the membership of some input $x$, a string of bits, in a language $L$, such as 3-SAT. The provers always collaborate to maximize their chances of making the verifier accept the statement, and their maximum probability of success in doing so is called the value $\omega=\omega(x)$ of the protocol. (We will sometimes refer to a given protocol as an "interactive game".) A proof system's completeness $c$ is the smallest value of $\omega(x)$ over all $x \in L$, while its soundness $s$ is the largest value of $\omega(x)$ over $x \notin L$; a protocol is sound if $s<c$.

The class of all languages that have multiprover interactive proof systems with $c \geq 2 / 3$ and $s \leq 1 / 3$, denoted MIP, is a significant broadening of its non-interactive, single-prover analogue MA, as is witnessed by the characterization MIP = NEXP [7]. This result is one of the cornerstones on which the PCP theorem $[6,5]$ was built, with consequences ranging from cryptography [11] to hardness of approximation [35].

Quantum information suggests a natural extension of the class MIP. The laws of quantum mechanics assert that, in the physical world, a set of non-communicating provers may share an arbitrary entangled quantum state, a physical resource which strictly ex-
tends their set of strategies but provably does not allow them to communicate. The corresponding extension of MIP is the class MIP* of all languages that have multiprover interactive proof systems with entangled provers [50].

Physical intuition for the significance of the prover's new resource, entanglement, dates back to Einstein, Podolsky and Rosen's paradoxical account [32] of the consequences of quantum entanglement, later clarified through Bell's pioneering work [10]. To state the relevance of Bell's results more precisely in our context we first introduce the mathematical formalism used by Bell to model locality. With each prover's private space is associated a separate Hilbert space. The joint quantum state of the provers is specified by a unit vector $|\Psi\rangle$ in the tensor product of their respective Hilbert spaces. Upon receiving its query from the verifier, each prover applies a local measurement (a positive operator supported on its own Hilbert space) the outcome of which is sent back to the verifier as its answer. The supremum of the provers' probability of being accepted by the verifier, taken over all Hilbert spaces, states in their joint tensor product, and local measurements, is called the entangled value $\omega^{*}$ of the game. The analogue quantity for "classical" provers (corresponding to shared states which are product states) is denoted $\omega$.

Bell's work and the extensive literature on Bell inequalities [18, 4] and quantum games [19] establishes that there are protocols, or interactive games, for which $\omega^{*}>\omega$. This simple fact has important consequences for interactive proof systems. First, a proof system sound with classical provers may no longer be so in the presence of entanglement. Cleve et al. [19] exhibit a class of restricted interactive proof systems, XOR proof systems, such that the class with classical provers equals NEXP while the same proof systems with entangled provers cannot decide any language beyond EXP. Second, the completeness property of a proof system may also increase through the provers' use of entanglement. As a result optimal strategies may require the use of arbitrarily large Hilbert spaces for the provers - no explicit bound on the dimension of these spaces is known as a function of the size of the game. In fact no better upper bound on the class MIP* is known other than its
languages being recursively enumerable: they may not even be decidable! This unfortunate state of affairs stems from the fact that, while the value $\omega^{*}$ may be approached from below through exhaustive search in increasing dimensions, there is no verifiable criterion for the termination of such a procedure.

Bounding entangled-prover strategies. The question of deriving algorithmic methods for placing upper bounds on the entangled value $\omega^{*}$ of a given protocol has long frustrated researchers' efforts. Major progress came in 2006 through the introduction of a hierarchy of relaxations based on semidefinite programming [31, 71] that we will refer to as the QC SDP hierarchy. ${ }^{1}$ These relaxations follow a similar spirit as e.g. the Lasserre hierarchy in combinatorial optimization [53], and can be formulated using the language of sums of squares of non-commutative polynomials. In contrast with the commutative setting, this leads to a hierarchy that is in general infinite and need not converge at any finite level.

The limited convergence results that are known for the QC SDP hierarchy involve a formalization of locality for quantum provers which originates in the study of infinitedimensional systems such as those that arise in quantum field theory. Here the idea is that observations made at different space-time locations should be represented by operators which, although they may act on the same Hilbert space, should nevertheless commute - a minimal requirement ensuring that the joint outcome of any two measurements made by distinct parties should be well-defined and independent of the order in which the measurements were performed.

For the case of finite-dimensional systems this seemingly weaker condition is equivalent to the existence of a tensor product representation [31]. In contrast, for the case of infinitedimensional systems the two formulations are not known to be equivalent. This question, known as Tsirelson's problem in quantum information, was recently shown to be equivalent to a host of deep mathematical conjectures [86, 47], in particular Connes' embedding

[^11]conjecture [23] and Kirchberg's QWEP conjecture [49]. The validity of these conjectures has a direct bearing on our understanding of MIP*. The QC SDP hierarchy is known to converge to a value called the field-theoretic value $\omega^{f}$ of the game, which is the maximum success probability achievable by commuting strategies of the type described above. A positive answer to Tsirelson's conjecture thus implies that $\omega^{*}=\omega^{f}$ and both quantities are computable. However, even assuming the conjecture and in spite of strong interest (the use of the first few levels of the hierarchy has proven extremely helpful to study a range of questions in device independence [8, 100] and the study of nonlocality [76]) absolutely no bounds have been obtained on the convergence rate of the hierarchy. It is only known that if a certain technical condition, called a rank loop, holds, then convergence is achieved [72]; unfortunately the condition is computationally expensive to verify (even for low levels of the hierarchy) and, in general, may not be satisfied at any finite level.

Beyond the obvious limitations for practical applications, these severe computational difficulties are representative of the intrinsic difficulty of working with the model of entangled provers. Our work is motivated by this state of affairs: we establish the first quantitative convergence results for the quantum SDP hierarchy. Our main observation is that successive levels of the hierarchy place bounds on the value achievable by provers employing a relaxed notion of strategy in which measurements applied by distinct provers are allowed to approximately commute: their commutator is bounded, in operator norm, by a quantity that tends to zero as the number of levels in the hierarchy grows.

## A rounding scheme for the QC SDP hierarchy

Our main technical result is a rounding procedure for the QC SDP hierarchy of semidefinite programs. The procedure maps any feasible solution to the $N$-th level of the hierarchy to a set of measurement operators for the provers that approximately commute. For simplicity we state and prove our results for the case of a single round of interaction with two provers and classical messages only. Extension to multiple provers is straightforward; we
expect generalizations to multiple rounds and quantum messages to be possible but leave them for future work.

Definition 52. An $(m, \ell)$ strategy for the provers is specified by two sets of $m$ POVMS $\left\{A_{x}^{a}\right\}_{1 \leq a \leq \ell}$ and $\left\{B_{y}^{b}\right\}_{1 \leq b \leq \ell}$ with $\ell$ outcomes each, where $x, y \in\{1, \ldots, m\}$.

A strategy is said to be $\delta-A C$ if for every $x, y, a$ and $b,\left\|A_{x}^{a} B_{y}^{b}-B_{y}^{b} A_{x}^{a}\right\| \leq \delta$, where $\|\cdot\|$ denotes the operator norm.

Our main theorem on the QC SDP hierarchy can be stated as follows. (We refer to Section 4.2.2 for a definition of the hierarchy.)

Theorem 53. Let $G$ be a 2-prover one-round game with classical messages in which each prover has $\ell$ possible answers, and $\omega_{Q C S D P}^{N}(G)$ the optimum of the $N$-th level of the QC SDP hierarchy. Then there exists a $\delta=O\left(\ell^{2} / \sqrt{N}\right)$ and a $\delta$-AC strategy for the provers with success probability $\omega_{Q C S D P}^{N}(G)$ in $G .^{2}$

Our result is the first to derive the condition that the operator norm of commutators is small. In contrast it is not hard to show that a feasible solution to the first level of the hierarchy already gives rise to measurement operators that exactly satisfy a commutation relation when evaluated on the state (corresponding to the zeroth-order vector provided by the hierarchy). While the latter condition can be successfully exploited to give an exact rounding procedure from the first level for the class of XOR games [19], and an approximate rounding for the more general class of unique games [48], we do not expect it to be sufficient in general. In particular, even approximate tightness of the first level of the hierarchy for three-prover games would imply EXP = NEXP [95]. We will further show that the problem of optimizing over strategies which approximately commute, to within sufficiently small error and in operator norm, is NEXP-hard (see Section 4.1 for details).

[^12]The proof of Theorem 53 is constructive: starting from any feasible solution to the N th level of the QC SDP hierarchy we construct measurement operators for the provers with pairwise commutators bounded by $\delta$ in operator norm, and which achieve a value in the game that equals the objective value of the $N$-th level SDP. Recall that this SDP has $O(m \ell)^{N}$ vector variables indexed by strings of length at most $N$ over the formal alphabet $\left\{P_{x}^{a}, Q_{y}^{b}\right\}$ containing a symbol for each possible (question,answer) pair to any of the provers. Our main idea is to introduce a "graded" variant of the construction in [72] (which was used to show convergence under the rank loop constraint). Rather informally, the rounded measurement operators, $\left\{\tilde{P}_{x}^{a}\right\}$ for the first prover and $\left\{\tilde{Q}_{y}^{b}\right\}$ for the second, can be defined as follows:

$$
\tilde{P}_{x}^{a} \equiv \frac{1}{N-1} \sum_{i=1}^{N-1} \Pi_{\leq i} \Pi_{p_{x}^{a}} \Pi_{\leq i} \quad \text { and } \quad \tilde{Q}_{y}^{b} \equiv \frac{1}{N-1} \sum_{j=1}^{N-1} \Pi_{\leq j} \Pi_{Q_{y}^{b}} \Pi_{\leq j}
$$

Here $\Pi_{P_{x}^{a}}$ and $\Pi_{Q_{y}^{b}}$ are projectors as defined in [72], i.e. as the projection onto vectors associated with strings ending in the formal label $P_{x}^{a}, Q_{y}^{b}$ of the corresponding operator. The novelty is the introduction of the $\Pi_{\leq i}$, which project onto the subspace spanned by all vectors associated with strings of length at most $i$. Thus $\tilde{P}_{x}^{a}$ itself is not a projector, and it gives more weight to vectors indexed by shorter strings.

The intuition behind this rounding scheme is as follows. The winning probability is unchanged because it is determined by the action of the measurement operators on the subspace $\operatorname{Im}\left(\Pi_{\leq 1}\right)$. On the other hand, the rounded operators approximately commute in the operator norm because the original operators commuted exactly on the subspace $\operatorname{Im}\left(\Pi_{\leq N-1}\right)$, and we have now shifted the weight of the operators so that they are supported on that subspace. Furthermore, while truncating the operators abruptly at level $N-1$ (by conjugating by $\Pi_{\leq N-1}$ for example) could result in a large commutator, we perform a "smooth" truncation across vectors indexed by strings of increasing length.

## Interactive proofs with approximately commuting provers

Motivated by the rounding procedure ascertained in Theorem 53 we propose a modification of the class MIP* in which the assumption that isolated provers must perform perfectly commuting measurements is relaxed to a weaker condition of approximately commuting measurements.

Definition 54. Let $\operatorname{MIP}_{\delta}^{*}(k, c, s)$ be the class of promise problems ( $L_{y e s}, L_{n o}$ ) that can be decided by an interactive proof system in which the verifier exchanges a single round of classical messages with $k$ quantum provers $P_{1}, \ldots, P_{k}$ and such that:

- If the input $x \in L_{y e s}$ then there exists a perfectly commuting strategy for the provers that is accepted with probability at least $c$,
- If $x \in L_{n o}$ then any $\delta-A C$ strategy is accepted with probability at most s.

Note that the definition of $\mathrm{MIP}_{\delta}^{*}$ requires the completeness property to be satisfied with perfectly commuting provers; indeed we would find it artificial to seek protocols for which optimal strategies in the "honest" case would be required to depart from the commutation condition. Instead, only the soundness condition is relaxed by giving more power to the provers, who are now allowed to apply any "approximately commuting" strategy. The "approximately" is quantified by the parameter $\delta,{ }^{3}$ and for any $\delta^{\prime} \leq \delta$ the inclusions $\mathrm{MIP}_{\delta}^{*} \subseteq \mathrm{MIP}_{\delta^{\prime}}^{*} \subseteq$ MIP* trivially hold. It is important to keep in mind that while $\delta$ can be a function of the size of the protocol it must be independent of the dimension of the provers' operators, which is unrestricted.
$\delta$-AC strategies were previously considered by Ozawa [75] in connection with Tsirelson's problem. Ozawa proposes a conjecture, the "Strong Kirchberg Conjecture (I)", which if true implies the equality $\mathrm{MIP}^{*}=\cup_{\delta>0} \mathrm{MIP}_{\delta}^{*}$. We state and discuss the conjecture further as Conjecture 80 below. Unfortunately the conjecture seems well beyond the reach of

[^13]current techniques (Ozawa himself formulates doubts as to its validity). However, in our context less stringent formulations of the conjecture would still imply conclusive results relating $\mathrm{MIP}_{\delta}^{*}$ to MIP*; we discuss such variants in Section 4.5.

Further motivation for the definition of $\mathrm{MIP}_{\delta}^{*}$ may be found by thinking operationally - with e.g. cryptographic applications in mind, how does one ascertain that "isolated" provers indeed apply commuting measurements? The usual line of reasoning applies the laws of quantum mechanics and special relativity to derive the tensor product structure from space-time separation. However, not only is strict isolation virtually impossible to enforce in all but the simplest experimental scenarios, but the implication "separation $\Longrightarrow$ tensor product" may itself be subject to questioning - in particular it may not be a testable prediction, at least not to precision that exceeds the number of measurements, or observations, performed. Relaxations of the tensor product condition have been previously considered in the context of device-independent cryptography; for instance Silman et al. [89] require that the joint measurement performed by two isolated devices be close, in operator norm, to a tensor product measurement. Our approximate commutation condition imposes a weaker requirement, and thus our convergence results on the hierarchy also apply to their setting; we discuss this in more detail in Section 4.5.2.

Theorem 53 can be interpreted as evidence that the hierarchy converges at a polynomial rate to the maximum success probability for MIP $_{a c}^{*}$ provers. More formally, it implies the inclusion $\operatorname{MIP}_{\delta}^{*} \subseteq \operatorname{TIME}\left(\exp \left(\exp (\right.\right.$ poly $\left.\left.) / \delta^{2}\right)\right)$ for any $\delta>0$, thereby justifying our claim that the class MIP ${ }_{\delta}^{*}$ is computationally bounded. This stands in stark contrast with MIP $^{*}=$ MIP $_{0}^{*}$, for which no quantitative upper bound is known (We note, however, that MIP* is known to be recursively enumerable).

Having shown that the new class has "reasonable" complexity, it is natural to ask whether the additional power granted to the provers might actually make the class trivial - could provers that are $\delta$-AC be no more useful than a single quantum prover, even for very small $\delta$ ? The following theorem shows that this is not the case.

Theorem 55. Every language in NEXP has a 2-prover MIP* protocol in which completeness 1
holds with classical provers and soundness $2^{- \text {poly }}$ holds even against provers thate are $2^{- \text {poly }}-A C$. More formally,

$$
\mathrm{NEXP} \subseteq \bigcup_{p, q \in \text { poly }} \operatorname{MIP}_{2^{-q}}^{*}\left(2,1,1-2^{-p}\right) .
$$

Theorem 55 provides a direct analogue of the same lower bound for MIP* [41], and is proven using the same technique. We conjecture that the inclusion NEXP $\subseteq \operatorname{MIP}_{2 \text {-poly }}^{*}(3,1,2 / 3)$ also holds, and that this can be derived by a careful extension of the results in [42, 95].

Organization. Section 4.2 contains some preliminaries, including the definition of MIP ${ }_{a c}^{*}$ and the QC SDP hierarchy. In Section 4.3 we present and analyze our rounding scheme for the hierarchy. In Section 4.4 we prove our lower bound on MIP*. We end in Section 4.5 with a discussion of the relevance of the study of MIP $_{a c}^{*}$ for that of MIP* and closely related results from the mathematical literature.

### 4.2 Preliminaries

Notation. Given an integer $N$, we use $[N]$ to refer to the set $\{1, \ldots, N\}$. We use the symbol $\equiv$ to mark a definition. $\mathfrak{S}_{k}$ is the set of all permutations $\sigma:[k] \rightarrow[k]$. poly denotes the set of all polynomials. We write $\|X\|$ for the operator norm of a matrix $X$. Given matrices $A, B,[A, B] \equiv A B-B A$ denotes their commutator.

### 4.2.1 Approximately commuting provers

In this section we define the class MIP $_{\delta}^{*}$ for $\delta>0$ and state some basic properties. We assume the reader is familiar with quantum interactive proof systems and the definition of the class MIP*; we refer to e.g. [50] for details. Throughout we will use $k$ to denote the number of provers and $c, s$ the completeness and soundness parameters. Although one could define the class more generally, we restrict our attention to protocols involving a
single round of interaction between the verifier and the provers. As is customary we will also call such one-round protocols games.

Definition 56. A k-prover game $G$ is specified by the following: integers $Q_{1}, \ldots, Q_{k}$, representing the number of possible questions to each prover, and a distribution $\pi$ on $\left[Q_{1}\right] \times \cdots \times\left[Q_{k}\right]$; integers $A_{1}, \ldots, A_{k}$, representing the number of possible answers from each prover; a mapping $V:\left(\left[Q_{1}\right] \times\right.$ $\left.\cdots \times\left[Q_{k}\right]\right) \times\left(\left[A_{1}\right] \times \cdots \times\left[A_{k}\right]\right) \rightarrow\{0,1\}$ representing the referee's acceptance criterion.

Next we introduce a notion of approximately commuting strategies for the provers.
Definition 57. Given a game $G$, a strategy for the provers consists of the following:

- A finite-dimensional Hilbert space $\mathcal{H}$,
- For every $i \in[k]$ and $q \in\left[Q_{i}\right]$, a POVM $\left\{\left(A^{(i)}\right)_{q}^{a}\right\}_{a \in\left[A_{i}\right]}$, where each $\left(A^{(i)}\right)_{q}^{a} \in \operatorname{Pos}(\mathcal{H})$ and $\sum_{a}\left(A^{(i)}\right)_{q}^{a}=\mathrm{Id}$,
- A density matrix $\rho \in \mathrm{D}(\mathcal{H})$.

For any $\delta>0$ we say that the strategy $\left(\left(A^{(1)}\right)_{q^{\prime}}^{a} \ldots,\left(A^{(k)}\right)_{q^{\prime}}^{a^{\prime}} \rho\right)$ is $\delta$ - $A C$ if $\left\|\left[\left(A^{(i)}\right)_{q^{\prime}}^{a}\left(A^{(j)}\right)_{q^{\prime}}^{a^{\prime}}\right]\right\| \leq$ $\delta$ for every $i \neq j \in[k]$ and $q \in\left[Q_{i}\right], q^{\prime} \in\left[Q_{j}\right], a \in\left[A_{i}\right]$ and $a^{\prime} \in\left[A_{j}\right]$.

Finally we define the success probability, or value, achieved by a given strategy in a game.
Definition 58. Let $G$ be a game and $\left(\left(A^{(1)}\right)_{q}^{a}, \ldots,\left(A^{(k)}\right)_{q^{\prime \prime}}^{a^{\prime}} \rho\right)$ a strategy in $G$. The strategy's value is defined as
$\omega^{*}\left(\left(\left(A^{(1)}\right)_{q^{\prime}}^{a}, \ldots,\left(A^{(k)}\right)_{q^{\prime}}^{a^{\prime}} \rho\right) ; G\right):=\max _{\sigma \in \mathfrak{S}_{k}}\left|\sum_{q_{i} \in Q_{i}} \pi\left(q_{i}\right) \sum_{a_{1}, \ldots, a_{k}} V\left(a_{i}, q_{i}\right) \operatorname{Tr}\left(\left(A^{(\sigma(1))}\right)_{q_{\sigma(1)}}^{a_{\sigma(1)}} \cdots\left(A^{(\sigma(k))}\right)_{q_{\sigma(k)}}^{a_{\sigma(k)}} \rho\right)\right|$.
The $\delta$ - AC value $\omega_{\delta}^{*}(G)$ of the game $G$ is the supremum over all $\delta$ - $A C$ strategies of the strategy's value in $G$.

In the above definition the introduction of the supremum over all permutations of the provers amounts to allowing the provers to choose the order in which their respective

POVM are applied to the shared state (the ordering should be the same throughout, independently of the questions asked). Since POVM elements applied by distinct provers do not necessarily commute the choice of ordering may affect a strategy's value. Nevertheless, for $\delta$-AC strategies it is easy to see that any two orderings will result in values that differ by at most $k^{2} \delta$; for our purposes the parameter $\delta$ will always be small enough that different choices of orderings would not matter and we will mostly ignore this issue throughout. Since we consider only finite-dimensional strategies, for $\delta=0$ the value $\omega_{0}^{*}(G)$ reduces to what is usually called the entangled value $\omega^{*}(G)$, corresponding to strategies that are perfectly commuting, or equivalently strategies that can be put in tensor product form.

Having introduced games, strategies, and values, we are ready to define the class $\mathrm{MIP}_{\delta}^{*}$.

Definition 59. Let $\delta, c, s: \mathbb{N} \rightarrow[0,1]$ be computable functions and $k \in$ poly. A language $L$ is in $\operatorname{MIP}_{\delta}^{*}(k, c, s)$ if and only if there exists a polynomial-time computable mapping from inputs $x \in\{0,1\}^{*}$ to $k$-prover games $G_{x}$ such that:

- In the game $G_{x}$, the distribution $\pi$ can be sampled in time polynomial in $|x|$, and the predicate $V$ can be computed in time polynomial in $|x|$,
- (Completeness) If $x \in L$ then $\omega^{*}\left(G_{x}\right) \geq c$, i.e. there exist a $k$-prover strategy that is $0-A C$ and has value at least $c$ in $G_{x}$,
- (Soundness) If $x \notin L$ then $\omega_{\delta}^{*}\left(G_{x}\right) \leq$ s, i.e. every $\delta$ - $A C k$-prover strategy has value at most $\sin G_{x}$.

Throughout this chapter we use poly to represent any polynomial in $|x|$, or equivalently, any polynomial in the length of the messages passed in the protocol.

Since for every $\delta<\delta^{\prime}$ a $\delta^{\prime}$-AC strategy is also $\delta$-AC, it follows that $\operatorname{MIP}_{\delta^{\prime}}^{*}(k, c, s) \subseteq$ $\operatorname{MIP}_{\delta}^{*}(k, c, s)$. A choice of parameter $\delta$ that is inverse exponential in the input length seems
to be the most natural, and we define

$$
\operatorname{MIP}_{a c}^{*}(k, c, s):=\cup_{\delta \in 2^{-} \text {poly }} \operatorname{MIP}_{\delta}^{*}(k, c, s) .
$$

We end this subsection with a simple claim on $\delta$-AC strategies that is well-known to hold for the case of perfectly commuting strategies: up to a small loss in the commutation parameter we may without loss of generality restrict ourselves to strategies that apply projective measurements.

Claim 60. Let $\left(A_{q}^{a}, B_{q^{\prime}}^{a^{\prime}} \rho\right)$ be a $\delta-A C$ strategy with success probability $p$ in a certain game. Then there exists a $\left(\left|A \| A^{\prime}\right| \delta\right)-A C$ strategy in which all POVM are projective and that achieves the same success probability $p$.

Proof. We can make $\left(A_{q}^{a}, B_{q^{\prime}}^{a^{\prime}} \rho\right.$ ) (which is defined on some Hilbert space $\mathcal{H}$ ) into a projective strategy $\left(\tilde{A}_{q}^{a}, \tilde{B}_{q^{\prime}}^{a^{\prime}} \tilde{\rho}\right)$ on an extended Hilbert space $\mathcal{H}^{\prime} \equiv \mathcal{H} \otimes \mathbb{C}^{|A|} \otimes \mathbb{C}^{\left|A^{\prime}\right|}$ by extending $\rho$ to $\rho \otimes|0\rangle_{A}\langle 0| \otimes|0\rangle_{B}\langle 0|$, and defining the norm preserving maps :

$$
U_{A}^{q}:|\psi\rangle|0\rangle_{A}|0\rangle_{B} \rightarrow \sum_{a}\left(\sqrt{A_{q}^{a}}|\psi\rangle\right)|a\rangle_{A}|0\rangle_{B}
$$

and

$$
U_{B}^{q^{\prime}}:|\psi\rangle|0\rangle_{A}|0\rangle_{B} \rightarrow \sum_{a^{\prime}}\left(\sqrt{B_{q^{\prime}}^{a^{\prime}}}|\psi\rangle\right)|0\rangle_{A}\left|a^{\prime}\right\rangle_{B}
$$

Since the maps are norm-preserving they can be extended to unitary maps $\tilde{U}_{A}^{q} \otimes I_{B}$ and $\tilde{U}_{B}^{q^{\prime}} \otimes I_{A}$ respectively on $\mathcal{H} \otimes \mathbb{C}^{|A|} \otimes \mathbb{C}^{\left|A^{\prime}\right|}$ (note that the unitary for each prover acts as the identity on the ancilla for each other prover). We now define the new POVM operators as

$$
\tilde{A}_{q}^{a} \equiv\left(\tilde{U}_{A}^{q} \otimes I_{B}\right)\left(I_{\mathcal{H}} \otimes|a\rangle_{A}\langle a| \otimes I_{B}\right)\left(\tilde{U}_{A}^{q} \otimes I_{B}\right)^{\dagger}
$$

and

$$
\tilde{B}_{q^{\prime}}^{a^{\prime}} \equiv\left(\tilde{U}_{B}^{q^{\prime}} \otimes I_{A}\right)\left(I_{\mathcal{H}} \otimes I_{A} \otimes\left|a^{\prime}\right\rangle_{B}\left\langle a^{\prime}\right|\right)\left(\tilde{U}_{B}^{q^{\prime}} \otimes I_{A}\right)^{\dagger}
$$

The new operators now form projective POVM strategies, and the transformation clearly preserves the strategy's success probability. Since different provers act on distinct ancilla qubits, and as the identity on the ancillas for all other provers, we see that: $\left[\tilde{A}_{q}^{a}, \tilde{B}_{q^{\prime}}^{a^{\prime}}\right] \leq$ $|A|\left|A^{\prime}\right| \delta$.

### 4.2.2 The QC SDP Hierarchy

Fix a two-prover game $G$. Let $X=\left[Q_{1}\right]$ (resp. $Y=\left[Q_{2}\right]$ ) be the first (resp. second) prover's input alphabet, and $A=\left[A_{1}\right]$ (resp. $B=\left[A_{2}\right]$ ) the first (resp. second) prover's answer alphabet. Let $V: X \times Y \times A \times B \rightarrow\{0,1\}$ be the referee's decision predicate, and $\mu: X \times Y \rightarrow[0,1]$ the distribution on inputs. Consider the alphabet of formal symbols $\mathcal{A} \equiv\left\{P_{x}^{a}: \forall x, a\right\} \cup\left\{Q_{y}^{b}: \forall y, b\right\},{ }^{4}$ and let $W_{m} \equiv \cup_{i=1}^{m} \mathcal{A}^{i} \cup\{\phi\}$ be the set of all words of length at most $m$ on the alphabet $\mathcal{A}$ (here $\phi$ is a formal symbol representing the empty string). The $N^{t h}$ level of QC SDP hierarchy for $G$ defines an optimization problem over the space of positive semidefinite matrices $\Gamma_{N} \in \mathbb{C}^{\left|W_{N}\right| \times\left|W_{N}\right|}$ with entries $\Gamma_{s, t}^{N}$ indexed by words $s, t \in W_{N}$. As in [73], we will let $\left\{\left|v_{s}\right\rangle: s \in W_{N}\right\}$ be vectors in $\mathbb{C}^{\left|W_{N}\right|}$ such that $\Gamma_{s, t}^{N}=\left\langle v_{s} \mid v_{t}\right\rangle$. We can find such vectors by computing, for example, the Cholesky decomposition of $\Gamma^{N}$, which can be done in time polynomial in $\left|W_{N}\right|$.

Definition 61. The $N^{\text {th }}$ level of QC SDP hierarchy is defined to be the following optimization

[^14]problem:
$\operatorname{maximize} \sum_{(x, y, a, b)} \mu(x, y) \Gamma_{P_{x}^{a}, Q_{y}^{b}}^{N} V(x, y, a, b)$
subject to:
$\Gamma^{N} \succeq 0$
$\Gamma_{\phi, \phi}^{N}=1$
$\forall C \in \mathcal{A}, \forall s, t \in W_{N-1}, \Gamma_{s C, t}^{N}=\Gamma_{s, C t}^{N}$
$\forall P_{x}^{a}, Q_{y}^{b} \in \mathcal{A}, \forall s, t \in W_{N-1}, \Gamma_{s P_{x}^{a}, Q_{y}^{b} t}^{N}=\Gamma_{s Q_{y}^{b}, P_{x}^{a} t}^{N}$
$\forall x \in X, s \in W_{N-1}, t \in W_{N}, \sum_{a \in A} \Gamma_{s P_{x}^{a}, t}^{N}=\Gamma_{s, t}^{N}$
$\forall y \in Y, s \in W_{N-1}, t \in W_{N}, \sum_{b \in B} \Gamma_{s Q_{y, t}^{b}}^{N}=\Gamma_{s, t}^{N}$
$\forall x \in X, \forall s, t \in W_{N-1}$, and for $a \neq a^{\prime}, \Gamma_{s P_{x}^{a}, P_{x}^{a^{\prime}} t}^{N}=0$
$\forall y \in Y, \forall s, t \in W_{N-1}$, and for $b \neq b^{\prime}, \Gamma_{s Q_{y}^{b}, Q_{y}^{b^{\prime}} t}^{N}=0$

Note that, in order to make the constraints intuitive, we use the non-standard notation that, whenever as vector $\left|v_{s}\right\rangle$ is transposed, the result of the transpose is written as $\left\langle v_{s}\right|:=$ $\left(\left|v_{s^{\dagger}}\right\rangle\right)^{\dagger}$, where $s^{\dagger}$ is the string written in the reverse order. That is, we use the convention that transposing vectors also reverses the order of their labels.

From here on we let $\Gamma_{s, t}^{N}=\left\langle v_{s} \mid v_{t}\right\rangle$ represent an optimal solution to the $N^{t h}$ level of the QC SDP hierarchy. By definition,

$$
\omega_{Q C S D P}^{N}(G)=\sum_{(x, y, a, b)} \mu(x, y) \Gamma_{P_{x}^{a}, Q_{y}^{b}}^{N} V(x, y, a, b)=\sum_{(x, y, a, b)} \mu(x, y)\left\langle v_{P_{x}^{a}} \mid v_{Q_{y}^{b}}\right\rangle V(x, y, a, b)
$$

Definition 62. Let $V_{j} \equiv \operatorname{Span}\left\{\left|v_{s}\right\rangle: s \in W_{j}\right\}$ denote the vector space spanned by all the vectors
with labels of length $\leq j$. Note that, for a solution to the $N^{\text {th }}$ level of the QC SDP hierarchy, $V_{N}$ is the entire space spanned by all the vectors in the Cholesky decomposition of $\Gamma^{N}$.

## Observation 63.

$$
\begin{align*}
& \forall x \in X, s \in W_{N-1}, t \in W_{N}, \sum_{a \in A}\left\langle v_{s P_{x}^{a}}\right|=\left\langle v_{s}\right|  \tag{4.4}\\
& \forall y \in Y, s \in W_{N-1}, t \in W_{N}, \sum_{b \in B}\left\langle v_{s Q_{y}^{b}}\right|=\left\langle v_{s}\right| \tag{4.5}
\end{align*}
$$

Proof. We give the proof of equation (4.4). The proof for equation (4.5) is completely analogous. Consider the vector $|z\rangle \equiv\left|v_{s}\right\rangle-\sum_{a \in A}\left|v_{s P_{x}^{a}}\right\rangle$. By definition we have that $|z\rangle \in V_{N}$. On the other hand, for every vector $\left|v_{t}\right\rangle$ (for any $t \in W_{N}$ ), it follows from equation (4.2) that $\left\langle z \mid v_{t}\right\rangle=\left\langle v_{s} \mid v_{t}\right\rangle-\sum_{a \in A}\left\langle v_{s P_{x}} \mid v_{t}\right\rangle=0$. Thus we must have $|z\rangle=0$, and the claim follows.

Definition 64. As in [73], for each $P_{x}^{a} \in \mathcal{A}$, let $\Pi_{P_{x}^{a}}$ denote the projector onto Span $\left\{\left|v_{P_{x}^{a} s}\right\rangle\right.$ : $\left.s \in W_{N-1}\right\}$. Similarly, for each $Q_{y}^{b} \in \mathcal{A}$, let $\Pi_{Q_{y}^{b}}$ denote the projector onto Span $\left\{\left|v_{Q_{y}^{b} s}\right\rangle: s \in\right.$ $\left.W_{N-1}\right\}$.
 that:

$$
\begin{equation*}
\Pi_{P_{x}^{a^{\prime}}}\left|v_{s}\right\rangle=\Pi_{P_{x}^{a^{\prime}}} \sum_{a \in A}\left|v_{P_{x}^{a_{s}}}\right\rangle=\Pi_{P_{x}^{a^{\prime}}}\left|v_{P_{x}^{a_{s}^{\prime}}}\right\rangle=\left|v_{P_{x}^{a^{\prime}}}\right\rangle \tag{4.6}
\end{equation*}
$$

This follows from equation (4.3) and Observation 63. The analogous statement holds for $Q_{y}^{b^{\prime}} \in \mathcal{A}$, and $\Pi_{Q_{y}^{b^{\prime}}}$.

Definition 66. For each $j \leq N$, let $\Pi_{\leq j}$ denote the orthogonal projector onto $V_{j}$, and $\Pi_{\leq j}^{\perp} \equiv$ $I-\Pi_{\leq j}$.

### 4.2.3 Useful identities

The following identities involving the projection operators defined in the previous section will be used in the analysis of our rounding scheme in Section 4.3.

Proposition 67. $\forall i, j \in[N]:$

$$
\begin{align*}
& \Pi_{\leq i} \Pi_{\leq j}=\Pi_{\leq j} \Pi_{\leq i}=\Pi_{\leq \min (i, j)}  \tag{4.7}\\
& \Pi_{\leq i}^{\perp} \Pi_{\leq j}^{\perp}=\Pi_{\leq j}^{\perp} \Pi_{\leq i}^{\perp}=\Pi_{\leq \max (i, j)}^{\perp} . \tag{4.8}
\end{align*}
$$

Furthermore, for $i \geq j \in[N]$,

$$
\begin{equation*}
\Pi_{\leq j} \Pi_{\leq i}^{\perp}=\Pi_{\leq i}^{\perp} \Pi_{\leq j}=0, \tag{4.9}
\end{equation*}
$$

Proof. All three equations follow trivially from the definition of $\Pi_{\leq i}$ as the orthogonal projector on $V_{i}$ and the inclusion $V_{j} \subseteq V_{i}$ for $j \leq i$.

Proposition 68. $\forall(x, y, a, b) \in X \times Y \times A \times B$, and $\forall i, j<N$,

$$
\Pi_{\leq i} \Pi_{P_{x}^{a}} \Pi_{Q_{y}^{b}} \Pi_{\leq j}=\Pi_{\leq i} \Pi_{Q_{y}^{b}} \Pi_{P_{x}^{a}} \Pi_{\leq j} .
$$

Proof. Consider any two vectors $|z\rangle,|w\rangle \in V_{N}$. By definition, we have that $\Pi_{\leq i}|z\rangle \in$ $\operatorname{Im}\left(\Pi_{\leq i}\right) \equiv V_{i}=\operatorname{Span}\left\{\left|v_{s}\right\rangle: s \in W_{i}\right\}$, so we can expand them in this vector space: $\Pi_{\leq i}|z\rangle \equiv \sum_{s \in W_{i}} \lambda_{s}\left|v_{s}\right\rangle$. Similarly, $\Pi_{\leq j}|w\rangle \equiv \sum_{t \in W_{j}} \gamma_{t}\left|v_{t}\right\rangle$. So,

$$
\begin{align*}
\langle z| \Pi_{\leq i} \Pi_{P_{x}^{a}} \Pi_{Q_{y}^{b}} \Pi_{\leq j}|w\rangle & =\left(\sum_{s \in W_{i}} \lambda_{s}^{*}\left\langle v_{s^{+}}\right|\right) \Pi_{P_{x}^{a}} \Pi_{Q_{y}^{b}}\left(\sum_{t \in W_{j}} \gamma_{t}\left|v_{t}\right\rangle\right)=\sum_{s \in W_{i}} \sum_{t \in W_{j}} \lambda_{s}^{*} \gamma_{t}\left\langle v_{s^{+}}\right| \Pi_{P_{x}^{a}} \Pi_{Q_{y}^{b}}\left|v_{t}\right\rangle \\
& =\sum_{s \in W_{i}} \sum_{t \in W_{j}} \lambda_{s}^{*} \gamma_{t}\left\langle v_{s^{+} P_{x}^{a}} \mid v_{Q_{y}^{b} t}\right\rangle=\sum_{s \in W_{i}} \sum_{t \in W_{j}} \lambda_{s}^{*} \gamma_{t}\left\langle v_{s^{+} Q_{y}^{b}} \mid v_{P_{x}^{a}}\right\rangle \\
& =\sum_{s \in W_{i}} \sum_{t \in W_{j}} \lambda_{s}^{*} \gamma_{t}\left\langle v_{s^{+}}\right| \Pi_{Q_{y}^{b}} \Pi_{P_{x}^{a}}\left|v_{t}\right\rangle=\left(\sum_{s \in W_{i}} \lambda_{s}^{*}\left\langle v_{s^{+}}\right|\right) \Pi_{Q_{y}^{b}} \Pi_{P_{x}^{a}}\left(\sum_{t \in W_{j}} \gamma_{t}\left|v_{t}\right\rangle\right) \\
& =\langle z| \Pi_{\leq i} \Pi_{Q_{y}^{b}} \Pi_{P_{x}^{a}} \Pi_{\leq j}|w\rangle \tag{4.10}
\end{align*}
$$

In (4.10), since we know that $s \in W_{i}, t \in W_{j}$ and $W_{i}, W_{j} \subseteq W_{N-1}$, the third equality follows by Observation 65, the fourth equality follows by equation (4.1), and the fifth equality follows by Observation 65 again.

Since this holds for arbitrary $|z\rangle,|w\rangle$, it follows that $\Pi_{\leq i} \Pi_{P_{x}^{a}} \Pi_{Q_{y}^{b}} \Pi_{\leq j}=\Pi_{\leq i} \Pi_{Q_{y}^{b}} \Pi_{P_{x}^{a}} \Pi_{\leq j}$, as claimed.

Proposition 69. For any $j<N$, and any $P_{x}^{a} \in \mathcal{A}$, or $Q_{y}^{b} \in \mathcal{A}$ we have that

$$
\operatorname{Im}\left(\Pi_{P_{x}^{a}} \Pi_{\leq j}\right) \subseteq \operatorname{Im}\left(\Pi_{\leq j+1}\right) \quad \text { and } \quad \operatorname{Im}\left(\Pi_{Q_{y}^{b}} \Pi_{\leq j}\right) \subseteq \operatorname{Im}\left(\Pi_{\leq j+1}\right)
$$

Proof. Let $|z\rangle$ be an arbitrary vector in $V_{N}$. By definition, $\Pi_{\leq j}|z\rangle \in \operatorname{Im}\left(\Pi_{\leq j}\right) \equiv V_{j}=$ Span $\left\{\left|v_{s}\right\rangle: s \in W_{j}\right\}$. So, there exist coefficients $\lambda_{s} \in \mathbb{C}$ such that $\Pi_{\leq j}|z\rangle=\sum_{s \in W_{j}} \lambda_{s}\left|v_{s}\right\rangle$. Now, by invoking Observation 65 we see that

$$
\begin{aligned}
& \Pi_{P_{x}^{a}} \Pi_{\leq j}|z\rangle=\sum_{s \in W_{j}} \lambda_{s} \Pi_{P_{x}^{a}}\left|v_{s}\right\rangle=\sum_{s \in W_{j}} \lambda_{s}\left|v_{P_{x}^{a} s}\right\rangle \in \operatorname{Im}\left(\Pi_{\leq j+1}\right) \equiv V_{j+1}=\operatorname{Span}\left\{\left|v_{s}\right\rangle: s \in W_{j+1}\right\} \\
& \Pi_{Q_{y}^{b}} \Pi_{\leq j}|z\rangle=\sum_{s \in W_{j}} \lambda_{s} \Pi_{Q_{y}^{b}}\left|v_{s}\right\rangle=\sum_{s \in W_{j}} \lambda_{s}\left|v_{Q_{y}^{b} s}\right\rangle \in \operatorname{Im}\left(\Pi_{\leq j+1}\right) \equiv V_{j+1}=\operatorname{Span}\left\{\left|v_{s}\right\rangle: s \in W_{j+1}\right\}
\end{aligned}
$$

Since this is true for arbitrary $|z\rangle$, the desired result follows.

### 4.2.4 Some bounds

In this section we collect a few identities that will be useful in the proof of Theorem 55. We first note the bound

$$
\begin{equation*}
\left\|\left[A, B^{r}\right]\right\| \leq 2\|B\|^{1-r}\|[A, B]\|^{r} \tag{4.11}
\end{equation*}
$$

valid for $A ; B \geq 0$ and $0 \leq r \leq 1$, that will be useful in our analysis. See Problem X.5.3 in [13] for a tighter bound from which (4.11) follows.

Claim 70. For $i=1, \ldots, M$ let $A_{i}, B_{i} \geq 0$ be such that $\left(A_{i}\right)$ and $\left(B_{i}\right)$ are $\delta-A C$, and $\sum_{i} \operatorname{Tr}\left(A_{i} \sqrt{B_{i}} \rho \sqrt{B_{i}}\right) \geq$ $1-\varepsilon$. Then

$$
\begin{equation*}
\sum_{i} \operatorname{Tr}\left(\left(A_{i}^{1 / 2}-B_{i}^{1 / 2}\right)^{2} \rho\right) \leq 2 \varepsilon+O\left(\delta^{1 / 8} M\right) \tag{4.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\sum_{i} A_{i}^{1 / 2} \rho A_{i}^{1 / 2}-\sum_{i} B_{i}^{1 / 2} \rho B_{i}^{1 / 2}\right\|_{1} \leq 2 \sqrt{2 \varepsilon}+O\left(\delta^{1 / 16} M^{1 / 2}\right) \tag{4.13}
\end{equation*}
$$

Proof. We first evaluate

$$
\begin{align*}
\sum_{i} \operatorname{Tr}\left(A_{i}^{1 / 2} B_{i}^{1 / 2} \rho\right) & =\sum_{i} \operatorname{Tr}\left(A_{i}^{1 / 4} B_{i}^{1 / 2} A_{i}^{1 / 4} \rho\right)-\sum_{i} \operatorname{Tr}\left(\left[A_{i}^{1 / 4}, B_{i}^{1 / 2}\right] A_{i}^{1 / 4} \rho\right) \\
& \geq \sum_{i} \operatorname{Tr}\left(A_{i}^{1 / 4} B_{i} A_{i}^{1 / 4} \rho\right)-2 \delta^{1 / 8} M \\
& =\sum_{i} \operatorname{Tr}\left(A_{i}^{1 / 2} B_{i} \rho\right)-\sum_{i} \operatorname{Tr}\left(A_{i}^{1 / 4}\left[A_{i}^{1 / 4}, B_{i}\right] \rho\right)-2 \delta^{1 / 8} M \\
& \geq \sum_{i} \operatorname{Tr}\left(B_{i}^{1 / 2} A_{i}^{1 / 2} B_{i}^{1 / 2} \rho\right)-\sum_{i} \operatorname{Tr}\left(\left[B_{i}^{1 / 2}, A_{i}^{1 / 2}\right] B_{i}^{1 / 2} \rho\right)-4 \delta^{1 / 8} M \\
& \geq \sum_{i} \operatorname{Tr}\left(B_{i}^{1 / 2} A_{i} B_{i}^{1 / 2} \rho\right)-6 \delta^{1 / 8} M \tag{4.14}
\end{align*}
$$

where we repeatedly used the bound (4.11). To obtain (4.12) it suffices to expand the square in (4.12) and use the assumption $\sum_{i} \operatorname{Tr}\left(A_{i} \sqrt{B_{i}} \rho \sqrt{B_{i}}\right) \geq 1-\varepsilon$ together with (4.14). Finally, (4.13) follows easily from (4.12) (see e.g. Claim 36 in [43]).

### 4.3 A rounding scheme for approximately commuting provers

We introduce a rounding scheme for the QC SDP hierarchy which, given the optimal $N^{\text {th }}$ level QC SDP solution for a certain game $G$, constructs an $O\left(\frac{A^{2}}{\sqrt{N}}\right)$-AC strategy for the provers (here $A$ is the number of possible answers in $G$, which for simplicity we assume to be the same for each prover). The resulting strategy for $G$ has value equal to the value
of $N^{\text {th }}$ level of the QC SDP hierarchy, which we denote $\omega_{Q C S D P}^{N}(G)$ (see Definition 61 below for a precise definition). To the best of our knowledge this is the first proposal of a rounding scheme for the QC SDP hierarchy for which one is able to provide any quantitative error estimate whatsoever.

In [73] and [31] it is shown that $\omega_{Q C S D P}^{N}(G)$ is an upper bound on the value of 0-AC strategies, that is, $\omega_{Q C S D P}^{N}(G) \geq \omega^{*}(G)$. Our rounding result implies that for all $\delta=O\left(\frac{|A|^{2}}{\sqrt{N}}\right)$ the quantity $\omega_{Q C S D P}^{N}(G)$ is also a lower bound on the optimal success probability achievable by any $\delta$-AC strategy. This additional result allows us to place an upper bound on the complexity class MIP ${ }_{\delta}^{*}$ introduced in Section 4.2.1. Precisely, we obtain the following:

Theorem 71. For any $\delta>0, k \in \mathbb{N}$ and $c, s: \mathbb{N} \rightarrow[0,1]$ such that $c-s=\Omega\left(2^{-}\right.$poly $)$it holds that $\operatorname{MIP}_{\delta}^{*}(k, c, s) \subseteq \operatorname{TIME}\left(\exp \left(\exp (\right.\right.$ poly $\left.\left.) / \delta^{2}\right)\right)$. Furthermore, the upper bound can be brought down to TIME $\left(\exp \left(\operatorname{poly} / \delta^{2}\right)\right)$ when considering only protocols with constant answer size.

Combining Theorem 71 with Theorem 55 we obtain that for any constant $k$ it holds that

$$
\mathrm{NEXP} \subseteq \bigcup_{p \in \mathrm{poly}} \operatorname{MIP}_{a c}^{*}\left(2,1,1-2^{-p}\right) \subseteq \operatorname{TIME}\left(2^{2^{\text {poly }}}\right)
$$

### 4.3.1 Rounding Scheme

In this section we introduce a rounding scheme for the QC SDP hierarchy. First we briefly argue that the most natural rounding scheme suggested by the definition of the hierarchy, which was first proposed in [71], is actually not the best for our purposes. In [72] it is proposed that any solution, $\Gamma^{N}$, to the $N^{t h}$ level of the QC SDP hierarchy be rounded to a strategy consisting of state $\rho \equiv\left|v_{\phi}\right\rangle\left\langle v_{\phi}\right|$, and projective measurement operators $\Pi_{P_{x}^{a}}$ for the first prover and $\Pi_{Q_{y}^{b}}$ for the second. It is further proved that, assuming a technical condition called the "rank loop" condition, this rounded strategy gives valid POVMs for the two provers, and that those POVMs are exactly commuting $\left(\left[\Pi_{P_{x}^{a}}, \Pi_{Q_{y}^{b}}\right]=0\right)$. Unfortunately, the "rank loop" condition is computationally difficult to verify, and in general it may not hold at any level of the hierarchy. Even without assuming the "rank loop" condi-
tion, it is true that, for all $j<N, \Pi_{\leq j} \Pi_{P_{x}^{a}} \Pi_{Q_{y}^{b}} \Pi_{\leq j}=\Pi_{\leq j} \Pi_{Q_{y}^{b}} \Pi_{P_{x}^{a}} \Pi_{\leq j}$ (see Proposition 68). However, while this tells us that $\left[\Pi_{P_{x}^{a}}, \Pi_{Q_{y}^{b}}\right]=0$ exactly when restricted to the space $V_{N-1}$, it is hard to control the size of $\left\|\left[\Pi_{P_{x}^{a}}, \Pi_{Q_{y}^{b}}\right]\right\|$ on the space $V_{N-1}^{\perp} \equiv \operatorname{Im}\left(\Pi_{\leq N-1}^{\perp}\right)$ without making additional assumptions about the structure of $G$, etc. Furthermore, when using this rounding scheme, it is not clear that there is any quantitative benefit from increasing the number of levels $N$ of the QC SDP hierarchy.

We introduce a rounding scheme which will ultimately allow us to control the operator norm of commutators of the rounded strategy on the entire space $V_{N}$, without making any assumptions whatsoever about the structure of $G$.

Definition 72 (Rounding Scheme for the QC SDP hierarchy). Fix probability distributions $\left\{p_{i}\right\}_{i=0}^{N}$, and $\left\{q_{j}\right\}_{j=1}^{N}$. In what follows we will assume that $p_{0}=q_{0}=p_{N}=q_{N}=0$. Given a solution $\Gamma^{N}$ to the $N^{\text {th }}$ level of the QC SDP hierarchy for $G$, the probability distributions $p_{i}$ and $q_{j}$ specify a rounding scheme as follows. The state shared by the provers is $\rho \equiv\left|v_{\phi}\right\rangle\left\langle v_{\phi}\right|$. Their measurement operators, $\left\{\tilde{P}_{x}^{a}\right\}$ for the first prover and $\left\{\tilde{Q}_{y}^{b}\right\}$ for the second, are defined as

$$
\begin{aligned}
\tilde{P}_{x}^{a} \equiv \sum_{i} p_{i} \Pi_{\leq i} \Pi_{P_{x}^{a}} \Pi_{\leq i}, & \tilde{P}_{x}^{\text {garbage }} \equiv I-\sum_{a \in \mathcal{A}} \tilde{P}_{x}^{a} \\
\tilde{Q}_{y}^{b} \equiv \sum_{j} q_{j} \Pi_{\leq j} \Pi_{Q_{y}^{b}} \Pi_{\leq j}, & \tilde{Q}_{y}^{\text {garbage }} \equiv I-\sum_{b \in \mathcal{B}} \tilde{Q}_{y}^{b}
\end{aligned}
$$

We first verify that the rounding scheme defined in Definition 72 defines valid POVM measurements, and leads to a strategy whose value in $G$ exactly matches $\omega_{Q C S D P}^{N}(G)$. (As we defined it, it may seem that the strategy sometimes outputs a symbol "garbage". As we show below this has probability 0 , and we can safely ignore the event.)

Claim 73. The strategy defined in Definition 72 has value exactly $\omega_{Q C S D P}^{N}(G)$ in $G$.
Proof. First we note that the $\tilde{P}_{x}$ and $\tilde{Q}_{y}$ define valid POVM. Indeed, using that each $\Pi_{\leq i,}$, $\Pi_{P_{x}^{a}}$ and $\Pi_{Q_{y}^{b}}$ is a projector, it is clear that the $\tilde{P}_{x}^{a}$ (resp. $\tilde{Q}_{y}^{b}$ ) are positive semidefinite. Furthermore, using $\sum_{a} \Pi_{P_{x}^{a}} \leq$ Id (since the projectors are, by definition, orthogonal), $\sum_{i} p_{i}=1$ and $\Pi_{\leq i} \leq$ Id for every $i$ we get $\sum_{a} \tilde{P}_{x}^{a} \leq \operatorname{Id}$ and hence $\tilde{P}_{x}^{\text {garbage }} \geq 0$ as well.

Next we evaluate the strategy's success probability in the game. From the definition,

$$
\begin{align*}
\left\langle v_{\phi}\right| \tilde{P}_{x}^{a} \tilde{Q}_{y}^{b}\left|v_{\phi}\right\rangle & =\left\langle v_{\phi}\right|\left(\sum_{i} p_{i} \Pi_{\leq i} \Pi_{P_{x}^{a}} \Pi_{\leq i}\right)\left(\sum_{j} q_{j} \Pi_{\leq j} \Pi_{Q_{y}^{b}} \Pi_{\leq j}\right)\left|v_{\phi}\right\rangle \\
& =\sum_{i} p_{i} \sum_{j} q_{j}\left\langle v_{\phi}\right| \Pi_{\leq i} \Pi_{P_{x}^{a}} \Pi_{\leq i} \Pi_{\leq j} \Pi_{Q_{y}^{b}} \Pi_{\leq j}\left|v_{\phi}\right\rangle \\
& =\sum_{i} p_{i} \sum_{j} q_{j}\left\langle v_{\phi}\right| \Pi_{P_{x}^{a}} \Pi_{\leq i} \Pi_{\leq j} \Pi_{Q_{y}^{b}}\left|v_{\phi}\right\rangle \\
& =\sum_{i} p_{i} \sum_{j} q_{j}\left\langle v_{P_{x}^{a}}\right| \Pi_{\leq i} \Pi_{\leq j}\left|v_{Q_{y}^{b}}\right\rangle \\
& =\left\langle v_{P_{x}^{a}} \mid v_{Q_{y}^{b}}\right\rangle . \tag{4.15}
\end{align*}
$$

Here the third equality follows since $\left|v_{\phi}\right\rangle$ is in the image of $\Pi_{\leq i}$ for all $i$, the fourth equality follows from observation 65 and the last from the definition of $\Pi_{\leq i}$ (using $i, j \geq 1 \mathrm{wlog}$ since $p_{0}=q_{0}=0$ ). Furthermore,

$$
\begin{aligned}
\left\langle v_{\phi}\right| \tilde{P}_{x}^{\text {garbage }} \tilde{Q}_{y}^{b}\left|v_{\phi}\right\rangle & =\left\langle v_{\phi}\right|\left(I-\sum_{a \in \mathcal{A}} \tilde{P}_{x}^{a}\right) \tilde{Q}_{y}^{b}\left|v_{\phi}\right\rangle \\
& =\left\langle v_{\phi}\right| \tilde{Q}_{y}^{b}\left|v_{\phi}\right\rangle-\sum_{a \in \mathcal{A}}\left\langle v_{\phi}\right| \tilde{P}_{x}^{a} \tilde{Q}_{y}^{b}\left|v_{\phi}\right\rangle \\
& =\left\langle v_{\phi} \mid v_{Q_{y}^{b}}\right\rangle-\sum_{a \in \mathcal{A}}\left\langle v_{P_{x}^{a}} \mid v_{Q_{y}^{b}}\right\rangle \\
& =0,
\end{aligned}
$$

where the fourth equality follows by equation (4.15), and the third equality follows by reasoning very similar to that used to prove equation (4.15). Using similar arguments one can verify that $\left\langle v_{\phi}\right| \tilde{P}_{x}^{a} \tilde{Q}_{y}^{\text {garbage }}\left|v_{\phi}\right\rangle=0$ and $\left\langle v_{\phi}\right| \tilde{P}_{x}^{\text {garbage }} \tilde{Q}_{y}^{\text {garbage }}\left|v_{\phi}\right\rangle=0$ as well. Hence the "garbage" outcomes have probability zero of occurring (given the shared state is $\rho=$ $\left.\left|v_{\phi}\right\rangle\left\langle v_{\phi}\right|\right)$ and we may ignore them.

### 4.3.2 Commutator Bound

Theorem 74. Suppose the $p_{i}, q_{j}$ are such that

$$
\max \left(\sum_{i} p_{i}^{2}, \sum_{j} q_{j}^{2}, \sum_{i} p_{i} q_{i}\right)=O\left(\frac{1}{N}\right)
$$

for instance $p_{i}=q_{j}=1 /(N-1)$ for $\left.0<i, j<N\right)$. Then, for each value of $a, b, x, y \in$ $A \times B \times X \times Y$, we have that

$$
\left\|\left[\tilde{P}_{x}^{a}, \tilde{Q}_{y}^{b}\right]\right\|=O\left(\frac{1}{\sqrt{N}}\right)
$$

Proof. Fix $(a, b, x, y) \in A \times B \times X \times Y$. In order to simplify notation within this proof we write $\tilde{P}$ for $\tilde{P}_{x}^{a}, P$ for $\Pi_{P_{x}^{a}}, \tilde{Q}$ for $\tilde{Q}_{y}^{b}$, and $Q$ for $\Pi_{Q_{y}^{b}}$. For any $1 \leq i \leq N$ let $\Pi_{=i}=$ $\left(\operatorname{Id}-\Pi_{<i}\right) \Pi_{\leq i}\left(\operatorname{Id}-\Pi_{<i}\right)$. Using that $\Pi_{<i} \leq \Pi_{\leq i}$ for each $i$, we get that the $\Pi_{=i}$ are orthogonal projectors and, taking the convention that $\Pi_{\leq 0}=0, \sum_{i \leq N} \Pi_{=i}=\Pi_{\leq N}$.
Proposition 69 immediately implies that for any $i<N$ and $k>i+1$ it holds that $\Pi_{=k} P \Pi_{\leq i}=0$. Thus $\Pi_{\leq i} P \Pi_{\leq i}=\left(\operatorname{Id}-\Pi_{=i+1}\right) P \Pi_{\leq i}$ and similarly for $Q$. Expand

$$
\begin{align*}
{[\tilde{P}, \tilde{Q}]=} & \sum_{i, j} p_{i} q_{j}\left[\Pi_{\leq i} P \Pi_{\leq i}, \Pi_{\leq j} Q \Pi_{\leq j}\right] \\
= & \sum_{i, j} p_{i} q_{j}\left(\Pi_{\leq i} P\left(\operatorname{Id}-\Pi_{=i+1}\right)\left(\operatorname{Id}-\Pi_{=j+1}\right) Q \Pi_{\leq j}-\Pi_{\leq j} Q\left(\operatorname{Id}-\Pi_{=j+1}\right)\left(\operatorname{Id}-\Pi_{=i+1}\right) P \Pi_{\leq i}\right) \\
= & \sum_{i, j} p_{i} q_{j}\left(\Pi_{\leq i}[P, Q] \Pi_{\leq j}+\left(\Pi_{\leq i} P \Pi_{=i+1} \Pi_{=j+1} Q \Pi_{\leq j}-\Pi_{\leq j} Q \Pi_{=j+1} \Pi_{=i+1} P \Pi_{\leq i}\right)\right. \\
& \left.\quad-\left(\Pi_{\leq i} P\left(\Pi_{=i+1}+\Pi_{=j+1}\right) Q \Pi_{\leq j}-\Pi_{\leq j} Q\left(\Pi_{=i+1}+\Pi_{=j+1}\right) P \Pi_{\leq i}\right)\right) \tag{4.16}
\end{align*}
$$

The second equality above follows by using Propositions 67, and 69. We bound each of the four terms in (4.16) separately. Using $i, j<N$ terms of the form $\Pi_{\leq i}[P, Q] \Pi_{\leq j}$ evaluate
to zero by Proposition 68. The second term

$$
\begin{aligned}
& \sum_{i, j} p_{i} q_{j}\left(\Pi_{\leq i} P \Pi_{=i+1} \Pi_{=j+1} Q \Pi_{\leq j}-\Pi_{\leq j} Q \Pi_{=j+1} \Pi_{=i+1} P \Pi_{\leq i}\right) \\
& =\sum_{i} p_{i} q_{i} \Pi_{\leq i}\left(P \Pi_{=i+1} Q-Q \Pi_{=i+1} P\right) \Pi_{\leq i}
\end{aligned}
$$

which using $\left\|P \Pi_{=i+1} Q-Q \Pi_{=i+1} P\right\| \leq 2$ and $\sum_{i} p_{i} q_{i}=O\left(N^{-1}\right)$ has norm $O\left(N^{-1}\right)$. It remains to bound the last two terms in (4.16). Towards this we first claim that

$$
\begin{equation*}
\left\|\sum_{i} \Pi_{\leq i} P \Pi_{=i+1}\right\|=O\left(\frac{1}{\sqrt{N}}\right) \tag{4.17}
\end{equation*}
$$

This can be seen by evaluating

$$
\begin{aligned}
\left(\sum_{i} p_{i} \Pi_{\leq i} P \Pi_{=i+1}\right)\left(\sum_{i} p_{i} \Pi_{\leq i} P \Pi_{=i+1}\right)^{+} & =\sum_{i} p_{i}^{2} \Pi_{\leq i} P \Pi_{=i+1} P \Pi_{\leq i} \\
& \leq \sum_{i} p_{i}^{2} \Pi_{\leq i} P \Pi_{\leq i} \\
& \leq \sum_{i} p_{i}^{2} \mathrm{Id}
\end{aligned}
$$

from which the bound (4.17) follows since $\sum_{i} p_{i}^{2}=O(1 / N)$. Together with the fact that $\left\|\sum_{i} p_{i} P \Pi_{\leq i}\right\| \leq 1$, and using analogous bounds for $Q$, the last two terms in (4.16) each has norm at most $O\left(N^{-1 / 2}\right)$. This concludes the proof.

Corollary 75. Let us specify $p_{i}=q_{j}=\frac{1}{N-1}$ when $0<i, j<N$ (and $p_{0}=q_{0}=p_{N}=q_{N}=0$ ).
Then, for each value of $a, b, x, y \in A \times B \times X \times Y$, we have that

$$
\begin{aligned}
& \left\|\left[\tilde{P}_{x}^{\text {garbage }}, \tilde{Q}_{y}^{b}\right]\right\|_{2}=O\left(\frac{|A|}{\sqrt{N}}\right) \\
& \left\|\left[\tilde{P}_{x}^{a}, \tilde{Q}_{y}^{\text {garbage }}\right]\right\|_{2}=O\left(\frac{|B|}{\sqrt{N}}\right) \\
& \left\|\left[\tilde{P}_{x}^{\text {garbage }}, \tilde{Q}_{y}^{\text {garbage }}\right]\right\|_{2}=O\left(\frac{|A||B|}{\sqrt{N}}\right)
\end{aligned}
$$

Proof.

$$
\begin{aligned}
{\left[\tilde{P}_{x}^{\text {garbage }}, \tilde{Q}_{y}^{b}\right] } & =\left[\left(I-\sum_{a \in \mathcal{A}} \tilde{P}_{x}^{a}\right), \tilde{Q}_{y}^{b}\right]=\left[I, \tilde{Q}_{y}^{b}\right]-\sum_{a \in \mathcal{A}}\left[\tilde{P}_{x}^{a}, \tilde{Q}_{y}^{b}\right]=0-\sum_{a \in \mathcal{A}}\left[\tilde{P}_{x}^{a}, \tilde{Q}_{y}^{b}\right] \\
{\left[\tilde{P}_{x}^{a}, \tilde{Q}_{y}^{\text {garbage }}\right] } & =\left[\tilde{P}_{x}^{a},\left(I-\sum_{b \in \mathcal{B}} \tilde{Q}_{y}^{b}\right)\right]=-\left[\tilde{P}_{x}^{a}, I\right]+\sum_{b \in \mathcal{B}}\left[\tilde{P}_{x}^{a}, \tilde{Q}_{y}^{b}\right]=0+\sum_{b \in \mathcal{B}}\left[\tilde{P}_{x}^{a}, \tilde{Q}_{y}^{b}\right] \\
& =\left[I,\left(I-\sum_{b \in \mathcal{B}} \tilde{Q}_{y}^{b}\right)\right]-\sum_{a \in \mathcal{A}}\left[\tilde{P}_{x}^{a},\left(I-\sum_{b \in \mathcal{B}} \tilde{Q}_{y}^{b}\right)\right] \\
& =0-\sum_{a \in \mathcal{A}}\left(-\left[\tilde{P}_{x}^{a}, I\right]+\sum_{b \in \mathcal{B}}\left[\tilde{P}_{x}^{a}, \tilde{Q}_{y}^{b}\right]\right) \\
& =\sum_{a \in \mathcal{A}} \sum_{b \in \mathcal{B}}\left[\tilde{P}_{x}^{a}, \tilde{Q}_{y}^{b}\right]
\end{aligned}
$$

Using the triangle inequality and Theorem 74 then gives

$$
\begin{aligned}
\left\|\left[\tilde{P}_{x}^{\text {garbage }}, \tilde{Q}_{y}^{b}\right]\right\| & =\left\|-\sum_{a \in \mathcal{A}}\left[\tilde{P}_{x}^{a}, \tilde{Q}_{y}^{b}\right]\right\| \leq \sum_{a \in \mathcal{A}}\left\|\left[\tilde{P}_{x}^{a}, \tilde{Q}_{y}^{b}\right]\right\| \leq|A| O\left(\frac{1}{\sqrt{N}}\right)=O\left(\frac{|A|}{\sqrt{N}}\right), \\
\left\|\left[\tilde{P}_{x}^{a}, \tilde{Q}_{y}^{\text {garbage }}\right]\right\| & =\left\|\sum_{b \in \mathcal{B}}\left[\tilde{P}_{x}^{a}, \tilde{Q}_{y}^{b}\right]\right\| \leq \sum_{b \in \mathcal{B}}\left\|\left[\tilde{P}_{x}^{a}, \tilde{Q}_{y}^{b}\right]\right\| \leq|B| O\left(\frac{1}{\sqrt{N}}\right)=O\left(\frac{|B|}{\sqrt{N}}\right), \\
\left\|\left[\tilde{P}_{x}^{\text {garbage }}, \tilde{Q}_{y}^{\text {garbage }}\right]\right\| & =\left\|\sum_{a \in \mathcal{A}} \sum_{b \in \mathcal{B}}\left[\tilde{P}_{x}^{a}, \tilde{Q}_{y}^{b}\right]\right\| \leq \sum_{a \in \mathcal{A}} \sum_{b \in \mathcal{B}}\left\|\left[\tilde{P}_{x}^{a}, \tilde{Q}_{y}^{b}\right]\right\| \\
& \leq|A||B| O\left(\frac{1}{\sqrt{N}}\right)=O\left(\frac{|A||B|}{\sqrt{N}}\right),
\end{aligned}
$$

This is the desired result.

### 4.4 A lower bound on $\mathrm{MIP}_{\delta}^{*}$

In this section we give a detailed sketch of the proof of Theorem 55. The proof closely follows the lines of Theorem 2 in [?], where the same result is proved for the case of provers that are restricted to be perfectly commuting. Most of the work consists in carefully going through the argument in [?] and verifying that the commutation condition, provided it is
satisfied for a sufficiently small $\delta$, suffices to preserve soundness. Although intuitively one expects this to be the case, one still has to be a little careful in order to avoid any dimension dependence coming into the argument.

### 4.4.1 Proof outline

Our starting point is a non-adaptive 3-query PCP for NEXP with perfect completeness and soundness bounded away from 1 and in which the alphabet size is a single bit. Fix an input $x$, let $N$ be the length of the PCP and $\pi:[N]^{3} \rightarrow[0,1]$ the distribution on queries. We may assume that the marginal distribution of $\pi$ on any of its three coordinates is uniform. Let $V:[N]^{3} \times\{0,1\}^{3} \rightarrow\{0,1\}$ be the acceptance predicate. We consider the following protocol in which the verifier interacts with two provers only:

1. The verifier chooses a triple $\left(i_{1}, i_{2}, i_{3}\right)$ according to $\pi, i \in\left\{i_{1}, i_{2}, i_{3}\right\}$ uniformly at random and $j \in[N]$ uniformly at random. He sends (lexicographically ordered) tuples $\left\{i_{1}, i_{2}, i_{3}\right\}$ to the first prover and $\{i, j\}$ to the second.
2. A replies with three bits $a_{i_{1}}, a_{i_{2}}, a_{i_{3}}$. $B$ replies with two bits $b_{i}, b_{j}$.
3. The referee accepts if and only if $V\left(i_{1}, i_{2}, i_{3}, a_{i_{1}}, a_{i_{2}}, a_{i_{3}}\right)=1$ and $a_{i}=b_{i}$.

This protocol is obtained through the standard oracularization technique, except for the additional question $j$ sent to the second prover. This is called a "dummy question" in [?] and it plays an important role in the analysis.

First we note that the completeness property of the protocol trivially holds. Hence it remains to establish soundness. This is done in the following lemma, which is proved in the following section:
Lemma 76. There exists a universal constant $c_{1}>0$ such that the following holds. Let $\left(A_{i_{1} i_{2} i_{3}}^{a_{1} a_{2} a_{3}}, B_{i j}^{b_{i} b_{j}}, \rho\right)$ be a 2-prover $\delta-A C$ projective strategy that succeeds with probability at least $1-\varepsilon$ in the protocol. Then there exists an assignment to the variables $[N]$ that satisfies the PCP verifier's queries with probability at least $1-O\left(N^{2}\left(\varepsilon^{1 / 2}+\delta^{c_{1}}\right)\right)$.

Theorem 55 follows immediately from the above lemma (using Claim 60 to argue that the assumption that the provers' measurements are projective is without loss of generality).

### 4.4.2 Soundness analysis

In this section we sketch the proof of Lemma 76. Given a strategy for the provers for every $i \in[N]$ we define the following POVM with outcomes in $\{0,1\}$ :

$$
\begin{equation*}
C_{i}^{c}:=\mathrm{E}_{j \in[N]} \sum_{c^{\prime} \in\{0,1\}} B_{i j}^{c c^{\prime}}, \tag{4.18}
\end{equation*}
$$

where the expectation is taken with respect to the uniform distribution. Define a (probabilistic) assignment $\left(c_{i}\right)_{i \in[N]}$ to the PCP proof according to the distribution

$$
\begin{equation*}
\operatorname{Prob}\left(\left(c_{i}\right)\right):=\operatorname{Tr}\left(\sqrt{C_{N}^{c_{N}}} \cdots \sqrt{C_{1}^{c_{1}}} \rho \sqrt{C_{1}^{c_{1}}} \cdots \sqrt{C_{N}^{c_{N}}}\right) \tag{4.19}
\end{equation*}
$$

We will show that this assignment satisfies the acceptance predicate with good probability. First we prove the following claim, which gives a simpler form for the marginals of the distribution on assignments to any three fixed variables.

Claim 77. There exists a constant $c_{1}>0$ such that the following holds for any $i, j, k \in[N]$ :

$$
\begin{align*}
& \sum_{a, b, c} \mid \operatorname{Tr}\left(\sqrt{C_{i}^{c}} \sqrt{C_{j}^{b}} \sqrt{C_{k}^{a}} \rho \sqrt{C_{i}^{a}} \sqrt{C_{j}^{b}} \sqrt{C_{k}^{c}}\right) \\
& \quad-\sum_{\substack{\left.C_{\ell} \\
\ell \notin i, j, k\right\}}} \operatorname{Tr}\left(\sqrt{C_{N}^{c_{N}}} \cdots \sqrt{C_{1}^{c_{1}}} \rho \sqrt{C_{1}^{c_{1}}} \cdots \sqrt{C_{N}^{c_{N}}}\right) \mid=O\left(N^{2}\left(\varepsilon^{1 / 2}+\delta^{c_{1}}\right)\right) \tag{4.20}
\end{align*}
$$

Proof sketch. First we note that the bound (4.20) follows by an easy induction once the
following has been established: for any $t$ and $j_{1}, \ldots, j_{t} \in[N]$,

$$
\begin{align*}
\mathrm{E}_{i} \sum_{c_{1}, \ldots, c_{t}} \mid \sum_{a} & \operatorname{Tr}\left(\sqrt{C_{j_{t}}^{c_{t}}} \cdots \sqrt{C_{j_{1}}^{c_{1}}} \sqrt{C_{i}^{a}} \rho \sqrt{C_{i}^{a}} \sqrt{C_{j_{1}}^{c_{1}}} \cdots \sqrt{C_{j_{t}}^{c_{t}}}\right) \\
& \quad \operatorname{Tr}\left(\sqrt{C_{j_{t}}^{c_{t}}} \cdots \sqrt{C_{j_{1}}^{c_{1}}} \rho \sqrt{C_{j_{1}}^{c_{1}}} \cdots \sqrt{C_{j_{t}}^{c_{t}}}\right) \mid=O\left(t\left(\varepsilon^{1 / 2}+\delta^{1 / 16}\right)\right) . \tag{4.21}
\end{align*}
$$

To prove (4.21), for any $i \in[N]$ and $a \in\{0,1\}$ we introduce the POVM element

$$
\hat{A}_{i}^{a}:=\mathrm{E}_{j, k} \sum_{a_{j}, a_{k}} A_{i j k}^{a a_{j} a_{k}},
$$

where the expectation is taken according to the conditional distribution $\pi(\cdot, \cdot \mid i)$. Note that $\sum_{a} \hat{A}_{i}^{a}=\mathrm{Id}$, and success in the consistency check of the protocol implies

$$
\begin{equation*}
\mathrm{E}_{i} \sum_{a} \operatorname{Tr}\left(\hat{A}_{i}^{a} \sqrt{C_{i}^{a}} \rho \sqrt{C_{i}^{a}}\right) \geq 1-\varepsilon . \tag{4.22}
\end{equation*}
$$

This justifies applying Claim 70, and from (4.13) we get

$$
\begin{equation*}
\mathrm{E}_{i}\left\|\sum_{a} \sqrt{C_{i}^{a}} \rho \sqrt{C_{i}^{a}}-\sqrt{\hat{A}_{i}^{a}} \rho \sqrt{\hat{A}_{i}^{a}}\right\|_{1}=O\left(\varepsilon^{1 / 2}+\delta^{1 / 16}\right) . \tag{4.23}
\end{equation*}
$$

Using (4.23) we obtain

$$
\begin{align*}
& \mathrm{E}_{i} \sum_{c_{1}, \ldots, c_{t}} \mid \sum_{a} \operatorname{Tr}\left(\sqrt{C_{j_{t}}^{c_{t}}} \cdots \sqrt{C_{j_{1}}^{c_{1}}} \sqrt{C_{i}^{a}} \rho \sqrt{C_{i}^{a}} \sqrt{C_{j_{1}}^{c_{1}}} \cdots \sqrt{C_{j_{t}}^{c_{t}}}\right) \\
& \quad-\sum_{a} \operatorname{Tr}\left(\sqrt{C_{j_{t}}^{c_{t}}} \cdots \sqrt{C_{j_{1}}^{c_{1}}} \sqrt{\hat{A}_{i}^{a}} \rho \sqrt{\hat{A}_{i}^{a}} \sqrt{C_{j_{1}}^{c_{1}}} \cdots \sqrt{\hat{C}_{j_{t}}^{c_{t}}}\right) \mid=O\left(\varepsilon^{1 / 2}+\delta^{1 / 16}\right) . \tag{4.24}
\end{align*}
$$

Applying the (4 $\mathbf{~ )}$-AC condition (together with (4.11) in order to apply it to the square roots) between $\hat{A}$ and $C(2 t)$ times leads to (4.21). To conclude the proof of (4.20) we start from the second term in the absolute value and apply (4.21) $(N-3)$ times to eliminate the $C$ that are being summed over.

Our second claim relates the marginal computed in Claim 77 to the original provers' strategy.

Claim 78. There exists a constant $c_{1}>0$ such that the following holds:

$$
\begin{equation*}
\mathrm{E}_{i j k} \sum_{a, b, c}\left|\operatorname{Tr}\left(\sqrt{C_{i}^{c}} \sqrt{C_{j}^{b}} \sqrt{C_{k}^{a}} \rho \sqrt{C_{i}^{a}} \sqrt{C_{j}^{b}} \sqrt{C_{k}^{c}}\right)-\operatorname{Tr}\left(A_{i j k}^{a b c} \rho\right)\right|=O\left(\varepsilon^{1 / 2}+\delta^{1 / 16}\right) \tag{4.25}
\end{equation*}
$$

where the expectation is taken according to the distribution $\pi$ used in the protocol.

Sketch. We first proceed as in the proof of Claim 77 and note that success in the consistency check of the protocol implies, through Claim 70, the bound

$$
\begin{equation*}
\mathrm{E}_{i j k}\left\|\sum_{a} \sqrt{C_{i}^{a}} \rho \sqrt{C_{i}^{a}}-\sqrt{A_{i j k}^{a}} \rho \sqrt{A_{i j k}^{a}}\right\|_{1}=O\left(\varepsilon^{1 / 2}+\delta^{1 / 16}\right) \tag{4.26}
\end{equation*}
$$

Note however the slightly different formulation from (4.23), where we left the expectation on $j$ and $k$ outside, and slightly abused notation to write $A_{i j k}^{a}$ for $\sum_{b, c} A_{i j k}^{a b c}$. Applying (4.26) thrice, using the $(4 \delta)$-AC condition between $A$ and $C$ and the fact that we assumed the $A_{i j k}$ to be projective measurements, we get

$$
\mathrm{E}_{i j k}\left\|\sum_{a, b, c} \sqrt{C_{i}^{c}} \sqrt{C_{j}^{b}} \sqrt{C_{k}^{a}} \rho \sqrt{C_{i}^{a}} \sqrt{C_{j}^{b}} \sqrt{C_{k}^{c}}-\sum_{a, b, c} A_{i j k}^{a b c} \rho A_{i j k}^{a b c}\right\|_{1}=O\left(\varepsilon^{1 / 2}+\delta^{1 / 16}\right)
$$

The claimed bound (4.25) follows by noting that the $A_{i j k}^{a b c}$ are orthogonal for different outputs, and using the following pinching inequality: for any $X$ and projection $P, \| P X P+$ $(1-P) X(1-P)\left\|_{1} \leq\right\| X \|_{1}$.

Let $\left(c_{i}\right)_{i \in[N]}$ be sampled according to the distribution (4.19). Combining the bounds from Claim 77 and Claim 78 we see that for any query $(i, j, k)$ made by the PCP verifier the marginal distribution on assignments induced by $\left(c_{i}\right)$ is within statistical distance $O\left(N^{2}\left(\varepsilon^{1 / 2}+\delta^{c_{1}}\right)\right)$ from the distribution on assignments obtained from the entangled provers' answers in the protocol. Since by assumption the latter satisfies the PCP
predicate with probability $1-\varepsilon$, we deduce that the assignment $\left(c_{i}\right)_{i \in[N]}$ satisfies a randomly chosen query of the PCP verifier with probability (over the sampling of $\left(c_{i}\right)$ as well as over the PCP verifier's random choice of query) at least $1-O\left(N^{2}\left(\varepsilon^{1 / 2}+\delta^{c_{1}}\right)\right)$. This completes the proof of Lemma 76, from which Theorem 55 follows easily.

### 4.5 Discussion

The rounding scheme for the QC SDP hierarchy in Section 4.3, and our introduction of the corresponding class MIP $_{a c}^{*}$ in Section 4.4, are motivated by a desire to develop a framework for the study of quantum multiprover interactive proof systems that is both computationally bounded and relevant for typical applications of such proof systems. Our main technical result, Theorem 53, demonstrates the first aspect. In this section we discuss the relevance of the new model, its connection with the standard definition of MIP*, and applications to quantum information.

### 4.5.1 Commuting approximants: some results, limits, and possibilities

While we believe $\mathrm{MIP}_{a c}^{*}$ is of interest in itself, we do not claim that approximately commuting provers are more natural than commuting provers, or provers in tensor product form; the main goal in introducing the new class is to shed light on its thus-far-intractable parent MIP*. In light of the results from Section 4.3 the relationship between the two classes seems to hinge on the general mathematical problem of finding exactly commuting approximants to approximately commuting matrices.

## Limits for commuting approximants

The main objection to the existence of a positive answer for the "commuting approximants" question is revealed by a beautiful construction of Voiculescu who exhibits a surprisingly simple scenario in which commuting approximants provably do not exist [97].

The following is a direct consequence of Voiculescu's result.
Theorem 79 (Voiculescu). For every $d \in \mathbb{N}$ there exists a pair of unitary matrices $U_{1}, U_{2} \in$ $\mathbb{C}^{d \times d}$ with $\left\|\left[U_{1}, U_{2}\right]\right\|=O\left(\frac{1}{d}\right)$, such that for any pair of complex matrices $A, B \in \mathbb{C}^{d \times d}$ satisfying $[A, B]=0, \max \left(\left\|U_{1}-A\right\|,\left\|U_{2}-B\right\|\right)=\Omega(1)$.

In Voiculescu's example $U_{1}$ is a $d$-dimensional cyclic permutation matrix, and $U_{2}$ is a diagonal matrix whose eigenvalues are the $d^{t h}$ roots of unity. The proof draws on a connection to homology, in particular using a homotopy invariant to establish the lower bound on the distance to commuting approximants. A succinct and elementary proof of the result is given by Exel and Loring [33].

In the context of entangled strategies one is most concerned with Hermitian matrices representing measurements, rather than unitaries. However, as a consequence of Theorem 79 we see that if one considers the Hermitian operators $M_{k}^{j}=\frac{(-i)^{j}}{2}\left(U_{k}+(-1)^{j} U_{k}^{+}\right)$ $(j \in\{0,1\})$ we have that $\left\|\left[M_{1}^{j}, M_{2}^{j^{\prime}}\right]\right\|=O\left(\frac{1}{d}\right)$, and yet any exactly commuting set of matrices must be a constant distance away in the operator norm. Thus Theorem 79 rules out the strongest form of a "commuting approximants" statement, which would ask for approximants in the same space as the original matrices, and with a commutator bound that does not depend on the dimension of the matrices.

Thus Theorem 79 invites us to refine the "commuting approximants" question and distinguish ways in which it may avoid the counter-example; we describe some possibilities in the following subsections.

## Ozawa's conjecture

Motivated by the study of Tsirelson's problem [86] and the relationship with Tsirelson's conjecture, Ozawa [75] introduces two equivalent conjectures, the "Strong Kirchberg Conjecture (I)" and "Strong Kirchberg Conjecture (II)" respectively, which postulate the existence of commuting approximants to approximately commuting sets of POVM measurements and unitaries respectively. The novelty of these conjectures, which allows them
to avoid the immediate pitfall given by Voiculescu's example, is that Ozawa considers approximants in a larger Hilbert space than the original approximately commuting operators. Precisely, his Strong Kirchberg Conjecture (I) states the following:

Conjecture 80 (Ozawa). Let $m, \ell \geq 2$ be such that $(m, \ell) \neq(2,2)^{5}$. For every $\kappa>0$ there exists $\varepsilon>0$ such that, if $\operatorname{dim} \mathcal{H}<\infty$ and $\left(P_{i}^{k}\right),\left(Q_{j}^{l}\right)$ is a pair of m projective $\ell$-outcome POVMs on $\mathcal{H}$ satisfying $\left\|\left[P_{i}^{k}, Q_{j}^{l}\right]\right\| \leq \varepsilon$, then there is a finite-dimensional Hilbert space $\tilde{H}$ containing $\mathcal{H}$ and projective POVMs $\tilde{P}_{i}^{k}, \tilde{Q}_{j}^{l}$ on $\tilde{\mathcal{H}}$ such that $\left\|\left[\tilde{P}_{i}^{k}, \tilde{Q}_{j}^{l}\right]\right\|=0$ and $\left\|\Phi_{\mathcal{H}}\left(\tilde{P}_{i}^{k}\right)-P_{i}^{k}\right\| \leq \kappa$ and $\left\|\Phi_{\mathcal{H}}\left(\tilde{Q}_{j}^{l}\right)-Q_{j}^{l}\right\| \leq \kappa$. Here $\Phi_{\mathcal{H}}$ denotes the compression to $\mathcal{H}$, defined by $\Phi_{\mathcal{H}}(M) \equiv P_{\mathcal{H}} M P_{\mathcal{H}}$, where $P_{\mathcal{H}}$ is the projection onto $\mathcal{H}$.

Ozawa gives an elegant proof of a variant of the conjecture that applies to just two approximately commuting unitaries, thereby establishing that extending the Hilbert space can allow one to avoid the complications in Voiculescu's example. He also establishes that the conjecture is stronger than Kirchberg's conjecture (itself equivalent to Tsirelson's problem and Connes' embedding conjecture [47]), casting doubt, if not on its validity, at least on its approachability.

Nevertheless, we can mention the following facts. First, it follows from Theorem 74 that Conjecture 80 implies the equality $\mathrm{MIP}_{a c}^{*}=\mathrm{MIP}^{*}$; in fact it implies that $\mathrm{MIP}_{\delta}^{*}=\mathrm{MIP}^{*}$ for small enough $\delta$, depending on how the parameter $\varepsilon$ in Conjecture 80 depends on $\kappa, m$ and $d$. For this it suffices to verify that a state $\rho$ optimal for a strategy based on POVMs $P_{i}^{k}$ and $Q_{j}^{l}$ in a given protocol can be lifted to a state $\tilde{\rho}$ on $\tilde{\mathcal{H}}$ such that the correlations exhibited by performing the POVMs $\tilde{P}_{i}^{k}, \tilde{Q}_{j}^{l}$ on $\tilde{\rho}$ approximately reproduce those generated by $P_{i}^{k}, Q_{j}^{l}$ on $\rho$; this is easily seen to be the case provided $\kappa$ is small enough. Therefore, Theorem 74 may be seen as an elementary proof that Conjecture 80 implies that MIP* is computable (this result was previously known, but previous methods use a series of reductions connecting Kirchberg's Conjecture to Tsirelson's problem, see [75]).

[^15]Second, Conjecture 80 can be weakened in several ways without losing the implication that MIP $_{a c}^{*}=$ MIP**. For instance, it is not necessary for the exactly commuting $\tilde{P}_{i}^{k}, \tilde{Q}_{j}^{l}$ to approximate $P_{i}^{k}, Q_{j}^{l}$ in operator norm - in our context of interactive proofs, only the correlations obtained by measuring a particular state need to be preserved, and this does not in general imply an approximation as strong as that promised in Conjecture 80.

## Dimension dependent bounds

An alternative relaxation for the "commuting approximants" question is to allow the approximation error to depend explicitly on the dimension of the matrices. A careful analysis of the rounding scheme from Theorem 53 shows that it produces $d$-dimensional POVM elements with an $O(1 / \sqrt{\log (d)})$ bound on the commutators (this is because the dimension of the subspace $\operatorname{Im}\left(\Pi_{\leq N-1}\right)$ is exponential in $\left.N\right)$. Unfortunately, Voiculescu's result (Theorem 79) shows that one can only hope for good approximants in the operator norm if the commutator bound is $o(1 / d)$. It remains instructive to find any explicit existence result for commuting approximants in the general case, regardless of dimension dependence. Concretely, we conjecture that Conjecture 80 may be true with a parameter $k$ that scales with the dimension $d$ of the operators $\left\{P_{i}^{k}, Q_{j}^{l}\right\}$ as $\kappa=\varepsilon^{c}$ poly $(d)^{(m l)^{2}}$ for some constant $0<c \leq 1$.

## An alternative norm

Another relaxation of the "commuting approximants" question, which would be sufficient to imply MIP $_{a c}^{*}=$ MIP $^{*}$, is to allow for any set of commuting approximants which approximately preserves the winning probability of the game. For concreteness we include a precise version of a possible statement along these lines:

Conjecture 81. There exists a function $f(\varepsilon, k): \mathbb{R}^{+} \times \mathbb{N} \rightarrow \mathbb{R}^{+}$satisfying $\lim _{\varepsilon \rightarrow 0} f(\varepsilon, k)=0$ for all $k \in \mathbb{N}$, such that for every game $G$ and $(m, \ell)$ strategy $\left(A_{x}^{a}, B_{y}^{b}, \rho\right)$ which is $\delta-A C$, there
exists a $0-A C$ strategy $\left(\tilde{A}_{x}^{a}, \tilde{B}_{y}^{b}, \rho\right)$ for $G$ satisfying

$$
\mid \omega^{*}\left(\left(\left(A_{x}^{a}, B_{y}^{b} \rho\right) ; G\right)-\omega^{*}\left(\left(\tilde{A}_{x}^{a}, \tilde{B}_{y}^{b}, \rho\right) ; G\right) \mid \leq f(\delta, m \ell) .\right.
$$

### 4.5.2 Device-independent randomness expansion and weak cross-talk

A device-independent randomness expansion (DIRE) protocol is a protocol which may be used by a classical verifier to certify that a pair of untrusted devices are producing true randomness. Under the sole assumptions that the devices do not communicate with each other, and that the verifier has access to a small initial seed of uniform randomness, the protocol allows for the generation of much larger quantities of certifiably uniform random bits; hence the term "randomness expansion". This conclusion relies only on the assumption that the two devices do not communicate, and in particular does not require any limit on the computational power of the devices, as is typically the case in the study of pseudorandomness. The precise formalization of DIRE protocols is rather involved, and we direct the interested reader to the flourishing collection of works on the topic $[22,78,93,34,1,92,36,69,16]$. In particular the precise formulation of the model is a focus of [28].

Our definition of MIP $_{a c}^{*}$ is directly relevant to the notion of devices with weak cross-talk introduced in [89] as a model which relaxes the assumption that the devices must not communicate, leading to protocols that are more robust to leakage than the traditional model of device-independence. [89] proposes the use of the QC SDP hierarchy in order to optimize over the set of "weakly interacting" quantum strategies that they introduce, but no bounds are shown on the rate of convergence. This is where MIP ${ }_{a c}^{*}$ becomes relevant. Our notion of $\delta$-AC strategies is easily seen to be a relaxation of weak cross-talk, and thus the analogue of the approach in [89] when performed with a $\delta$-AC constraint is at least as robust as the weak cross-talk approach. Our rounding scheme for the QC SDP hierarchy thus provides a specific algorithm and complexity bound that applies to both $\delta$-AC strategies and strategies with weak cross-talk.

## Chapter 5

## The Communication Cost of State Conversion, with application to Entanglement-Assisted Communication Complexity

In this chapter we present a series of results about communication complexity that culminate in a proof that any Entanglement-assisted communication protocol can be simulated by a communication protocol using only EPR pairs as an entangled resource. Our first resul $\ddagger$ concerns an old question in quantum information theory: how much quantum communication is required to approximately convert one pure bipartite entangled state into another? We give a simple and efficiently computable bound in terms of the earth mover or Wasserstein distance. We show that the communication cost of converting between two pure states is bounded (up to a constant factor) by the $\ell_{\infty}$ Earth Mover distance between the distributions of the negative logarithm of the Schmidt coefficients of each state. Here the $\ell_{\infty}$ Earth Mover distance may be informally described as the minimum, over all transports between the two distributions, of the maximum distance that any amount of mass must be moved in that transport.

Using this result we consider the nature of entanglement-assistance in quantum communication protocols. Maximally entangled states are known to be less useful than partially entangled states such as embezzling states for tasks that involve quantum communication between players and referee, for nonlocal games, and for simulating bipartite unitaries or communication channels. By contrast, we prove that the bounded-error one-way or two-way quantum entanglement-assisted communication complexity of a partial or total function cannot be improved by more than a constant factor by replacing maximally entangled states with arbitrary entangled states. In particular, we show that every quantum communication protocol using $Q$ qubits of communication and arbitrary shared entanglement can be $\epsilon$-approximated by a protocol using $O(Q / \epsilon)$ qubits of communication and only EPR pairs as shared entanglement. Note that this conclusion is opposite of the common wisdom in the study of non-local games, where it has been shown, for example, that the 13322 inequality has a non-local strategy using a non-maximally entangled state, which surpasses the winning probability achievable by any strategy using only a maximally entangled state of any dimension [96].

This leaves open the question of how much maximally entangled states can reduce the quantum communication complexity of functions.

### 5.1 Introduction

### 5.1.1 Communication cost of state transformations

Suppose that $|\chi\rangle$ and $|v\rangle$ are bipartite pure quantum states, with vectors of Schmidt coefficients denoted respectively by $\chi$ and $v$. In this setting it is known that $|\chi\rangle$ can be exactly converted into $|v\rangle$ using LOCC if any only if $\chi$ is majorized by $v$. But the communication cost of this transformation is known only in a few special cases. If $|\chi\rangle=\left|\chi_{0}\right\rangle^{\otimes n}$ and $|v\rangle=\left|v_{0}\right\rangle^{\otimes n}$ for some states $\left|\chi_{0}\right\rangle,\left|v_{0}\right\rangle$, then this cost is $O(\sqrt{n})$ or less in some special cases (e.g. $\left|v_{0}\right\rangle$ is maximally entangled). More generally there is, in principle, an exact charac-
terization of the communication cost of state transformation using the Schubert calculus due to Daftuar and Hayden [quant-ph/0410052], but in practice it is difficult to extract concrete bounds from their main theorem.

We give a simple bound of the amount of quantum communication required to transform $|\chi\rangle$ to $|v\rangle$ that is based on the $\ell_{\infty}$ earth mover (or Wasserstein) distance, which is defined as follows:

Definition $82\left(\ell_{\infty}\right.$ Earth Mover's Distance ). Let $|\chi\rangle=\sum_{i \in X} \sqrt{\chi}|i\rangle \otimes|i\rangle$ and $|v\rangle=\sum_{j \in Y} \sqrt{v_{j}}|j\rangle \otimes$ $|j\rangle$ be two states. Let $p_{\chi}$ be the distribution of a random variable taking value $\ln \chi_{i}$ with probability $\chi_{i}$, and $p_{v}$ be defined analogously. We define $d_{\infty}(|\chi\rangle,|v\rangle)$ to be the $\ell_{\infty}$ Earth Mover's distance between $|\chi\rangle$ and $|v\rangle$, which is equal to the minimum $\mu \geq 0$ such that there exists a joint distribution $\omega(x, y)$ on $X \times Y$ with $x$ and $y$ marginals equal to $p_{\chi}$ and $p_{v}$ respectively, and such that $\omega(x, y)=0$ whenever $|x-y|>\mu$.

In particular we show that there is a quantum communication protocol which can transform the shared state $|\chi\rangle$ to a shared state $|v\rangle$ using $O\left(d_{\infty}(|\chi\rangle,|v\rangle)\right)$ communication and only EPR pairs as an additional entangled resource.

### 5.1.2 Entanglement-assisted communication complexity

In classical communication complexity, Newman's theorem states that arbitrarily large amounts of shared randomness can be replaced with a distribution with only $O(\log n / \varepsilon)$ bits of entropy while only reducing the success probability of a protocol by $\varepsilon$. (Here $n$ is the input size of each party.) Is there a quantum analogue to this result?

In one sense the answer is no. Given a two-party entanglement-assisted protocol for, say, computing the value of some function, we cannot replace the shared entanglement with some different, less entangled, state, without causing large errors [44, 2]. It is an open question whether it is possible to replace a large entangled state with a less entangled one while also changing the communication protocol.

However, we can prove that non maximally entangled states can be replaced, without loss of generality, by maximally entangled states. The protocol is nearly oblivious in the following sense. Given a protocol $\mathcal{P}$ using $Q$ qubits of entanglement and a shared entangled state $|\psi\rangle$, we can replace $|\psi\rangle$ with a state $|\varphi\rangle$ at the cost of error $\varepsilon$. This state $|\varphi\rangle$ can then be prepared from a maximally entangled state using $O(Q / \varepsilon)$ communication. For constant $\varepsilon$ this implies that the EPR-assisted communication complexity is at most $O(1)$ times the arbitrary-entanglement-assisted communication complexity.

This contrasts with channel simulation [12], nonlocal games [46, 81], unitary gate simulation [38], and communication tasks involving quantum communication between referees and players [54]. In each of those cases there are large asymptotic separations between the EPR-assisted costs and the general-entanglement-assisted costs.

### 5.2 Results

The first result is an upper bound on the amount of communication required for two parties to begin with shared state $|\chi\rangle$, and transform it into shared state $|v\rangle$. As discussed in the introduction, one appealing property of this bound, which is given by the Earthmover distance between the two state, is that it is easy to produce from the definition of the states, in contrast to the more exact characterization of the communication complexity of this task, using Schubert calculus. The usefulness of such a bound will later be exhibited in the second result, where the relationship to Earthmover distance is utilized, along with other techniques, to prove a new result about entanglement assisted communication complexity.

Theorem 83. Let $|\chi\rangle=\sum_{i \in X} \sqrt{\chi}|i\rangle \otimes|i\rangle$ and $|v\rangle=\sum_{j \in Y \sqrt{v_{j}}|j\rangle \otimes|j\rangle \text { be two states. There is }}$ a protocol $\mathcal{M}$ which can prepare $|v\rangle$ from $|\chi\rangle$, while using $O\left(d_{\infty}(|\chi\rangle,|v\rangle)\right)$ classical communication, and using only EPR pairs as an entangled resource.

The main result of this chapter, below, is a statement about the way that entanglement
assisted communication complexity depends on the type of entangled shared state that the two parties may share. In particular, using the first result, above, together with other techniques, our main result establishes that every entanglement assisted communication with any shared state, can be simulated by a protocol using only EPR pairs as the shared state.

Theorem 84. Consider a one-way or two-way quantum communication protocol $\mathcal{P}$ whose goal it is to compute a joint function $f(x, y) \in\{0,1\}$. Suppose that $\mathcal{P}$ uses an arbitrary entangled state $|\varphi\rangle^{A B}$ (of unbounded size), as well as $Q$ qubits of communication total, in either direction. Then, for every $\varepsilon>0$, there exists a communication protocol $\mathcal{P}^{\prime}$ which simulates $\mathcal{P}$ with error $\epsilon$, while using only EPR pairs as an entangled resource (rather than $|\varphi\rangle^{A B}$ or any other state), and using $O(Q / \epsilon)$ qubits of communication. Thus, if $\mathcal{P}$ computes $f$ with error $\varepsilon^{\prime}$ it follows that $\mathcal{P}^{\prime}$ computes $f$ with error $\epsilon+\varepsilon^{\prime}$, while using only a maximally entangled state of some dimension, and $O(Q / \epsilon)$ qubits of communication.

### 5.3 Earth Mover's Distance and State Transformation

In this section we will give a proof of Theorem 83. The proof is divided into two parts which are proved separately in Lemma 87, and Lemma 90 together with Corollary 91. At a high level Lemma 87 tells us that one can map the Schmidt coefficients of $|\chi\rangle$ directly onto the Schmidt coefficients of $|v\rangle$ using a series of bipartite "flows" that have small degree (defined below). Lemma 90 and Corollary 91 then tell us that any such "flow", which has small degree can be implemented as an actual bipartite state transformation, with correspondingly small communication required.

We prove Lemmas 87 and 90, which, together, prove the desired theorem. We begin by defining the concept of flows, as we use it here.

Definition 85 (Right (Left) Index-1 Flow ). Given two states $|\chi\rangle=\sum_{i \in X} \sqrt{\chi_{i}}|i\rangle \otimes|i\rangle$ and $|v\rangle=\sum_{j \in Y} \sqrt{v_{j}}|j\rangle \otimes|j\rangle$ we say that there is a Right Index-1 Flow from $|\chi\rangle$ to $|v\rangle$ if there exists a bipartite graph $G_{X, Y}$ with vertices given by $X \cup Y$, and edge set $E_{X, Y}$, such that:

- Each vertex in $j \in Y$ has index 1 in $G_{X, Y}$.
- For all $i \in X, \chi_{i}=\sum_{j \in Y:(i, j) \in E_{X, Y}} v_{j}$

If the roles of $|\chi\rangle$ and $|v\rangle$ are reversed in the above, then we say that there is a Left Index-1 Flow from $|v\rangle$ to $|\chi\rangle$ (equivalently, there is a Left Index-1 Flow from $|v\rangle$ to $|\chi\rangle$ exactly when there is a a Right Index-1 Flow from $|\chi\rangle$ to $|v\rangle$ ).

Definition 86 (Degree of a Right (Left) Index-1 Flow ). We define the degree of a Right (Left) Index-1 Flow from $|\chi\rangle=\sum_{i \in X} \sqrt{\chi_{i}}|i\rangle \otimes|i\rangle$ to $|v\rangle=\sum_{j \in Y} \sqrt{v_{j}}|j\rangle \otimes|j\rangle$ to be the maximum index of any vertex in the bipartite graph $G_{X, r}$.

Lemma 87. Given two states $|\chi\rangle=\sum_{i \in X} \sqrt{\chi_{i}}|i\rangle \otimes|i\rangle$ and $|v\rangle=\sum_{j \in Y} \sqrt{v_{j}}|j\rangle \otimes|j\rangle$, there exist two "intermediate" states $|\gamma\rangle$ and $|\rho\rangle$, such that there is a Right Index-1 Flow from $|\chi\rangle$



Proof. Given two states $|\chi\rangle=\sum_{i \in X} \sqrt{\chi_{i}}|i\rangle \otimes|i\rangle$ and $|v\rangle=\sum_{j \in Y} \sqrt{v_{j}}|j\rangle \otimes|j\rangle$, and an arbitrary $\varepsilon>0$, let $\omega(i, j): X \times Y \rightarrow \mathbb{R}_{\geq 0}$ be the joint distribution on $X \times Y$ which satisfies the $\ell_{\infty}$ Earth Mover conditions for $|\chi\rangle$ and $|v\rangle$, and acheives the optimal earth mover bound $d_{\infty}(|\chi\rangle,|v\rangle)$. That is, for all $i \in X, \sum_{j \in Y} \omega(i, j)=\chi_{i}$, for all $j \in Y, \sum_{i \in X} \omega(i, j)=v_{j}$, and $\omega(i, j)=0$ whenever $\left|\ln \left(\chi_{i}\right)-\ln \left(v_{j}\right)\right|>d_{\infty}(|\chi\rangle,|v\rangle)$.
Define

$$
|\rho\rangle \equiv \sum_{j \in Y} \sum_{k \in\left[2^{\left[d d_{\infty}(|\chi\rangle,|v\rangle)\right]}+2\right]} \sqrt{v_{j} / 2^{\left\lceil d_{\infty}(|\chi\rangle,|v\rangle)\right]+2}}|j\rangle \otimes|k\rangle \otimes|j\rangle \otimes|k\rangle
$$

In other words, we define $|\rho\rangle \equiv \sum_{j \in Y} \sum_{k \in[2[d \infty(|x\rangle, \mid v)]]} \sqrt{\rho_{j, k}}|j\rangle \otimes|k\rangle \otimes|j\rangle \otimes|k\rangle$, where

$$
\rho_{j, k} \equiv v_{j} / 2^{\left\lceil d_{\infty}(|\chi\rangle,|v\rangle)\right\rceil+2}
$$

We now define the intermediate state:

$$
|\gamma\rangle \equiv \sum_{j \in Y} \sum_{\left.\left.k \in\left[2^{[d \infty}(|\lambda\rangle)|v\rangle\right)\right]+2\right]} \sum_{c \in\{0,1\}} \sqrt{\gamma_{j, k, c}}|j\rangle \otimes|k\rangle \otimes|c\rangle \otimes|j\rangle \otimes|k\rangle|c\rangle
$$

Where we will leave the Schmidt coefficients $\gamma_{j, k, c}$ unspecified for now.
In order to specify the Schmidt coefficients of the intermediate state $|\gamma\rangle$ as well as the Right Index-1 Flow from $|\chi\rangle$ to $|\gamma\rangle$, and the Left Index-1 Flow from $|\gamma\rangle$ to $|\rho\rangle$ we will first define "bins" for the Schmidt coefficients of $|v\rangle$ as follows:

For $l \in \mathbb{N} \cup\{0\}$ let $\mathrm{Y}_{l} \equiv\left\{j \in Y: e^{-l} \geq v_{j} \geq e^{-(l+1)}\right\}$, and $X_{l} \equiv\left\{i \in X: e^{-l} \geq \chi_{i} \geq\right.$ $\left.e^{-(l+1)}\right\}$. Define $\omega\left(X_{m}, Y_{l}\right) \equiv \sum_{(i, j) \in X_{m} \times Y_{l}} \omega(i, j)$.

Fact 88. If $|m-l|>d_{\infty}(|\chi\rangle,|v\rangle)+1$, then $\omega\left(X_{m}, Y_{l}\right)=0$
Proof. Given $i \in X_{m}$, and $j \in \mathrm{Y}_{l}$ we have by definition that $e^{-l} \geq v_{j} \geq e^{-(l+1)}$, and $e^{-m} \geq \chi_{i} \geq e^{-(m+1)}$, and therefore that $\left|\ln \left(\chi_{i}\right)-\ln \left(v_{j}\right)\right| \geq|m-l|-1>d_{\infty}(|\chi\rangle,|v\rangle)$, where the last equality follows by assumption. It follows by definition of $d_{\infty}(|\chi\rangle,|v\rangle)$ and of $\omega$, that $\omega(i, j)=0$. Since this is true for all $(i, j) \in X_{m} \times Y_{l}$, the claim follows.

Definition 89. For a set of indices $S \subseteq \mathbb{N}$ we define $\min (S) \equiv \min \{i \in S\}$.
We will now specify an iterative, "greedy" procedure to define the Schmidt coefficients $\gamma_{j, k, c}$ as a function of the $|\chi\rangle$ and $|\rho\rangle$.
For each $(m, l) \in \mathbb{N} \cup\{0\} \times \mathbb{N} \cup\{0\}$ such that $\omega\left(X_{m}, \mathrm{Y}_{l}\right)>0$ we first note that by Fact 88 that $|m-l|<d_{\infty}(|\chi\rangle,|v\rangle)+1$. Thus, for each $(i, j) \in X_{m} \times \mathrm{Y}_{l}$,

$$
\chi_{i} \geq 2^{-(m+1)} \geq 2^{-l-d_{\infty}(|x\rangle,|v\rangle)-2} \geq 2^{-l} / 2^{\left[d_{\infty}(|x\rangle,|v\rangle)\right]+2} \geq v_{j} / 2^{\left[d_{\infty}(|x\rangle,|v\rangle)\right]+2} \equiv \rho_{j, k}
$$

for all $k \in\left[2^{\left[d_{\infty}(|\chi\rangle,|\nu\rangle)\right]+2}\right.$.
One may check that Algorithm 1 defines Schmidt coefficients $\gamma_{j, k, r}$, satisfying

$$
\sum_{j \in Y} \sum_{\left.\left.\left.k \in\left[2^{[d \infty}(\mid x), \mid v\right)\right]\right]+2\right]} \sum_{r \in\left[2^{\left.\left.\left[d_{\infty}(\lambda)|,| v\right)\right] \mid+2\right]}\right.} \gamma_{j, k, r}=\sum_{i \in X} \chi_{i}=1,
$$

```
For all \(i\) set temp \(p_{i}=\chi_{i}\)
Set \(i_{m}=\min \left\{X_{m}\right\}\) for all \(m\)
for \(l \in \mathbb{N} \cup\{0\}\) do
    Set \(j:=\min \left\{Y_{l}\right\}\);
    Set \(k=0\);
        Set overflow \(=0\)
        for \(m \in \mathbb{N} \cup\{0\}\) do
        if \(\omega\left(X_{m}, \mathrm{Y}_{l}\right)>0\) then
            Set temp \({ }_{\omega}=\omega\left(X_{m}, \mathrm{Y}_{l}\right)\)
            while temp \(_{\omega}>0\) do
                if \(\sum_{r \leq \text { over flow }} \gamma_{j, k, 0, \text { over flow }} \neq \rho_{j, k}\) then
                while temp \(p_{\omega} \geq \rho_{j, k}-\sum_{r \leq \text { overflow }} \gamma_{j, k, 0, \text { overflow }}\) do
                        if \(k=2^{\left[d_{\infty}(|\chi\rangle,|v\rangle)\right]+2}\) then
                            Set \(j=j+1\)
                            Set overflow \(=0\)
                            Set \(k=0\)
                    end if
                        if temp \(i_{i_{m}}<\rho_{j, k}-\sum_{r \leq \text { overflow }} \gamma_{j, k, 0, \text { overflow }}\) then
                            Set \(\gamma_{j, k, 0, \text { overflow }+1}=\) temp \(i_{m}\)
                            Set temp \({ }_{\omega}=\) temp \(_{\omega}-\) temp \(_{i_{m}}\)
                                    Set temp \(i_{i_{m}}=0\)
                                    Add an edge in the flow graph from \(i_{m}\) to \((j, k, 0\), over flow +1\()\)
                                    Set \(i_{m}=i_{m}+1\)
                                    Set overflow \(=\) overflow +1
                            end if
                            if temp \(i_{m} \geq \rho_{j, k}-\sum_{r \leq \text { overflow }} \gamma_{j, k, 0, \text { overflow }}\) and \(\operatorname{tem} p_{\omega} \geq \rho_{j, k}-\)
    \(\sum_{r \leq \text { overflow }} \gamma_{j, k, 0, \text { overflow }}\) then
                            Set \(\gamma_{j, k, 0, \text { overflow }+1}=\rho_{j, k}-\sum_{r \leq \text { overflow }} \gamma_{j, k, 0, \text { overflow }}\)
                            Set temp \(\omega_{\omega}=\) temp \(_{\omega}-\gamma_{j, k, 0,0 v e r f l o w+1}\)
                                    Set temp \(i_{i_{m}}=\) temp \(_{i_{m}}-\gamma_{j, k, 0, \text { overflow }+1}\)
                                    Add an edge in the flow graph from \(i_{m}\) to \((j, k, 0\), over flow +1\()\)
                                    \(k=k+1\)
                                    Set overflow \(=0\)
                end if
            end while
```


## My algorithm (continued)

end for
if $k=2^{\left\lceil d_{\infty}(|\chi\rangle,|v\rangle)\right\rceil+2}$ then
Set $j=j+1$
Set overflow $=0$
Set $k=0$
end if
if tem $_{\omega}<\rho_{j, k}-\sum_{r \leq \text { overflow }} \gamma_{j, k, 0, \text { overflow }}$ then
if temp $p_{i_{m}} \leq$ temp $_{\omega}$ then
Set $\gamma_{j, k, 0,0 v e r f l o w+1}=$ temp $_{i_{m}}$
Set $\operatorname{temp}_{\omega}=\operatorname{temp}_{\omega}-$ temp $_{i_{m}}$
Set temp $i_{i_{m}}=0$
Add an edge in the flow graph from $i_{m}$ to $(j, k, 0$, over flow +1$)$
Set $i_{m}=i_{m}+1$
Set overflow $=$ overflow +1
end if
if temp $_{i_{m}} \geq$ temp $_{\omega}$ then
Set $\gamma_{j, k, 0,0 v e r f l o w+1}=$ temp $_{\omega}$
Set temp ${ }_{\omega}=0$
Set temp $i_{i_{m}}=$ temp $_{i_{m}}-$ temp $_{\omega}$
Add an edge in the flow graph from $i_{m}$ to $(j, k, 0$, overflow +
Set overflow $=$ overflow +1
end if
if $k=2^{\left\lceil d_{\infty}(|\chi\rangle,|v\rangle)\right\rceil+2}$ then
Set $j=j+1$
Set overflow $=0$
Set $k=0$
end if
end if
end if
end while
end if
end for
 $2^{\left[d_{\infty}(|\chi\rangle,|v\rangle)\right]+2}=2^{2\left[d_{\infty}(|\chi\rangle,|v\rangle)\right]+4}$. Furthermore,

$$
\sum_{r \in\left[2^{\left.\left.\left[d d_{\infty}(\lambda),|,| \nu\right)\right]+2\right]}\right.} \gamma_{j, k, r}=\rho_{j, k}
$$

So that there is a Left Index-1 flow from $|\gamma\rangle$ to $|\rho\rangle$ defined by a bipartite graph between the Schmidt coefficients of $|\gamma\rangle$ and $|\rho\rangle$ respectively, in which, for every $(j, k, r) \in Y \times$ $\left[2^{\left[d_{\infty}(|\chi\rangle,|v\rangle)\right]+2}\right] \times\left[2^{\left.\left[d_{\infty}(|\chi\rangle,|v\rangle)\right]+2\right]}\right.$, there is an edge from $\gamma_{j, k, r}$ to $\rho_{j, k}$ of weight $\gamma_{j, k, r}$. This Left Index-1 flow then clearly has degree $2^{\left[d_{\infty}(|\chi\rangle,|v\rangle)\right]+2}$.

Finally, recall that,

$$
\sum_{k \in\left[2^{\left.\left[d_{\infty}(|x,|,| \nu\rangle)\right]+2\right]}\right.} \rho_{j, k}=\sum_{k \in\left[2^{\left.\left.\left[d_{\infty}(\mid \chi)|, v\rangle\right)\right]+2\right]}\right.} v_{j} / 2^{\left[d_{\infty}(|x\rangle,|\nu\rangle)\right]+2}=v_{j}
$$

So, by very similar reasoning, there is a Left Index-1 flow from $|\rho\rangle$ to $|v\rangle$ with degree exactly $2^{\left[d_{\infty}(|x\rangle,|\nu\rangle)\right]+2}$.

Lemma 90. Given two states $|\tau\rangle=\sum_{i \in X} \sqrt{\tau_{i}}|i\rangle \otimes|i\rangle$ and $|\kappa\rangle=\sum_{j \in Y ~} \sqrt{\kappa_{j}}|j\rangle \otimes|j\rangle$ such that there is a Right Index-1 Flow from $|\tau\rangle$ to $|\kappa\rangle$ with degree at most $2^{Q}$, then, for two parties sharing entangled state $|\tau\rangle$, there exists a two-way quantum communication protocol $\mathcal{P}$, which uses $Q$ qubits of communication (in total, in either direction ), and converts the shared state $|\tau\rangle$ to the shared state $|\kappa\rangle$.

Proof. By assumption there is a Right Index-1 Flow from $|\tau\rangle$ to $|\kappa\rangle$ with degree at most $2^{Q}$, so there exists a bipartite graph $G_{X, Y}$ with vertices given by $X \cup Y$, and edge set $E_{X, Y}$, such that:

- Each vertex in $j \in Y$ has index 1 in $G_{X, Y}$.
- For all $i \in X, \tau_{i}=\sum_{j \in Y:(i, j) \in E_{X, Y}} \kappa_{j}$.
- The maximum degree of any vertex $i \in X$ in $G_{X, Y}$ is $2^{Q}$.

The protocol for Alice and Bob to start with shared state $|\tau\rangle$ and end up with shared state $|\kappa\rangle$ will proceed as follows: Beginning with the state $|\tau\rangle$ shared between Alice and Bob, we will refer to the register containing the Alice half of $|\tau\rangle$ as $A$, and the register containing the Bob half as $B$. Alice will append two additional registers, of $Q$ qubits each, and initialize each of them to the all zeros state. We will call these two new registers $C_{1}$ and $C_{2}$ respectively. Alice will then perform a controlled unitary operation between $A$ and the registers $C_{1}$ and $C_{2}$. She will then pass the register $C_{2}$ to Bob using $Q$ qubits of quantum communication to do so. Bob will then perform a controlled unitary between $B$ and $C_{2}$, Alice will perform a controlled unitary between $A$ and $C_{1}$, and after that Alice and Bob will share the state $|\kappa\rangle$.

To describe the protocol more precisely we will define the specific controlled unitaries performed by Alice and Bob at each step. Beginning with a shared state $|\tau\rangle$, after Alice appends the two additional $Q$-qubit registers to her side of $|\tau\rangle$, the shared state looks as follows:

$$
|\tau\rangle=\sum_{i \in X} \sqrt{\tau_{i}}\left|0^{\otimes Q}\right\rangle_{C_{1}} \otimes\left|0^{\otimes Q}\right\rangle_{C_{2}} \otimes|i\rangle_{A} \otimes|i\rangle_{B}
$$

Where, initially, Alice holds the registers $A, C_{1}$, and $C_{2}$. Alice now performs a controlled unitary operation, acting on registers $C_{1}$ and $C_{2}$ and controlled on register $A$. To describe this controlled unitary concisely we will need to imagine that there is some total order on the elements $j \in Y$ (any total order will do, one can simply imagine that the $j$ 's are indexed by bit strings which encode integers), and we will define $s_{i j} \equiv \mid\left\{j^{\prime} \in Y: j^{\prime}<\right.$ $j$, and $\left.\left(i, j^{\prime}\right) \in E_{X, Y}\right\} \mid$. Note that, since every $i \in X$ has degree at most $2^{Q}, s_{i j}$ is always an integer between 0 and $2^{Q}$, so it can always be expressed in binary as a $Q$-bit binary number. We will take this convention in the following argument.

Now to define Alice's controlled unitary: When controlled on $|i\rangle_{A}$ Alice's unitary moves the state $\left|0^{\otimes Q}\right\rangle_{C_{1}} \otimes\left|0^{\otimes Q}\right\rangle_{C_{2}}$ to the state $\mid i$-controlled $\rangle_{C_{1} C_{2}} \equiv \sum_{j \in Y:(i, j) \in E_{X, Y}} \sqrt{\kappa_{j} / \tau_{i}}\left|s_{i j}\right\rangle_{C_{1}} \otimes$
$\left|s_{i j}\right\rangle_{C_{2}}$. Note that since $s_{i j}$ is always a $Q$-bit binary string, it can always be contained in the Q-qubit registers $C_{1}$ and $C_{2}$. Further note that, since $\tau_{i}=\sum_{j \in Y:(i, j) \in E_{X, Y}} \kappa_{j}$ by assumption, $\mid i$-controlled $\rangle_{C_{1} C_{2}}$ is a normalized pure state. Thus there exists a unitary operation that moves $\left|0^{\otimes Q}\right\rangle_{C_{1}} \otimes\left|0^{\otimes Q}\right\rangle_{C_{2}}$ to $\mid i$-controlled $\rangle_{C_{1} C_{2}}$ and Alice need only perform this specific unitary when the control register is in state $|i\rangle_{A}$. So, when Alice applies this controlled unitary to her registers $C_{1}, C_{2}$ and $A$ (where $A$ is the controlling register), the resulting new shared state between Alice and Bob is:

$$
\begin{align*}
& \left.|\tau\rangle=\sum_{i \in X} \mid i \text {-controlled }\right\rangle_{C_{1} C_{2}} \otimes|i\rangle_{A} \otimes|i\rangle_{B}=\sum_{i \in X} \sum_{j \in Y:(i, j) \in E_{X, Y}} \sqrt{\tau_{i}} \cdot \sqrt{\kappa_{j} / \tau_{i}}\left|s_{i j}\right\rangle_{C_{1}} \otimes\left|s_{i j}\right\rangle_{C_{2}} \otimes|i\rangle_{A} \otimes|i\rangle_{B}  \tag{5.1}\\
& =\sum_{i \in X} \sum_{j \in Y:(i, j) \in E_{X, Y}} \sqrt{\kappa_{j}}\left|s_{i j}\right\rangle_{C_{1}} \otimes\left|s_{i j}\right\rangle_{C_{2}} \otimes|i\rangle_{A} \otimes|i\rangle_{B} \tag{5.2}
\end{align*}
$$

At this point Alice uses $Q$-qubits of communication to pass the $Q$-qubit register $C_{2}$ to $B o b$. The resulting shared state is:

$$
\sum_{i \in X} \sum_{j \in Y:(i, j) \in E_{X, Y}} \sqrt{\kappa_{j}}\left|s_{i j}\right\rangle_{C_{1}} \otimes|i\rangle_{A} \otimes|i\rangle_{B} \otimes\left|s_{i j}\right\rangle_{C_{2}}
$$

Where Alice owns registers $C_{1}$ and $A$, and Bob owns registers $C_{2}$ and $B$. Now it is not hard to see from the definition of $s_{i j}$ and the fact that every $j \in Y$ has degree exactly 1 in the graph $G_{X, Y}$, that there is a bijection mapping each $j \in Y$ to the tuple $\left(i, s_{i j}\right)$. Alice and Bob both know this bijection since they know the description of $G_{X, Y}$, and since bijections are invertible, Alice and Bob can now both apply a local unitary which relabels the basis element $|i\rangle \otimes\left|s_{i j}\right\rangle$ to the basis element $j$. The resulting shared state is:

$$
\sum_{i \in X} \sum_{j \in Y:(i, j) \in E_{X, Y}} \sqrt{\kappa_{j}}|j\rangle_{A} \otimes|j\rangle_{B}=\sum_{j \in Y} \sqrt{\kappa_{j}}|j\rangle_{A} \otimes|j\rangle_{B} \equiv|\kappa\rangle
$$

Where the first equality follows because each $j \in Y$ appears in the initial sum exactly once (because $j$ has degree exactly one in $G_{X, Y}$ ).

This completes the protocol.

Corollary 91. Given two states $|\tau\rangle$ and $|\kappa\rangle$ such that there is a Left Index-1 Flow from $|\kappa\rangle$ to $|\tau\rangle$ with degree at most $2^{Q}$, then, for two parties sharing entangled state $|\kappa\rangle$, there exists a two-way quantum communication protocol $\mathcal{P}$, which uses $Q$ qubits of communication (in total, in either direction ), and converts the shared state $|\kappa\rangle$ to the shared state $|\tau\rangle$.

Proof. By definition, if there is a Left Index-1 Flow from $|\kappa\rangle$ to $|\tau\rangle$, then there is a Right Index-1 Flow from $|\tau\rangle$ to $|\kappa\rangle$ (which is the starting assumption of Lemma 90). One can check that, in the proof Lemma 90, every operation performed by Alice and Bob was reversible. Therefore, the proof of this corollary is simple the start at the end of the proof of Lemma 90, and "reverse" every step of the proof in order from end to beginning (including the communication step...now communication goes from Bob to Alice rather than Alice to Bob). The result is the desired quantum communication protocol, which converts the shared state $|\kappa\rangle$ to the shared state $|\tau\rangle$ using $Q$-qubits of communication.

## Proof of Theorem 83

Proof. The proof follows by applying Lemma 87, followed by Lemma 90 and Corollary 91.

### 5.4 Main Result

Lemma 92. Given two (sub-normalized) quantum states $|\psi\rangle$ and $|v\rangle$ on $\mathcal{H}_{A} \otimes \mathcal{H}_{B}$ (that is, $\||\psi\rangle\|\|,|v\rangle \| \leq 1$ ), such that the Schmidt coefficients of $\psi$ are upper bounded by $\lambda_{\max }$, and those of $v$ are upper bounded by $v_{\max }$, we have:

$$
|\langle\psi \mid v\rangle| \leq r k_{\text {Schmidt }}(|\psi\rangle) \sqrt{\lambda_{\max } v_{\max }}
$$

Proof. For brevity let $r=r k_{\text {Schmidt }}(|\psi\rangle)$. Schmidt decompose $|\psi\rangle$ and $|v\rangle$ as $|\psi\rangle=\sum_{i=0}^{r-1} \sqrt{\lambda_{i}}|i\rangle_{A} \otimes$ $|i\rangle_{B}$, as $|v\rangle=\sum_{j} \sqrt{v_{j}}|j\rangle_{A} \otimes|j\rangle_{B}$. Define the matrix $M_{v}=\sum_{j} \sqrt{v_{j}}|j\rangle_{A} \otimes\left\langle\left. j\right|_{B} ^{*}\right.$, and note that

$$
\begin{aligned}
& \langle\psi \mid v\rangle=\sum_{i=0}^{r-1} \sum_{j} \sqrt{\lambda_{i} v_{j}}\left\langle i_{A} \mid j_{A}\right\rangle \otimes\left\langle i_{B} \mid j_{B}\right\rangle=\sum_{i=0}^{r-1} \sum_{j} \sqrt{\lambda_{i} v_{j}}\left\langle i_{A} \mid j_{A}\right\rangle \otimes\left(\left\langle j_{B} \mid i_{B}\right\rangle\right)^{*} \\
& =\sum_{i=0}^{r-1} \sum_{j} \sqrt{\lambda_{i} v_{j}}\left\langle i_{A} \mid j_{A}\right\rangle \otimes\left\langle j_{B}^{*} \mid i_{B}^{*}\right\rangle=\sum_{i=0}^{r-1} \sqrt{\lambda_{i}}\left\langle i_{A}\right|\left(\sum_{j} \sqrt{v_{j}}|j\rangle_{A} \otimes\left\langle\left. j\right|_{B}\right)\left|i_{B}^{*}\right\rangle=\sum_{i=0}^{r-1} \sqrt{\lambda_{i}}\left\langle i_{A}\right| M_{v}\left|i_{B}^{*}\right\rangle\right.
\end{aligned}
$$

Now, by definition of a Schmidt Decomposition, we know that the maximum singular value of $M_{\nu}$ is $v_{\max }$. Thus, for all $i$ we have that $\left.\left|\left\langle i_{A}\right| M_{\nu}\right| i_{B}^{*}\right\rangle \mid \leq v_{\max }$ (since $\left|i_{A}\right\rangle$ and $\left|i_{B}\right\rangle$ are normalized vectors by definition). It then follows that:

$$
\begin{aligned}
& \left.|\langle\psi \mid v\rangle|=\left|\sum_{i=0}^{r-1} \sqrt{\lambda_{i}}\left\langle i_{A}\right| M_{v}\right| i_{B}^{*}\right\rangle\left|\leq \sqrt{\lambda_{\max }} \sum_{i=0}^{r-1}\right|\left\langle i_{A}\right| M_{\nu}\left|i_{B}^{*}\right\rangle \mid \leq r \sqrt{\lambda_{\max } v_{\max }} \\
& =r k_{\text {Schmidt }}(|\psi\rangle) \sqrt{\lambda_{\max } \nu_{\max }}
\end{aligned}
$$

Theorem 93 (Main Result). Consider a one-way or two-way quantum communication protocol $\mathcal{R}$ whose goal it is to compute a joint function $g(x, y) \in\{0,1\}$. Suppose that $\mathcal{R}$ uses an arbitrary entangled state $|\varphi\rangle^{A B}$ (of unbounded size), as well as $Q$ qubits of communication total, in either direction. Then, for every $\varepsilon>0$, there exists a communication protocol $\mathcal{R}^{\prime}$ which simulates $\mathcal{R}$ with error $\epsilon$, while using only EPR pairs as an entangled resource (rather than $|\psi\rangle^{A B}$ or any other state), and using $O(Q / \epsilon)$ qubits of communication. Thus, if $\mathcal{R}$ computes $f$ with error $\varepsilon^{\prime}$ it follows that $\mathcal{R}^{\prime}$ computes $f$ with error $\epsilon+\varepsilon^{\prime}$, while using only a maximally entangled state of some dimension, and $O(Q / \epsilon)$ qubits of communication.

Proof. Schmidt decompose $|\psi\rangle$ as $\sum_{i} \sqrt{\lambda_{i}}|i, i\rangle$.
Let $N$ be an integer, which will be specified later. Define a function $f:[0,1] \rightarrow \mathbb{N}$ given by

$$
f(\lambda)=\left\lceil e^{\left\lceil\left\lceil\frac{\ln (1 / \lambda)}{N}\right]_{N-\ln (1 / \lambda)}\right\rceil}\right\rceil \text {, }
$$

and define a new state $|\varphi\rangle \equiv \sum_{i} \sum_{j \in\left\{1, \ldots, f\left(\lambda_{i}\right)\right\}} v_{i, j}|(i, j),(i, j)\rangle$, where $v_{i, j} \equiv \frac{\lambda_{i}}{f\left(\lambda_{i}\right)}$. Note that $\sum_{i, j} v_{i, j}=1$, so that $|\varphi\rangle$ is a normalized pure state. Furthermore, every Schmidt coefficient $v_{i, j}$ of $|\varphi\rangle$ is within one multiple of $e^{2}$ of the integer power $e^{-\left[\frac{\ln \left(1 / \lambda_{i}\right)}{N}\right] N}$. This follows because

$$
\begin{align*}
& \left|\ln \left(\frac{v_{i, j}}{e^{-\left\lceil\frac{\ln \left(1 / \lambda_{i}\right)}{N}\right\rceil N}}\right)\right|=\left|\ln \left(\lambda_{i}\right)-\ln \left(f\left(\lambda_{i}\right)\right)+\left\lceil\frac{\ln \left(1 / \lambda_{i}\right)}{N}\right\rceil N\right| \\
& \leq\left|\ln \left(e^{\left\lceil\left\lceil\frac{\ln \left(1 \lambda_{i}\right)}{N}\right\rceil N-\ln \left(1 / \lambda_{i}\right)\right\rceil}\right)-\ln \left(f\left(\lambda_{i}\right)\right)\right|+\left|\ln \left(\lambda_{i}\right)-\ln \left(e^{\left\lceil\left\lceil\frac{\ln \left(1 / \lambda_{i}\right)}{N}\right] N-\ln \left(1 / \lambda_{i}\right)\right\rceil}\right)+\left\lceil\frac{\ln \left(1 / \lambda_{i}\right)}{N}\right\rceil N\right| \\
& \leq 1+\left|\left\lceil\frac{\left\lceil\ln \left(1 / \lambda_{i}\right)\right.}{N}\right\rceil N-\ln \left(1 / \lambda_{i}\right)-\left\lceil\left\lceil\frac{\ln \left(1 / \lambda_{i}\right)}{N}\right\rceil N-\ln \left(1 / \lambda_{i}\right)\right\rceil\right| \leq 2 \tag{5.3}
\end{align*}
$$

Finally, note that, $\forall \lambda \in[0,1], f(\lambda) \leq e^{2 N}$, and it follows that $d_{\infty}(|\psi\rangle,|\varphi\rangle) \leq 2 N$ (since one can move the mass at $v_{i, j}$ to $\lambda_{i}$ ). Therefore, by Theorem 83 , there is a protocol $\mathcal{M}$ by which Alice and Bob can prepare $|\varphi\rangle$ from $|\psi\rangle$, using $O\left(d_{\infty}(|\chi\rangle,|v\rangle)\right)=O(N)$ classical communication, and using only EPR pairs as an entangled resource.

Define $\mathcal{C} \equiv \mathcal{R} \circ \mathcal{M}$ to be the composed protocol in which Alice and Bob start with shared state $|\varphi\rangle$, first use protocol $\mathcal{M}$ to convert $|\varphi\rangle$ to $|\psi\rangle$, and then perform protocol $\mathcal{R}$ using shared state $|\psi\rangle$ and inputs $x$ and $y$, to compute the joint function $g(x, y)$. It is evident that $\mathcal{C}$ has exactly the same success probability as $\mathcal{R}$, and, since $\mathcal{M}$ uses $O(N)$ qubits of communication and $\mathcal{R}$ together uses $O(Q)$ qubits of communication, $\mathcal{C}$ can be performed with $O(Q+N)$ qubits of communication. For the remainder of this proof we will consider protocol $\mathcal{C}$, which uses shared state $|\varphi\rangle$, and how it may be "rounded" to produce
a protocol $\mathcal{R}^{\prime}$. For simplicity of notation we will continue the proof as if $\mathcal{C}$ uses exactly $Q+N$ qubits of communication, rather than $O(Q+N)$, but the analysis is easy to adapt to the case of $O(Q+N)$.
For $j$ a nonnegative integer, define $I_{j}:=\left\{i: e^{-j N+2} \geq \lambda_{i}>e^{-j N-2}\right\}$. It follows from the calculation in Equation (5.3) that $\cup_{j} I_{j}$ contains all of the Schmidt coefficients of $|\varphi\rangle$. So, defining the subnormalized states $\left|\varphi_{j}\right\rangle \equiv \sum_{i \in I_{j}} \sqrt{\lambda_{i}}|i, i\rangle$, we have that $|\varphi\rangle=\sum_{j}\left|\varphi_{j}\right\rangle$. Furthermore, by the definition of $I_{j}$, it follows that $\left|\varphi_{j}\right\rangle$ has spread at most 4 (note that the spread of $\left|\varphi_{j}\right\rangle$ does not depend on whether the state is normalized or not).
The idea of the proof is that different $\left|\varphi_{j}\right\rangle$ are not only orthogonal, but must remain approximately orthogonal even after a small amount of quantum communication. In particular, observe that if $U$ is a unitary transform using $M$ qubits of communication, then, for any $j, r k_{\text {Schmidt }}\left(U\left|\varphi_{j}\right\rangle\right) \leq 2^{M} r k_{\text {Schmidt }}\left(\left|\varphi_{j}\right\rangle\right) \leq 2^{M}{ }_{e^{j N+2}} \|\left|\varphi_{j}\right\rangle \|^{2}$. Also, for all $k$ we have, by definition, that the Schmidt coefficients of $\left|\varphi_{k}\right\rangle$ are bounded above by $e^{-k N+2}$. It follows by Lemma 92 , that $\forall j, k$,

$$
\begin{equation*}
\left.\left.\left|\left\langle\varphi_{k}\right| U\right| \varphi_{j}\right\rangle\left|\leq 2^{M} e^{\min (j, k) N+2} \|\right| \varphi_{\min (j, k)}\right\rangle\left\|^{2} \sqrt{e^{-j N+2} \cdot e^{-k N+2}} \leq 2^{M} e^{-N \frac{|j-k|}{2}+4}\right\|\left|\varphi_{\min (j, k)}\right\rangle \|^{2} \tag{5.4}
\end{equation*}
$$

To apply this to our problem, we observe that the entire communication protocol can be expressed as performing $\mathcal{C}$ and then measuring the first qubit. Thus, the probability that the protocol outputs $b \in\{0,1\}$ is

$$
\operatorname{Pr}[b]=\langle\varphi| \mathcal{C}^{\dagger}(|b\rangle\langle b| \otimes I) \mathcal{C}|\varphi\rangle
$$

where $I$ acts on all qubits except for the one being measured. Define $\mathcal{P} \equiv \mathcal{C}^{\dagger}\left(\sigma_{z} \otimes I\right) \mathcal{C}=$ $\mathcal{C}^{\dagger}(|0\rangle\langle 0| \otimes I) \mathcal{C}-\mathcal{C}^{\dagger}(|1\rangle\langle 1| \otimes I) \mathcal{C}$. Then

$$
\begin{equation*}
\operatorname{Pr}[0]-\operatorname{Pr}[1]=\langle\varphi| \mathcal{P}|\varphi\rangle=\sum_{j, k}\left\langle\varphi_{j}\right| \mathcal{P}\left|\varphi_{k}\right\rangle \tag{5.5}
\end{equation*}
$$

Additionally, observe that $\mathcal{P}$ is a unitary operator that can be constructed using $O(Q+N)$ qubits of communication.

We now seek to replace $\varphi=\sum_{j k}\left|\varphi_{j}\right\rangle\left\langle\varphi_{k}\right|$ with a density matrix $\rho$ that $(a)$ is close to a mixture of states with small spread so that it can be efficiently produced starting from the maximally entangled state, and $(b)$ has the property that the protocol $\mathcal{P}$, when run with shared state $\rho$, has nearly the same success probability as when it is run with $\varphi$. It is clear that if we establish both $(a)$ and $(b)$ then we will be done.

Part (a) Let us first establish part (a). Towards this end, we consider the state $\rho \equiv$ $\sum_{k, l:|k-l| \leq 20+2\left\lceil\frac{\ln (1 / \epsilon)}{N}\right\rceil}\left|\varphi_{k}\right\rangle\left\langle\varphi_{l}\right|$. It is not clear whether $\rho$ itself is a mixture of states of small spread, but we can use $\rho$ to determine how to "cut" $\varphi$ down into a mixture of states of small spread.

The intuition behind this is that we can argue that there is a simple way to project $\rho$ into a block diagonal matrix (a union of submatrices of $\rho$ ), with block sizes of $O(N / \epsilon+$ $\ln (1 / \epsilon) / \epsilon)$, such that this block diagonal matrix only differs from $\rho$ by $\epsilon$ in the trace norm. It will then follow, in the second part of the argument, that projecting $\varphi$ down into these same blocks produces a state which is a mixture of states with spread at most $O(N / \epsilon+\ln (1 / \epsilon) / \epsilon)$, and has the property that the communication protocol $\mathcal{P}$ acting on this new mixture is only $\epsilon$ different from $\mathcal{P}$ acting on $\varphi$.

The first part proceeds as follows:
Define a nested sequence of projectors $P_{i}$, where each $P_{i}$ is the projection onto the span of $\left\{\left|\varphi_{l}\right\rangle\right\}_{l=1}^{2 i \cdot\left(20+2\left\lceil\frac{\ln (1 / \epsilon)}{N}\right\rceil \text { ) }\right.}$ (and $P_{i}^{c} \equiv I-P_{i}$ ). Consider the matrices $M_{i} \equiv P_{i} \rho P_{i}^{c}+P_{i}^{c} \rho P_{i}$. Note the following two properties:

Fact 94. $\rho-M_{i}=P_{i} \rho P_{i}+P_{i}^{c} \rho P_{i}^{c}$, which is block diagonal, and is a state (PSD and trace 1,
because it is a union of submatrices of $\rho$ containing the diagonal of $\rho$ ).
Fact 95. The matrix $M=\sum_{i=1}^{\infty} M_{i}$ is block diagonal with each $M_{i}$ lying in a different block. This is because $\rho$ is a banded matrix by definition, and the support of the projectors $P_{i}$ increases in increments of $2 \cdot\left(20+2\left\lceil\frac{\ln (1 / \epsilon)}{N}\right\rceil\right)$, which is twice the width of the bandwidth of $\rho$.

Now, for $k \in[1, \ldots .,\lceil 1 / \varepsilon\rceil]$ define $S_{k}=\sum_{i=0}^{\infty} M_{i \cdot\lceil 1 / \varepsilon\rceil+k}$. It follows from Fact 94 and from the fact that $P_{i}$ are strictly nested projectors (so $\left(P_{i}-P_{i-1}\right)=P_{i} P_{i-1}^{c}$ is a projector), that $\sum_{i=1}^{\infty} P_{i} P_{i-1}^{c} \rho P_{i} P_{i-1}^{c}=\rho-\sum_{i=1}^{\infty} M_{i}=\rho-M=\rho-\sum_{k=1}^{\lceil 1 / \varepsilon\rceil} S_{k}$.

So, we have that :

$$
\begin{aligned}
& \left\|\sum_{k=1}^{\lceil 1 / \varepsilon\rceil} S_{k}\right\|_{1}=\left\|\rho-\sum_{i=1}^{\infty} P_{i} P_{i-1}^{c} \rho P_{i} P_{i-1}^{c}\right\|_{1} \leq\|\rho\|_{1}+\left\|\sum_{i=1}^{\infty} P_{i} P_{i-1}^{c} \rho P_{i} P_{i-1}^{c}\right\|_{1} \\
& =\|\rho\|_{1}+\sum_{i=1}^{\infty}\left\|P_{i} P_{i-1}^{c} \rho P_{i} P_{i-1}^{c}\right\|_{1}=2
\end{aligned}
$$

Where the first inequality follows from trace inequality, and the last equality follows from the fact that the set of projectors $\left\{P_{i} P_{i-1}^{c}\right\}_{i=1}^{\infty}$ is an orthonormal set of measurements spanning the support of $\rho$.
Now, by Fact 95 we know that $\left\|\sum_{k=1}^{\lceil 1 / \varepsilon\rceil} S_{k}\right\|_{1}=\sum_{k=1}^{\lceil 1 / \varepsilon\rceil}\left\|S_{k}\right\|_{1}$, so combining this with our bound on $\left\|\sum_{k=1}^{[1 / \varepsilon\rceil} S_{k}\right\|_{1}$, gives

$$
\sum_{k=1}^{\lceil 1 / \varepsilon\rceil}\left\|S_{k}\right\|_{1} \leq 2
$$

Thus, there must exist a $k$ such that $\left\|S_{k}\right\|_{1} \leq 2 /\lceil 1 / \varepsilon\rceil \leq 2 \epsilon$. Fix $k^{\prime}$ to be the particular $k$ with this property. Consider the matrix $\rho-S_{k^{\prime}}$.

First note that, by Facts 94 and 95 above, we have that

$$
\rho-S_{k^{\prime}}=\sum_{i=1}^{\infty} P_{\left(i-1+k^{\prime}\right)\lceil 1 / \varepsilon\rceil}^{c} P_{\left(i+k^{\prime}\right)\lceil 1 / \varepsilon\rceil} \rho P_{\left(i-1+k^{\prime}\right)\lceil 1 / \varepsilon\rceil}^{c} P_{\left(i+k^{\prime}\right)\lceil 1 / \varepsilon\rceil}
$$

Recall that $P_{\left(i-1+k^{\prime}\right)\lceil 1 / \varepsilon\rceil}^{c} P_{\left(i+k^{\prime}\right)\lceil 1 / \varepsilon\rceil}$ is a projector (since the $P_{i}$ are strictly nested projectors). Thus, we know that

$$
\rho_{i}^{\prime} \equiv P_{\left(i-1+k^{\prime}\right)\lceil 1 / \varepsilon\rceil}^{c} P_{\left(i+k^{\prime}\right)\lceil 1 / \varepsilon\rceil} \varphi P_{\left(i-1+k^{\prime}\right)\lceil 1 / \varepsilon\rceil}^{c} P_{\left(i+k^{\prime}\right)\lceil 1 / \varepsilon\rceil}
$$

is an un-normalized state, for every $i$, and the new state

$$
\rho^{\prime} \equiv \sum_{i=1}^{\infty} \rho_{i}^{\prime} \equiv \sum_{i=1}^{\infty} P_{\left(i-1+k^{\prime}\right)\lceil 1 / \varepsilon\rceil}^{c} P_{\left(i+k^{\prime}\right)\lceil 1 / \varepsilon\rceil} \varphi P_{\left(i-1+k^{\prime}\right)\lceil 1 / \varepsilon\rceil}^{c} P_{\left(i+k^{\prime}\right)\lceil 1 / \varepsilon\rceil}
$$

is a normalized mixture of these states (since $\left\{P_{i} P_{i-1}^{c}\right\}_{i=1}^{\infty}$ is an orthonormal set of measurements spanning the support of $\varphi$ ). Note that we are now defining $\rho^{\prime}$ as a projection of $\varphi$, not of $\rho$. The purpose of studying $\rho$ was to obtain the projectors $P_{\left(i-1+k^{\prime}\right)\lceil 1 / \varepsilon\rceil}^{c} P_{\left(i+k^{\prime}\right)\lceil 1 / \varepsilon\rceil}$, and the matrix $S_{k^{\prime}}$, which will play a role in establishing part $(b)$ below.

For now we note that the states $\rho_{i}$ are pure states since:

$$
\begin{aligned}
& \rho_{i}^{\prime} \equiv P_{\left(i-1+k^{\prime}\right)\lceil 1 / \varepsilon\rceil}^{c} P_{\left(i+k^{\prime}\right)\lceil 1 / \varepsilon\rceil} \varphi P_{\left(i-1+k^{\prime}\right)\lceil 1 / \varepsilon\rceil}^{c} P_{\left(i+k^{\prime}\right)\lceil 1 / \varepsilon\rceil} \\
= & P_{\left(i-1+k^{\prime}\right)\lceil 1 / \varepsilon\rceil}^{c} P_{\left(i+k^{\prime}\right)\lceil 1 / \varepsilon\rceil}|\varphi\rangle\langle\varphi| P_{\left(i-1+k^{\prime}\right)\lceil 1 / \varepsilon\rceil}^{c} P_{\left(i+k^{\prime}\right)\lceil 1 / \varepsilon\rceil}
\end{aligned}
$$

and, defining index limits $B_{s} \equiv 2\left(\left(i+k^{\prime}-1\right)\lceil 1 / \varepsilon\rceil\right)\left(20+2\left\lceil\frac{\ln (1 / \varepsilon)}{N}\right\rceil\right)$ and $B_{b} \equiv 2((i+$ $\left.\left.k^{\prime}\right)\lceil 1 / \varepsilon\rceil\right)\left(20+2\left\lceil\frac{\ln (1 / \varepsilon)}{N}\right\rceil\right)$, we have

$$
P_{\left(i-1+k^{\prime}\right)\lceil 1 / \varepsilon\rceil}^{c} P_{\left(i+k^{\prime}\right)\lceil 1 / \varepsilon\rceil}|\varphi\rangle=\sum_{B_{s}<l \leq B_{b}}\left|\varphi_{l}\right\rangle
$$

We know by definition that the $\left|\varphi_{l}\right\rangle$ are orthogonal to each other, and that each $\left|\varphi_{l}\right\rangle$ has Schmidt coefficients bounded by $e^{-j N+2} \geq \lambda_{i}>e^{-j N-2}$. Thus, it is immediate that $\rho_{i}^{\prime}$ (and the pure state $P_{\left(i-1+k^{\prime}\right)\lceil 1 / \varepsilon\rceil}^{c} P_{\left(i+k^{\prime}\right)\lceil 1 / \varepsilon\rceil}|\varphi\rangle$ ) have spread at most $\left(B_{b}-B_{s}\right) N+4=$ $2\lceil 1 / \varepsilon\rceil\left(20+2\left\lceil\frac{\ln (1 / \epsilon)}{N}\right\rceil\right) N+4=O(N / \epsilon+\ln (1 / \epsilon) / \epsilon)$. It follows that $\rho^{\prime}$ is a normalized
mixture of states with spread at most $O(N / \epsilon+\ln (1 / \epsilon) / \epsilon)$.
Consider the normalized version of $\rho_{i}^{\prime}$, which is still a pure state of spread at most $O(N / \epsilon+$ $\ln (1 / \epsilon) / \epsilon)$ it is clear that this state has Earthmover distance at most $O(N / \epsilon+\ln (1 / \epsilon) / \epsilon)$ from the nearest maximally entangled state (simply move all of the weight onto Schmidt coefficients of the size of the smallest Schmidt coefficient, which can be done by moving all the weight a distance less than or equal to the spread). It follows easily, by using Theorem 83 that there is a protocol which prepares the normalized version of $\rho_{i}^{\prime}$ from EPR pairs, with only $O(N / \epsilon+\ln (1 / \epsilon) / \epsilon)$ bits of communication. Now the state $\rho^{\prime} \equiv \sum_{i} \rho_{i}^{\prime}$ can be prepared by applying this same protocol in superposition over $i$ (with the probability $\operatorname{tr}\left(\rho_{i}^{\prime}\right)$ assigned to each $i$ ), and then tracing out over the $i$ register. Thus $\rho^{\prime}$ can be prepared starting from EPR pairs with $O(N / \epsilon+\ln (1 / \epsilon) / \epsilon)$ bits of communication (exactly because it is a mixture of states with spread at most $O(N / \epsilon+\ln (1 / \epsilon) / \epsilon))$.

This establishes part (a).

Part (b) We will now establish property (b), that the difference between the success bias for protocol $\mathcal{P}$ when run with shared state $\rho^{\prime}$ and the success bias when run with shared state $\varphi$ is $O(\epsilon)$. To prove this we will consider the intermediate matrix $\rho^{\prime}+S_{k^{\prime}}$, where $S_{k^{\prime}}$ is defined above in the argument for part (a). We already know from part (a) that $\left\|S_{k^{\prime}}\right\|_{1} \leq$ $2 \epsilon$. Furthermore, we know that the non-zero elements of the matrices $\rho^{\prime}$ and $S_{k^{\prime}}$ are disjoint. More precisely, for a matrix $\theta$, define $T_{\theta}=\left\{(l, k):\left\langle\varphi_{k}\right| \theta\left|\varphi_{l}\right\rangle \neq 0\right\}$. It follows from the argument in part ( $a$ ) that the sets $T_{\rho^{\prime}}$, and $T_{S_{k^{\prime}}}$ are disjoint. Moreover, again according to the construction in part (a), we have that for every $(l, k) \in T_{\rho^{\prime}+S_{k^{\prime}}},\left\langle\varphi_{k}\right|\left(\rho^{\prime}+S_{k^{\prime}}\right)\left|\varphi_{l}\right\rangle=$ $\left\langle\varphi_{k}\right| \varphi\left|\varphi_{l}\right\rangle$. Finally, recalling the original definition $\rho \equiv \sum_{k, l:|k-l| \leq 20+2\left\lceil\frac{\ln (1 / \varepsilon)}{N}\right\rceil}\left|\varphi_{k}\right\rangle\left\langle\varphi_{l}\right|$, we have from part (a) that $\left\{(l, k):|k-l| \leq 20+2\left\lceil\frac{\ln (1 / \epsilon)}{N}\right\rceil\right\}=T_{\rho} \subseteq T_{\rho^{\prime}+S_{k^{\prime}}}$.

We can now bound the difference between the protocol $\mathcal{P}$ acting on $\varphi$ versus the protocol acting on $\rho^{\prime}$, following equation 5.5 as follows:

$$
\begin{aligned}
& \left|\left(\operatorname{Pr}_{\varphi}[0]-\operatorname{Pr}_{\varphi}[1]\right)-\left(\operatorname{Pr}_{\rho^{\prime}}[0]-\operatorname{Pr}_{\rho^{\prime}}[1]\right)\right|=\left|\operatorname{Tr}\left(\mathcal{P}\left(\varphi-\rho^{\prime}\right)\right)\right| \leq\left|\operatorname{Tr}\left(\mathcal{P}\left(\varphi-\left(\rho^{\prime}+S_{k^{\prime}}\right)\right)\right)\right|+2 \epsilon \\
& \left.=\left|\sum_{(k, l) \notin T_{\left(\rho^{\prime}+S_{k^{\prime}}\right)}}\left\langle\varphi_{k}\right| \mathcal{P}\right| \varphi_{l}\right\rangle\left|+2 \epsilon \leq \sum_{(k, l) \notin T_{\left(\rho^{\prime}+S_{k^{\prime}}\right)}}\right|\left\langle\varphi_{k}\right| \mathcal{P}\left|\varphi_{l}\right\rangle\left|+2 \epsilon \leq \sum_{(k, l) \notin T_{\rho}}\right|\left\langle\varphi_{k}\right| \mathcal{P}\left|\varphi_{l}\right\rangle \mid+2 \epsilon \\
& \left.=\sum_{k, l:|k-l|>20+2\left\lceil\frac{\ln (1 / \epsilon)}{N}\right\rceil}\left|\left\langle\varphi_{k}\right| \mathcal{P}\right| \varphi_{l}\right\rangle \mid+2 \epsilon
\end{aligned}
$$

The first inequality follows because $\left\|S_{k^{\prime}}\right\|_{1} \leq 2 \epsilon$. The rest of the above follows because $\left\langle\varphi_{k}\right|\left(\rho^{\prime}+S_{k^{\prime}}\right)\left|\varphi_{l}\right\rangle=\left\langle\varphi_{k}\right| \varphi\left|\varphi_{l}\right\rangle$ for $(l, k) \in T_{\rho^{\prime}+S_{k^{\prime}}}$ and $\left\langle\varphi_{k}\right|\left(\rho^{\prime}+S_{k^{\prime}}\right)\left|\varphi_{l}\right\rangle=0$ elsewhere, and finally because $T_{\rho} \subseteq T_{\rho^{\prime}+S_{k^{\prime}}}$.
Now, by using equation 5.4 , we have that:

$$
\begin{aligned}
& \left|\left(\operatorname{Pr}_{\varphi}[0]-\operatorname{Pr}_{\varphi}[1]\right)-\left(\operatorname{Pr}_{\rho^{\prime}}[0]-\operatorname{Pr}_{\rho^{\prime}}[1]\right)\right|-2 \epsilon \\
& \leq \sum_{k, l:|k-l|>20+2\left\lceil\frac{\ln (1 / \epsilon)}{N}\right\rceil} \min \left(1,2^{2(Q+N)} e^{-N \frac{|k-l|}{2}+4}\right) \|\left|\varphi_{\min (k, l)}\right\rangle \|^{2} \\
& =2 \sum_{l} \|\left|\varphi_{l}\right\rangle \|^{2} \sum_{k>l+20+2\left\lceil\frac{\ln (1 / \epsilon)}{N}\right\rceil} \min \left(1,2^{2(Q+N)} e^{-N \frac{|k-l|}{2}+4}\right) \\
& =2 \sum_{n>20+2\left\lceil\frac{\ln (1 / \epsilon)}{N}\right\rceil} \min \left(1,2^{2(Q+N)} e^{-N \frac{n}{2}+4}\right) \\
& =2 \sum_{n>20+2\left\lceil\frac{\ln (1 / \epsilon)}{N}\right\rceil} \min \left(1,2^{2(Q+N)} e^{-N \frac{n}{2}+4}\right) \leq 2 \cdot 2^{2(Q+N)} e^{-10 N+4-\ln (1 / \epsilon)} \sum_{n=1}^{\infty} e^{-N \frac{n}{2}} \\
& =2 \cdot 2^{2(Q+N)} e^{-10 N+4-\ln (1 / \epsilon)}\left(\frac{e^{-\frac{1}{2}}}{1-e^{-\frac{1}{2}}}\right) \leq 4 \cdot 2^{2(Q+N)} e^{-10 N+4-\ln (1 / \epsilon)}
\end{aligned}
$$

So, setting $N=Q$ (and assuming $Q \geq 1$ to avoid the trivial case), we have that:

$$
\begin{aligned}
& \left|\left(\operatorname{Pr}_{\varphi}[0]-\operatorname{Pr}_{\varphi}[1]\right)-\left(\operatorname{Pr}_{\rho^{\prime}}[0]-\operatorname{Pr}_{\rho^{\prime}}[1]\right)\right|-2 \epsilon \leq 4 \cdot 2^{2(Q+N)} e^{-10 N+4-\ln (1 / \epsilon)} \leq 4 \cdot 2^{4 N} e^{-6 N-\ln (1 / \epsilon)} \\
& \leq 4 e^{-2 N-\ln (1 / \epsilon)} \leq \epsilon
\end{aligned}
$$

So,

$$
\left|\left(\operatorname{Pr}_{\varphi}[0]-\operatorname{Pr}_{\varphi}[1]\right)-\left(\operatorname{Pr}_{\rho^{\prime}}[0]-\operatorname{Pr}_{\rho^{\prime}}[1]\right)\right| \leq 3 \epsilon=O(\epsilon)
$$

This establishes property (b), that the protocol $\mathcal{P}$, when run with shared state $\rho^{\prime}$, has nearly the same success probability as when it is run with $\varphi$ (up to error $\epsilon$ ).

Since we have already shown, in part (a), that $\rho^{\prime}$ can be produced from EPR pairs using $O(N / \epsilon+\ln (1 / \epsilon) / \epsilon=O(Q / \epsilon+\ln (1 / \epsilon) / \epsilon)$ communication, it follows that we can define a communication protocol $\mathcal{R}^{\prime}$, in which the two parties start with shared EPR pairs, use $O(Q / \epsilon+\ln (1 / \epsilon) / \epsilon)$ communication to produce $\rho^{\prime}$ (Note that this preparation is exact. The $\epsilon$ in this part comes from the definition of $\left.\rho^{\prime}.\right)$, and then use $O(Q+N)=O(Q)$ communication to apply $\mathcal{P}$ to $\rho^{\prime}$, which we have shown, in part (b), approximates the output of applying $\mathcal{P}$ to $\varphi$, up to error $\epsilon$. This gives a protocol $\mathcal{R}^{\prime}$ which uses only shared EPR pairs, and $O(Q / \epsilon+\ln (1 / \epsilon) / \epsilon)$ communication, and approximates the original protocol $\mathcal{R}$ up to $O(\epsilon)$. This is the desired result.
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[^0]:    ${ }^{1}$ They showed that $g(m) \leq \exp (\exp (m))$, or a doubly-exponential upper bound.

[^1]:    ${ }^{2}$ We say that a string $X$ is quantum secure, or simply secure, against an eavesdropper $E$ if the joint state of the string and eavesdropper $\rho_{X E}$ is approximately equal to $U_{|X|} \otimes \rho_{E}$, where $U_{m}$ denotes the uniform distribution on $|X|$ bits.

[^2]:    ${ }^{3}$ Recent work by [69] gives another such protocol with quantum security. See Section 2.2.2 for more information.

[^3]:    ${ }^{4}$ Here's a counter-example: let $D$ be an $n$-bit source that is uniformly random. Let $S$ be a $O(\log n)$-bit seed that is uniform and independent of $D$. Let $E$ denote the string ( $S$, first bit of $\operatorname{Ext}(D, S)$ ). The minentropy of $D$ with respect to $E$ is at least $n-1$, and $S$ is uniform and independent of $D$. However, the output of the extractor is not secure against $E$.

[^4]:    ${ }^{5}$ We implicitly include the extraction procedure as part of the $V V$ protocol, where the extractor seed is taken from the input seed of the VV protocol.

[^5]:    ${ }^{6}$ The EPR pair state is defined as $|\psi\rangle=\frac{1}{\sqrt{2}}(|00\rangle+|11\rangle)$.

[^6]:    ${ }^{7}$ Since $D$ always consists of non-signaling subdevices, we will arbitrarily declare one of the sub-devices' output to be the output of the overall device $D$.

[^7]:    ${ }^{8}$ See 2.2.2 for more about this issue.

[^8]:    ${ }^{9}$ Although the definition of smoothed min-entropy quantifies over all density states in the $\varepsilon$-ball around $\rho_{Y E}$, there exists a cq-state with high min-entropy in the $\varepsilon$-ball - see, e.g., [85].

[^9]:    ${ }^{1}$ Since either player could apply a local unitary to their half of the state and their measurements, without affecting their winning probability, equivalence under local isometry is the best one could hope for.

[^10]:    ${ }^{2}$ Note that, by repeating the test in section 4 of [64] a polynomial number of times, one can achieve a self-test for $n$ EPR pairs with polynomial error dependence. However, the test given in section 4 is not a strictly parallel test, and does not robustly certify $n$-qubit measurement operators, as our result does.

[^11]:    ${ }^{1}$ Here "QC" stands for "Quantum Commuting".

[^12]:    ${ }^{2}$ Due to the approximate commutation of the provers' strategies the success probability of $\delta$-AC strategies may a priori depend on the order in which the measurement operators are applied. In our context the parameter $\delta$ will always be small enough that we can neglect this effect. Moreover, for the particular kind of strategies constructed in our rounding scheme the value will not be affected by the order.

[^13]:    ${ }^{3}$ As a first approximation the reader may think of $\delta$ as a parameter that is inverse exponential in the input length $|x|$. In terms of games, this corresponds to $\delta$ being inverse polynomial in the number of questions in the game, which is arguably the most natural setting of parameters.

[^14]:    ${ }^{4}$ Although this is a formal alphabet, $P_{x}^{a}$ (resp. $Q_{y}^{b}$ ) is meant to represent the first (resp. second) provers' POVM element associated with input $x$ (resp. $y$ ) and answer $a$ (resp. $b$ ).

[^15]:    ${ }^{5}$ The case $(m, \ell)=(2,2)$ is the only nontrivial setting for which we have some understanding. In particular nonlocal games with two inputs and two outputs per party can be analyzed via an application of Jordan's lemma [57].

