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We present a theory of the interfacial stability of two immiscible electrolytes under the coupled action of
pressure gradients and electric fields in a Hele-Shaw cell or porous medium. Mathematically, our theory
describes a phenomenon of “vector Laplacian growth,” in which the interface moves in response to the
gradient of a vector-valued potential function through a generalized mobility tensor. Physically, we extend
the classical Saffman-Taylor problem to electrolytes by incorporating electrokinetic (EK) phenomena.
A surprising prediction is that viscous fingering can be controlled by varying the injection ratio of electric
current to flow rate. Beyond a critical injection ratio, stability depends only upon the relative direction of
flow and current, regardless of the viscosity ratio. Possible applications include porous materials
processing, electrically enhanced oil recovery, and EK remediation of contaminated soils.
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Interfacial instability is the precursor to pattern forma-
tion in a variety of physical and chemical processes [1,2].
This fascinating topic covers a broad range of phenomena
such as dendritic growth due to the Mullins-Sekerka
instability in solidification [3,4], fractal growth due to
diffusion-limited aggregation [5] or metal electrodeposition
[6] in fluid flows [7], crease formation and wrinkling of
combustion fronts due to the Darrieus-Landau instability
[8,9], and viscous fingering in Hele-Shaw cells [10] and
porous media [11] due to the Saffman-Taylor instability
[12,13].
Interfacial instabilities are usually undesirable, but diffi-

cult to control. In secondary oil recovery, viscous fingering
of injected liquids leads to nonuniform displacement and
residual trapping of oil [11,14], and dendritic growth is a
major safety concern for metal anodes in rechargeable
batteries [15]. There are signs, however, that instability may
be avoided if the interface is driven by multiple opposing
forces. For instance, it was recently observed that dendritic
growth can be suppressed in charged porous media [16] if
preceded by deionization shock wave [17], whose stable
propagation in cross flow also enables water purification by
shock electrodialysis [18,19].
Here, we consider the interfacial stability of two immis-

cible electrolytes in a Hele-Shaw cell where the interface is
set into motion by both the pressure-driven and electro-
osmotic flows. Remarkably, we find that electrokinetic
(EK) coupling influence interfacial stability and, under
certain conditions, can eliminate viscous fingering. This
phenomenon illustrates the rich physics of “vector
Laplacian growth” (VLG), a general mathematical model
of interfacial dynamics driven by the gradient of a vector-
valued potential function through a generalized mobility
tensor. The “one-sided” VLG model (with field gradients
only on one side of the interface) is known to be unstable,

leading to fractal patterns, during growth [7] and stable,
resulting in smooth collapse, during retreat [20,21]. Our
theory shows that stable growth is also possible, if field
gradients exist on both sides of the interface.
In the classical viscous fingering problem, the fluid flow

in a Hele-Shaw cell can be approximated as quasi-
two-dimensional if the cell gap, b, is much smaller than
the lateral dimension, L (see Fig. 1). In this case, the gap-
averaged velocity of each fluid is given by

u� ¼ −
b2

12μ�
∇p�; ∇ · u� ¼ 0; ð1Þ

where “−” and “þ” superscripts denote invading
and receding fluids, μ and p are viscosity and pressure
of each fluid, and∇ is the in-plane gradient operator. At the

(a) (b)

(c)

FIG. 1. Schematic of flow in a rectangular Hele-Shaw cell.
(a) The interface (Γ) between two immiscible electrolytes moves
under the coupled action of pressure gradient and electric field as
described by the EK response of the cell. (b) In addition to the
pressure-driven flow, the electric field exerts a net force on ions in
the electric double layer (EDL), resulting in the electro-osmotic
flow. (c) Similarly, in addition to the Ohmic current driven by the
electric field, the pressure-driven flow advects charges in the
EDL, resulting in the streaming current.
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interface, the pressure jump is given by the Young-Laplace
equation, while the normal velocity is continuous,

⟦p⟧ ¼ γκ; ⟦n̂ · u⟧ ¼ 0; ð2Þ
where ⟦a⟧≡ aþ − a− denotes the jump of variable a
across the interface, γ is the surface tension, and κ is the
in-plane curvature. More generally, these conditions must
be modified to take the finite lubrication film thickness into
account if the receding fluid is perfectly wetting [11,22].
The interface moves with the local fluid velocity,

dx
dt

¼ ðn̂ · uÞn̂; ð3Þ

and the far-field flow is uniform.
Linear stability analysis of Eqs. (1)–(3), initiated by

Chuoke et al. [13] and Saffman and Taylor [12], reveals that
stable displacement is only possible if the advancing fluid
is more viscous,

Stable∶M ¼ μ−

μþ
> 1: ð4Þ

In the opposite case, M < 1, the interface is unstable to
perturbations of sufficiently long wavelength, and the less
viscous fluid forms “fingers” of lower resistance through
the more viscous fluid. Specifically, the growth rate, ω,
of a normal mode δy ∼ expðikx=Lþ ωtÞ satisfies the
dispersion relation [10,11]

ω ¼ k
L

�
U
μþ − μ−

μþ þ μ−
−

γb2k2

12L2ðμþ þ μ−Þ
�
; ð5Þ

where k is the wave number. Perturbation wavelengths
longer than λcr ¼ πb

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
γ=3Uðμþ − μ−Þp

are unstable, and
the maximum growth rate arises for λm ¼ ffiffiffi

3
p

λcr.
Most materials naturally acquire charge in aqueous

solutions from the dissociation of surface groups, such
as silanol [23,24], for glass in Hele-Shaw cells or silicate
minerals in underground reservoirs. The screening of
surface charge by mobile ions leads to the formation of
electric double layers (EDLs) and associated EK phenom-
ena [25]. An electric field parallel to the charged surface
acts on EDL charge to drive “electro-osmotic” flow ueo,
while pressure-driven flow drives “streaming current” isc
due to the advection of EDL charge (Fig. 1). For typical
situations of fixed surface charge, the EK response is
linear in the driving forces, i.e., ueo ¼ −Keo∇ϕ and
isc ¼ −Ksc∇p, where ϕ is the electrostatic potential. The
electro-osmotic mobility, Keo, and the streaming conduct-
ance, Ksc, satisfy Onsager’s reciprocal relation [26,27],
Keo ¼ Ksc, and for thin EDL (gaps, b ∼ 0.1–1mm, much
larger than the EDL thickness, λD ∼ 1–10 nm), are given by
the Helmholtz-Smoluchowski relation [25], Keo ¼ −εζ=μ,
where ε is the electrolyte permittivity and ζ is the potential
difference across the EDL [24,25].

When linear EK phenomena are considered, a VLG
model can thus be written in terms of a tensorial flux,
F ¼ ðu; iÞT, proportional to the gradient of a vector-valued
potential, Φ ¼ ðp;ϕÞT,

F� ¼ −K�∇Φ�; ∇ · F� ¼ 0; ð6Þ
where K is the EK mobility tensor,

K ¼
�

Kh Keo

Keo Ke

�
: ð7Þ

Kh ¼ b2=12μ is the hydraulic Darcy conductivity, and
Ke ¼ σ is the electrical Ohmic conductivity of the cell.
The second law of thermodynamics requires positive
definite K to ensure positive dissipation rate [28,29], i.e.,

−∇Φ · F ¼ ∇ΦTK∇Φ > 0: ð8Þ

At the interface, the pressure and total velocity satisfy the
jump conditions given by Eq. (2), while the potential and
normal component of the total current are continuous,
which can be compactly expressed as

⟦Φ⟧ ¼ ðγκ; 0ÞT; ⟦n̂ · F⟧ ¼ 0: ð9Þ

Far from the interface in a planar geometry, the fluxes are
assumed to be uniform, limy→�∞Fy ¼ F∞ ¼ ðU; IÞT.
Equations (6) and (9), along with the kinematic condition
(3), determine the interface motion.
As for classical problem, we consider the linear stability

of a planar interface subjected to a sinusoidal perturbation,
δy ∼ expðikx=Lþ ωtÞ, and seek solutions of the form
Φ� ¼ Φ�

0 þ ϵΦ�
1 in the limit of ϵ ≪ 1. From Eq. (6),

the base state is linear, i.e.,Φ�
0 ¼ −K�−1

F∞ðy −UtÞ, while
Φ�

1 ¼ A�
1 expðikx=Lþ ωtÞ exp½∓ kðy − UtÞ=L�, where

A�
1 are evaluated using the jump condition (9). Applying

the kinematic condition (3) then yields the growth rate

ω ¼ k
L

�
F − γG

k2

L2

�
; ð10Þ

where F and G are given by

F ¼ U
⟦Keo⟧fKeog − ⟦Kh⟧fKeg

detfKg

þ 2I
Kþ

h K
−
eo − K−

hK
þ
eo

detfKg ;

G ¼ Kþ
h detK− þ K−

h detK
þ

detfKg ; ð11Þ

and fag≡ aþ þ a−. Note that the classical dispersion
relation (5) is recovered in the absence of EK phenomena,
K�

eo ¼ 0. From the Second Law (8), it follows that G > 0,
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ensuring that surface tension effects are stabilizing.
Therefore, F < 0 is a sufficient condition for stability. For
F > 0, a perturbation of wavelength longer than λcr ¼
2π

ffiffiffiffiffiffiffiffiffiffiffiffi
γG=F

p
is unstable, and λm ¼ ffiffiffi

3
p

λcr is the most unstable
wavelength.
To simplify Eq. (11), we note that the EK coupling

coefficient [30], α ¼ K2
eo=KhKe, is typically small, while

0 ≤ α < 1 from Eq. (8). For α ≪ 1, the critical wavelength
may be approximated as

λcr ¼ πb
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

γ

3U⟦μ⟧þ 6I⟦εζ⟧=fσg
r

: ð12Þ

While the classical instability is controlled by the viscosity
ratio [Eq. (4)], our theory predicts that the injection ratio,
I=U, can be tuned independently to control interfacial
stability [Fig. 2(a)],

Stable∶
M − 1

M þ 1
> A

SZ − 1

SZ þ 1
; ð13Þ

in terms of the following dimensionless ratios:

S¼ ε−

εþ
; Z ¼ ζ−

ζþ
; M ¼ μ−

μþ
; A¼ Ið−εζÞ

Uμ̄ σ̄
; ð14Þ

where the over-bar indicates average values, e.g.,
εζ ¼ ðεþζþ þ ε−ζ−Þ=2. EK effects require SZ ≠ 1, and
stability is possible if the injection ratio is larger than
jðM − 1ÞðSZ þ 1Þ=ðSZ − 1ÞðM þ 1Þj, and has the “cor-
rect” sign, depending on the magnitude of SZ (see Fig. 2).
Above a critical injection ratio, Acr ¼ jðSZ þ 1Þ=
ðSZ − 1Þj, stability is entirely determined by the sign of
injection ratio and is, remarkably, independent of the
viscosity ratio. Physically, negative injection ratios denote
opposite direction of current and flow. These observations
are illustrated in Figs. 2(b)–2(d).
Motivated by secondary oil recovery, it is interesting

to consider the limit when M ≪ 1, SZ ≫ 1, and
R ¼ σ−=σþ ≫ 1, e.g., when water is pushing oil toward
extraction wells. In this case, negative current injection
shifts the critical wavelength to longer values and reduces
viscous fingering. Stable displacement is possible if
I > Icr, where

Icr ≈
U
2

μo

μw
σw

Kw
eo
: ð15Þ

For U ¼ 1 mm=min in a 1 mM KCl solution with ζ ¼
−50 mV and μw=μo ¼ 0.1, the critical current is fairly
small, Icr ∼ 4 mA=cm2, but a large critical electric field is
required to drive this current across the poorly conducting
oil region,

Ecr ≈
U
4

μo

μw
σw

σo
1

Kw
eo
: ð16Þ

Even for a modest value of σw=σo ¼ 10, complete sup-
pression of viscous fingering requires Ecr ∼ 150 V=cm.
The required voltage could be lowered by reducing the
conductivity ratio or electrode separations. Nonetheless,
partial stabilization (with enhanced oil recovery) is still
viable with electric fields below the critical value.
To further support our theory, we numerically solve the

VLG model using the Voronoi Interface Method [31] to
discretize the conservation equations (6) subjected to the
interface jump conditions (9) while utilizing the level-set
framework [32] to represent the moving interface.
Furthermore, we use dynamically adaptive quadtree grids
[33] as well as parallel algorithms [34] for fast and high-
fidelity simulations. Figure 3 illustrates the interfacial
dynamics of an initial perturbation for unfavorable,
Figs. 3(a) and 3(b), and favorable, Figs. 3(c) and 3(d),
viscosity ratios. As predicted, interfacial stability can be
manipulated by adjusting the injection ratio.

(a)

(b)

(c) (d)

FIG. 2. Linear stability analysis of a planar interface. (a) The
nondimensional growth rate ω (scaled withU=L) versus the wave
number k. Solid lines represents the theory [see Eq. (10)] while
symbols are numerically computed growth rates, obtained by
evolving a small-amplitude initial perturbation (ϵ ¼ 10−3) for
each wave number. Shown are classical results (no EK effects) for
(i) unfavorable (M ¼ 0.01) and (iii) favorable (M ¼ 10) viscosity
ratios. When EK effects are present, stability can be manipulated
by adjusting the injection ratio, resulting in either (ii) suppression
of viscous fingering (M ¼ 0.01, SZ ¼ R ¼ 100, A ≈ −1.98), or
(iv) EK fingering (M ¼ SZ ¼ R ¼ 10, A ≈ 1.45). Here, R ¼
σ−=σþ is the conductivity ratio and the remaining parameters are
defined via Eq. (14). In all cases, the effective capillary number,
Ca ¼ 12L2Uμþ=γb2, is set to 250. (b)–(d) The shaded area
illustrates the region of stability as approximated by Eq. (13).
Interestingly, this region is symmetrical around SZ ¼ 1, for
which classical results are recovered.
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It is straightforward to extend the analysis for the
radial Hele-Shaw cell geometry [11,35] where an invading
fluid is injected at a point to push the second fluid outward.
If the interface is initially assumed to be circular, the
growth rate of an azimuthal perturbation of the form
δr ∼ exp ðikθ þ ωtÞ, is given via

ω ¼ −
U
r
þ k

r

�
F − γG

ðk2 − 1Þ
r2

�
; ð17Þ

where r is the initial radius and F and G are still given by
Eq. (11). Once again, F < 0 is a sufficient condition for
stability. Therefore, the stability estimate in Eq. (13) could
be used in radial geometry if velocity, U, and current
density, I, are replaced by the total flow rate, Q0, and total
current, I0, respectively. Figure 4 illustrates numerical
simulation of interface evolution in a radial Hele-Shaw
cell geometry for an unstable viscosity ratio of M ¼ 0.01.
The instability is entirely suppressed when current is
injected in the opposite direction.
The possibility of manipulating interfacial instabilities is

quite exciting. The idea of controlling viscous fingering
using cell geometry has been recently discussed [36], and
our framework introduces many other degrees of freedom,
such as the placement of electrodes, dielectric or con-
ducting boundaries, and surface coatings or gate voltages to
modify local zeta potentials. For a given geometry,
dynamical control of fingering instabilities may also be
possible, by adjusting potentials and pressures with real-
time feedback from currents and flow rates.
Hele-Shaw cell experiments could be used to check these

predictions and test the validity of our assumptions. Since
EK phenomena depend on which liquid is in contact with
the surface, it may be necessary to extend the model for
lubrication films and gravity currents [37], which would
require more complicated depth-averaging and EKs at the

liquid-liquid interface [38], perhaps amenable to con-
formal-map dynamics [7,39]. We have also neglected
nonlinear electrohydrodynamic effects [40] which might
cause interfacial instabilities at higher electric fields in large
channels [41–43]. We also assume finite electrical resis-
tance in each phase, which could exclude traditional liquid
pairs, such as water-silicon oil and air-glycerol pairs,
although some poorly conducting regions may have suffi-
cient ionic or electronic conductivity to pass at least a
transient current consistent with the model. The model
could be extended to include interfacial capacitance, and
the resulting “RC time” for charge accumulation might be
longer than the instability growth time, especially for large
resistive domains.
Our model is directly applicable to interfaces between

two immiscible electrolyte solutions (ITIES) that support
charge-transfer reactions [44]. Examples include aqueous
electrolytes, e.g., LiCl, in contact with solutions of lipo-
philic salts in organic solvents, e.g., tetrabutylammonium

(a)

(c) (d)

(b)

FIG. 3. Numerical simulation of the interfacial dynamics for an
initial perturbation. The interface moves upward and its location
is drawn at equal time intervals. (a) Viscous fingering for an
unfavorable viscosity ratio M ¼ 0.01 and (b) its suppression
using negative injection ratio [same parameters as in Fig. 2(a),
line (ii)]. (c) Stable displacement for favorable viscosity ratio
M ¼ 10 and (d) formation of EK fingering with positive injection
ratio [same parameters as in Fig. 2(a), line (iv)].

(a) (c)

(d)

(e)

(b)

FIG. 4. Numerical simulation of the interfacial dynamics in a
radial Hele-Shaw cell. (a) An initial “bubble” (left inset) separates
two immiscible (M ¼ 0.01) and grows outward due to a positive
flow source in the middle. The interface location, drawn at equal
time intervals (right inset), reveals a complex pattern due to
successive growth and tip-splitting. (b) The viscous fingering is
entirely suppressed by injecting electric current in the opposite
direction, resulting in a uniform circular growth [same parameters
as in Fig. 2(a), line (ii)]. (c)–(e) Snapshot of the final pattern in
(a), illustrating the level of detail that is captured in the
simulation.
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tetraphenylborate (TBATPB) in nitrobenzene [45]. Recent
interest in ITIES was spurred by electro-wetting [46] for
electrovariable optics [47], but tunable fingering under
confinement could lead to different applications.
Although our theory is for immiscible electrolytes, it

may also describe diffuse interfaces involving strong ion
concentration gradients, e.g., deionization shocks in
charged porous media [17] or pH fronts in EK remediation
of contaminated soil [48]. Since the ζ potential is a function
of pH and salt concentration [23,24], it may also be
possible to observe some of the stabilizing effects with
miscible solutions, perhaps in charged porous media such
as glass frit or Hele-Shaw cells packed with silica beads.
Finally, we caution that viscous fingering is more compli-
cated in porous media than in Hele-Shaw cells, due to
permeability variations, capillary effects, and surface wet-
tability [49,50]. Since EK couplings derive from surfaces,
we expect strong dependence on surface wettability
whereas permeability variations might have limited impact
due to disproportionate scaling of hydraulic and electro-
osmotic mobilities with the pore size, possibly resulting in a
more uniform displacement. Nonetheless, further inves-
tigation is required to quantify the degree to which EK
phenomena can control interfacial stability in porous
media.
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