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Abstract

Latency, understood as the total time it takes for data acquired by a remote platform (e.g.
satellite, rover, astronaut) to be delivered to the final user in an actionable format, is a
primary requirement for several near Earth and deep space exploration activities. Some
applications such as real-time voice and videoconferencing can only be satisfied by provid-
ing continuous communications links to the remote platform and enforcing hard latency
requirements on the system. In contrast, other space exploration applications set latency
requirements because their data’s scientific value is dependent on the timeliness with which
it is delivered to the final user. These applications, henceforth termed latency-sensitive, are
the main focus of this thesis, as they typically require large amounts of data to be returned
to Earth in a timely manner.

To understand how current space communication systems induce latency, the concept of
network centrality is first introduced. It provides a systematic process for quantifying the
relative importance of heterogeneous latency contributors, ranking them, and rapidly iden-
tifying bottlenecks when parts of the communication infrastructure are modified. Then, a
custom-designed centrality measure is integrated within the system architecture synthesis
process. It serves as a heuristic function that prioritizes parts of the system for further
in-depth analysis and renders the problem of analyzing end-to-end latency requirements
manageable.

The thesis includes two primary case studies to demonstrate the usefulness of the proposed
approach. The first one focuses on return of satellite-based observations for accurate weather
forecasting, particularly how latency limits the amount of data available for assimilation at
weather prediction centers. On the other hand, the second case study explores how human
science operations on the surface of Mars dictate the end-to-end latency requirement that
the infrastructure between Mars and Earth has to satisfy.

In the first case study, return of satellite observations for weather prediction during the 2020-
2030 decade is analyzed based on future weather satellite programs. Recommendations on
how to implement their ground segment are also presented as a function of cost, risk and
weather prediction spatial resolution. This case study also serves as proof of concept for
the proposed centrality measure, as ranking of latency contributors and network implemen-
tations can be compared to current and proposed systems such as JPSS’ Common Ground
Infrastructure and NPOESS’ SafetyNet.



The second case study focuses on supporting human science exploration activities on the
surface of Mars during the 2040’s. It includes astronaut activity modeling, quantification
of Mars Proximity and Mars-to-Earth link bandwidth requirements, Mars relay sizing and
ground infrastructure costing as a function of latency requirements, as well as benchmarking
of new technologies such as optical communications over deep space links. Results indicate
that levying tight latency requirements on the network that support human exploration
activities at Mars is unnecessary to conduct effective science and incurs in significant cost
for the Mars Relay Network, especially when no optical technology is present in the system.
When optical communications are indeed present, mass savings for the relay system are also
possible, albeit trading latency vs. infrastructure costs is less effective and highly dependent
on the performance of the deep space optical link.
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1 INTRODUCTION

1.1 Context

Communications and navigation services are essential to the success of any space mission.
Indeed, data produced on-board a spacecraft is only useful if it is returned to Earth, pro-
cessed and analyzed by the scientific community. Similarly, insertion into Mars or lunar
orbit is only possible if a mission operator is able to precisely determine the spacecraft’s
position and adjust its trajectory accordingly. Despite the critical nature of communication
networks for space programs, their importance is seldom acknowledged. After all, their pres-
ence is usually “invisible” to the broad public, who is typically more interested and excited
by incredible exploration feats such as landing a human on the Moon or a rover on the Mars

surface.

Despite being “invisible” to the public eye, NASA spends significant resources building,
maintaining and upgrading communication networks to support their missions (e.g. approx-
imately $1.4B is spent per TDRS generation, including both the space and ground segments
[16]). In that sense, the Space Communication and Navigation Program (SCaN) was orig-
inally created in 2006 as part of the Human Exploration and Operations Directorate. It
oversees, funds and manages the three networks that the agency has in place for provid-
ing communications in Earth orbit, the cis-lunar space and deep space. Their objective is
twofold: First, ensure that communication and navigation services are being reliably deliv-
ered to all missions currently in operations, especially during critical events or in case of
unexpected contingency situations. Second, pave the way for ever more capable spacecraft
that seek to gather and return larger amounts of data, contact with Earth more often, and

navigate more precisely.

This dissertation fits within the second aforementioned objective. Its primary goal is to
support and foster the development of effective future space communication networks that
will provide services to missions with data timeliness requirements. This is essential since
we live in an era where more and timelier data is being increasingly demanded, and yet
resources available to design and build space networks that meet the required performance
are stagnated at best. Consequently, throughout this research I expand the system boundary
to include not just the networks themselves, but also the missions and scientists that interact
with them. This approach provides interesting insights into which parts of the space data
production and analysis system are the bottleneck, and let’s me identify and focus on areas
with high expected return on investment.
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1.2 Motivation

The SCaN Architecture Definition Document [17] defines the evolution roadmap for NASA’s
space communication networks, as well as the high level capacity requirements to provide
across the solar system and their rationale. While this provides a first anchor point and
vision on how NASA networks will evolve in the coming decades, two questions arise: Will
the resulting network be able to successfully satisfy missions that produce large volumes of
data and must return it in a timely manner? Second, what will be the cost of implementing

these networks and, more importantly, can we afford it?

To exemplify the first problem, NASA’s Earth Science Division has already been studying
the need for data timeliness for Earth-related data products. In that sense, in 2013 they
conducted a survey with more than 500 participants to understand how fast data is being
provided to scientists, how fast they would actually like it should there be no system con-
straints, and what is the added value of providing satellite observations and their high-level
data products with lower overall latency. Figure 1-1, adapted from Reference [1], depicts the
difference between desired and current performance for the end-to-end production system
that take space-based measurements, processes them and delivers the resulting products
to the end scientists. Interestingly, observe the clearly expressed desire to increase data
timeliness for Earth observation data products. Indeed, Molly [1] found that lower data
latency could improve active fire analysis and tactical response, as well as be beneficial for
ocean coastal applications, weather forecasting, park monitoring and agriculture assessment
among others. She also concluded that “although current uses of low latency data are |[...|
limited, there is an enormous opportunity to expand these uses far beyond what is done
today” [1].

Molly also indicated that “latency [...| can be minimized through investment of resources,
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but there are significant constraints on the ability to reduce time spent in some stages”
[1]. This is essentially equivalent to my second original question: How much can we afford
to spend in developing a more timely production system for science data products given
the current budgetary constraints? For instance, consider the failed NPOESS program (see
Figure 1-2). It was supposed to deploy a highly distributed space-to-ground network, with
up to 14 ground stations interconnected through a WAN that would repatriate satellite
observations to four state of the art processing centers. These would generate the L1, L2
and L3 data products in near real-time and disseminate them to both the end users and
data archiving systems. As indicated by Dwyer [18], “in order to produce high quality data
products according to the DoD’s driving latency requirement, the ground system utilized
a complex and costly parallel processing system” that could have been reduced “if latency
requirements for non-time sensitive EDRs were loosened”. While the ground segment was
not the sole contributor to the cost and schedule overruns experienced by the NPOESS
program, it certainly increased complexity and ultimately contributed to the entire program
failure. In fact, after NPOESS was canceled, its successor JPSS reduced the number of
ground sites and processing centers, and the end-to-end latency requirement was increased
from 15 to 100-180 minutes depending on the data product.

1.2.1 Performance vs. Cost in Communications for Space Exploration

I previously argued that providing communications for space exploration purposes is a costly
endeavor. To substantiate this claim, in this section I provide a succinct summary of how
the budget and capabilities of NASA’s space communication program have evolved over
time. In that sense, Figure 1-3 depicts the evolution of communication capability for the
DSN, expressed in channel data rate at Jupiter. Observe that between 2005 (i.e. since

SCaN'’s inception) and today, the achievable data rate has been increased by two orders of

21



L] S SRS 15 ey
N L WP
20Mbpsim == =Ko cpipre -t 2% SR et Fie e b RO e S S - ot
wwi—”i-’*'ﬂ;;gé Y i H f - ggg LA
L1 S ¢ _ Pe g 4 ! Iz 5 108
Ho= g
for gy Bt 1§ H
mﬂ; EE, gl_g_j-é Eg 4 §§ Eg Egég § jlimﬂ
For 335__5 1 if i §§ RS I
o 1] ; - BT I e
lo-"[- & :-@ g % é ; H :% 110—“
20 Pk
108 = SICi= Spacecra ! |10
o o e e
e T T TR bl
£ EEmEEEeh 88 12 fEE e
| il ooy
T N R
i i s L
8

Figure 1-3: DSN Performance Evolution (Adapted from Reference [2])

magnitude, from around 800kbps to 20Mbps. In other words, if the network was supporting
traditional terrestrial services, in 2005 we were able to deliver high definition audio or slow-
speed Internet to a user in Jupiter, while in 2020 we will be able to provide high definition
video.

On the other hand, Figure 1-4 plots the evolution of funding for the DSN, NEN and SN in
the same period of time, with the budget normalized with respect to the year 2015, both in
terms of fiscal year inflation and metric value. In that sense, while the amount of resources
allocated by NASA to its networks has increased since 2005 (see the two spikes around the
year 2010, which correspond to the development and launch of the 3rd generation TDRSS),
the total funding has essentially remained constant in the last five years and is predicted
to decline in the coming years. Importantly, observe the mismatch between performance
and cost. While the former has improved by almost two orders of magnitude, the latter is

stagnated at its current value and forecasts are not optimistic.

Given the observed constraints in resources for future space communication networks, the
persistent request to generate and return more data from remote spacecraft and, as Molly
indicated, the increasingly stringent latency requirements, one of the fundamental questions
this research wants to address is understanding whether current and future infrastructures
will be able to successfully satisfy the needs of space exploration in the future. In that
sense, while previous eflorts have mainly focused in the domain of data rate, i.e. how much
capacity is required in the system and how to deliver it, this thesis focuses on latency and
its impact in the infrastructure cost. To that end, it first introduces and categorizes space
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applications for which latency is an issue. Next, it explores which elements in our current
infrastructures induce latency. And third, it quantifies the trades between providing low
latency data products for space exploration applications, and the cost of the supporting
infrastructure that returns and analyzes it.

1.3 Background

1.3.1 Latency in Space Exploration Applications

Transfer of information from an origin to a destination is never instantaneous. At a purely
physical level, data sent through an electromagnetic wave that propagates inside a wire
or wirelessly is delayed due to the speed of light. This is clearly the most basic form of
latency since it is dictated by the laws of physics and cannot be overcome by designing better
systems. Nevertheless, latency is typically also induced by other factors. Transmission delay
due to limited bandwidth, inefficiencies in the communication and networking protocols, as
well as restrictions in computational power are also known to be important factors to be
considered when assessing the time it takes for information to reach its destination (see for
instance Reference [19]).

Unfortunately, latency in communication networks has received several names. Probably
the most common is delay, albeit in some cases delay is used to name latency caused by
signal propagation. Since there is no clear agreement on which terminology to use, I now
provide the basic definitions that I will consistently use throughout this document:

e Latency: Time it takes to deliver data acquired by a satellite to the hands of a user
in an actionable format [20]. As it stands, this definition is already tailored to the

space context but can easily be adapted to other applications.

e Latency requirement: Numerical value, in units of time, that measures the time
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between data acquisition and data delivery.

e Latency need: Scientific or operational rationale that justifies a latency requirement.
It is equivalent to a stakeholder need in the system engineering literature.

e Latency contributor: System functionality that induces latency and ultimately re-
tards data delivery to the end user.

Figure 1-5 provides a pictorial representation of the four aforementioned latency-related
concepts in the context of a notional mission that observes the Haley comet. At the highest
level, the system can be decomposed into three elements, the spacecraft, the network of
antennas that provide contact opportunities to downlink the data and the processing centers
that turn the spacecraft instrument’s raw data into a time-tagged user friendly image. End-
to-end latency is measured form the time the spacecraft instruments take a picture of Haley’s
comet, to the time it is fully processed and delivered to the astronomers. Examples of latency
contributors include limitations on the number of times the spacecraft can point its antenna
towards Earth, the frequency with which the network can provide passes to the mission, or
the rate at which data can be processed. These contributors have to be managed so that the
astronomers’ optimal decision cycle of 24 hours is met and the spacecraft can be commanded
to point its instruments to areas of high scientific value within the comet.

I will refer to latency-constrained applications as all space-related scientific activities for
which the value provided by data products generated in remote assets is sensitive to, de-
pendent, or affected by the latency incurred while transmitting it from origin to destination
(see Figure 1-6). Furthermore, I will categorize latency-constraints applications into three

groups that exhibit distinct properties towards latency:
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e Real-time applications: Users at the two ends of the communication network are ac-
tively interacting with each other. The session’s value is largely reduced if interruptions
occur and interactivity is cut. Latency requirements for these types of applications

are stringent and set to avoid perceiving lags while utilizing the network [14].

e Near real-time applications: Users at the two ends of the communication network
exchange information that must be consumed in real-time upon delivery at destina-
tion. Note, however, that no interactivity between the two parties is required and
therefore short term interruptions in the data stream are either unnoticeable or of

minor consequence.

e Latency-sensitive applications: Users at the two ends of the communication net-
work send information that must be consumed at some point before a given time
horizon. This time horizon can be interpreted as a “data expiration date” and should
ideally not be exceeded.

Finally, there is a wide variety of space applications for which latency is not an issue. I term
them latency-unconstrained, because missions that perform them collect data that has no
inherent latency requirement. Examples of these types of applications are climate measure-
ments, planetary science measurements or deep space radio astronomy. Note, however, that
latency-unconstrained applications is not necessarily equivalent to latency insensitive appli-
cations since scientists typically want to receive their instrument data as soon as possible.
Furthermore, the mission can be sensitive to latency from an engineering perspective, since
on-board storage capacity might be a limiting factor that dictates how often data should be
downlinked to Earth.

1.3.2 System Architecture and System Architecting

The discipline of system’s architecture was originally conceived in the late 80’s in order
to develop the necessary body of knowledge for engineers to successfully design and build
large scale, complex systems [21]. Multiple definitions for a system architecture have been
proposed in the literature. For instance, Reference [22] equates system architecture to “the
fundamental organization of a system embodied in its components, their relationships to
each other, and to the environment, and the principles guiding its design and evolution”.
Similarly, Reference [23] defines system architecture as “an abstract description of the enti-
ties of a system and the relationship between those entities. In systems built by humans,
this architecture can be represented by a set of decisions”.

Regardless of the specific terminology, all definitions of system architecture convey the same
general idea: The architecture of a system defines both its functional and physical elements

and their inter-relationships, as well as the system’s interfaces with its environment. In the
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words of Crawley, the system architecture is “the embodiment of a concept: The allocation of
physical/informational function to elements of form, and the definitions of interfaces among

them and with the surrounding context” [24].

Implicit to the previous definitions is the notion of the system’s function and form. Refer-
ence [23] defines form as “the physical or informational embodiment of a system that exists
[...] and is instrumental in the execution of function. Form includes the entities of form
and the formal relationships among the entities”. It is instrumental to the execution of
function in that the system must physically exist in order to perform them. However, it
is also the primary source of cost since building the system requires procuring, assembling
and maintaining the different elements of form that constitute it. On the other hand, the
system function can be defined as “the activity, operation or transformation that causes or
contributes to performance. [...] Function is the actions for which a system exists, which
ultimately lead to the delivery of value” [23]. Note the duality between function and form.
The former is the primary source of benefit to the system user and therefore is the reason
why the system is built. However, the system function can only be executed if the system
form has been previously implemented, thus inevitably resulting in an undesired source of
cost. Finally, and based on these concepts, systems architecting encompasses all practices,
processes and tools that allow system architects to conceive, define, document, communicate,

certify, maintain and improve complex systems throughout their life cycle [25].

26



1.3.3 System Architecture Synthesis, Tasks, Problems and Tools
System Architecture Synthesis

Reference [23] extensively describes the process of system architecting synthesis (SAS). Al-
though a thorough descriptions of its steps is not relevant to this document, a broad intro-
duction is indeed beneficial since it will be implicitly used to guide the overall structure and
development of this thesis.

The first step of the SAS is to identify and characterize the system stakeholders and their
needs. This includes considering both the system beneficiaries, i.e. those who will directly
benefit form the system functionality, as well as the system stakeholders, that is, those that
have a stake or interest on the system but do not necessarily benefit from it. Furthermore,
it also includes taking into account influences from the environment during the system’s
life cycle. For instance, a system architecture that results in high operation costs is clearly
less preferable than one easy to maintain. Similarly, a system architecture that challenges
the corporate strategy or the limits imposed by external regulators might be undesirable
regardless of its outstanding technical performance.

Once the system stakeholders and needs have been identified, the next step is to trans-
form these needs into a set of goals for the system. While needs are defined by the system
beneficiaries and broadly express their overall desire, goals are set by the system architect
and concisely specify what the system should accomplish [23]. Goals are important for the
system architect because they explicitly identify the set of solution-neutral functions that
the system has to execute in order to deliver value to the beneficiaries.

The third step in the SAS is tied to the process of concept generation. The concept of
a system is the “vision, idea, notion or mental image that maps function to form” [23]. The
goal of the concept generation phase is twofold: First, it fosters creativity during the archi-
tecting process by transforming the goals’ solution-neutral functions into alternative system
functionality that can address them. Second, it clarifies the system value delivery path by
highlighting the set of functions that are fundamental to successfully satisfying the system’s
goals.

Finally, the last step to synthesize a system architecture is to map the set of functional-
ity identified in the previous phase to a set of physical elements, their attributes and their
inter-relationships. This step entails several challenges for the system architect, most notably
managing the complexity inherent to the system being architected'. Reference [23] suggests

'In our context, complexity can be generally defined as “the property of having many interrelated, intercon-
nected or interwoven elements and interfaces” [23]
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multiple methods to help manage complexity such as system decomposition, modularization
and tradespace exploration.

System Architecture Tasks and Problems

Based on the description of the SAS, Selva identified in Reference [26] five canonical system
architecture tasks (SATs) that the system architect has to address:

e Function-to-form mapping, or the allocation of system functionality to elements of
form. This happens mostly during the 4th phase of the SAS.

e Decomposition/Aggregation of function or form, which occurs during the 4th phase of
the SAS (possibly during phase 3 too) to help the architect manage complexity.

e Specialization of function and form, which happens while generating system concepts
(3rd phase).

e Form attribute selection, that occurs both during the 3rd and 4th phase of the SAS
and is mostly tied to defining the architecture’s key attributes.

e Structural relationship and interface definition, also related to the architecture defini-
tion (4th step).

e Reactive and proactive commonality, which appear mostly during the 4th phase of the
SAS.

At the same time, Simmons noted that the 4th step of SAS process can be in general struc-
tured through a set of decisions that generate the space of valid architectural options [27].
Each decision is represented by a decision variable with a finite set of mutually exclusively
options that, when assigned to an architectural decision, result in a new system architec-
ture. This definition was later expanded by Selva [28], who pointed out that even though
all architectural tasks can be indeed characterized using Simmons decision-option assign-
ment formulation, in some cases other mathematical patterns might be more intuitive. As
a result, he extended Simmons’ definition of an architectural decision to different types of
constrained combinatorial problems and characterized their desirability with respect to each
aforementioned SAT.

On the other hand, once system architectures have been systematically generated using com-
binatorial patterns, it is necessary discriminate and ultimately down-select the best ones.
In other words, if multiple alternatives to implement a given system are feasible, then com-
paring them and choosing the “best” one is a critical task of the system architect. Reference
[29] provides an overview of different methods accomplish this task in the context of Earth
observation programs and their socioeconomic impact. The central idea conveyed by the
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document is that choosing the “best” architecture is essentially a project valuation exercise.
In that sense, the goal of the system architect is to select the system architecture that de-
livers the highest value given a set of predefined metrics and constraints. In the engineering
domain, this valuation exercise is typically conducted as a cost-benefit analysis [29]. Other
types of projects, such as financial endeavors, favor monetized valuation approaches (e.g.
net present value) by taking advantage of the fact that system benefit (or monetary revenue)
is additive with system cost (or monetary investment) [29)].

Additional considerations, typically referred to as ilities, are also of capital importance in
engineering projects [30]. In de Weck’s words, “ilities are desired properties of systems (...)
that are not the primary functional requirements of a system’s performance, but typically
concern wider system impacts with respect to time and stakeholders than are embodied in
those primary functional requirements” [30]. Reliability, flexibility, robustness, maintain-
ability or riskiness are common examples of #lities. They are typically introduced during the
architecting phase of an engineering system as extra dimensions of the cost-benefit analysis
[31]. As a result, the cost-benefit analysis is typically formulated as a multi-objective opti-
mization problem with decoupled orthogonal metrics [23]. Once the optimization problem
has been solved, results are typically represented in a tradespace, a multi-objective plot
where a large number of system architectures are benchmarked using a finite set of met-
rics [23]. Tradespaces are typically built around the notion of Pareto dominance, which
ultimately results in the identification of a set of optimal architectures (also referred to
as Pareto Front). In that sense, all architectures in the Pareto Front of a tradespace are
equally optimal. Therefore, selecting one or another can only be done through additional cri-
teria such as budget caps, minimum performance requirements, or extra #lities not initially
captured in the original cost-benefit tradespace.

System Architecture Tools

In Section 1.3.3, I stated that system architecture is used during the high-level design of
complex systems, where complexity typically arises from the large number of elements and
interfaces that compose it. Moreover, it also indicated that managing this complexity can be
accomplished by formulating the system architecting process as a constrained combinatorial
problem over a set of architectural decisions that map its functionality to its form. There-
fore, it is apparent that system architecture problems are prone to suffer from challenges
inherent to combinatorial explosion [32]. In other words, the number of possible system
architectures growths rapidly as new decisions are included, thus hindering the ability of

humans to successfully explore and understand the resulting architectural space.

To alleviate this problem, different system architecture tools have been developed in the
past. For instance, Koo developed Object-Process Network (OPN), a software-based sys-
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tem architecture tool that implemented an algebraic formulation of the system architecture
process and provided an integrated environment for architecture enumeration, simulation
and visualization. OPN was used in Reference [27] to study the architecture of the Apollo
program. Nevertheless, OPN’s inability to handle different SAP combinatorial formulations
led to the development of enhanced tools grounded in state-of-the-art optimization tech-
niques. Indeed, Reference [33] indicates that “space exploration for architecting purposes is
an NP-hard problem |[...] and therefore evolutionary and heuristic search algorithms should
be utilized to identify promising design variants at a reasonable computational cost”. This
finding has eventually led to the the development of advanced system architecture tools such
as the one presented in References [34] and [28] for architecting human space exploration
campaigns and Earth observation systems respectively.

Finally, other types of tools useful during the system architecture synthesis are also available
in the literature. For instance, the System Modeling Language (SysML) [35] has been widely
applied in industry to represent multiple views of a given system (e.g. structural/component
view vs. functional/behavioral view) and facilitate the definition of a system’s architecture
through multiple hierarchical and modular components [36], [37]. Other tools such as STK
[38] are specifically tailored to facilitate simulation of a given architecture and thus provide
a powerful and efficient engine to assess the system performance against a wide variety of
metrics (e.g. revisit time, contact time, link margin, etc.).

1.4 General Problem Statement

At this point in the document, I have provided a clear definition of latency in the context of
space exploration applications and proposed an initial categorization. Furthermore, I have
also described the notion of system architecture and system architecting as a fundamental
process by which systems can be optimized to meet their stakeholder requirements. Com-

bining both domains leads to the formulation of this thesis’ general problem statement:

The goal of this thesis is to study the impact of latency-constrained human and robotic
space exploration applications on future space network architectures by developing a
set of medium fidelity system architecture tools that explore and quantify the trade-off

between service provision, infrastructure cost and, whenever appropriate, risk.

Two important remarks should be clarified with respect to the proposed generic problem
statement. First, at this point of the dissertation it is not possible to focus the research
question towards a specific category within latency-constrained applications. This issue
will be addressed in the literature review that ensues, where differences between latency
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requirements of real-time, near-real time and latency-sensitive applications will be explored.
Similarly, the specific type of system architecture tool to be developed is still not concisely
defined. This will also be addressed during the literature review once I describe the types
of latency contributors to be considered for effective decision-making.

1.5 Literature Review

This section summarizes the literature relevant to further focus and specify the generic
problem statement. While the present discussion is not fully exhaustive in any of the themes,
it condenses the main topics and arguments relevant to this dissertation. Lessons learned
from this literature review will be used in Section 1.6 to transform the generic problem
statement into the thesis statement, i.e. the definition of the specific research goals addressed

in the following chapters.

Four fundamental bodies of knowledge are relevant to this thesis: Architecture of space net-
works and their latency contributors, latency-constrained space applications, utility theory
and centrality measures. They are sequentially addressed in Sections 1.5.1, 1.5.2, 1.5.3, and
1.5.4. Finally, the key findings of the literature review are summarized in Section 1.5.5.

1.5.1 Characterization of Latency Contributors

For the purposes of this dissertation, I will explicitly differentiate between a space commu-
nication network and space communication system. The former refers to the infrastructure
put in place to communicate data to/from a remote spacecraft from/to the a user on Earth
and is typically divided into space and ground segment [39], [40]. Alternatively, the latter
includes both the space communication network as well as the spacecraft and end user. To
exemplify the distinction, consider the system from Figure 1-5 once again. The space com-
munication network is composed by the ground sites and processing center, while the space
communication system includes these two elements plus the telescope and astronomer. As
I will demonstrate throughout this thesis, including the end-users as part of the end-to-end
system is necessary since they might the dominant source of latency.

To understand which functions induce latency in current space communication systems, I
conducted a thorough literature review on current NASA networks, namely the DSN, the
NEN, the SN and CSO (see Appendix A), as well as data processing systems for space-related
data products such as LANCE. Their functional decomposition resulted in the identification
of three core areas of functionality:

e Service execution functions, which enable the network to successfully implement

the set of offered services to customer platforms (e.g. transmit data to and from
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Figure 1-7: Latency Contributor in Space Exploration Applications

the MOC to the remote spacecraft, track it and provide time synchronization mea-
surements) and end-users on Earth (e.g. ingestion of raw instrument measurements,
processing of L1, L2 and L3 data products, etc.) [41]. In the case of the DSN, they
also include scientific services at the measurement level (e.g. Very Long Baseline In-

terferometry, radar science) [42].

e Network management functions, which allow the network operator to successfully
deploy, control, maintain and upgrade the different assets that compose the system.
Inherent to these control functions is the level of redundancy provided by each network
element in order to ensure that customer operations could be supported in case of
catastrophic failure, and archived data records would not be lost. It also includes
all functionality required in order to test different communication technologies before
they become operational, as well the security elements deployed in order to prevent

malicious users from interacting with the system and the system customers.

e Service management functions, which encompass all functionality that the net-
work provides during the mission planning and operations phase in order to correctly
negotiate and manage the communication and navigation services to be executed. It
includes functions such as network scheduling, computing navigation solutions, inter-
facing with missions under development, accounting for provided services, scheduling
science operations, as well as generating and validating commands to execute remote

science activities.
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Both service execution and service management functions induce latency in current space
communication systems. On the service execution side, delays are typically related to how
data is transported reliably from a remote location to the final user. They range from low
level digital processing functionality, to transport functions such as delay tolerant network-
ing, custodian mechanisms and file transport protocols for the space and ground environ-
ment. On the other hand, service management functions induce latency because they are
responsible for appropriately configuring and scheduling the network and spacecraft assets
to obtain data of high scientific value. Functions such as scheduling DSN antennas to sup-
port a mission given the network load and constraints, as well as generating new commands
for the remote platform in response to previously delivered data are examples of service
management functionality. Finally, I argue that network management functions can induce
latency, but will intentionally be left outside the scope of this thesis. Indeed, they are mostly
related to ensuring reliable operations in contingency situations and therefore will only be

present in special, out of the ordinary occasions.

Table 1.1 lists the different latency contributors identified during the literature review as
part of the service execution and service management functions. In turn, Figure 1-7 provides
a visual representation of how much latency is introduced by each functionality in current
space communication systems. Observe that, for service execution functions, quantifying
the latency induced is not a simple task because all layers in the network architecture can
potentially delay data. Yet, they can be considered homogeneous from the perspective of
the latency contributor type. Indeed, they are all related to space communications and net-
working. On the other hand, factors that induce latency for service management functions
are not necessarily attributable to the communication infrastructure but rather to opera-
tional constraints that are hard to define or model in advance. This realization leads to two
primary conclusions: First, from an end-to-end system perspective, latency contributors are
heterogeneous both in their nature and amount of delay introduced. Second, the problem of
latency cannot be solely studied from a communications perspective, but rather necessitates

interdisciplinary techniques that are characteristic from the domain of systems engineering.

Another interesting problem when considering latency contributors in the context of space
communication systems is the fact that they are not always present, and different contribu-
tors can be the system bottleneck depending on the end-to-end architecture. Indeed, for a
typical deep space mission latency is dominated by the propagation delay and possibly DSN
schedule limitations [I1], [I2]. Yet, in the case of Mars rovers the primary latency contribu-
tor switches to the science decision cycle [I3]. This once again indicates that understanding
latency in the context of space exploration is not only a communications problem (after all,
the network that supports a mission at Mars or Saturn is exactly the same), but rather it
includes operational considerations both in terms of how we command the missions and how

we do science with the data we gather from them.
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Table 1.1: Summary of Latency Contributor

Latency Contributor Latency Induced Driving Factors Reference
LOS acquisition Time between contact opportunities Network topology [43]
Image acquisition Time to acquire entire image Instrument design [44], [45]

Data Transmitting
RF/IF Functionality
Sampling
Beamforming
Receiving

Decoding

Framing
Transporting

Store & Forwarding
Ground delivering
Data processing
Data distributing
Network scheduling
Science planning

Transmission and propagation time
Processing time

Processing time

Processing time

Frame acquisition time

Decoder synchronization time, interleaver delay
Frame generation time

Retransmissions

Time stored in memory device?
FTP/TCP/IP transmission time

Time to generate L1, L2, L3 data products
FTP/TCP/IP transmission time

Time between two allowed scheduled contacts

Time to generate tactical science plan®

Link capacity, data volume

Electronics
Electronics

Beamformer performance

Space packet frame length, data rate
FEC implementation, data rate
SLE frame length, data rate

CFDP ARQ mechanism

Delay tolerant and custodian protocols
Service level agreement with ground provider
Processing capacity and algorithm complexity

Service level agreement with ground provider

Mission priority

Science decision loop

[114], [115]
[I11], [112]
[I11], [112]
[111], [112]
[111], [112]
[I11], [T12]
[111], [112]
[113]

[46], [113]
[47]

(48], [49], [50]
[51]

[17]

[11], [16]

“This could happen on the ground, in DSN site for instance, or on-board a spacecraft.
®Some missions differentiate between tactical and strategic science plan. The former defines day-to-day operations, while the latter specifies the long term goals
that the mission should accomplish.
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Modeling of Latency Contributors

Given the highly heterogeneous nature of latency contributors in space communication sys-
tems, the last part of this section’s literature review was devoted to understanding how they
can be modeled and quantified. In that sense, the discussion that follows is approximately
organized based on Figure 1-7, from the top left corner to the bottom right one.

The first set of latency contributors considered in this thesis were specifically related to
the underlying communication infrastructure. In that sense, three primary areas were con-
sidered: Ground routing and transmitting; low level analog and digital signal processing of
data to and from remote spacecraft; and performance of transport protocols over space links.
Focusing on the first area, end-to-end packet delay measurement in ground networks is a
complex problem typically tackled from a dual perspective, analytic and experimental. The
former analyzes multi-hop network properties from a purely analytic standpoint based on a
limited set of assumptions (e.g. packet arrival processes, network topology, packet process-
ing distribution). Probably the most well-known results in this domain come from the field
of queuing theory (e.g. Kleinrock independence approximation [52]), and rely on simplifica-
tion that make the problem computationally tractable in exchange for yielding results that
are only useful for relative performance assessments and topology design [53]. On the other
hand, a separate body of literature has studied the performance of ground networks from
an experimental point of view. In that sense, probe packets are sent from a given origin to
a given destination, and the end-to-end delay is measured as a random variable [54], [55].
While these measurements are only specific to the networks they characterize, they provide
realistic values that can be used to assess the actual network performance and set service

level agreements with the institutional clients they support.

Modeling of low level analog and digital signal processing in the context of space networks has
already been considered in the literature. For instance, Reference [56] provides insight into
how NASA network equipment processes space packets and the delay incurred as a function
of the mission type. Similarly, [57] and [58] quantify the impact of delivering different types
of data downlinked from satellites to network control centers as a function of the imposed
latency requirements. Finally, performance of data transmission over error-prone space links
has been largely studied in the context of the CFDP protocol. In that sense, latency in this
part of the system has typically been related to the number of retransmissions required to
deliver an entire file without errors, sometimes coupled with the specific characteristics of
the underlying communication media that supports the system [59], [60], [61].

Outside the context of data transmission, acquisition and processing of data products has
also been identified as a source of end-to-end latency. For the former, two main mecha-
nisms are known to induce latency and must therefore be modeled: LOS acquisition, and
full-image capturing. LOS acquisition is typically dictated, in the context of space, by orbit
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characteristics of the spacecraft that must be supported by the communication network.
Consequently, quantification of latency can be typically performed through direct simula-
tion (see, for instance, References [38] and [62]). Alternatively, and typically for particular
orbits and constellations, figures of merit such as average or maximum revisit times can be
approximated analytically [43]. On the other hand, relatively little work has been done to
assess delays incurred due to image acquisition in the context of space-based instruments. In
that sense, Reference [63] describes delays incurred in focal plane array readout correction
and Fourier transform for a hyperspectral imager. Similarly, Reference [64] sets maximum
latency requirements for the new generation of imagers on-board the GOES satellites as
function of the number of pixels to acquire given a certain area of coverage and desired
resolution. Finally, Reference [48] indicates the latency expected for processing the data
products of the NPOESS program, albeit no indication of their drivers is included.

The last set of latency contributors identified in the literature review are related to oper-
ations, specifically network scheduling and science and operations decision loop. For the
former, significant attention has been placed on the problem of network scheduling. For in-
stance, Johnston [65], [66], [67] has tackled the problem of optimal scheduling in the context
of the DSN. Similar analyses have also been provided by Cheung [68], including modeling
of data volume, link characteristics and latency effects. On the other hand, the effect of
latency on science operations has been reported both in the context of robotic and human
operations. In either case, mission operations are essentially modified and optimized to fit
the large amounts of data generated within the limited network resources available. This is
exemplified, for instance, by the MMS mission, which utilizes fast and slow collection peri-
ods of data collection and has both an automated and manual data downlink prioritization
scheme to ensure that resources are spent transmitting only the most relevant data [69].
Similar schemes are utilized to operate rovers at Mars while ensuring that scientists work in
synchrony with Earth’s daytime [70], [71].

1.5.2 Latency-constrained Space Exploration Applications

In Section 1.3.1, I proposed a categorization of space exploration applications with respect
to their latency requirement. At the highest level, I suggested that missions can be divided
into latency-constrained and latency-unconstrained groups. The fundamental characteristic
of latency-constrained applications is that the value of data depends directly on the latency
with which it is delivered to the final user. Latency-unconstrained applications exist in oppo-
sition to latency-constrained applications. They are characterized by gathering information
that is fundamentally insensitive to latency from a value delivery standpoint.

A second level of categorization within the latency-constrained applications is also provided
in Section 1.3.1, in which I differentiate between real-time, near real-time and latency-
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sensitive applications. In this section, I delve deeper into the differences between these
three categories, not only from the point of view of space applications but also from the
perspective of terrestrial services that might exhibit similar characteristics. To summarize
my findings, I provide in Table 1.2 a data type categorization according to the type of space
exploration application and latency requirement. It has been obtained through a thorough
review of past, present and near future NASA missions spanning multiple domains: Earth
observation proves, human spaceflight programs and deep space missions around the Sun and
other planetary bodies. In that sense, the next sections provide concrete examples of missions
within each space exploration application and how they are affected by latency (see Table
1.2). Finally, Section 1.5.2 demonstrates that some of the characteristics of latency-sensitive
applications in the space context have a direct analogy in current terrestrial applications.
This is important because it suggests that the methods and contributions from this thesis
could be potentially applied outside the context of space exploration.

Real-Time Space Exploration Applications

The realm of real-time services is exclusively reserved to applications that require interac-
tivity between two communicating users. In the context of space, there are currently only
two types of services that require interactivity: Voice circuits that support dialog with ISS
astronauts, and full-duplex video for teleconferencing [56]. Future missions might also re-
quire real-time services for support of telerobotic operations, most notably for repair and
maintenance of geosynchronous satellites [72] and, in the distant future, telemedicine [73],
[74]. Reference [75] details different latency contributors to be considered when architecting
networks that deliver real-time applications. These include light time delay, ground net-
work transport delay, voice encoding/decoding delay, packet size buffer delay, and boundary
delay? among others. Additionally, jitter (variations in delay between packets) might also
affect the service provided to real-time applications. On the other hand, Lester [14] provides
a seminal work on defining latency requirements in the context of real-time applications.
He notes that “the fundamental difference between telerobotics and astronauts on-site for
space exploration is latency” [14]. Furthermore, he also compares latency requirements for
real-time space applications against terrestrial gaming applications in order to emphasize
the similarities. His findings are reproduced in Table 1.3.

Several remarks are important when considering the latency requirements provided by
Lester. First, analogy with the online gaming experience suggests that a maximum round-
trip latency requirement of 300-400 milliseconds should be enforced for real-time space explo-
ration applications. In his discussion, this latency budget is mostly allocated to light-time
delay. Other authors suggest, however, that this requirement should be imposed on the
end-to-end latency that takes into account all communication and networking factors [75].

*Delay incurred at the transmitter and receiver as part of the transport protocol.
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Table 1.2: Latency-constrained Applications

Latency

Space Exploration Application Mission examples
Categorization
Telepresence:
Robotic exploration (Telepresence) Real-time -
Human exploration (Telemedicine) Real-time -
Voice:
Human exploration (Dialog) Real-time 1SS
Human exploration (Recorded message) Near real-time Apollo
Video:
Human exploration (Full-duplex teleconferencing) Real-time ISS
Human and robotic exploration (HD buffered video) Near real-time 1SS
Telemetry:
Human and robotic exploration Near real-time TERRA, CAS
Commanding®:
Human and robotic exploration Near real-time TERRA, CAS
Critical file transfer®:
Human and robotic exploration ’ Near real-time MER, MSL
Message alert:
Solar weather Near real-time ACE, SOHO, STEREO
Space-based astronomy Near real-time NuSTAR,SWIFT ,FERMI
Science data return:
Space-based astronomy Latency-sensitive =~ SWIFT
Solar weather Latency sensitive SOHO, STEREO
Weather data Latency sensitive =~ EOS,GOES,JPSS,EOS
Science planning Latency sensitive =~ MER, MMS, MSL
Humans at Mars Latency sensitive = DRAS5.0
Navigation:
Doppler tracking Near real-time TERRA, AQUA
Az/El measurements Near real-time TERRA, AQUA
Delta-DOR Latency sensitive ~NPHC, CAS
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Table 1.3: Real-time Applications (Adapted from Reference [14])

Latenc;
Application . y Description
Requirement
Human physiology
20-40 msec Two-way neural signal transmission
200 msec Human eye-hand reaction time

300-400 msec Blink of human eye
Telephone service

260 msec Recommended two-way maximum latency
Online gaming
60 msec Limit of latency detection
200 msec Latency becomes noticeable
500 msec Game becomes unplayable
Space exploration
240 msec Earth-to-GEO light time delay
410 msec Earth-Moon L1 or L2-lunar surface light time delay
2600 msec Earth-to-Moon light time delay

Second, real-time applications typically express latency requirements in the form of round-
trip values since interactivity requires two-way communications [14]. Finally, the latency
requirement for real-time applications is typically expressed as a maximum value, i.e. it

imposes a hard requirement on the system that delivers data across the two end users [14].
Near Real-Time Space Exploration Applications

A significant portion of data returned through space networks from remote spacecraft falls
under the category of near real-time data. Prominent examples are buffered video3 (also re-
ferred as video streaming in the Internet literature [76]), telemetry streams, alert messages
from space weather probes or alert messages from astronomical sources such as Gamma
ray bursts (GRBs). Video streaming is currently a minor application in the space context,
with only the ISS and certain launch vehicles returning near real-time video. Nevertheless,
streaming video through terrestrial networks is an increasingly important topic as compa-
nies like Netflix or Youtube deliver their content through the Internet [77]. As Wu noted,
“streaming video requires bounded end-to-end delay so that packets can arrive at the receiver
in time to be decoded and displayed. If a video packet does not arrive in time, the playout
process will pause, which is annoying to human eyes. A video packet that arrives beyond
its delay bound (e.g. its playout time) is useless and can be regarded as lost” [76].

Near real-time applications in the context of space exploration are currently very present
in the form of message alerts for space weather and astronomy purposes. A paradigmatic

3Situational awareness video in human or robotic exploration would fall within this category.
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example is the SWIFT mission, which was originally launched in 2004 as an early warning
system for astronomical GRB. The spacecraft is operated follows: The mission telescope
continuously scans the sky searching for anomalous GRBs. Once one is detected, it quickly
transmits the information to the ground so that more capable Earth-based telescopes can
also point in the right direction and observe the phenomenon [3]. Figure 1-8 shows the end-
to-end latency budget allocated for different near real-time data products of the SWIFT
mission. It can be observed that the system is designed with a hard end-to-end latency
requirement of 20 seconds with a 29% margin. A low resolution image of the GRB is also
returned in near real-time with a total allocated latency of 1200 seconds. On the other
hand, similar requirements are described in Reference [78] for the return of real-time space
weather data from the SOHO spacecraft. It is noted that “real-time data [...], including
normal scientific data, magnetogram data, and spacecraft housekeeping data, will be routed
[...] with minimum processing delay following receipt at the ground station, and transferred
to the Investigator workstations” [78]. Other science data (i.e. non near real-time data) will
be played back “with transmission delays from DSN (approximately 3 hours) and processing
delays to turn the data around (approximately 2 hours)” [78].

Latency Sensitive Space Exploration Applications

Latency-sensitive space exploration applications are primarily related to return of science
data in the context of three categories: Solar and astronomy data?, weather measurements
and science planning data. Furthermore, distribution of DDOR data for deep space navi-
gation purposes can be considered a special case of latency-sensitive data due to the large
volume of data to be disseminated and the frequency with which a precise navigation solu-
tion is required (a typical DDOR pass requires each ground station to record up to 10GB
of data [79]).

Solar weather and astronomy data can, in some cases, be considered latency-sensitive in-
formation. For instance, Table 1.4 summarizes the distribution of data products for the
SWIFT mission according to their end-to-end latency requirement. Observe that near real-
time services have latency requirements that match those provided in the latency budgets
from Figure 1-8. In contrast, latency-sensitive data products are also produced in a timely
manner to facilitate quick scientific engagement, yet they entail a soft latency requirement
that can be expressed in the form of an hourly interval. Moreover, they are also not critical
to the end-user. This allows the SWIFT technical specification handbook to safely state
that “users should be aware that the quick-look data for a given observation may not be
complete, especially the early dumps of an observation, and that the contents may change

*Note the difference explicit differentiation between alert messages and data for astronomy and solar weather
probes. The former refers explicitly to a near-real time service, while the latter refers to data in the latency-
sensitive domain.
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Table 1.4: Latency of SWIFT Data (Adapted from Reference [15])

Data Product Latency from Burst

Near real-time:

Rapid BAT position and flux 20 s
XRT position 120 s
UVOT finding chart 300 s
X-ray spectrum 1212 s
Latency-sensitive:
Quick-Look Products 2-3 hr
BAT Data 2-3 hr
XRT Data 2-3 hr
UVOT Data 2-3 hr
Refined XRT Position 2-3 hr
UVOT Position and Identification 2-3 hr
Latency-unconstrained:
Final Telemetry Archive 1 week
BAT Products - Daily
Afterglow Database Daily
Calibration Database Daily
Catalog of GRBs Daily
GRB Redshift Daily
Follow-Up Campaign Data Daily
Hard X-Ray Catalog Weekly
XRT Catalog Weekly
UVOT Image Databases Weekly

when and if subsequent telemetry dumps arrive” [3].

Latency in weather data is also a soft requirement. Indeed, latency does not prevent weather
prediction centers from generating new forecasts. However, it does impact the amount of
data they have available to feed their prediction models and ultimately reduces the quality
of the forecast [80]. Current NASA missions that provide data to weather systems have
already been upgraded to deliver relevant observations in under 3 hours through the LANCE
system [20]. Similarly, complimentary systems such as NOAA’s POES satellites and ESA’s
MetOp spacecraft deliver their meteorological data with latencies of over 1 hour [81]. These
limitations will be overcome once the new Join Polar Satellite System (JPSS) between NASA
and NOAA is deployed and a common ground infrastructure is put in place to deliver data
with best-case latencies of 45 minutes approximately [82].

On the other hand, data used for spacecraft scientific and operational planning can also
be categorized as latency-sensitive. Indeed, science data delivered today is used by mission
planners to decide what the remote platform (e.g. spacecraft or rover) will do tomorrow.
To exemplify the issue, consider the science operations planning from MSL presented in
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Figure 1-9. The wide magenta arrows symbolize the flow of data between the Mars rover
and the science operation team at JPL. At the start of each sol, the rover points its antenna
towards Earth and receives commanding information from a DSN antenna. Throughout the
martian day, the rover then conducts all science activities autonomously based on the set
of received commands. Engineering and scientific data gathered during these activities is
then returned to Earth through the MRN and used by mission planners at JPL to build the
command sequence that will define rover operations for the next day. A similar timeline for
MER is provided in Reference [71]. In both cases we can observe that latency is not a hard
requirement but rather reduces the value of the operations for subsequent days by reducing

the time that mission planners have to prepare the next set of observations.

A similar phenomena in the Earth context is exemplified by the MMS mission. MMS is
a constellation of four small spacecraft studying the Earth’s magnetosphere from a highly
elliptical orbit [83]. Of particular interest for MMS are magnetic reconnection events, which
are reported in a timely manner to mission scientists for further analysis on the ground
(current requirements call for 1 hour latency after downlinking to a DSN site [69]). On
top of that, MMS implements a dual science decision loop strategy. On the one hand, the
mission has the ability to scan its stored data and select information particularly relevant
for characterization of reconnection events and prioritize its return to Earth. On the other
hand, once this data is analyzed by scientists on the ground, further information can be
requested and specific measurements are scheduled using what is known as Science-in-the-
loop decision process. This enhanced science-in-the-loop process is primarily constrained by
latency induced through lack of capacity in the return link, lack of DSN availability and
limited MOC/SOC personnel [16].

Finally, a good example of navigation data in a latency limited environment is the proposed
Europa-Clipper mission that will be launched around 2020 to study Jupiter’s moon Europa
[5]. Figure 1-10 depicts a typical science orbit for the touring spacecraft as it studies the
Europa surface and composition. All science acfivities occur in the yellow and red part of
the orbit, during which the spacecraft is pointed towards the planet and therefore has no
support from the DSN. After science measurements are acquired, the spacecraft contacts
its ground segment and starts downloading data. At the same time, tracking data for the
spacecraft is collected and a navigation solution obtained, which is then utilized to uplink
instructions for.the subsequent trajectory correction maneuvers (TCMs). These TCMs are
key to the success of the mission since they position the spacecraft in the right trajectory to
ensure that the next Europa flyby targets areas of high scientific value. Therefore, latency of
tracking data has to be monitored in order to ensure that a navigation solution is delivered

with enough time to successfully build the command sequences for subsequent flybies.
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Figure 1-9: MSL Planning Cycle (Adapted from Reference [4])

Latency-Constrained Applications Outside the Space Context

Latency-constrained applications are not exclusive to the space context. As previously men-
tioned, real-time services in the terrestrial domain are required in applications such as online
gaming, as well as voice over IP (VoIP), teleconferencing and remote desktop applications
[84]. Section 1.5.2 also indicated that near real-time applications are increasingly important
in terrestrial networks due to the popularity of video streaming. In fact, Cisco estimated in
20122 that by 2019 up to 80% of Internet traffic will be devoted to delivering video content

over packet networks as opposed to the traditional web and email services [85].

Similarly, latency-sensitive applications are also not exclusive to the space context. For
example, traditional web browsing can be considered an instance of a latency-sensitive ap-
plication. Egger notes that “user quality perception in the context of interactive data services
is determined by (...) waiting times to a large extent, a fact which has led to the catchy
notion of WWW as World Wide Wait” [86]. In order to quantify this issue, he first defines
a subjective quality of experience metric between 1 and 5 (5 being the highest score) and
asks users to rank their network experience when performing three tasks (connect to a 3G
network, download an image from the Internet and perform a Google search) under differ-

ent initial delay scenarios. Then, he computes the mean opinion score (MOE) across all
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Figure 1-10: Europa-Clipper Science Orbit (Adapted from Reference [5])

respondents and builds a model that correlates quality of experience with application la-
tency. Figure 1-11a plots the obtained results for the three aforementioned tasks. Note that

the perceived quality of experience clearly decreases as the application latency increases®.

Similar results for video streaming applications are reported in Reference [87]. In this case,
the application under consideration is video streaming and latency can be experienced in
two complimentary forms: initial buffering delay or interruption (stalling) during the video.
Figure 1-11 presents the obtained results. Note that latency is especially deleterious if
experienced as a stalling event. This result qualitatively confirms the proposed latency-based
categorization of video streaming as a near real-time application during the visualization
phase. It also suggests that the initial buffering time is probably better modeled as a
latency-sensitive effect, thus indicating that the same application can belong to more than

one category in specific circumstances.

While an in-depth analysis of how latency affects terrestrial applications is not required for
this thesis, it is interesting to observe the similarity between space services and traditional
Internet services. Indeed, note that in both cases the value of the data being transmitted
through the network decreases as the latency introduced by the system increases. Therefore,
although this dissertation will primarily focus on space-based applications, I argue that its

findings could be potentially applicable to terrestrial applications.

SLatency is here equivalent to the time it takes for the network to execute the task.
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Figure 1-11: Quality of Experience for Terrestrial Applications

Summary of Latency-sensitive Applications

Given the differences and similarities between space-based and terrestrial applications, it
is worthwhile to briefly summarize the primary features that can be used to differentiate
between real-time, near real-time or latency-sensitive applications. Table 1.5 states the
main characteristics for each of them as a function of latency requirement and data stream.
Observe that latency-sensitive applications are challenging due to the need to return high
volumes of information in a timely manner. Similarly, they are also unique because they
fundamentally impose a soft requirement on the end-to-end system, a fact that can be used
by system architects to effectively trade performance vs. cost and other “ilities”.

On the other hand, the provided categorization has been obtained through lessons learned
and generalization from past, current and future missions. Therefore, it does not necessarily
conform to the specific operational details of any given mission. For instance, I indicated
in Section 1.5.2 that the quality of experience for video streaming has been found to be
different if latency is applied during the buffering and viewing parts of the application.
Similar problems arise in the space context. Latency sensitive navigation data during normal
scientific orbits becomes near real-time data during critical events such as orbit insertion,

early orbit operations and launch support.

Finally, latency specification as a requirement becomes specially important for real-time
applications. Their undeniable importance is best exemplified in the history of NASA space
communication networks: “During the aborted Apollo 13 lunar mission, voice contact was
very important because you would have to wait sometimes 20 to 25 minutes between contacts.
We had to fit as much communication as possible into that short span, whereas now, once

46



Table 1.5: Latency Requirement for each Application Type

.. Req. Reg. Round Typical Data Stream Req.
Application
Type Spec. Trip Value Type Criticality
Real-time Hard Max. Yes 300-400ms  Continuous Critical
Near real-time Hard Max. No 20-1200s Periodic, low vol. Critical

Latency sensitive  Soft  Average No 10min - 6h  Periodic, high vol. Desirable

the TDRSS system is fully deployed, we'll have absolute coverage for a Shuttle mission.
You can call and talk just about any time you want to” [88]. In other words, levying a
requirement to deliver real-time voice and video services for the Space Shuttle prompted
the development of, at the time, an entirely new type of network, the SN. Such a radical
solution would not have probably been needed, should the communication services for the
Shuttle had been latency-sensitive instead of real-time.

1.5.3 Utility Theory in Engineering Systems

In Section 1.5.2 I argued that latency-constrained applications generate data that the end
user prefers to have delivered as soon as possible. To operate with preferences, systems
engineering, economics and other disciplines have extensively utilized utility theory [89]
[90], [91]. At its core, utility theory defines a utility function that transforms objective
metrics such as wealth or latency into a subjective scale that measures system stakeholder
satisfaction. For instance, in economics it is common to use hyperbolic absolute risk aversion
and constant relative risk aversion functions to specify the attitude of a person towards
financial risk [91]. Their shape is specified by basic axioms of finance theory: Investors
prefer more wealth than less wealth; investors are risk averse and, consequently, obtain

diminishing utility from increasing levels of wealth [91].

Utility theory in the context of system architecting studies has been applied in a wide variety
of fields. For instance, I utilized utility theory in the context of near Earth communication
networks in order to assess the satisfaction of different types customers with respect to the
total data volume returned, latency provided and imposed user burden [92]. In the space
exploration domain, Golkar [93] utilized multi-attribute utility theory for the purposes of
assessing the desirability of different Mars sampling campaigns as a function of the number
and variety of samples collected. Similarly, Selva [28] utilized utility theory to architect
Earth observation satellite systems.

Utility Theory under Uncertainty

The usefulness of utility theory in an uncertain world was originally studied in economics
from the point of view of certainty equivalents and risk premia [89], [91]. The goal was to
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quantify how much an investor would be willing to pay in order to transform an uncertain
level of utility into certain level of utility. On the other hand, utility theory under uncertainty
has been recently used to obtain the value of contingent assets in incomplete markets [94].
This is of particular importance to this thesis because (1) engineering projects such as space
networks are subject to uncertainties that cannot be hedged through financial replication
[95], and yet (2) properly capturing the risk aversion when valuing an uncertain system can
lead to contradictory conclusions when compared with the certainty case [96].

While a full discussion on the results of utility-based contingent asset pricing under un-
certainty is not required for this thesis, it is worth summarizing its main results. First,
the value of a system subject to uncertainty in the presence of soft requirements can be
computed using expected values over risk-neutral probability measures [96]. Therefore, the
value of a network that supports latency-sensitive applications such as the SN or DSN can
be computed as

V=E[U(L)], (1.1)

where U () is equal to the utility function for a given space exploration application, and L is
a random variable that models the end-to-end latency. Importantly, observe that Equation
1.1 is only valid for applications with soft latency requirements. Therefore, it cannot be used
to value systems that primarily provide service to real-time and near real-time applications.

Hugonnier et al. proved on Reference [97] that under certain conditions the change of
measure that transform the real world probability space P into the risk-neutral probability
space Q is unique and therefore leads to a unique system value. Additionally, Knight [96]
indicated that the transformation between both probability measures is defined by

q(0) <p(O)U'(L(6)), (1.2)

where ¢ (0) is the risk-neutral probability of being in state 6, p () is the real world probabil-
ity of being in the same state, and U’ (-) is the marginal utility given the latency experienced
in this state of the world. Note that Equation (1.2) allows computation of @ up to propor-
tionality and therefore the values for g (6) have to be re-scaled so that they add up to one.
Note also that in the case of a linear utility function, there is in fact no difference between
the real world and risk-neutral probability measure.

Finally, observe that Q is basically a re-scaled probability measure such that the states of the
world are weighted according to the sensitivity of the stakeholder towards them. Indeed, if
a given latency-constrained application is insensitive between receiving data with a latency
Ly or Ly £+ 4, then U’ (L) = 0 and so does q(6). Conversely, if U’ (L) — oo then g (6)
also tends to infinity. Therefore, the risk-neutral probability measure puts extra weight in
states of the world where uncertainty in latency has a high impact on the value of the data
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delivered through the network.
1.5.4 Centrality Measures

Centrality measures are typically used to quantify the importance of a given node (or set of
nodes) in a complex network [98]. In that sense, most researchers utilize them to generate
rankings that identify which parts of the network are crucial to its performance given limited
information on its structure and mechanisms to exchange data.

The concept of centrality has been extensively studied in the context of social networks
and graph theory. Borgatti [99] provides a classification of centrality measures based on
two primary dimensions, what they measure and the role of a node in the network flows.
He distinguishes between length vs. volume measures in the first domain, and radial vs.
medial measures in the second. Additionally, he proposes movement of information as a
third criterion for categorization. In that case, centrality measures typically distinguish
between networks where data moves using walks or following paths. Measures that fall
under the same category based on these three criteria are known to have similar properties
and typically exhibit high correlation when applied to real-life networks [99]. In some cases,
however, some measures are defined for a specific purpose (e.g. Laplacian centrality measures
centrality with respect to 2-step walks as opposed to walks of any length) and, consequently,
their suitability for a given application or network should be carefully assessed [100].

Table 1.6 categorizes a large sample of centrality measures according to the three aforemen-
tioned criteria. Two thirds of the reviewed centrality measures measure volume as opposed
to length. Volume centrality measures typically count the number of paths or walks that
start, end or traverse a given node [99]. In contrast, length measures focus on the distance
between a given node and the rest of the network. Differences between volume and radial
measures is better understood in a simple example. Consider a node that is connected to all
other nodes in the network, yet traversing these connections is highly expensive. Then this
node will be central from a radial point of view, but negligible from a volume perspective.
On the other hand, medial measures typically focus on assessing the centrality of a node
with respect to paths or walks ¢raversing the node [99]. They are complimentary to radial
measures, which focus on assessing the importance of the node with respect to walks or

paths that emanate or terminate in a node.

Applications of centrality measures are primarily prominent in the context of social systems.
For instance, numerous authors have utilized them analyze terrorist networks [112], [113].
Similarly, social networks have also been studied from the perspective of centrality measures
[114], [115]. On the other hand, in economic sciences centrality measures have been applied
to understand international economic integration [116], as well as corporate interdependence
and control [117].
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Table 1.6: Categorization of Centrality Measures

Centrality Measure Focus Node Role Data Mobility Reference

Alpha centrality Volume Radial Walk-based [101]
Betweenness Volume Medial Path-based [102]
Closenness Length Radial Path-based [103]
Degree Volume Radial Either [103]
Eigenvector Volume Radial Walk-based [104]
Flow betweenness Volume Medial Walk-based [105]
Flow closenness Length Radial Walk-based [106]
Harmonic centrality Length Radial Path-based [107]
Information centrality — Length Medial Path-based [108]
Katz status Volume Radial Walk-based [109]
k-path centrality Volume Medial Path-based [110]
Laplacian centrality Volume Radial Walk-based [111]

The use of centrality measures in the systems engineering literature is still in its initial stages.
Bounova [98] used them to study the structure of US airline networks and Wikipedia, while
References [118] and [119] applied them to electrical and software systems. Similarly, Sosa
and Eppinger used centrality measures in the context component modularity for aircraft
engines [120]. While their results cannot prove a direct relationship between system perfor-
mance and component modularity, they demonstrate that centrality measures can indeed
be applied in complex systems as a way to identify parts of the system that are particularly
important. Note that, in that sense, all the surveyed references utilize centrality measures
(or similar constructs such as Fan-In/Fan-Out visibility [121]) from the perspective of sys-
tem architecture analysis. Indeed, given a system architecture typically described through a
DSM, they identify which parts of the system are critical given their performance and the

overall system structure.

Finally, observe that, in a sense, centrality measures can be considered complimentary to
complexity metrics. Given a system’ DSM, the goal of a complexity metric is to obtain a
real-valued number that quantifies how complex the system is as a whole (see for instance
Sinha [122]), i.e. it provides a quantitative measure for one of the system’s overall emergent
properties. In applied case studies, this has been useful because complexity tends to correlate
with cost, and therefore one can be used as proxy for the other during early conceptual
design® [18]. In contrast, centrality measures applied to an input DSM return a ranking.
This ranking is characterized by a given score per system component, and intuitively assigns
a numerical value to the component’s importance in providing the overall system emergent

property.

SFunctions analogous to complexity metrics have been utilized to evaluate the positive synergies between
scientific instrument on-board monolithic and distributed spacecraft [123]. This exemplifies how the same
construct can be used to capture positive emergent properties in the system.
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1.5.5 Key Findings

The following set of key findings summarize the lessons learned from the literature review:

1.

The main latency contributors in space communication networks are due to both
service execution and management functionality, and include space communication
networks, spacecraft, mission operators and scientists. A large and highly heteroge-
nous number of factors characterize these latency contributors. Therefore, tackling the
problem of latency from the holistic, yet less accurate perspective of systems engineer-
ing (rather than traditional communications or networking engineering) is particularly

interesting during early stages of the system architecture phase.

. Proliferation of latency-constrained applications should be expected in the coming

decades in the space context. Within this category, latency-sensitive applications are
particularly interesting due to the need to return large volumes of data (as compared
to real-time and near real-time applications) in a timely manner. They include space-
based astronomy, solar weather monitoring, space-based meteorological data collection,
observations for science planning (both robotic and human) and return of delta-DOR
navigation data.

. Latency-sensitive applications are unique within the realm of latency-constrained ap-

plications because they impose soft requirements on the system. Consequently, the
value of the data they generate can be quantified using utility functions that express
preferences in data delivery with different levels of timeliness. Furthermore, perfor-
mance (or, in this case, data timeliness) can be traded against infrastructure cost and
risk so that the overall end-to-end data production system is optimized.

. Centrality measures are typically characterized by what they measure (volume vs.

length), the role of a node (medial vs. radial), and the flows of information through
the system (path vs. walk-based). In systems engineering, they have been used for
systems architecture analysis, to understand which elements in a system are critical
for obtaining a given emergent property. Yet, they have not been applied to system

architecture synthesis process.

1.6 Thesis Statement

Given the primary findings from the literature review, the central hypothesis that this dis-

sertation explores can be formulated as follows:
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Significant infrastructure savings can be obtained if systems that support current
and future latency-sensitive space exploration applications are architected taking into
consideration and quantitatively managing end-to-end latency requirements. This
can be effectively performed using system architecting tools based on the concept of
network centrality.

In order to address this research question, I now present this dissertation’s problem state-
ment:

To investigate and quantify the trades between infrastructure cost and service provi-
sion for latency-sensitive applications by:

1. Identifying and characterizing the primary sources of latency in current space
communication networks,

2. Identifying, characterizing and classifying latency-sensitive space exploration ap-
plications, both robotic and astronaut-related,

3. Developing an efficient mechanism to quantify the relative importance of all
latency contributors present in the system and ultimately ranking them,

4. Proposing a latency-centric approach to architecting space communication net-
works to effectively manage end-to-end latency requirements,

using centrality measures.

1.7 Thesis Structure

The remainder of this thesis is structured as follows: Chapter 2 provides a systems-centric
approach for studying latency in communication networks. It first derives a centrality mea-
sure suitable for latency-sensitive applications and then describes the different steps that
should be followed when utilizing it as part of a system architecting exercise. Chapter 3
demonstrates the validity of the proposed approach through a simulation-based case study
where I study the optimization of a terrestrial WAN that delivers latency-sensitive packets
across the US. Numerous stress experiments are conducted in order to test the limits of the
centrality measure and reinforce the value of proper calibration. Then, Chapter 4 applies
the presented framework to the problem of communication networks for weather satellite
systems. In particular, the case study focuses on the JPSS and its CGI, with specific empha-
sis on the trade between space and ground-based networks for returning timely space-based
weather observations. A third case study related to human exploration activities at Mars
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is provided in Chapter 5. In this case, I analyze the trade-offs inherent to a network that
provides service to astronauts at the surface of Mars and helps them conduct their scien-
tific activities. Finally, Chapter 6 summarizes the work conducted during this dissertation,
identifies its main contributions and delineates ares of future works.

53



THIS PAGE INTENTIONALLY LEFT BLANK

54



2 A LATENCY-CENTRIC APPROACH TO AR-
CHITECTING SPACE COMMUNICATION NET-
WORKS

Given the diverse nature of latency contributors elicited in Section 1.5.1, in this chapter I
present a systematic approach for architecting space communication networks that provide
services to latency-sensitive applications. At the heart of this latency-centric approach is the
definition of a new centrality measure that can be used to identify which parts of the network
and which latency contributors are responsible for inducing more latency. In short, a system
architect with limited resources and time, should focus on parts of the system that largely
delay information and disregard those that would neither introduce latency, nor would they
reduce latency per unit of capital expenditure. In that sense, the goal of Sections 2.1, 2.2 and
2.3 is to progressively build a centrality measure that, given a system architecture (typically
captured by its DSM), can be used systematically pinpoint which elements are of primary
interest. Then, Section 2.4 prescribes the set of steps that should be implemented when
applying the derived centrality measure to a specific system architecting problem. As I will
demonstrate, this centrality measure acts basically as a heuristic function that guides the
system architecting process towards areas of high return of investment!.

2.1 Utility Loss in a Communication Path

In Section 1.5.2 T argued that latency-sensitive applications are unique because the value
of the data they generate is a function of the timeliness with which it is delivered to the
final user. Consequently, I start the formulation of the centrality measure by assuming that
there exists a function U (L) that quantifies the level of satisfaction experienced by the
stakeholder that consumes data from the space communication system, as a function of the
end-to-end induced latency L. Without loss of generality, I also assume that this utility has
been normalized in the [0, 1] range, 0 indicating no utility and 1 indicating full satisfaction.

To guide the centrality measure definition, I first consider a single communication path
between an arbitrary source and destination (see figure 2-1). Data is delivered after node N
with a total delay of L, = 22]:1 Ly, and a corresponding utility U (Lyp). I define the utility
loss U (Lp) = 1 — U (Lp) as the amount of utility that the data has lost due to the total
delay introduced by the system. Then, the first goal is to define a metric that quantifies

'Return of investment is understood here from a systems engineering perspective. As a result, it should
consider not only performance and cost considerations but also any other ilities that are relevant when
assessing the value of the system.
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Figure 2-1: Typical Path Followed by Data Through the System

how much utility loss can be “blamed” to any given node within this path. Next, I define
the set of axioms that should be satisfied by the aforementioned metric:

e Axiom 1: The metric must work for all utility functions as long as U’ (L) < 0, i.e.
data delivered later is less useful.

e Axiom 2: The utility loss attributed to a node must be directly correlated? with the
latency it introduces.

e Axiom 3: The metric value must allow direct comparison of all paths that traverse
node n.

e Axiom 4: A node that introduces a certain latency L, within a communication path
must be equally blamed regardless of its position within the path.

These four axioms are used to compare five alternative formulations for the desired metric:

7 [n] :%Z (2.1)

7 [n] =% | (2.2)

0 fnl =U (Ly — La) ~ U (L) (23)

Uln] =U (ni Ln) -U (Zn: Ln> (2.4)
i=1 i=1

Ol =[1-U (L,)] 22 (25)

Ly

Table 2.1 provides summary of how each of the previously defined alternatives compares
against the three initial axioms. Observe that only alternative (2.5) satisfies all axioms
and therefore will be used for the rest of the thesis. Nevertheless, before proceeding to
its applications, I now summarize how each of the other alternatives violate the indicated

axioms.

Alternative (2.1) and (2.2) are the simples conceivable. Essentially, they capture the idea
that a node should be penalized proportionally to the latency they introduce (alternative
(2.1)) or the utility lost (alternative (2.2)). Assuming that L, = 3"\, L; and that U’ (L) <

2In opposition to inversely correlated.
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Table 2.1: Comparison of Centrality Measure Alternatives

. Alternative
Axiom

(21) (22) (23) (2.4) (25)

Metric must work for all U(L) v
Metric should be directly correlated to latency v
Metric must allow path comparison X

v

W N =
N X %X N\
N X X% N\
*®X X X N\
NSNS SN

Metric should not depend on node’s position

0'), it is immediate to see that their definition as a ration results in U [n] < 1 for all nodes
in the path. Nevertheless, it is also immediate to see that by dividing two quantities, the
notion of absolute utility lost within a path is lost. Indeed, consider a node that introduces
10 seconds of latency in two paths through the system, one with 1 minute of end-to-end
latency and another one with 20 seconds of end-to-end latency. In that case, both alternative
(2.1) and (2.2) will flag node n as important because of the amount of delay induced in the
20 second path, without realizing that in reality you should probably focus first on the path
that has a 1 minute end-to-end delay.

Alternative (2.3) is derived from the concept of synergies from Reference [28]. Indeed, the
problem of latency in communication network is quite similar to that of synergies albeit
with the opposite outcome: While the former reduces system value, the latter increases
it by allowing scientific measurements to be synergistic with one another and therefore
provide better science than if their measurements were taken independently. The key idea
in alternative (2.3) is to compute the system value with and without the latency introduced
by node n and then assess its difference. Note that, since I imposed a decreasing constraint
for the utility function, it is immediate to see that U [n] will be strictly positive for all nodes
assuming that L, > 0Vn.

Unfortunately, it is not difficult to find a situation in which alternative (2.3) provides a
controversial attribution of utility loss. In particular, consider a hypothetic network with
N — oo and L, =4, Vn, where § denotes an infinitesimal value. Then,

U(Ly)=U(Lp—Ly) —U(Lp) =U (Lp—6) — U (Lp) =0 (2.6)

and consequently no node in the path is “blamed” for the utility loss experienced by the
data. While this situation is unlikely, a similar problem arises for concave utility functions,
specially in networks that combine long and short paths. In that case, the nodes in the long
path are all penalized with a score of %, a significantly small number in comparison to the
scores for nodes in the short path. In other words, nodes in the short path are artificially
penalized because they have to share the same utility loss across less nodes than the long
path.
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On the other hand, alternative (2.4) was originally conceived by hypothesizing that the
utility loss attributable to a node is equal to the delta in utility measured before and after
data has traversed it. Even though this approach seems sensible at first, it is immediate to
see that it will yield unfair results under highly non-linear utility functions. For instances,
nodes at the beginning the path will be severely penalized with convex function since most
utility loss occurs as the first delays are introduced. Similarly, if the utility function is

concave then nodes at the end of the communication path will be unfairly penalized.

Given these limitations, I select alternative (2.5) as the baseline metric to define the utility
loss attributable to node n in a given path p. Once again, its interpretation is straightfor-
ward: A node will be blamed proportionally to the total utility loss in the path and the
fraction of latency it has contributed. Note that this formulation overcomes the limitations
previously identified: For a path with N — oo and L, = § nodes, it will blame all nodes
equally with a value of L%,' In other words, it is as if all nodes in the communication path
are responsible for the entire utility loss. Similarly, since the attribution of utility loss is per-
formed proportionally to the latency introduced over the entire path, artificial asymmetric
penalizations due to non-linear utility functions at the first or last nodes are also avoided.

2.2 Non-deterministic Utility Loss in a Communication Path

So far I have assumed that U (Ly,) is computed using well-known latency values for all nodes
within the path. In this section, I succinctly describe how the provided metric should be
adapted in the general case where the latency is a parameter subject to uncertainty. To
that end, let £, denote the random variable that models the latency introduced by node
n. Assuming that the network under consideration provides services to latency-sensitive
applications, I argued in Section 1.5.2 that architecting under expected values is a valid
approach due to the soft nature of the latency requirement. Furthermore, I also indicated
in Section 1.5.3 that risk-neutral pricing can be used to properly quantify the total system
value. With these two building blocks, I redefine alternative (2.5) as

U[n] = EQ [[1 ~ U (£Lyp)] %] = [1 ~-E%[U (cp)]] EQ [—f—:ﬁ] + Cov® [% U (ﬁ,,)] (2.7)
P P P
where the Q probability measure is just the real-world probability measure re-scaled such
that states of high latency or high uncertainty are heavily weighted (see Equation (1.2) for
the exact change of measure). Note that, unfortunately, Equation (2.7) is not easy to com-
pute analytically even for simple networks as it requires knowing the individual probability
distributions for all nodes in order to obtain the expectations and covariances.

Simplifications (or approximations) can be obtained under certain conditions such as linear
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(or quasi-linear) utility functions®. In that case, I first note that the risk-neutral Q and
real world P probability measures are equivalent, and consequently there is not need to

implement the change of measure. Secondly, I also observe that

Cov ['Z—: U (ﬁp)} =E [ﬁ—: [aly + b]] -E [ﬁ—z] Elal, +b] =
—aE [£n] + bE [ﬁ—:] —aE [f:—ﬂ E[L,] - bE [%] - (23
- [E L]~ E [i—ﬂ E [ﬁ,,]]

where a < 0 and b are two arbitrary real valued coefficients that characterize the utility
function. Therefore, the primary concern is to estimate E {%ﬁ—] in a simple manner. Fortu-
nately, this term is just the expected value of the division of two random variables (with no
undefined values since the denominator cannot be zero by construction) and, consequently,
we can use Taylor expansions of first and second order to approximate its value [124]:

. . L E [£,)]
First ord 3 DT iy RPN n
e First order approximation: E; [ Cp} E (L)
. Ly E[Ln] Cov[Ln,Lp] = Var[Ly E[Ly]
e Second order approximation: E [——] ~ —
‘] TEG] T FPIL) B3 [C,]

Observe that the strength of the second order correction is basically related to the variance
of £, and L,. If they are relatively small in comparison to the expected values of latency,
then we can safely utilize the first order approximation, which results in Equation (2.2)
being simply equal to zero. This result further simplifies Equation (2.7), which now only
depends on the expected latency that each node introduces:

0 [n] ~ [1 —U (E‘P’ [z:p])] E;—Zﬂ (2.9)

To assess the magnitude of the newly introduced term in Equation 2.7, I study four scenarios
from an analytic perspective (see Table 2.2). In the simplest of cases, all nodes in the com-
munication path are equal and their random latency contributors can be modeled through
1 parameter distributions (e.g. exponential delays). On the other hand, a more realistic
scenario would consider that all latency contributors in the communication path are simi-
lar except for one that dominates, and their respective random variables are characterized
through at least two parameters, mean and variance.

3As I will demonstrate in Chapters 4 and 5, this assumption is valid for most latency-sensitive applications.
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Table 2.2: Analytic Scenarios
Li~f(0) Vi Li~f(0) Vi#n, Ly~ f(On)

0= (u, ,uz) Scenario 1 Scenario 3
0 = (p,0%)  Scenario 2 Scenario 4

Given these assumptions, I assess the importance of the error committed in Equation 2.9 as

Ln Ly,
= (2] = 2]

where E; [-] and Eg [-] are the first and second order Taylor expansions for the ratio between

(2.10)

€ =

| Var[L]E[Ls]  Cov Ly, L]
—‘ B3 [C,] EP[L) |

two random variables. To further simplify the problem, I assume that £; are independent
for all ¢, and I assume that the number of nodes within a path N is sufficiently large so that
the Lyapunov Central Limit Theorem applies. If that is the case, the following statements
are satisfied:

“ N N
e The end-to-end latency L, ~ N (E Wiy 02) , with ¢ = p in the case of one param-
i=1  i=1

eter distributions.
e Cov [Ly, Lp] = Var [L,] = o2
Consequently, I derive the analytic expression for the error term in Scenario 4% as follows:

(‘772» + (N - 1)02) Hn o
(g + (N = D) (oo + (N = D)’

. (2.11)

Finally, I consider under which conditions € — O:
e Scenario 1: If p, = u, 0, = 0 and ¢ = y, then ¢ = 0 without any further conditions.
e Scenario 2: If y, = u, op, = 0, then € = 0 without any further conditions.
e Scenario 3: If u = o and y, = o,, then € — 0 if (N — 1) —”“‘: <1
e Scenario 4: e > 0if (N —1) £ «land (N-1) - <1

The main conclusion of this analysis can be summarized as follows: In the presence of
non-deterministic latency contributors, Equation 2.9 can replace Equation 2.5 as the main
building block for the centrality measure provided that (1) the system is decomposed in
such a way that latency contributors can be considered independent from each other, (2) the
application under consideration has linear or quasi-linear utility functions, and (3) there is
one dominant latency contributor in each communication path, both in terms of expectation

and variance. Importantly, note that these conditions greatly simplify the application of the

“Evidently all other scenarios are a simplified version of Scenario 4.
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Figure 2-2: Simplified Network Example

centrality measure as it can be specified using only expected latency values. Indeed, this
fact reduces the amount of information that needs to be collected from the system, since
only the first moment for each latency contributor must be studied and quantified.

2.3 Utility Loss in a Communication Network

Using U [n] as the main building block, I now proceed to formulate the centrality measure
that will be used as a guiding heuristic for the system architecting process. To facilitate the
discussion, consider the network from Figure 2-2 with eight nodes and two independent data
streams. Node 5 is unique in the system because it transmits data from both data streams.
Therefore, if a large delay is induced by this node, both data flows will be significantly
affected. To account for this fact, [ define the system architecting centrality measure as:

Hin] < Y wply[n] (2.12)

VpeEP,

where P, defines the set of paths between any two given nodes that goes through node n,
and wy is a weighting factor that quantifies the relative importance of flow p with respect to
all other flows in the system. For instance, assuming that the blue data flow in Figure 2-2

is twice as important as the orange data flow, the centrality measure would be computed as
H [n = 5] = 2Upiue [0 = 5] + 1Usrange [n = 5] (2.13)

with Upjye [n = 5] and Uomnge [n = 5] computed using Equation (2.9) over paths {7,8,5,4,2}
{1,3, 5,8} respectively.

Several remarks about Equation (2.12) should be clarified. First, it is clearly derived from the
notion of betweenness centrality (see Section 1.5.4). As such, it blames a node n for utility
loss by adding up all paths that go through this node from any origin to any destination.
Since this summation is, in fact, unbounded, betweenness centrality is typically normalized
by (N —1)(N —2) and %(N — 1) (N — 2) for directed and undirected graphs respectively,

with IV equal to the total number of nodes. This normalization counts the maximum number
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of geodesic paths that go through a given node and therefore limits the measure domain to
the [0, 1] interval.

On the other hand, betweenness centrality for random walks has also been studied in the
literature. It is useful when movement of elements across the system is performed using
a random strategy rather than geodesic paths. Therefore, in my definition of Equation
(2.12) I simply state that each node should aggregate all paths that go through the it,
without prescribing how they will be computed. Similarly, I only specify the metric up
to proportionally without prescribing a given normalization factor. All of them should be
chosen on a case by case basis given the system architect preferences and the system under
consideration. For instance, in space networks, it is often the case that geodesic paths
are indeed the best way to model how data moves through the system. However, in more
heterogeneous systems like the Internet, it is not uncommon for packets to not follow the

geodesic path, specially if they are routed across multiple independent Autonomous Systerms.

2.4 A Latency-centric Approach to Architecting Space Com-
munication Networks

In this section, I synthesize the main steps that are necessary to apply the proposed centrality
measure to a system architecting problem. When appropriate, I also provide a succinct
example to clarify how it should be applied. In that sense, Figure 2-3 provides a pictorial
representation of the different steps required by the latency-centric approach to architecting
space communication networks, as well as the specific subsections within this document
where their description can be found. Observe that, as previously hinted, the centrality
measure is utilized as a heuristic function that guides the system architecture process towards
areas of high performance loss.

Step 2-1. Motivation and Domain Specific Expertise
The first step of the latency-centric approach to architecting space communication networks
is essentially a literature review that should answer two main questions:

e Why is latency an issue for this particular space exploration application?

e Does this application fit within the category of latency-sensitive applications?

The main purpose of the first question is to assess whether latency is, in fact, the critical
problem around which the system should be architected. Indeed, communication networks
face a myriad of challenges that are not necessarily related to latency. For example, return
of scientific data from the New Horizons spacecraft that visited Pluto requires the DSN to
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Figure 2-3: Latency-centric Approach to Architecting Space Communication Networks
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push its capability limits due to large distance between the mission and the Earth. Yet,
latency has never been an issue and, in fact, data from the planet fly-by will be returned to
Earth over the course of an entire year.

The second question is also of utmost importance. The proposed H [n] hinges on the defining
characteristics of latency-sensitive applications: Latency is a soft requirement. Therefore,
utilizing it for studying systems that primarily serve other types of applications can easily
result in misleading recommendations. To better understand this fact, consider the analogy
between a space communication and a space logistic network. The latter is characterized by a
set of rockets and space vehicles that deliver consumables (oxygen, food, etc.) to astronauts
at Mars [125]. Assume also that this logistic network is sized based on expected values.
Then, the resulting system will ensure that astronauts are alive and save on expectation.
It is immediate to see that this argument is fallacious: Humans do not live in expectation,
supplying them with their necessary consumables has to be guaranteed at all times and under
all conditions. The same argument and fallacy applies to a communication network that is

architected based on expected values and, yet, delivers services to real-time applications.

Step 2-2. Specify the Centrality Measure

The second step of the latency-centric network architecting process is related to the specifica-
tion and estimation of the centrality measure H [n]. Four elements have to be specified: The
baseline system architecture and its latency contributors; the data flows and their relative
importance; the utility function that links stakeholder satisfaction with data latency; and
the normalization function to be used for ranking purposes. They are sequentially discussed
in Step 2-2, Step 2-2, Step 2-2 and Step 2-2.

Step 2-2.1. Characterization of Latency Contributors

One of the fundamental premises of Section 2.3 is that there exists a network of nodes that
relay information from origin to destination while, at the same time, introducing a certain
delay L,. The goal of this step is to construct this network given a baseline system im-
plementation. This baseline system corresponds, typically, to a low performing, low budget

alternative that is unsatisfactory from the user perspective.

A critical part of this step it to functionally decompose the system, identify the relevant
latency contributors and then map them onto physical elements that are equivalent to the
network nodes from Section 2.3. Note that the result of this process is not necessarily
equivalent to the physical topology of the network. For instance, consider a simple WAN that
carries TCP traffic. The TCP protocol can be identified as a source of the latency because it
limits the transmission throughput through the sliding window mechanism. Then a possible
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representation of the system would be a two node network, one for the TCP protocol and
another one for the underlying WAN network.

Unfortunately, there is no unique “magic” process by which the aforementioned decomposi-
tion can be performed. The systems engineering literature suggests using tools such as DSMs
(see, for instance, Dwyer [18] or Sinha [122]), as well as more advanced computational tech-
niques such as clustering algorithms (e.g. Reference [23] or Reference [126]). Regardless
of the approach, the key idea is to reduce the system complexity by aggregating latency
contributors in elements of form that are as independent as possible. However, as is often
the case in system engineering problems, there is a trade-off between the level of aggregation
and decomposition for latency contributors. Too much aggregation can lead to a single node
sharing many latency contributors, thus making it impossible for the centrality measure to
distinguish between them. At the same time, to much disaggregation can result in nodes of
the network sharing latency contributors, thus reducing the value of applying the centrality
measure in the first place.

Step 2-2.2. Identification and Characterization of Data Flows

Next, the system architect has to identify the sources and sinks of data, the paths through
which data flows from a remote spacecraft to the end-user, and their relative importance.
As mentioned in Section 2.3, properly characterizing data flows through the network is im-
portant because nodes should be blamed according to how many flows they disrupt with
their induced latency. In social network analysis, two extreme routing strategies are typi-
cally analyzed: Geodesic paths, and random walks. While the former are clearly of interest
in traditional communication networks (e.g. Reference [127]), it is worth noting that other
types of network such as wireless sensor networks are better modeled using the second ap-
proach (see, for instance, Reference [128]). Nevertheless, for the purposes of modeling space
communication networks, it is typically reasonable to assume that paths will be determined
by minimizing some measure of distance, be it number of links traversed by data or geodesic

distance.

On the other hand, characterization of the relative importance between flows is essential in
order to ensure that the system is optimized to meet the requirements of its stakeholders.
Importantly, observe that the weights w, in Equation (2.12) are applied over the data
utility function. Therefore, they should be estimated so that differences in relative utility
are properly captured (rather than quantifying changes in communication-related metrics
such as data volume). Indeed, a user that obtains the same utility from listening music or
watching videos should be characterized by two data flows with the same utility, regardless
of the fact that the former application requires less bandwidth than the latter. This subtle
point is further explored in the third stress case of Chapter 3, where heterogeneous flows
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through the network are generated by varying the amount of information sent from certain
nodes while keeping the utility per packet constant. Similarly, in Chapter 4 wj, is estimated
by considering the importance of a certain data product for generating accurate forecasts,
regardless of the data volume generated by the instruments that collect them.

Step 2-2.3. Characterization of Data Utility

The third building block of Equation (2.12) is the utility function U (-) that characterizes
the value of data depending on the latency with which it is delivered to the end user. This
utility function is unique to each application and can therefore not be generalized. That
being said, I now comment on the set of characteristics that are typically assumed in utility
theory. Firstly, utility functions define satisfaction in a relative scale. They are therefore
dimensionless and can only be used for relative comparison analysis. Second, given that
utility functions are dimensionless, their defining characteristics are specified thorough their
shape. To achieve this, economics and finance impose restrictions on both the first and
second derivative by virtue of two fundamental principles: Investors prefer more than less;
and investors are risk averse. Similarly, and based on the discussion from Section 2.1, in
latency applications it is only possible to impose a constraint on the first derivative i.e.
U'(-) < L for all its domain. Note that if this constraint is does not exist, then there is
generally no trade-off between performance and cost when architecting the system. Indeed,
a network that delivers information later is better than one than delivers it immediately, as

well as less expensive, thus being optimal under all metrics.

Step 2-2.4. Definition of a Normalization Scheme

The last step of the centrality metric estimation process is related to the choice of a nor-
malization factor. Once again there is no unique solution to this problem, but rather the
system architect can choose it depending on her/his preference. Typical choices that can be

used are
VZ wpﬁp [n]
e Sum normalization: H [n] = pe];\’;
> Hr
> wpﬁp [n]
VpEP,

e Range normalization: #H [n] = max H [n] — min A 7]
vn vn

2 wpﬁp [n]
VpePy,

KN —D)(N —2)

e Betweenness normalization: H [n] =
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Figure 2-4: Ranking example

with k =1 and k = % for directed graphs and unidirected graphs respectively, and assuming
that P, are computed using geodesic paths. In general, the first or second alternative will be
used during this dissertation as they are flow agnostic and are equally valid for constructing

rankings latency contributors.

Step 2-3. Ranking of Latency Contributors

Once the system architecting centrality measure has been properly specified, it can now be
applied to the baseline network architecture in order to assign a number that quantifies how
much each node can be blamed for utility loss in the system. Two aspects of the ranking are
typically of importance to the system architect: The element order and the ranking shape.
To visualize the difference, Figure 2-4 presents two notional rankings with the same node
ordering but with different shape, where the relative importance is equivalent to the output
of the centrality measure after applying the sum normalization. Observe that making system
architecting decisions based on both rankings would yield completely different results. In
the upper ranking, “Node 1”7 is clearly the part of the system that should be improved as it
contributes to 80% of the total utility loss. In contrast, in the lower ranking there is little
evidence that “Node 17, “Node 2”7 and ,“Node 3" should in fact be improved in this order

since they contribute approximately the same amount to utility loss.
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In summary, ranking of system elements with respect to the percentage of utility loss they
generate has the advantage of providing a clearly actionable output, i.e. which nodes in the
system should be improved first. Furthermore, by virtue of the functional decomposition
from Step 2-2, each node is the physical representation of a set of latency contributors.
Therefore, the proposed centrality measure and the rankings it generates are an efficient
approach to identifying latency bottlenecks across the entire system, i.e. which functionality
is the dominant factor that should be improved in order to reduce utility loss. Finally, in
the case of networks were data flows are well modeled by either geodesic paths or random
walks, efficient implementations to compute the centrality measure and obtain the ranking
for networks with thousands of nodes are available by analogy with betweenness and flow
betweenness.

Step 2-4. Problem Formulation

The results of the ranking provided by the centrality measure serve as a first step to quantify
which part of the system (and more importantly which latency contributors) dominates the
data utility loss. In a sense, the centrality measure corresponds to a high level screening
process that ultimately results in a more informed decision on where to spend time and
resources conducting a more in-depth and higher fidelity system architecting exercise.

The focus of this step is precisely to formulate this higher fidelity system architecting exer-
cise, typically with the aid of computational tools that help enumerate and explore a large
space of alternatives. Importantly, this highlights another advantage of using the centrality
measure as a pre-step to an in-depth system architecting analysis. Not only does it facilitate
the modeling process by ensuring that only certain parts of the communication stack have
to be included, but it also reduces the dimensionality of the problem and facilitates the work
of optimization tools. 4

Step 2-4.1. Definition of Case Study Assumptions and Goals

Given that latency contributors inherent to “Node 1” have been identified as the critical part
of system to address, it is now possible to clearly state the system architecting exercise goals
as a set of specific research questions. Ideally these questions should be concise enough
to generate a set of actionable recommendations, which will be documented in Step 2-7.
Furthermore, they should also be the basis for defining of the objective metrics against which
the system will be optimized. Finally, they should also help understand which assumptions
were made during this part of the system architecting process.
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Step 2-4.2. Definition of Architectural Space

The definition of the architectural space aims at finding the set of alternatives in the formal
domain that can address the same functions (and associated latency contributors) that it
currently performs. Going back to my TCP over WAN example, assume that TCP has
been ranked as the first latency contributor followed by the WAN capacity. In the definition
of the architectural step the system architect search alternative implementations to the
TCP protocol that can address the same functions and yet overcomes the limitations of the
TCP limited sliding window. Another option could be to maintain TCP and “tweak” its
implementation to unbound the sliding window at the expense of worse congestion control.
Finally, substituting TCP for a less capable protocol such as UDP could also be an option,
albeit no reliability or congestion control functionality would be provided in that case [129].

In general, the definition of a given architectural space is a specific instance of a SAP (see
Section 1.3.3). In simple cases, the different set of architectural options can be specified
through a Structural Morphological Matrix (e.g. Reference [130]) where each column repre-
sents an element of form and each column contains different options for its implementation.
In short, the decision-option paradigm from Selva [28] is encapsulated in a tabular format
to facilitate its understandability. In other cases, other types of combinatorial problems are
better suited for encoding the architectural problem. These include, for instance, partition-
ing problems or connecting problems among others. Both Reference [23] and [28] provide
an excellent overview of the combinatorial patterns that are possible in system architecting
problems. Finally, combinations of architectural decisions encoded as a combinatorial deci-
sion tree have also been applied in the literature [131]. In that case, multiple combinatorial
problems are encoded together, along with their respective dependencies and constraints.

A key element to consider during the definition of the architectural space is its dimensionality.
Unfortunately combinatorial problems suffer from the curse of dimensionality [132], i.e.
the number of potential architectures that can be generated increases exponentially with
the number of alternatives. While improvements of computational capabilities, with faster
processors and multi-core CPUs have partially mitigated this problem, keeping track of the
size of the tradespace still remains a critical exercise to be conducted by the system architect.
Ultimately, given the current state of technology and a finite time horizon, there is a trade-off
between the number of alternatives that can be evaluated and the fidelity of the models that
perform the evaluation process [28]. As an example, consider a set of N candidate ground
stations that can be selected to create a network that provides contact opportunities to
satellites orbiting the Earth. The problem can be formulated as an assignment problem with
two possible values {0, 1}, where 1 indicates the presence of the ground station in the network
(and vice versa). Figure 2-5 plots the tradepsace dimensionality (blue line), along with the
dimensionality of a partitioning problem with the same number of ground stations (orange
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line). Observe that, even for 20 ground stations, a little over one million architectures have
to be evaluated for the assigning problem, while 50,000 trillion architectures are possible
in the partitioning problem. At one second per architecture, this results in 11 days of
computational time for the first problem and 1.5 million years for the second.

Step 2-4.3. Model Development and Validation

At this stage, it is possible for the system architect to spend time and resources developing
the necessary computational models and tools that will help her/him conduct the system
architecting exercise. As indicated in Section 1.3.3, these range from low fidelity parametric
models and CERs, to medium fidelity tools such as rule-based expert systems [28| or multi-
commodity flow algorithms [133], to full-fledged discrete event simulation systems such as
SpaceNet [125]. Selection of one versus the other is primarily related to the trade between
model fidelity, complexity and computational time: High fidelity models are more accurate,
but they also require more time to develop, maintain and exercise, and they also require
more computational resources to run. Once again, there is no “magic”’ rule for selecting
the right model or tool. It depends on the case study goals and the dimensionality of the
tradespace, as well as the level of accuracy required. As a general rule of thumb, 10% to 15%
uncertainty in the input parameters of a system architecting exercise is not uncommon. Since
this uncertainty will propagate through the models and tools, a similar level of accuracy for

the produced outputs is recommended.

Finally, an optional but certainly useful sub-step once the model has been developed is to

check its accuracy against a known set of results. This process, also referred to as model val-
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idation, ensures that the recommendations extracted from the system architecting exercise
are meaningful. That being said, model validation can be particularly difficult for architect-
ing studies. Indeed, new concepts proposed in early stages of the system design process do
not necessarily exist in reality. Similarly, validation of cost models for governmental systems
(e.g. space programs, naval systems) can be challenging due to lack of historical data or

restrictions to the academic community.

At least two approaches can be followed to overcome these limitations: First, use analog
systems to either validate or, if necessary, calibrate the model. This is the approach used
by Do [134] in his evaluation of habitation systems for human Mars surface exploration.
Evidently, no real space habitats have been built or tested at Mars. But analogies with the
ISS allowed him to match his model's astronaut water consumption rate with that of the
Earth orbiting station. On the other hand, validation can also be done at the subsystem
level. In that case, if the entire system model cannot be validated, at least ensure that
each component sub-model provides reasonable results. Note that this second approach is
of limited applicability due to the emergent property of complex systems. Yet, it remains a
better alternative than no validation altogether.

Step 2-5. Analysis of Results

Results analysis is the fundamental step of the system architecting process. It transforms
a set of inputs and models into a set of final recommendations that either specify which
decisions should be implemented by the system architect, or provides insight into families

of architectures or system concepts that are preferable.

To transform inputs to recommendations, the system architect must first explore the set of
feasible architectures for the system under consideration. This requires enumerating and
down-selecting architectures from a potentially large set of options, to a few preferred alter-
natives. Performing this step has been traditionally accomplished through a wide variety of
combinatorial optimization algorithms - see Section 1.3.2.3 of Reference [28] for an excellent
review of the topic. While some authors have compared their performance in a subset of
test problems (e.g. Reference [135]), selection of an optimization algorithm largely remains
an ad-hoc process that should be tailored on a case-by-case basis. As noted by Selva [28],
“the common trade-off made to tackle this problem is to sacrifice exactness of the [optimal]

solution to gain in computational time”.

On the other hand, defining figures of merit to benchmark alternative architectures is typ-
ically well understood process, especially in combination with utility theory. Golkar notes
that “in typical aerospace applications, architectures are evaluated by performance [...| met-

rics (such as total dry mass of an architecture), total cost, and other quantitative metrics”.
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They are, consequently, multi-objective optimization problems that are solved using two
complimentary approaches: Scalarization and Pareto fronts [136]. In scalarization, prefer-
ences are expressed upfront through a set of weights that quantify the relative importance of
each system objective. As a result, the optimization objective function typically has linear
functional form

K
J(@) =Y apli(@)=a J(z) (2.14)
k=1

where K denotes the number of system objectives, oy captures the relative importance of
the k-th objective, and Ji (x) is the function that transforms the vector @ of inputs into
the k-th system metric. Alternatively, the Pareto front approach lets the system architect
express preferences a posteriori by computing a family of optimal architectures for which a
metric cannot be improved without worsening at least another. Figure 2-6 depicts a notional
tradespace, i.e. a scatter plot in the metrics space

J@ﬂ:[ (2.15)

Performance(x*)
Cost(x*)

where each blue doc represents a given architecture. Furthermore, some of them (the red
dots) are also efficient *, i.e. their objective vector is non-dominated. In some cases, these
non-dominated solutions are sub-classified into weak and strong dominance. J(x;) is said
to weakly dominate J(x;) if and only if J(x;) > J(x;) Vi, j and J(x;) > J(x;) for at lease
one i. Similarly, J(z;) is said to strongly dominate J (x;) if and only if J(x;) > J (x;) Vi, 5°.
Finally, an architecture is said to be Pareto-efficient if its metrics are at least weakly non-
dominated with respect to all other architectures in the design space. In turn, the set of
Pareto-efficient architectures is referred to as Pareto front or Pareto frontier.

Finally, two useful concepts to analyze tradespaces in the context of system architecture
are main effects and interactions. In its simplest form, a binary decision’s main effect with
respect to metric Ji () is computed as the difference between the average score obtained
when the decision is on and off. As it name indicates, it quantifies the difference in system
performance as a function of the decision value, which in this case is assumed to only take
two values:

MFi(d) = - [k (eld) — Ji (al-d)], (2.16)

where N is the number of system implementations, d is the decision “turned on” and —d is
the same decision “turned off”. Note that the average is computed over all evaluated system

*While these concepts are defined here with more formality than is required for understanding the results
of this thesis, they are fundamental to understanding the case studies and are therefore summarized for
future reference.
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Figure 2-6: Pareto Front Example

implementations regardless of whether they lie in the Pareto front. Similarly, the interaction
between decision d; and ds measures the average difference in Ji () as a function of d; and
d2, as the difference between the main effect for d; assuming ds is “turned on” and “turned
off”. Mathematically, we say that

1
Inty(d1, d2) = 5 [MFy(d1|d2) — MF(d:|~dz)] (2.17)

Step 2-6. Identification of Second-Order Latency Contributors

As indicated by Golkar, “Pareto analysis is an effective tool to facilitate the achievement of
an optimal compromise between scientific ambitions, engineering requirements and program
management constraints” [130]. For instance, in the case of architecting a space communica-
tion network that provides services to latency-sensitive applications, utility as a function of
latency would be the proxy for performance to be traded against life cycle cost. That being
said, recall here that ever since Step 2-4 the system architect has been focusing all efforts in
understanding the primary latency contributor identified through the ranking provided by
the centrality measure. Therefore, it is important for the system architect to understand at
which points in the tradespace the relative importance of the different latency contributors
changes. Otherwise, she/he could spend a significant amount of resources perfectly optimiz-
ing part of the system when, in reality, the focus should be put in re-architecting another

completely different part.

To visualize this issue, Figure 2-7 plots the same tradespace as in Figure 2-6 but color
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Figure 2-7: Ranking of contributors in the metrics space

codes according to the ranking of latency contributors. From Figure 2-4, we know that
“Node 1”7 is currently the largest latency contributor and therefore create a tradespace of
alternatives that improve the system performance by reducing the latency induced by “Node
17’s functionality. Nevertheless, at approximately 0.8 in the performance scale, the system
architect notes that “Node 2” has in fact become the largest contributor. Therefore, from this
point onwards, she/he should be aware that a better solution for his system optimization
problem could be to stop spending resources in “Node 1”7 and start improving “Node 27,
Finally, if the system architect chooses a system with a 0.9 performance (yellow zone of
Figure 2-7), then both “Node 2”7 and “Node 3” are larger latency contributors than “Node
1”7 and therefore the solution offered in this region of the tradespace is optimal from “Node
1”’s perspective, but sub-optimal from the systems perspective.

Step 2-7. Development of Recommendations

Development of recommendations provides the system architect and her/his stakeholders
with clear guidance on how to implement the architecting process. From the perspective of
the latency-centric approach described in this chapter, at least three types of recommenda-
tions should always be provided:

e Which are the primary latency contributors and which parts of the baseline system
are currently inducing them.

e Which Pareto efficient architectures can be devised to improve the limitations outlined

in the first recommendation.
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Figure 2-8: Generic Centrality Measures

e Which second order latency contributors should also be taken into account by the
system architect. In particular, at which point is it better to spend resources improving

secondary latency contributors as opposed to the primary one.

2.5 Centrality Measures for System Architecting

In Sections 2.1 and 2.3, I defined a centrality measure to guide the system architecting
synthesis process for space communication systems that deliver latency-sensitive information
from space exploration applications. Importantly, observe that the centrality measure, as
defined, is only applicable to the specific type of systems and the specific set of space
exploration applications that [ am interested in. In other words, it is built upon domain-
specific knowledge that is only useful within the context of this thesis’ topic.

The realization that solving system architecture problems requires a large body of domain-
specific knowledge is not new. Indeed, Selva proposes in Reference [28] an approach to
system architecture synthesis based on rule-based expert systems precisely because they
explicitly separate the knowledge-intensive part of the problem from generic information
that is always applicable regardless of the system under consideration. Being that the case,
in this section I consider how centrality measures for system architecture can be defined in

a generic context.

To start the discussion, I provide in Figure 2-8 a pictorial representation of how centrality
measures are used to analyze generic systems. The key elements are as follows: First, the
complex system is decomposed and simplified to a DSM which essentially flags interactions
between elements of the system through ones in the off-diagonal. This DSM is used as an
input to a given centrality measure, which outputs a vector w of weights that indicate the
relative importance of a given element based on the set of interactions captured in the DSM.

To define the centrality measure f (DSM), several pieces of information are required. They
are essentially equivalent to building blocks that can be used to progressively refine its

functional form, from a generic structure to the final equation that properly captures all
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Figure 2-9: Generic Definition of Centrality Measures for System Architecting

necessary domain-specific knowledge. In that sense, Figure 2-9 shows how these building
blocks were put together in Section 2.1 to obtain the proposed centrality measure. Note that
in the figure, the x-axis represents the process of defining the centrality measure, while the
y-axis represents the type of knowledge required, from domain-independent to application-
specific.

The first three building blocks required to define a centrality measure for system architecting
are categorized as domain independent since they I adapted them from Borgatti [99], who in
turn obtained them by reviewing how centrality measures had been applied in a wide variety
of technical and social systems. In that sense, the first piece of information required to
define or select a centrality measure is related to interactions within the system, both direct
and indirect. For instance, in a communication network the most important interaction is
transmission of data. Since data is usually routed through shortest paths, it is sensible to
assume that only centrality measures that capture indirect interactions based on the concept
of paths are suitable to study these types of systems. In other disciplines such as project
management, interactions are expressed as dependencies between tasks (e.g. task A cannot
start until task B is completed), as well as rework cycles, which are essentially equivalent
to indirect interactions. In this case, the critical task is typically defined as the one with
highest project schedule overrun potential and, consequently, requires evaluating the number
of rework cycles that would be affected if a given task is disrupted. To efficiently implement
this notion, project managers take the original project DSM as well as its powers (DSM"
finds rework cycles of length n). Note that this is essentially equivalent to Alpha, Katz
and Eigenvector centrality, with the difference that in the latter cases cycles of n — oo are
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counted and divided by a weighting factor related to the DSM’s largest eigenvalue to ensure
convergence of the summation. In other words, in project management centrality measures
are defined based on the concept of random walks, as they model the rework cycles of n-th
length within the project.

Once the interactions have been modeled through either edges, paths or walks (edges model
systems where only direct interactions matter), the next step is to understand weather
the measure will be radial or medial. By definition, radial measures assign importance to
a node because of the interactions that start or end at the given system element, while
medial measures consider interactions through it. In that sense, communication networks
are usually better characterized by medial measures that assign importance based on the
importance of the data flows that pass through a given node. In contrast, transportation
or logistic networks (see, for instance, Reference [133] in the space context) would typically
prefer radial centrality measures where important nodes will identify elements in the system
that can directly or indirectly reach a large number of destinations.

The last set of domain-independent information required to specify a centrality measure
allows the system architect to differentiate between volume and length measures. The former
assign importance based on how many interactions start, end, or flow through a node, while
the latter consider the length of these direct and indirect interactions. In that sense, a
communication network will typically favor volume measures that assign weight to a node
because it transmits a large volume of information. Alternatively, a space logistic network
will be better analyzed through length-based measures where path length is a function of
the total Av required to reach a destination from that node.

Once the domain-independent features of the centrality measure have been identified, the
system architect must start incorporating domain specific knowledge to refine its basic struc-
ture. For instance, in Section 2.1 I built upon the concept of utility theory to define the
importance of a node as a function of the utility loss attributable to a given element of the
system. In particular, I argued that the centrality measure should prioritize areas of the
system that introduce large delays since they decrease the value of the scientific data re-
turned in latency-sensitive applications. That being said, other applications might consider
multiple figures of merit or metrics to include in the definition of the centrality measure.
Indeed, financial and engineering systems might also utilize return on investment as a pos-
sible candidate, while risk and other “ilities” can be incorporated through risk-adjust return

on investment, or multi-attribute utility theory.

Finally, the last set of knowledge required to define a centrality measure is specific to the
instance of application under consideration. To exemplify this point, consider this thesis’
research questions. The application domain is clearly space communication systems, which

vindicates the use of paths to model interactions, as well as the choice of a medial volume-
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based centrality measure that builds upon the notion of utility theory. On the other hand,
the instance of application is related to tailoring the application to latency-sensitive space
exploration application as opposed to generic latency-constrained applications. Indeed, fo-
cusing exclusively in latency-sensitive applications simplifies the definition as it allows the
utility function to be linear or quasi-linear. This, in turn, also justifies its applicability in the
presence of non-deterministic latency contributors, as long as the conditions from Section
2.2 are met.

2.6 Summary

In this chapter I have proposed a latency-centric approach to architecting space communica-
tion networks that provide services to latency-sensitive applications. Through Sections 2.1
to 2.3, I proposed a centrality measure that can be used to quantify the amount of utility
loss that is incurred in a given network node due to the latency it introduces. Then, I have
described a seven step system architecting procedure that utilizes this centrality measure
as a pre-screening process that identifies which parts of the system would, if re-architected,
yield larger performance improvements.

Figure 2-10 provides a schematic representation of how the proposed approach fits within
past system architecting processes. Initially, prior to the holistic principles of systems engi-
neering and system architecture, each part of a complex system was optimized independently
(left column). For instance, Reference [137] describes an example in which a software team
optimize their architecture for high performance without realizing the footprint in memory
requirements. This prompts the hardware team to utilize larger memory racks, which do
not fit within the optimized mechanical enclosing and overheat due to unexpected thermal
requirements. Therefore, since each part of the system (software, electronic hardware and
physical spacing) are optimized independently, the system ends up being more complex and
costly than necessary.

To overcome these limitations, system architecture proponents consider the system holisti-
cally. Instead of seeking optimized solutions first and then worry about integration, the goal
is to define a set of high level decisions that largely characterize the system performance and
cost given all components and phases of its life cycle, create a simplified model for it, and
optimize the architectural decisions (central column of Figure 2-10). Over the last decade,
this approach has been progressively explored in multiple problems. For instance, Selva [28]
applied it to Earth observation satellite programs, Alibay [123] and Golkar [130] used it for
deep space planetary exploration campaigns, while Jilla [138] analyzed distribute satellite
systems for communications and navigation. Yet, as the complexity and heterogeneity of
problems tackled increases, so does the difficulty in obtaining reasonable holistic models

to optimize, as well as the computational power and optimization techniques required to
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Figure 2-10: Comparison of system architecting approaches

produce meaningful results [28].

The proposed latency-sensitive centric approach to architecting networks has been devel-
oped, partially, in response to the difficulty of creating holistic system level models for space
communication networks with multiple heterogeneous sources of latency. In a sense, it can
be thought as a step back since the system architect tries to optimize parts of the network
independently. However, as opposed to the initial purely subsystem-level optimization, it
retains the ability to take into account interactions across diverse network elements and
functions through the use of a centrality measure that keeps track of which factors are the
most important (see right column of Figure 2-10). In other words, the centrality measure
acts as a heuristic function that, given a network architecture, identifies which parts of the
system are most deleterious in the performance metric and lets the system architect focus
its attention towards them. At the same time, it also provides the system architect with an
efficient way to keep track of how much second order latency contributors affect the system.
This prevents the system architect from spending all resources in a single latency contributor
when in fact she/he would be better off improving other parts of the system. Note that,
as indicated in Figure 2-10, this resembles heuristic optimization technique by which the
system architect is performing locally optimal trades due to the impossibility of formulating
overall system trades. As a result, there is, in general, no guarantee of optimality. Yet, the
centrality measure informs the system architecting process and ensures that resources are
not wasted in unimportant parts of system.

79



THIS PAGE INTENTIONALLY LEFT BLANK

80



3 CASE STUDY 1: IP WIDE AREA NET-
WORK

3.1 Introduction

In Chapter 2, I introduced a centrality measure that can be used to inform the system
architecting process when a holistic model that captures all latency contributors cannot be
formulated. I also indicated that this centrality measure is equivalent to a heuristic function
that identifies which latency contributors are most significant in the system’s performance
degradation and should therefore be addressed first.

In this chapter, I study the performance of the system architecting centrality measure when
optimizing a simulated terrestrial packet-based network. The rationale for this case study is
better explained through the design evaluation methods listed by Hevner in Reference [139].
In that sense, the results herein presented intend to (1) demonstrate the usefulness of the
proposed approach in a controlled environment with artificial inputs, and (2) demonstrate
the bounds under which the proposed approach yields optimal or near optimal results. It is
therefore complimentary to the other two case studies in this thesis, as those assert the its
validity through in depth analysis of a realistic application.

To satisfy this case study stated objectives, I utilize the following process: First, define an
initial idealized network architecture based on a finite and predefined set of assumptions.
Following the steps defined in the latency-centric approach to architect communication net-
works, demonstrate that the centrality measure successfully optimizes the system by iden-
tifying the primary latency contributors. Then, revise each initial assumption to create a
set of “stress cases” that exemplify the limits of the proposed approach. Finally, demon-
strate that with proper calibration of the centrality measure, the limits imposed by these

assumptions can be overcome.

The rest of this chapter is structured as follows: First, the case study goals are stated
and the stress cases for the centrality measure are defined. Second, the benchmarking
strategy is explained in detail, with particular emphasis on the metrics utilized to assess the
performance of the centrality measure. Next, the latency-centric approach to architecting
networks is applied in the context of a terrestrial IP-based WAN. Finally, conclusions on the
validity of the proposed centrality measure are summarized.
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3.2 Case Study Goals and Assumptions

The specific set of objectives to be accomplished in this chapter are addressed through 5

canonical scenarios. Next, I summarize their intent:

1.

Baseline scenario: Given a set of cost-homogeneous and performance-heterogeneous
nodes interconnected with arbitrary topology and a finite set of assumptions, demon-
strate that the proposed latency-centric approach obtains the correct system Pareto
front and latency-contributor ranking.

Stress case 1: Demonstrate that the effectiveness of the centrality measure does not
depend on the shape of the utility function U(L) as long as U'(L) < 0.

Stress case 2: Demonstrate that the effectiveness of the centrality measure and the
network optimization process is a function of the data routing strategy.

Stress case 3: Demonstrate that misrepresenting data flow importance can lead to
sub-optimal results during the network optimization process.

. Stress case 4: Demonstrate the effect of cost-heterogeneity across different nodes in

the network (and their corresponding latency contributors).

The initial assumptions used to define the baseline scenario from goal 1 are as follows:

1.

2.

3.

The utility function U(L) is decreasing and concave.
All data is sent through the network following a geodesic-based routing strategy.

All nodes generate the same amount of data per unit of time (on average). It is
destined to any of the other nodes with equal probability.

. All nodes are cost-homogeneous, i.e. the capital expenditure required to implement

them is constant across all parts of the network.

3.3 Benchmarking Strategy

Following Section 2.3, assume that the arbitrary network from goal 1 can be modeled as a

set of nodes and connections, where the defining characteristic between them is that nodes

induce latency while connections do not. Assume also that each node has two potential

physical implementations with different performance. Finally, assume that the network

provides services to latency-sensitive applications and that we have a legacy implementation

in place. Then, the key architectural question that we want to answer is, given this initial

legacy system, which sequence of nodes should be upgraded so that the network performance

improves (data is delivered with less latency) and yet the minimum amount of resources is
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spent. Importantly, recall here that each node groups one or multiple latency contributors.
Therefore, in order to obtain the optimal sequence of nodes to upgrade, the system architect
has to create a ranking of latency contributors, from highest to lowest, and spend resources

upgrade nodes accordingly.

To exemplify the problem, Figure 3-1 presents the network from Chapter 2 with each node
color coded according to the latency it introduces (red for “high” latency, green for “low”
latency). Initially, the legacy under-performing system is implemented (Figure 3-1a). Then,
the network is re-architected by selecting a sequence of nodes to be upgraded into a more
capable, more expensive alternative implementation. Ultimately, given the available choices
for any given node, the entire system is upgraded (Figure 3-1i). The same information is
presented in Figure 3-2a in the form of a ranking that is analogous to the sequence presented
in Step 2-3. This ranking quantifies the relative importance of a given node (and its latency
contributors) in the overall system utility loss and, if ordered, indicates the optimal sequence
of nodes to be upgraded. Finally, Figure 3-2b presents the network evolution path from its
legacy implementation to its fully upgraded state in the metrics space. Each blue dot
represents one possible system implementation from Figure 3-1 as indexed by the letter
next to them. Blue dots are assumed to represent the optimal sequence of nodes to upgrade
and therefore the orange arrows indicate the path closest to the tradespace’s Pareto front.
In contrast, the red dots and yellow-dashed arrows represent an alternative non-optimal
sequence to optimize the system. Note that the end result is the same, a fully upgraded
system. Yet, upgrading the network using the optimal sequence saves cost as compared to

the non-optimal alternative and should, therefore, be utilized.

In Chapter 2, I claimed that the centrality measure from Equation (2.9) can, to first order
approximation, be used to obtain the ranking that results in the optimal sequence of nodes
to upgrade. To substantiate this claim, I conduct a simulation-based exercise in which
I compare the latency contributor rankings and sequences of nodes to upgrade using two
complimentary methods: Centrality measures, and dynamic programming. Ultimately, the
proposed centrality measure will be validated if I demonstrate that the former can be used
to obtain a “good enough” approximation of the latter!. Or, equivalently, it will be validated

if it can estimate the correct ranking of latency contributors and their relative importance.

Traditionally, two approaches to validation have been utilized: Replicate a realistic system
for which data is available; or compare the obtained results against those of a higher fidelity
model that has already been validated. In this chapter, the latter approach is utilized (see
Figure 3-3) using the discrete event network simulator ArchNet [140]. In particular, I first
compute the performance and cost of all possible network architectures using ArchNet, and
find the optimal ranking of latency contributors using dynamic programming. Then, I obtain

a candidate ranking using only the centrality measure, the network DSM and the expected

'What defines a “good enough” sequence will be defined in Section 3.5.
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(h) Legacy System with 7 Upgrades

g

o Upgraded node implementation (low latency, high cost)

Q Baseline node implementation (high latency, low cost)

(i) Fully Upgraded System

Figure 3-1: Sequence of Network Node Upgrades
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latency introduced by each element in the system. Finally, I quantify the goodness of the
candidate ranking estimated with the centrality measure with respect to the optimal one
using a statistical test that measures the probability of finding another candidate ranking
that has higher degree of similarity (see statistical test 1 in Figure 3-3).

150 - @ Optimal Sequence (i) »
+ Non-Optimal Sequence
+
0.25 100 -
¥ 2 z
g &) S ()
S 015 + /
: 50 i e :
s 0.1 «* /' *(g)
2 005 (d)/’Xe)
= (b (C) -
0 (a:)_,—atr—"’"."' L
0 . 0 0.2 0.4 0.6 038 1
L e L Normalized Performance
(a) Network Architecting Example in the (b) Network Architecting Example in the
Ranking Space Metrics Space

Figure 3-2: Network Architecting Example

Another test to quantify the performance of the proposed centrality measure can be defined
in the metrics space rather than the ranking space. In particular, I utilize the concept of
Pareto distance to obtain a score for each evolution path obtained from a given latency
contributor ranking (see again Figures 3-2a and 3-2b for a visual representation of both a
ranking and its corresponding evolution path). Then, I construct another statistical test
that measures the probability with which someone could find an evolution path with lower
total Pareto distance than the one found by the centrality measure (see statistical test 2 in
Figure 3-3).
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Figure 3-4: Pareto Distance Example

Finally, note that the proposed validation strategy only covers Step 2-2 and Step 2-3 of
the latency-centric approach to architecting space communication networks. For Step 2-4,
validation has to be performed on a case-by-case basis depending on the system under con-
sideration and the latency contributors that dominate the system. Indeed, the performance
and cost of space-based communication network like the SN has significant differences to
that of the ground-based DSN. Therefore, the models utilized for tradespace exploration in
either case will have to be developed and validated on an individual basis so as to ensure

that results obtained are realistic given technological and programmatic limitations.

3.4 Test 1. Pareto Distance

The Statistical Test 1 from Figure 3-3 is based on the concept of Pareto distance. Therefore,
in this section I first provide a succinet description of how Pareto distance is defined and
computed. Then, I explain how to extract the optimal sequence of nodes as the sequence
that minimizes the total Pareto distance. Finally, I describe the statistical test 1 and the

obtained significance score.

Pareto distance, or distance to the Pareto front, is typically defined with an integer value that
quantifies how many layers of architectures should be eliminated for a reference architecture
to lie in the Pareto front [141]. To illustrate this definition, Figure 3-4 presents a notional
tradespace where each architecture has been color-coded according to the Pareto distance.
Architectures that lie in the system Pareto front have, by definition, a Pareto distance of
1. In turn, all other dominated architectures have Pareto distance d > 1, with architectures
further from the Pareto front having the largest values.

Assume now that each dot in Figure 3-4 is an architecture encoded as a binary string of N
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positions: Arch; = {0/1,0/1,...,0/1}. This results in a tradespace of 2V alternatives, all of
which are evaluated with respect to performance and cost. Let Arch; be defined as child of
Arch; if the two following conditions are met:

1. Arch; & Archj =1

2. Y Arch; = 3N Arch; +1

In other words, Arch; is a child of Arch; if it only differs by one bit, which is equal to 1
instead of 0. Further, let S = {Archg, Arch;,...,Archy} be a sequence of N architectures
that encodes a possible evolution path from Archg to Archy, and let S[¢] denote the indexing
mechanism that returns the architecture in the i-th position of S. Similarly, let S denote
the set that contains all sequences S to upgrade the system from its basic (Figure 3-1a) to
its fully-upgraded implementation (Figure 3-1i). Then, S has the following characteristics:

1. S[0] = Archo = {0,0,0,...} VS € 5.
2. S[i + 1] is a child of S[i] VS € S.
3. S[N] = Archy = {1,1,1,..} VS € 5.

As a result, obtaining a valid system evolution path is equivalent to finding a path from
architecture Archg to Archy through a graph G (8) constructed using edges that repre-
sent parent/child relationships and are therefore encoded by consecutive architectures in all
sequences S € S.

On the other hand, the optimality of any path through G is directly related to the cost of
all architectures visited. Indeed, ideally we would like to optimize the system by always
improving the most cost-effective node so that at any point in time we remain as close as
possible to the system Pareto front. Since closeness to the Pareto front is measured by
Pareto distance (henceforth termed P-distance), it is sensible to define the total P-distance
fora path Se€ G as

D)= )  D(Archy). (3.1)
Arch; €S

Similarly, the optimal path to evolve the system from Archg to Archy can be found by
solving the optimization problem

S* = arg min D(S) (3.2)
Seg

where D(Arch;) denotes the P-distance for any given architecture. Importantly, observe
that D(S) is additive with D(Arch;) Vi and these P-distances can be pre-computed once the
tradespace in performance and cost has been generated. Consequently, S* can be efficiently
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found using dynamic programming, specifically any shortest path algorithm such as Dijkstra
or Bellman-Ford. For the purposes of this thesis the latter is utilized.

To exemplify the problem, Figure 3-5 plots a notional tradespace. Blue dots represent all
system architectures Arch; Vi evaluated both in performance and cost. Archg and Archy
are clearly marked using black diamond markers, while red dots represent the Pareto front.
Similarly, the graph G is plotted as a collection of dotted-arrows that represent the transitions
between to architectures that exhibit parent/child relationship. The original architecture
Archg has two children, a magenta and yellow one, which in turn have three children each.
Consequently, G contains a total of six paths & = {S;,S2,S3,54,55,5}. The optimal
sequence is therefore Sg highlighted in orange arrows, as it remains closer to the Pareto
front through the entire evolution path. As previously indicated it is obtained using dynamic
programming over § and it minimizes the cumulative P-distance.

3.4.1 Sequence P-Distance Significance

As previously mentioned, a sequence’s P-distance D(S) is real valued and strictly positive.
However, if that number is 100, is that large or small value? To answer this question, I
utilize a statistical approach: 100 will be a small number if, out of all possible sequences in
G, a high percentage of them have a P-distance larger than 100. Note that this argument is
clearly analogous to that of a statistical test over the population mean. For instance, a 6’
man is tall in Indonesia, where the mean height is 5'2.25", and just an average individual in
the Netherlands, where the mean height is 6°0.5" [142].

Using this analogy, I define the P-distance significance metric as the probability of finding
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a path that is closer to the Pareto front:
5p(S) =P (D(8) < D(9)IS, 5’ € G) (3:3)

Denote by fp (D) the probability density distribution of P-distances over all sequences in G.
Then, I estimate the P-distance significance for a reference sequence S as

D(S)

Sp(S) = / foe (D)) ds (3.4)
0

with fp (D) computed using a Monte Carlo Sampling approach. In other words, I generate
10° random sequences from G, calculate their distance D(S), and finally estimate fp (D)
empirically as the relative frequency with which each value occurs. Furthermore, since I
know the optimal sequence through dynamic programming, I sample the space of close-
to-optimal sequences by generating all rankings that swap only two elements, henceforth
termed neighbor sequences. This ensures that the left-tail of fp (D) is properly sampled.

3.5 Test 2. Ranking Similarity

The Statistical Test 2 from Figure 3-3 is based on the concept of ranking similarity measures.
Therefore, in this section I provide a succinct review of their definition and properties.
Probably the best well-known ranking similarity metrics are Spearman’s Footrule [143] and
Kendall’s Tau [144] criteria, although other measures of ordinal association such as Goodman
and Kruskal’s y [145], Somer’s D [146] or rank distance [147] have also been defined in the
literature. They are all alternative formulations of rank correlation coeflicients that measure
the degree of similarity between two rankings.

An exhaustive categorization and review of all similarity metrics present in the literature is
clearly beyond the scope of this thesis. Instead, I restrict myself to the most classic measures
of ranking similarity, namely Kendall’s Tau and Spearman’s Footrule, which I will utilize to
derive the Statistical Test 2. Note that, by virtue of the equivalence theorem from Diaconis
[148] and the experimental results from Kumar [6], measuring ranking similarity through
the Spearman’s Footrule and the Kendall’s Tau metrics generally yields equivalent results.

Kendall’s Tau similarity metric is probably the most intuitive way to compare two rankings.
In its simplest form, it measures the total number of inversions between any two elements ¢
and j in the ranking:

K(o)= Y o(i) <o(j) (3.5)

(4,9):4>5
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Figure 3-6: Ranking Similarity Metrics (Adapted from Reference [6])

An inversion is said to occur when 7 > 7 and (i) < o(j), where o(-) is a function that,
given the position of element ¢ in ranking 1, returns its position in ranking 2 (for instance,
in Figure 3-6a the inversion between the blue and green squares is characterized by i = 1,
Jj=3,0(i) = 2 and o(j) = 1). Note that o(-) effectively transforms the unitary ranking
1,2,3,4,5,.. into another one, since Ranking 1 is arbitrary and can be set to any value.
Therefore, Kendall’'s Tau similarity metric (as well as any other metric) is only a function
of o (instead of oy and o3). Finally, note also that the similarity metric is a real value > 0,

with the equality satisfied if the two rankings are exactly the same.

On the other hand, the basic definition of the Spearman’s Footrule similarity metric counts
the total displacement of elements to transform Ranking 1 into Ranking 2:

F(0) =Y li- o0 (36)

i
For instance, in the example from Figure 3-6b, the total displacement between Rankings 1
and 2 is 4 units: The displacement of the blue square (1 unit), plus the displacement of the

orange square (1 unit), plus the displacement of the green square (2 units).

The main problem of both Kendall’s Tau and Spearman’s Footrule similarity metrics, as
defined through Equations (3.5) and (3.6), is that all elements of the ranking have the same
relative importance. In other words, they contribute to one unit of inversion or one unit
of displacement. In Step 2-3, I argued that not only is it necessary to consider the order of
latency contributors, but also their relative importance. Indeed, if one latency contributor
induces 90% of the latency, it should definitely be addressed first. In contrast, if the first two
contributors have a similar relative importance, then fixing them in inversed order results

in a relatively small sub-optimal evolution path for the system.

To account for the notion of “relative importance”, I utilize the generalized version of Spear-

man'’s Footrule similarity metric introduced by Kumar in Reference [6]. In his work, Kumar
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defines three common features that similarity metrics should address when applied to real-life

rankings:

o Element weights: Each element of the ranking has an associated weight that indi-
cates its relative importance with respect to the others. Two rankings that place highly

important elements out of order should, therefore, have a higher similarity score.

e Position weights: Each element has a weight that is defined by its relative position
within the ranking. Therefore, swapping two elements at the beginning of the ranking
should be more penalized than swapping two elements at the end of the sequence.

e Element similarities: Any two elements 4, j in the sequence have a scalar value D;;
that quantifies their similarity. Swapping two perfectly similar elements (D;; = 0)
does not incur in any penalty from the ranking similarity metric perspective.

Based on these three features, Kumar defines the generalized Spearman’s Footrule criteria
as

FupD (a)=Zwipi(0) D> wipi(0)Diy— Y wip;(0) Dy, (3.7)

jig<i jo()<o(d)

with w; denoting the relative weight of element ¢, p;(c) equal to the positional weight of

element 7 given ranking o, and D;; equal to the similarity between elements 7 and j.

To utilize Equation (3.7) in a practical setting, it is first necessary to define w;, p;(o) and D;;
Vi,j. In the context of this thesis there is no rationale for assigning the positional weights,
so I will assume that p; = 1 Vi. Furthermore, I will let w; be equal to the utility loss as
measured using the high-fidelity simulator and D; ; = |w; — w;|. Importantly, note that D; ;
is specifically selected so that D; ; = 0 if w; = w;. This ensures that two latency contributors
with the same relative importance can be optimized in any order without penalty in the
similarity score. In other words, since there is no evidence that one is more important than
the other, they can addressed in any order.

3.5.1 Ranking Similarity Significance

The ranking similarity significance is defined analogously to the sequence P-distance sig-
nificance. Let © denote the set of all possible rankings of length |o|. Furthermore, let
the ranking similarity significance Sp(F, o) be defined as the probability of finding a more
similar ranking, i.e. a ranking with lower similarity score. Then, if fr (F') denotes the prob-

ability distribution function of similarity scores for rankings in ©, I compute the ranking
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Figure 3-7: Experimental Similarity Score Sampling Distribution

similarity significance as

F(o)

Sp(F,0) =P (F(0' € ©) < F(0)) = / fres) (F(s)) ds. (3.8)
0

In simple cases such as the basic Spearman’s Footrule similarity metric (Equation (3.6)),
fr (F) can be found analytically either directly or by properly normalizing it into the Spear-
man’s rank correlation coefficient [149]. Unfortunately, the same result cannot be obtained
for the generalized version of the Spearman’s Footrule similarity metric. To overcome this
limitation, I compute fr (F) using a once again Monte Carlo Sampling. In that sense, I
first generate 10° random permutations of N elements, as well as neighbors to the optimal
sequence, and calculate their similarity score. Then, I estimate fg (F) empirically by calcu-
lating the relative frequency with which each score occurs, and I finally compute Sg(F, o)

using Equation (3.8).

To exemplify the procedure, consider the following two rankings and assume that all elements

have the same weight.

Ranking 1: o1 ={0,1,2,3,4,5,6,7,8,9,10}
Ranking 2: 02 ={2,0,7,1,4,8,3,10,5,6,9}

Since they have 11 elements, © has cardinality |©| = 11! = 39916800. Figure 3-7 presents
fr (F) estimated using 10° of them, i.e. only 0.25% of |©|. Observe that even for this small
fraction, the Monte Carlo Sampling approach has already converged to a normal distribution.
Observe, however, that unlike traditional statistical tests, this normal is not unbounded but
rather has a minimum, F(0)min = 0, and a maximum F(0)maez > 60. Furthermore, since

the Monte Carlo approach cannot guarantee that the worse possible rankings have been
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found, only an approximation for Sp(F, o) can be obtained. Finally, using Equation (3.8),
I estimate Sp(F, 02) to be < 6%, i.e. out of all possible rankings, only 6% are more similar
to o1 than 9.

3.6 Baseline Scenario

In this section I start the validation process by tackling goal 1 of the validation strategy from
Section 3.2. As previously mentioned, this defines a baseline scenario based on a pre-specified
set of assumptions. Later, in Sections 3.7-3.10, I revise the validity of the centrality measure

by modifying the baseline scenario and progressively eliminating these initial assumptions.
3.6.1 Network and System Description

The baseline network configuration assumed for this case study is based on a WAN across
the US adapted from Reference [150] (see Figure 3-8). Its topology is representative of the
backbone infrastructure of a major US carrier such as AT&T, Comcast or Verizon, it is
completely arbitrary, and has been chosen only because it facilitates the discussion that
follows. Other basic information about the system includes:

e Traffic in the network is measured in units of packets. For simplicity we assume that

the size of a packet is 1500 bytes, the typical average IP packet size.

e All nodes in the network generate the same amount of traffic based on a Poisson
process at a rate of A = 1()&05&5. The destination of each packet is chosen randomly
among all other candidates so that on average all nodes send and receive the same

amount of information.

e Data is routed through the network based on a shortest path algorithm, with all links
having the same weight. In other words, data is routed so as to minimize the number
of hops to reach destination.

e The network is operating at a stable stationary point for at least T' = 50 seconds, so
that the total number of packets sent per simulation is approximately 7000 (14 nodes

packets
0 8

generate 1 simultaneously).

e Changing the performance of a node does not significantly affect the performance of
other nodes in the system. Note that this is not always the case in communication
networks. For instance, consider two M/M/1 queues in tandem with a feedback loop
that models the re-transmission mechanisms for packets received with errors. Assume
that we can improve the network by reducing the probability of error in the queues,
one at a time. Then, if the we improve the 2"4 node we reduce the end-to-end error
probability, which in turn reduces the amount of information that has to be resent and
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Figure 3-8: Baseline WAN Network Topology

therefore decreases the total rate of packets through the first queue. This, in turn,
changes the operation point of the first M/M/1 queue that will now introduce less

delay since the expected queue length will be smaller.
3.6.2 Specify the Centrality Measure

This section replicates Step 2-2 of the latency-centric approach to architecting space commu-
nication networks. It describes the different steps required to specify the network centrality

measure before its application to guide the system architecting process.
Characterization of Latency Contributors

Two primary latency contributors are assumed to drive the delay with which packets are
delivered in this network. On the one hand, nodes introduce latency due to limited pro-
cessing capabilities. As packets arrive, they are queued until the router can read their final
destination address, compute the next hop and deliver them to the appropriate outgoing
connection. Two implementations for a node are available, a basic inexpensive and a high
performance expensive router. The former is assumed to introduce a latency of 100msec,

while the latter introduces a latency of 20msec.

On the other hand, connections introduce latency primarily due to the packet transition
time. Once again, two implementations are available. The basic inexpensive is equivalent to
a DSO and therefore has a capacity of 64 kbps approximately. Given that an IP packet has
1500 bytes of information, this results in a transmission time of 187.5msec. Alternatively, the
high performance expensive connection implements a DS1 line with 1.55Mbps of capacity,

thus resulting in only 20msec of delay per packet transmission.
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Notice that in real WAN networks the user experience can be affected by other factors not
included in this simplified case study. For instance, TCP connections are known to have low
performance in high delay, high error environments. Since latency includes all contributors
that affect the delivery of data to the final user, TCP should potentially be included in a
realistic study. Similarly, packets delays caused by network congestion, intra-autonomous
system data flow, or last mile connectivity problems should also be considered in a real

scenario.
Identification and Characterization of Data Flows

As previously mentioned, in the baseline scenario all nodes generate packets at a constant
rate. Their destination is selected at random among all nodes in the network. Therefore, all
data flows are equally likely and carry the same information. To capture this fact, in this
scenario I assume that the centrality measure is computed using w, = 1 Vp € P, where P is
the set of all geodesic paths between any origin and destination in the system.

Characterization of Data Utility

Figure 3-9 plots the concave utility function that has been assumed for packets sent through
the system. Observe that any data delivered with more than half a second of delay is
assumed to deliver no utility to the end user. In contrast, any packets delivered with less

than one tenth of a second result in full utility.
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Definition of a normalization scheme

For this case study, all computations regarding sequences and centrality measures will utilize

sum normalization as defined in Step 2-2.
3.6.3 Test 1. Pareto Distance

Figure 3-10a presents the tradespace of all 2'4 architectures possible in the baseline scenario
along with the estimated Pareto front. Observe the stratification in the cost space as I have
assumed cost-homogeneity across all nodes and connections in the system. In other words,
each jump in the cost metric corresponds to upgrading one element in the network regardless
of whether it is a connection or node. On the other hand, Figure 3-10b provides a visual
representation of two paths that upgrade the system from its baseline implementation to
a fully upgraded alternative. The optimal path, which maps onto an optimal sequence of
nodes, is depicted using yellow markers and is computed using dynamic programming as
defined in Section 3.4. In contrast, the centrality-derived sequence is plotted using green
markers and black arrows. Observe that they are not exactly equal, albeit the resemblance

in the metrics space is notorious.

To quantify this resemblance, Figure 3-10c plots the probability density function and the
cumulative distribution function of the P-distance for sequences in this tradespace. The
sequence computed with the centrality measure has a total P-distance of 187 units, and has
a significance of 0.065%. In other words, there is only a 0.065% probability of finding a
sequernce better than the one obtained by the centrality measure.

3.6.4 Test 2. Ranking Similarity

Figure 3-11 plots the result of the ranking similarity test for the baseline scenario. To
construct it, I first compute the optimal sequence of nodes to upgrade in this network using
the method described in Section 3.4 and set is as the reference against which all other possible
sequences will be benchmarked. It is represented using the top bar plot from Figure 3-11a,
where the height of the bar indicates that total utility loss attributable to a given node
or connection (normalized to 1) and is estimated by calculating the difference in system
performance over the system with and without that part upgraded. Then, I calculate the
centrality-based sequence and apply the weighted version of the Footrule similarity metric
using the weights derived from the reference sequence. The result is shown in the bottom
plot from Figure 3-11a. Each bar’s height indicates, once again, the relative importance of a
given node or connection with respect to the system utility loss, but this time the weight is
computed using only the centrality measure. Additionally, each bar is color-coded from red to

green using a linear function that transforms the contribution of each node/connection in the
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Figure 3-11: Ranking Similarity Test Results for Baseline Scenario

similarity score to a color. In other words, green bars are used to indicate nodes/connections

in the correct order, while red bars flag items that largely contribute to the total similarity
score.

On the other hand, Figure 3-11b shows the result of the ranking similarity test. In this
baseline scenario, we observe that Sp(F,o) = 0.41%, i.e. there a 0.41% probability of
finding a sequence of nodes that is closer to the optimal ordering computed with dynamic
programming. Therefore, I conclude that the centrality measure, as defined in Chapter 2,
provides a computationally efficient way to approximate the Pareto front and sequence of
nodes to update for the baseline scenario.
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3.6.5 P-distance Significance vs. Ranking Similarity Significance

Once the results for the statistical tests in the metrics (P-distance) and architectural (ranking
similarity) space have been completed, is worth taking some time to study the relationship
between them. After all, they are both used for a common objective: Prove that the central-
ity measure can successfully identify the nodes/connections to upgrade in a network with
multiple latency contributors. To assess this relationship, I compute the ranking similarity
score and P-distance for 10° sequences (including the optimal sequence and its neighbors?).

Then, I regress the P-distance scores with the ranking similarity scores®:

D(S) =a + BF(S) (3.9)

Figure 3-12 plots the obtained results. The same information, with the estimates for «
and 3 are reported in Table 3.1, where the numbers in parentheses indicate the {-statistics
assuming that all errors are normally distributed (see Figure 3-12b). Observe that both
t-statistics are clearly beyond the 1.96 threshold required for a 95% confidence interval, and

therefore we can conclude that both metrics are correlated.

To better understand this relationship, let us compute the correlation coefficient between
the P-distance and ranking similarity scores. Results indicate that this coefficient is equal
to 0.82, thus indicating a large degree co-movement between the two metrics. This would
suggest that both test are redundant. However, a close examination to the regression co-
efficient of determination, or R?, indicates that this is not the case. In fact, only 67.2% of

*Recall here that the neighbor of a sequence is defined as any other sequence that only swaps the position
of two elements.
*Both variables are normalized to the [0, 1] range before the regression.
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Table 3.1: P-distance vs. Ranking Similarity Significance

P-distance

. o 0.93
Ranking Similarity Score (453.19)
-0.10
Constant (-82.96)
Observations 100091

the P-distance variability can be explained by the ranking similarity metric variability. The
other 32.8% comes from the weighting scheme in the ranking similarity metric, which is not
captured in the P-distance significance. Therefore, I conclude that, while both metrics are
certainly correlated, they are also complimentary. The P-distance metric has the advantage
of being directly interpretable in the metrics space, making it easy to understand and intu-
itive to demonstrate optimality. In contrast, the ranking similarity metric is more difficult
to interpret, but captures the extra factor of relative weighting between different elements
in the sequence.

3.7 Stress Case 1: Utility Function

In this stress case I violate the first assumption of the baseline scenario, a smooth concave

utility function Uy(L), and replace it for a steeper convex exponential function Uy (L):

(
U(L)=1 L < Lpn
Up(L) = U(L)=0 L < Lz (3.10)
\U(L) =1—ellSL=576  gtherwise
4
U(L) =1 L < Lpin
U(L) =qU(L)=0 L < Limag (3.11)

\U(L) = e~ 25:01L+250  gtherwise

with Ly,in = 100msec and Ly, = 500msec (see Figure 3-13). Note the similarity between
this new utility function and the MOE from Figure 1-11. Indeed, this stress case is repre-
sentative of a WAN where data is mostly delivered through geodesic paths (e.g. Internet’s
Autonomous System) and video streaming is the primary service being provided, both in
terms of data volume and user demand.

3.7.1 Test 1. Pareto Distance

Figure 3-14 presents the results of running the network optimization process after replacing
Up(-) by Ui (). Significant differences are observed in the shape of the resulting tradespace.
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Most notably, observe that for a performance < 0.8 approximately the Pareto front is linear.
This makes sense since Uj(-) is approximately linear for latencies > 0.2sec. In contrast, for
really high performing systems (L < 0.2) the Pareto front is highly non-linear and eventu-
ally results in iso-performance implementations since there is no added benefit in delivering
packets with latency less than 100msec. On the other hand, Figure 3-14b provides a visual
comparison between the optimization paths obtained by minimizing the total P-distance and
the centrality measure. Note that, similar to the baseline scenario, the centrality measure
based approach is capable of finding a sequence of nodes to optimize that closely resem-
bles the optimal sequence. In fact, when performing the P-distance test I estimate the
centrality-derived sequence to have a significance of 0.04%, i.e. for all practical purposes its

is indistinguishable from the optimal one.
3.7.2 Test 2. Ranking Similarity

Similar results are obtained for the ranking similarity test. In this case, the centrality-based
sequence only places one node largely out of sequence, Chicago (see Figure 3-15a), causing
the heuristic path to clearly separate from the optimal path (see Figure 3-14b). That being
said, the results of the ranking similarity tests are also encouraging, with a significance of
0.05%. This is particularly interesting because (1) it once again vindicates that the utility
function’s concavity does not affect the effectiveness of the proposed centrality measure, and
(2) it demonstrates that replacing the risk-neutral probability measure Q by the real world
probability measure P does not yield significantly different rankings when operating over

largely non-linear utility functions.
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Figure 3-14: P-Distance Test Results for Stress Case 1

3.8 Stress Case 2: Data Routing

In this section I investigate the effect of misrepresenting the routing strategy when applying
the centrality measure to guide the system architecting approach. In general, there are
two extreme approaches to routing data through a network: On the one hand, data can
be directed using shortest paths over a predefined set of edges and associated weights. In
the centrality measure literature, it is common to assume that all weights are equal to 1,
thus transforming this criteria into one that minimizes the number of hops through the
network. On the other hand, centrality measures are also interested in studying networks
where data is routed following random walks. They are generated by letting each node select
the next hop for a received packet with equal probability among all its neighbors. Note that,
in real packet networks neither of these two approaches is actually implemented. Packets
tend to follow the shortest path between origin and destination, but they can be diverted
due to multiple reasons such as link failures, link overloads in parts of the network or load
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Figure 3-15: Ranking Similarity Test Results for Stress Case 1

sharing between multiple autonomous systems (AS). Similarly, wireless ad-hoc networks
utilize clever routing strategies based on smart flooding algorithms to ensure that data is
delivered to the final user despite unreliable and intermittent links between users (see, for
instance, Reference [151]).

In order to model these two “extreme” routing approaches, as well as intermediate network
routing strategies such as the ones encountered in real life, I let all nodes in the network
utilize the following routing strategy: Choose the next hop based on a shortest path? ap-
proach with probability p, otherwise select the next hop randomly with probability 1 — p
Figure 3-16 plots the tradepsace of network architectures when data is routed using a path-
based (p = 1) and walk-based (p = 0.33) strategy. Observe the significant differences in
the shape of the tradespace and Pareto front. Indeed, the Pareto front for the path-based
routing strategy is highly non-linear due to the fact that certain nodes/connections in the

“If more than one shortest path is available, select one of them randomly.
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Figure 3-16: Tradespace Shape as a Function the Routing Strategy

network (those that move information from the West to the East coast and vice versa) are
more important than others. Specifically, we can infer from the baseline scenario ranking
(see Figure 3-11a) that the max-flow-min-cut of the network cuts connections KAS-CHG
and PHX-ATL and results in two separate sub-networks: The East coast sub-network, com-
posed of CHG, ATL and NYC; and the West coast sub-network, composed of SEA, PHX
and KAS. Therefore, improving the two connections in the max-flow-min-cut results in large
performance improvements, while improving nodes SEA or NYC results in marginal latency

reduction.

The same reasoning is not valid when packets move through the random walk routing strat-
egy. In this case, there is little evidence that a given node is more important than another
one since packets have the same probability of being routed through any of them. This
produces a linear Pareto front, where the improvement in performance per node/connection
upgrade is approximately constant. While, at this point, this finding is anecdotal, it aligns
with a central argument from Borgatti’s work: Centrality measures, and their application
to understanding the structure of a network, are dependent on the type of information
that is being transmitted and how it moves through the network [99]. Consequently, this
fact vindicates my original definition of the centrality measure as the sum of utility loss
over all paths through a system node, without necessarily specifying how these paths are

constructed. Indeed, these will have to be determined on a case-by-case basis.
3.8.1 Test 1. Pareto Distance

Figure 3-17 plots the results of the running the P-distance test on the network assuming that

data moves based on random walks but without modifying the system architecting centrality
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Figure 3-17: P-Distance Test Results for Stress Case 2

measure accordingly. Observe that the difference between the optimal and estimated paths
is highly significant, with more than 6.55% of sequences providing a better system evolution
path. While this number might seem low, recall here that a well calibrated centrality measure
that properly reflects how data is routed obtains a sequence with a P-distance similarity score
of less than 0.1%. In other words, misrepresenting the routing strategy results, in this case,
in a 6450% increase on P-distance significance.

3.8.2 Test 2. Ranking Similarity

Similar results are reported by the ranking centrality tests. Once again, the obtained simi-
larity significance is higher than in the baseline scenario, with a relative increase of 10% ap-
proximately. More importantly, note the apparent difference in element importance between
the two sequences from Figure 3-18a. While the reference sequence assigns an approximately
constant utility loss contribution to all nodes (with the exception of NYC and SEA), the

centrality-based approached completely misrepresents the relative importance of each node.
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Figure 3-18: Ranking Similarity Test Results for Stress Case 2

As a result, connections ATL-CHG and CHG-KAS are attributed the majority of utility
loss. This clearly leads to suboptimal decision-making from the perspective of the system
architect, as well as the potential for not meeting expectations at the end of the architecting
after upgrading the ALT-PHX connection the return on investment will be

lower than expected).

3.9 Stress Case 3: Data Importance

A fundamental assumption of the baseline scenario is that all flows in the network are
homogeneous. Let P, 4 denote the total number of packets exchanged between origin s and
destination d, and let u,(L,) denote a normalized utility per packet as a function of the
latency with which it is delivered. Then, the total utility in the flow between these two
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Figure 3-19: Network Division

nodes can be simply computed as

‘Ps.d
Upa = Y usal(Lp). (3.12)
p=1

All flows in the network are said to be homogeneous if Us g = Uy ¢ V{s,5',d,d'} s# s d#
d'. Importantly, observe that two flows can have the same total utility even if the amount
of data sent is orders of magnitude different. Indeed, if Ps 4 > Py 4, then we can construct
a homogeneous flow by letting us4(Lp) < usd(Lp). As mentioned in Chapter 2, a person
that has no preference between watching a video or listening to music can generate two data
streams with very different bandwidth profiles and yet have equal utility. This indicates
that the unitary utility per packet in the video stream is significantly lower than that of the
audio stream.

To accentuate the impact of heterogeneous data flows through the network, in this stress
case I let the unitary utility per packet be constant and I vary the rate at which packets are
sent depending on the origin-destination pairs. Since the network is always simulated over
a fixed time horizon of 50 units of time, this results in some flows sending a larger number
of packets than others and consequently generates heterogeneous data streams through the
network. In particular, I divide the original network from Figure 3-8 into two sub-networks,
the West Coast sub-network and the East Coast sub-network (see Figure 3-19). They are
connected by the max-flow min-cut connections identified in the baseline scenario, i.e. ATL-
PHX and CHG-KAS. At simulation time, I impose the following set of rules in the packet
generation process:

e Nodes from the West coast send packets to other nodes on the West coast at a rate of

_ packet
My = LoEaCket,

e Nodes from the West coast send packets to other nodes on the East coast at a rate of

__ 1 packet
Awe = 15,

e Nodes from the East coast send packets to other nodes on the West coast at a rate of
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Table 3.2: Relative Packet Rate Between Source-Destination Pairs
ATL CHG NYC KAS PHX SEA

ATL - 30 30 1 1 1
CHG 30 - 30 1 1 1
NYC 30 30 - 1 1 1
KAS 1 1 1 - 15 15
PHX 1 1 1 15 - 15
SEA 1 1 1 15 15 -

__ 1 packet
Aew = 15—

e Nodes from the East coast send packets to other nodes on the East coast at a rate of

_ packet
Ace = 2022ket

Given that there are only 3 nodes on each of the sub-networks, the relative data volume
(normalized to 1 for the traffic between sub-networks) between any two origin-destination
pairs is provided in Table 3.2. From this simplified analysis, we can hypothesize that nodes
and connections in the East coast sub-network are more “important” than those in the West
coast, while the previous max-flow min-cut connections are the least important. Therefore,
applying an unspecified version of the centrality measure (i.e. wp = 1 for all flows) should

results in a largely suboptimal sequence of nodes to optimize.
3.9.1 Test 1. Pareto Distance

Figure 3-20 presents the results of stress case 3 in the metrics space, as well as the results of
the P-distance test. Observe that the path followed using the centrality measure is clearly
sub-optimal as it prioritizes upgrading the inter-sub-network connections even though the
vast majority of utility is derived from the traffic sent/received within each of them. The
effect of this sub-optimal decision making is apparent both visually in Figure 3-20b, with
the optimal and centrality-based sequence largely separated from one another, as well as in
Figure 3-20c, where the results of the P-distance test are reported. In this case, observe that
the P-distance similarity score is as high as 30% approximately, two orders of magnitude
larger than the same results for the baseline scenario. This clearly re-iterates the need of
properly capturing data importance during the calibration process of the centrality measure.
As a matter of fact, if the same experiment is re-run using the normalized weights from Table
3.2 to specify the centrality measure, then a P-distance similarity of 0.07% is obtained and,
consequently, the performance of the proposed approach is comparable to what was observed

in the baseline scenario.
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Figure 3-20: P-Distance Test Results for Stress Case 3

3.9.2 Test 2. Ranking Similarity

Similarly, Figure 3-21 presents the comparison of the optimal and centrality-based sequences
in the metrics space, along with the results of the ranking similarity test. In this case, results
are consistent with the P-distance test, with a similarity score two orders of magnitude higher
than the ranking similarity score observed in the baseline scenario. Interestingly, note how
the optimal sequence as found through the graph-based approach correctly identifies that the
inter-sub-network connections (ATL-PHX and CHG-KAS) are indeed the least important
parts of the network. As a result, they are placed at the very end of the reference sequence,
even after NYC and SEA which where the least important nodes in the baseline scenario.
Similarly, the first five elements of the optimal sequence are all connections within the East
sub-network, as the amount of traffic in that part of the system is twice what is generated
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Figure 3-21: Ranking Similarity Test Results for Stress Case 3

on the other side®. None of these effects are captured by the original version of the centrality

measure, thus resulting in a candidate sequence that has a similarity significance of almost

3.10 Stress Case 4: Cost Heterogeneity

A central assumption of the baseline scenario as defined in Section 3.3 is that all nodes and
connections are cost-homogeneous. In other words, upgrading any of them results in the

same amount of capital expenditure. In this stress case I break this assumption by assuming

SConnections of the East sub-network are prioritized over nodes in the same sub-network because in their
basic implementation they generate almost twice as much latency as a node (187.5msec vs. 100msec).
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the following normalized costing structure:

1 if L=100
Cost [node] = ' msee (3.13)
2 if L=20msec

1 if L=187.5msec
Cost [connection] = ¢ 1.5 if L=20msec and connection ¢ {ATL-PHX,CHG-KAS} (3.14)
15  if L=20msec and connection € {ATL-PHX,CHG-KAS}

Observe that a node has only two implementations, a basic one and an upgraded one with
double the cost. On the other hand, a connection has three possible associated costs. In the
basic implementation, the cost is always equal to 1 normalized unit. Nevertheless, the cost
of upgrading a connection depends on which one it is, hence the term cost heterogeneity. In
general improving a connection is priced as 0.5 units of extra capital expenditure. However,
in some special cases this capital expenditure increases by more than an order of magnitude.
To accentuate this effect, I choose these “special” connections to be those of the network
max-flow min-cut, i.e. ATL-PHX, CHG-KAS.

3.10.1 Test 1. Pareto Distance

Figure 3-22 plots the results of the stress case 4. First, consider Figure 3-22a. Observe that
three stratified levels on the y-axis appear and, within each strata, architectures exhibit a
quasi-linear cost vs. performance behavior. Both characteristics arise from the fact that the
system is cost heterogeneous. Indeed, the jump before the lowest and intermediate strata
occurs when either ATL-PHX or CHG-KAS are upgraded as they require an enormous
capital expenditure. Similarly, the top strata contains all architectures for which both ATL-
PHX and CHG-KAS have been upgraded. On the other hand, within each strata points
also do not lie in perfect horizontal lines as in the previous stress cases. Indeed, in this case
cost heterogeneity results in a tightly packed ensemble of points with positive slope.

Figure 3-22b plot the evolution paths from the basic network architecture to the fully up-
graded system as computed through dynamic programming and the centrality measure.
Once again, the latter has not been adapted to reflect the specific problems of cost hetero-
geneity. Observe how the centrality measure completely misinterprets the sequence of nodes
to upgrade and results in a clearly sub-optimal path. Indeed, the max-flow min-cut elements
of the network are once again selected as the first nodes to upgrade. Unfortunately, since
these are precisely the ones that require more capital expenditure, they also lead to a large
upfront investment that is unnecessary from the perspective of a gradual strategic system
evolution.

All these issues are also correctly quantified by the proposed P-distance test. Interestingly,
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Figure 3-22: P-Distance Test Results for Stress Case 4

note that the P-distance significance is as high as 70% in this case. In other words, there is
a 70% chance of finding a better sequence of nodes to upgrade than the one found through
the centrality-based approach. This indicates that if the system architect created a random
ranking and upgraded the network accordingly, it would, on expectation, spend less resources
than using the original centrality measure.

3.10.2 Test 2. Ranking Similarity

Figure 3-23a presents the two sequences that should be used to optimize the system accord-
ing the optimal and heuristic method. Observe how the former method correctly identifies
that the ATL-PHX and CHG-KAS connections are too expensive to be upgraded at the be-
ginning of the optimization process and are, therefore, pushed to the 13t" and 14*! position
respectively. Note, however, that the ATL-PHX and CHG-KAS connections are not identi-
fied as the largest contributors to the ranking similarity score. This is due to the weighting
effect embedded into the metric, since these two connections are not too important in the

113



Reference Sequence

0.15
£ 01
=y
[+5]
E 0.05
0
N 3
SR ICR 0 o o 0P O P 8 o ¥
TSRS S SV
Similarity = 4.5 - Significance = 62.65 %
0.3 { Centrality Measure |
=
.%’302
=

?e* WP Y g @ cﬁ}‘ gi <© %e% Tl L TR
RS FUSRCCRE C R S

(a) Sequence Comparlson
0.4 1

0.8
(4.5,62.65%)

pdi(F)

(b) Ranking Similarity Test

Figure 3-23: Ranking Similarity Test Results for Stress Case 4

utility loss space, misplacing them has a relatively low impact. In contrast, misplacing a
more important element such as the KAS-PHX connection causes the similarity metric to be
largely penalized because it generates a large utility loss and is relatively “cheap” to upgrade
(i.e. spending resources in this part of the system has a high return on investment). Finally,
the ranking similarity test results are consistent with those of the P-distance test. In this
case the significance score is as high as 62% approximately, thus indicating that using the
centrality measure in cost heterogeneous systems without calibration is not advisable.

3.11 Conclusions and Summary of Results

In this chapter, I have studied the ability of the centrality measure from Chapter 2 to
optimize a WAN with multiple heterogeneous latency contributors. This benchmarking

exercise has been conducted by comparing the results of optimizing a network using two
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Table 3.3: Summary of Validation Results

Scenario Calibration P-distance Test Ranking Similarity Test
Score  Significance Score Significance
Baseline Scenario Yes 187 0.06% 1.50 0.41%
S.C. 1: Utility Function No 92 0.04% 0.52 0.05%
S.C. 2: Data Routing No 2002 6.55% 0.44 0.46%
S.C. 3a: Data Importance No 6063 30% 3.8 15.58%
S.C. 3b: Data Importance Yes 83 0.07% 0.82 0.56%
S.C. 4a: Cost Heterogeneity No 6189 71.59% 4.50 62.65%
S.C. 4b: Cost Heterogeneity Yes 156 0.05% 0.32 0.25%

~ complimentary approaches: A heuristic algorithm based on network centrality, and a full
factorial design space exploration algorithm coupled with a high fidelity network simulator.
A total of five different cases were run and evaluated, the first one defining a canonical
scenario based on four main assumptions, and the other four progressively violating each of
them.

Table 3.3 summarizes the results of the validation process for all the aforementioned scenar-
ios. The score and significance of both the P-distance (test 1) and ranking similarity tests
(test 2) are reported due to their complimentary nature. Furthermore, for Stress Cases 3
and 4, I report both the scores and similarities before and after calibration® of the centrality
measure in order to demonstrate the positive effect properly characterizing how utility is
lost through the system. Based on Table 3.3, the following set of conclusions can be reached:

1. The utility function convexity does not affect the validity of the proposed approach.
Therefore, the only restriction I impose on the utility function is for it to be decreasing
with latency.

2. Properly characterizing the data flows through the network is essential to ensuring the
validity of the proposed centrality measure. This characterization should be performed
as a calibration process and entails two parts: Understanding how data moves through
the network; and quantifying the relative importance of different information flows

with respect to the utility they deliver to the final user.

3. The centrality measure, as defined in Chapter 2, only takes into account performance or
the lack thereof. Yet, most engineering project trade performance against a secondary
metric such as cost. If different parts of the system are subject to different levels of
capital expenditure in order to improve performance, the centrality measure should
be specified so that it captures the unit of utility loss per capital expenditure. This is

analogous to the approach followed by Manuse in the strategic evolution of complex

5The post-calibration results where not reported in the previous subsections for the sake of brevity.
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systems [152], where she essentially creates rankings ordered according to return on
investment, so that the system architect can identify areas of promising performance

improvement at reasonable cost.

Finally, several areas of future work can be identified as part of this case study. First
and foremost, the number of experiments run was necessarily constraint by the limited
time and resources available to the author. For instance, each simulation exercise required
approximately a half a day of computational time in high-performance 32 core Intel Xeon
computer. Furthermore, a complimentary retrospective study with a real-life system would,
at this point, also be beneficial (see Section 4.3). Note the significant differences between
using a real-life vs. a simulation-based case study for validation. While the latter grants
full control over the set of experiments to conduct and the factors that drive them, the
latter asserts validity by replicating events that have happened in real-life. In a sense,
this is analogous to the trade between modeling breadth and depth. Comparison with a
retrospective case study asserts validity against a specific set of conditions. In contrast,
comparison against higher fidelity models asserts validity by letting the user test a wide
range of possible scenarios and, in my case, quantifying how the centrality measure and

system optimization react to them.

All in all; and despite the limitations of the conducted benchmarking exercise, the obtained
results demonstrate the proposed approach to architect networks based on centrality mea-
sures can yield to optimal results provided that the centrality measure is properly specified.
Similarly, bounds on the applicability of the proposed centrality measure have been estab-
lished, and factors that drive its usefulness have been identified.
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4 (CASE STUDY 2: RETURN OF WEATHER
SATELLITE OBSERVATIONS

4.1 Introduction

The economic and societal impact of accurate weather forecasting has been a topic of interest
for more than four decades. One of the first surveys to treat the topic was published in 1989
by the Midwestern Climate Center [153]. Its goal was to quantify the value of weather fore-
casts from a microeconomic perspective, i.e. an individual with enhanced decision-making
capabilities due to ez-ante meteorological information. Based on their results, the study
concluded that improved forecasting accuracy results in quantifiable benefits for several
economic activities, including wheat and corn production, residential housing, boating and
flood control among others.

More recently, the value of accurate weather forecasting has vindicated improvements in
both US’s data collecting and processing capabilities. For the former, the JPSS program
will provide enhanced space-based measurements of the atmosphere and ensure data conti-
nuity from aging satellite programs such as POES and EOS. For the latter, assimilation of
new observations provided by synergistic systems such as the Integrated Ocean Observing
System, as well as data and models from private or academic institutions is recommended

to increase forecasting ability both at a global and regional scale [154].

Given the societal and economic benefits of weather forecasting, this case study focuses
on timely return of satellite-based observations currently used to feed numerical weather
prediction (NWP) centers. In that sense, the chapter has three primary objectives: First,
demonstrate how the latency-centric approach to architecting space communication networks
can be applied to a real system. Second, provide recommendations on how to evolve ground
and space-based networks that optimally support weather forecasting activities with different
temporal and spatial resolutions. And third, further validate the proposed centrality measure
by comparing the rankings of latency contributors it produces against lessons learned from

currently implemented and proposed ground systems.
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4.2 Framework Application

.

Step 4-1. Motivation and Domain Specific Expertise

NWP systems enable meteorologists to deliver timely weather forecasts by aggregating at-
mospheric data from different sources and predicting the state of the atmosphere. In that
sense, current NWP systems use a combination of ground, airborne and space based assets to
first gather atmospheric measurements, then they distribute them through space and ground
communication networks, and finally they process them in a set of centralized facilities.

NWP systems are typically categorized depending on the extent of their forecasting capa-
bilities both in terms of the temporal and spatial resolution. For instance, the National
Centers for Environmental Prediction (NCEP) currently runs three main forecasting mod-
els, the Global Forecast System (GFS) which covers approximately all Earth; the North
American Mesoscale Forecast System (NAM), which comprises North America including
non-CONUS territories such as Alaska, Hawaii or Guam; and the Rapid Refresh (RAP),
which is complemented by the High-Resolution Rapid Refresh (HRRR) system to produce
short forecasts for CONUS and other US territories. A similar categorization is followed by
the Japanese meteorological agency with their Global Analysis (GA), Mesoscale Analysis
and Local Analysis, while other meteorological agencies such as the European Center for
Medium-Range Weather Forecasts (ECMWF') are specifically interested in medium to long
forecasts (1-10 days) at the global level.

In order to produce forecasts, NWP systems follow a periodic assimilation system by which
they match previous forecasts with new data to produce an accurate representation of the
current state of the atmosphere. This state is then propagated in time based on a set of
equations that model the atmosphere dynamics and the result of this process is further
post-processed and finally delivered to weather data providers such as AccuWeather [155],
who make it available to the broad public.

Step 4-1.1. Data Sources for NWP Systems

As previously mentioned, both surface, airborne and satellite observations are currently used
to feed NWP models. Figure 4-1 exemplifies the coverage provided by each measurement
type (see Table 4.1 for a comprehensive list of observations), with ground based assets repre-
sented by buoys, airborne assets represented by airplane data and satellite data represented
by scatterometer observations from MetOp satellites. Observe the complimentary nature of
satellite and non-satellite observations. While the former provide great global coverage, the
latter can be used to obtain specific atmospheric measures with perfectly known position
and altitude. Yet, their overall coverage is significantly limited, especially in oceanic areas
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Table 4.1: Data Sources for the ECMWF NWP System

Data Product Type Description
Synop-ship Surface Ships transmit atmospheric measurement using Synop format
Buoy Surface Buoy measurements (see Figure 4-1a)
Ground-based GPS  Surface GPS radio occultation measurements
Airport balloons Airborne Balloons launched periodically from airports
Aircraft Airborne  Aircraft measurements of stratosphere during flight (see Figure 4-1b)
Pilot-Profiler Airborne  Aircraft measurements of troposphere during take-off/landing
Radiances Satellite = IR/MW radiances measured from space
GPSRO Satellite ~ GPS radio occultation measurements
Ozone Satellite = Atmospheric composition
Winds Satellite =~ Wind profiles at different altitudes (see Figure 4-1c)
Could images Satellite  Visible cloud imagery

not frequented by airline routes.

Given the complimentary nature of all observations currently used by NWP centers, it is
important to determine which of them are critical for producing accurate weather forecasts.
This question has been addressed in the literature using two complimentary approaches, the
Observing System Experiment (OSE) methodology [156] and the adjoint method [157]. The
former assesses the importance of a given data product by running a series of experiments
in which a given data set is removed from the assimilation system used to determine the
state of the atmosphere. Then, the performance of the forecast is compared with a control
experiment in which all data is present. On the other hand, the adjoint methodology is
a more advanced technique that measures the sensitivity of the assimilation system with
respect to each type of data based on the influence-matrix diagnostic [157]. In short, the
assimilation process is a weighted average between the new available observations and the
past forecast, with weights computed based on their respective accuracy. Consequently, we
can view the assimilation process as a linear regression for which the sensitivity of a given
observation can be estimated from the diagonal elements of the influence or hat matrix.

Over the last two decades, the ECMWF has published several studies analyzing the sen-
sitivity of their forecasting system to different data products. Their first studies used the
conventional OSE method, while latter studies are now utilizing the adjoint method. For
instance, Reference [7] studies the impact of GPSRO data in weather forecasts through the
adjoint method. Figure 4-2 plots the percent forecast error reduction for each of the data
products currently assimilated by the ECMWF system. It can be observed that at least
50% of the forecast error reduction is due to assimilating satellite data from instruments
AMSU-A, AIRS, IASI and GPSRO. Similar results are reported in Reference [157], where it
is stated that “about 25% of the observational information is currently provided by surface-
based observing systems, and 75% by satellite systems. This importance is also emphasized
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(c) Scatterometer data

Figure 4-1: Coverage of Observations for the ECMWF 05/11/2016 00UTC Analysis
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Figure 4-2: Forecast Error Reduction (Adapted from Reference [7])

by References [156] and [157], where the number of observations assimilated per run is pro-
vided. Once again, satellite-based instruments and their measurements contribute to more
than 50% of data used to feed NWP systems and therefore are crucial for delivering their

current weather forecasting performance.

Step 4-1.2. Satellite Data Providers for Weather Forecasting

In this section I briefly summarize the different satellite systems that are used to provide data
to current NWP centers. These include the JPSS!, a partnership between NOAA and NASA
that will deploy up to three polar orbiting satellites to gather global environmental data for
weather and climatological purposes. This system will be complemented, in LEO, through
partnerships with other weather satellite programs such as ESA’s MetOp system, JAXA’s
GCOM satellite and the DoD’s DMSP. Additionally, observations from geosynchronous orbit
through the GOES spacecraft operated by NOAA will also be considered since they also
provide data to current US NWP systems. Note that weather data from geosynchronous
orbit in Europe and Asia is currently provided through bilateral agreements with ESA’s
Meteosat program, as well as JAXA’s and CMA’s Himawari and Fengyun systems. However,
they are not considered in this study since they are architected completely separately from
the JPSS data ground infrastructure.

'The Suomi NPP mission is also included since it was launched 2011 and is expected to survive at least until
2025)
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Figure 4-3: POES-JPSS Transition (Adapted from Reference [8])

The Joint Polar Satellite System

The JPSS is the latest US polar orbiting satellite program for weather and climatology
purposes. It is the successor of the NPOESS, albeit in this case it is only being developed
by NASA and NOAA. When deployed, JPSS satellites will replace NOAA’s aging POES
constellation. In that sense, the first satellite is currently scheduled for launch on the 279
quarter of 2017, with three more satellites being deployed afterwards in five years intervals

(see Figure 4-3).

The JPSS space segment will be supported by the JPSS Common Ground Infrastructure
(CGI), which will also provide communication services to other meteorology partners within
US agencies and international organizations. Table 4.2 summarizes the set of functions pro-
vided to JPSS satellites and others by the CGI [158], [159]. At the highest level, the system
is currently being designed in order to support four core functions, from data acquisition to
spacecraft control and monitoring. Since, the latter does not affect the delivery of weather-
related data to NWP centers, I will not consider it for the rest of this case study. On the
other hand, data acquisition refers to downlinking information from the space platforms to
a set of ground stations where the space signal is processed to eliminate all communication
artifacts such as coding bits. Similarly, data routing refers to the transmission of all data
from the ground stations to each spacecraft’s science facility. Then data processing and dis-
tribution functionality generate L1, L2 and L3 instrument data products and disseminates

them to NWP centers for assimilation into their weather forecasting models.

The current design of the CGI is a clear improvement over current ground systems, but
it is also a downsized version of the originally proposed NPOESS ground segment. The
system is based on a centralized processing architecture connected to a network of ground
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Table 4.2: JPSS CGI Functionality

Data Data Data Processing Spacecraft

Mbission Acquisition’ Routing & Distribution = Controlling
JPSS and NPP v v v v
MetOp v v X X
NASA EOS v/ v X X
DMSP v v X X
GCOM v v v X
GOES X v X X
Other (e.g. Coriolis spacecraft) X v X X
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Figure 4-4: MetOp and METEOSAT Evolution (Adapted from Reference [9])

stations that offers two contacts per orbit. The selection of polar ground stations, albeit sub-
optimal from a costing and risk perspective, is vindicated by the need to primarily service
sun synchronous satellites. Locations available for downlinking data include Svalvard and
Fairbanks in the Northern Hemisphere, as well as McMurdo and Troll in the Southern
Hemisphere. Furthermore, two hot processing facilities are provided for full redundancy
at Suitland, Maryland and Fairmont, West Virginia. They can be swapped in under five
minutes in case of emergency [160].

The MetOp Satellite System

The MetOp satellite system is developed and operated by the ESA. It includes three satel-
lites in SSO that were originally deployed as part of the EUMETSAT/NOAA partnership,
formerly known as Initial Joint Polar System (LJPS) [161]. The original MetOp satellite was
lunched in 2006 and the second generation is expected to be ready by as early as 2021.

Current operations and communications for the MetOp system are provided by the EU-
METSAT enterprise independently from other US meteorological spacecraft. In particular,
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each satellites is first supported through Svalbard (one pass per orbit), from where data is
relayed to EUMETSAT’s headquarters in Darmstadt, Germany for L1 and L2 processing
and further distribution [162]. However, with the advent of the CGI, MetOp spacecraft will
be allowed to downlink data twice per orbit using both Northern and Southern Hemisphere
ground stations and data will be routed to the respective European data centers.

The NASA Earth Observation System

The NASA Earth Observation System (EOS) was originally conceived during the 90’s and
has been the key element to the agency’s Earth Science program to develop a better scientific
understanding of Earth as an integrated ecosystem being affected human activities, most
notably greenhouse effect emissions. Not all NASA EOS missions are relevant for the pur-
poses of NWP systems. Yet, data products from their flagship missions Aqua and Terra are
routinely used to complement measurements from other dedicated systems such as NOAA'’s
POES and GOES satellites, as well as ESA’s MetOp satellites [157].

The EOS polar ground infrastructure is mainly composed of two north pole sites, Svalbard
and Alaska equipped with 10-13 meter antennas [163]. Downlink of data can be performed
through a Ku-band transmitter as well as an X-band transmitter, once per orbit and at a
maximum data rate of 150Mbps. Data downlinked to these polar ground stations is sent to
CONUS through NASA operated lines, as well as non-NASA circuits that provide a total
capacity of 100 to 200Mbps [164]. Initially all data is first directed to the GSFC in Maryland
and then relayed to the final destination on a case-by-case basis.

Flagship satellites Terra, Aqua and Aura are also supported by NASA’s SN through multiple
contacts per orbit (see Figure 4-5). In that sense, Terra is currently supported by two 20
minute contacts per orbit where data is first sent to a TDRS spacecraft using the high-rate
Ku-band service. Upon reception, the relay satellite sends the information to their ground
system immediately, which then repatriates and distributes it to the corresponding NWP
centers through the EOS Ensight network [164]. Finally, Aqua and Aura are also supported
by the SN, albeit not for return of science data. In particular, both spacecraft are granted
almost continuous low data rate contacts through the TDRS S-band MA service. Therefore,
this part of the system will not be considered for this case study.

The Geostationary Operational Environmental Satellite
The Geostationary Operational Environmental Satellite (GOES) is a US satellite program
that has periodically deployed geosynchronous satellites for weather forecasting, meteorology

and space weather since 1974. During these three decades of service, GOES satellites have

been progressively updated in order to improve their remote sensing capabilities. In fact, the
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Figure 4-5: TDRSS support of EOS satellites circa 2012

latest addition to the fleet occurred in November 2016, when the new GOES-R spacecraft
will be deployed using an Atlas 5 rocket (see Figure 4-6).

The GOES communication infrastructure is currently composed of three main assets: NOAA's
Satellite Operations Facility (NSOF) in Suitland, MD, the Wallops Command and Data Ac-

quisitions Station in Wallops, VA and the Consolidated Backup facility in Fairmont WV

[165]. The first facility acts as the primary science operations center, and therefore contin-

uously receives science data from the spacecraft and processes it to create L1 and L2 data

products. Some of these data products are uplinked back to the GOES satellite, which then

broadcasts them through the specially designed GOES Rebroadcast system (GBR) [166].

Note that this description is based on the upcoming GOES-R series of satellites, while past

GOES utilize a similar yet less capable infrastructure.

The Global Change Observation Mission

The GCOM system is JAXA’s main effort to global weather and climate monitoring in the
next decades. The program is supposed to launch a total of six satellites between 2012
and 2030 approximately. Three of them, the GCOM-C series, are tasked with monitoring
climate change over five year intervals by measuring Earth’s carbon cycle and radiation
budget. They are not considered in this study, since their data is latency-unconstrained.
On the other hand, the three satellites from the GCOM-W series are tasked with observing
Earth’s water cycle, as well as wind velocity, sea surface temperature, snow depth among

others. These data products, all relevant to weather forecasting, are latency-sensitive and
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Figure 4-7: GCOM Evolution (Adapted from Reference [10])

therefore must be considered when architecting the ground infrastructure that services them.

Under current agreements, the CGI supports GCOM through two functions: First, it pro-
vides high data rate contacts with the spacecraft, one per orbit, through the Svalbard ground
station. This service includes all scheduling functionality, which is centralized by JPSS given
the navigation solution and operational plans developed by JAXA. Space packets received
the ground site are processed at the CGI PoP, encapsulated in a return SLE service, and
forwarded directly to JAXA [160]. Furthermore, packets are also sent to NOAA, specifically
their ESPC and CLASS systems, where sensor and environmental data records are created

from raw measurements and distributed to the final users [160].
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Table 4.3: NWP End-to-End System Architecture

Physical Node Latency
Node Functionality Contributors
Satellite (SAT) Data acquisition and storage Image acquisition & LOS
Ground Network (GN) Data downlink Packet processing, data transmission time
Wide Area Network (WAN) Data routing Routing of data to processing facility
Processing Facility (PF) Data processing Generation of L1, L2 data products
Distribution Network (DN)  Data distribution Distribution of L1, L2 data to NWP centers

The Defense Meteorological Satellite Program

The DMSP provides weather information to all US military branches. The current infras-
tructure provides downlink opportunities to SSO using four locations in Fairbanks, AK,
New Boston, NH, Thule Air Force Base, Greenland, and Kaena Point, HI {160]. Data is
then, relayed to the FNMOC through domestic satellite systems, where it is processed and
forwarded to the final users.

JPSS’s CGI will enhance this infrastructure by providing contact opportunities, scheduling
and data routing services to DMSP satellites at the McMurdo station in Antarctica. This
will enable the DMSP system to reduce latency by as much as 40% [160]. Moreover, the
CGI will also provide continuity of operations in case of contingency events in the ground
infrastructure through the Consolidated Backup Facility in Fairmont, West Virginia [160].

Step 4-2. Specify the Centrality Measure
Step 4-2.1. Characterization of Latency Contributors

Given the previous description of weather satellite programs and their communication in-
frastructure, Table 4.3 summarizes the end-to-end system architecture for return of weather
satellite data as a function of the functionality provided and the latency contributors it in-
troduces. In that sense, latency can be induced as early as in the image acquisition process,
especially in the case of geosynchronous satellites that capture full-disk images with wide
area coverage and high spatial resolution. In the case of LEO satellites, data is obtained
almost instantaneously thanks to the limited instrument swath, but downlink contact op-
portunities are constrained by line of sight visibility between the spacecraft and the ground

system.

Once the data reaches a ground station, all space packets are processed and encapsulated
into an SLE return service that is forwarded through a WAN. This WAN is usually ground-
based, but can also be space-based as is the case for the DMSP satellites. Next, data
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products are received at ground processing facilities where raw instrument data products
are ingested and transformed into L1, L2 and L3 data products. Of those, NWP centers
usually requires L1 products for their assimilation systems, which are transported to their
final destination through a separate ground distribution network.

Using information from all satellite programs described in Step 4-1, I construct Table 4.4.
A total of 35 nodes are listed, mapping Table 4.3 to the six weather satellite programs
considered in this case study. Latency estimates provided are expected values computed
assuming a 1 contact per orbit network3, and are based on the average instrument data rate
listed for each of the spacecraft under consideration. Observe that no latency is listed for
GOES WAN as data is downlinked directly to the science processing center. Finally, a 5
minute margin in data product processing is assumed due to common inter-dependencies
across data products [48], and distribution latency is assumed to be on the order of 1 minute
thanks to a pessimistic 150Mbps direct connection to the NWP center.

Step 4-2.2. Identification and Characterization of Data Flows

As exemplified by Figure 4-2, not all satellite data products are equally important for weather
prediction purposes. Therefore, in this section I quantify the relative importance of different
satellite-based data products obtained by weather spacecraft using an approach analogous
to past system architecting studies related to Earth observing systems (see Figure 4-8 and
References [26] and [18]). In particular, I first identify the set of sub-domains that are
relevant for weather forecasting purposes. Then, I decompose each sub-domain into a set of
specific measurements to be taken by space-based instruments. And finally, I elicit the ability
of current and future instruments on-board the previously described satellite programs to
deliver those measurements. Note that I implicitly exclude the problem of selecting a set
of instruments for a given satellite program. This simplification is justified by two facts:
First, by anchoring the results of this step on current planned capabilities, I ensure that
the centrality measure is estimated using realistic data. Second, the problem of architecting
satellite observation programs has already been studied in the literature (e.g. Reference
[26]) and is ultimately related to scientific value rather than infrastructure cost.

Data Products for Numerical Weather Forecasting

Satellite measurements for NWP system are typically used to derive the state of the atmo-
sphere at either the surface, the troposphere and tropopause and the mesosphere [167]. At

3This is representative of the current system implementation for all programs except for DMSP which has
better ground support. No scheduling constraints are assumed since weather satellites have enough priority
to ensure the assumed level of ground support.

4This corresponds to a maximum latency of 90 minutes, the value typically reported. The average is taken
across all latitude/longitude points.
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Table 4.4: Characterization of Latency Contributors

Node Latency [min] Rationale

JPSS:
SAT 56* 1 polar ground station
GN 7.0 44 Gbit/orbit at 300Mbps
WAN 7.5 100Mbps dedicated line
PF 10.0 5min margin for interdependencies
DN 3.5 150Mbps dedicated line

MetOp:
SAT 56 1 polar ground station
GN 9.5 14 Gbit/orbit at 70Mbps
WAN 2.5 100Mbps dedicated line
PF 10.0 5min margin for interdependencies
DN 1.8 150Mbps dedicated line

EOS:
SAT 56 1 polar ground station
GN 10.0 40 Gbit/orbit at 150Mbps
WAN 7.0 100Mbps dedicated line
PF 10.0 5min margin for interdependencies
DN 3.5 150Mbps dedicated line

DMSP:
SAT 33 4 semi-polar ground stations
GN 1.0 80 kbit/orbit at 3Mbps
WAN 1.0 DOMSAT (Inmarsat GX - 50Mbps)
PF 10.0 5min margin for interdependencies
DN 1.0 150Mbps dedicated line

GCOM:
SAT 56 1 polar ground station
GN 1.0 Downlink 1Gbit/orbit
WAN 1.0 100Mbps dedicated line
PF 10.0 5min margin for interdependencies
DN 1.0 150Mbps dedicated line

GOES:
SAT 15.0 Full disk acquisition
GN 0.0 Continuous downlink
WAN 0.0 No wide-area network
PF 10.0 5min margin for interdependencies
DN 1.0 150Mbps dedicated line

NWP
NWP 0.0 Latency measured at entry of NWP
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Figure 4-8: Identification of NWP Data Flows

a high level, the goal is to obtain estimates for the temperature, pressure, humidity and
wind profiles at different altitudes, as well as information on the atmosphere’s composition,
clouds and precipitations. Additionally, certain properties from the Earth’s surface (e.g.
vegetation levels, sea-ice or snow coverage, etc.) are sometimes utilized to obtain boundary
conditions, as well as for forecasting unique values such as minimum surface temperature
[19].

A comprehensive decomposition of the data products required for numerical weather fore-

casting can be obtained through the OSCAR database maintained by the World Meteoro-

logical Organization [168]. For high resolution NWP, it lists a total of 56 data products

categorized in six main sub-domains®:

e Atmospheric characterization, including temperature, pressure, humidity and water
vapor profiles.

e Atmospheric chemistry, mainly related to Ozone in the upper layers of the troposphere
and lower stratosphere.

e Atmospheric winds, both at high altitudes and the surface.

e Cloud characterization (e.g. cloud cover, cloud type) and composition (e.g. cloud
liquid water, cloud ice).

e Aerosols and radiation measurements, which includes measurements of the Earth

albedo or aerosol mass mixing ratio.

5Note that these sub-domains have an almost one-to-one mapping with the the of objectives for the weather
panel in Reference [26].
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e Surface characterization, which includes measurements of the vegetation index, pre-

cipitation intensity for nowcasting, sea-ice cover or snow cover.

Interestingly, the database also provides a timeliness requirement for each of these data
products, with three values provided: An optimal value, a desired target goal and a threshold
after which the data has no value. It can be observed that the optimal values are always
in the 15 minutes range while desired goals are set at 30 minutes to 1 hour approximately.
There is, however, one exception: Most measurements related to surface characterization
have relatively large latencies of hours or even days, which seems to suggest that they are
not constrained by latency problems. This fact was corroborated by a NWP expert, who
indicated that surface measurements such as sea ice cover do not vary significantly even on

a daily basis and therefore do not need to be updated regularly [19].

Unfortunately the OSCAR database does not indicate how important each of these sub-
domains is for generating accurate weather forecasts. To overcome this limitation, expert
elicitation from three American and European leading NWP institutions was conducted.
Each expert was asked to rank and comment on the relative importance of each weather
sub-domains. Results are reported in Table 4.5, where a score of 5 indicates maximum
importance and a score of 0 indicates that this type of data is not used. Several conclusions
can be reached:

e Atmospheric characterization measurements are clearly the most important data prod-
uct since they can be used to directly estimate the temperature and humidity profiles
at different atmospheric levels. Furthermore, these measurements are currently used
to derive wind profiles using temperature gradients (also known as termal winds), as
well as first-order estimates for clouds structure and composition using atmospheric
humidity estimates [19].

e Atmospheric wind characterization is consistently ranked as the second most important

type of data product since it helps characterize the dynamics of the atmosphere.

e Cloud characterization is currently considered a secondary product for global fore-
casting. In fact, some centers do not use clouds at all for global weather forecasting
purposes [I8]. Other centers are currently experimenting with assimilating cloud im-
agery, albeit concerns were raised about the ability to obtain meaningful 3D cloud
information from 2D images taken from geosynchronous orbit [I7].

e Atmosphere composition (both ozone and aerosol composition) is typically considered
an optional data product for weather forecasting purposes. In fact, the NCEP does
not always utilize them [I7], while Meteo-France does not use them at all [I8].

e Finally, surface measurements are not typically used for weather forecasting except for
the prediction of specific variables such as minimal temperature in a region [I9]. They
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Table 4.5: Relative Importance of NWP Sub-domains

NWP Atmospheric Atmospheric Atmospheric Cloud Aerosols&  Surface
center charact. chemistry winds charact. radiation charact.
ECMWF b) 1 4 2 1 0
ECMWF 5 1 3 4 2 0
Meteo-France 5 0 3 0 0 0
NCEP 5 2 3 4 2 0
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Figure 4-9: Relative importance of NWP Sub-domains

are also used for computing climatological statistics off-line and are consequently not
affected by latency [I8].

Since the interview sample size for this case study was limited, other sources of information
were used to ensure that the weights from Table 4.5 are accurate. In particular, I used
Reference [157] and Figure 4-2 to estimate the relative importance of different sub-domains
by translating the instrument-related error to a sub-domain related error using the measure-
ment to instrument mapping obtained through the OSCAR database. In that sense, Figure
4-9 plots the obtained weight using both methods, along with their average. Note that
in general there is good agreement between the expert-elicitated weights and the weights
derived from the current error forecast sensitivity. The only significant difference is the
importance of atmospheric winds, which seems to be overestimated by experts. In fact, the
weights estimated through the FEC method do not contain any measurements from scat-
terometers other than those flown on-board the MetOp satellites. These are known to have
much lower resolution than other dedicated scatterometers flown on-board dedicated space-
craft (e.g. QuickScat) [I9]. Therefore, I expect this method to underestimate the importance
of wind characterization for accurate weather prediction.
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Measurement to Instrument Mapping

Once the measurements that are important for NWP have been identified, the next step is
to assess which satellite instruments are and will be used to generate them. To that end, the
OSCAR database is again utilized to qualitatively assess the ability of a given instrument
to generate a certain type of measurement. Note that this qualitative assessment is based
on expert opinion captured in the form of a 0 to 5 scale, where a 0 indicates that a given
instrument does not provide any relevant measurements to derive a certain data product
(and vice versa). For instance, a generic spectro-radiometer such as MODIS is especially
important for obtaining atmospheric temperature, cloud cover, Earth surface albedo or sea
ice cover. It also provides secondary information for other data products such as horizontal
wind profiles at surface or atmosphere specific humidity. In contrast, a highly specialized
instrument such a scatterometter is basically designed and optimized to provide one type of

information, wind profile at surface.

Twenty-two instruments have been analyzed using the OSCAR database in order to quantify
their importance when generating measurements related to the six sub-domains identified in
Section Step 4-2 (see Table 4.7 for a summary of their characteristics, as well as other instru-
ments that provided or will provide the same information in past and future space programs).
These include current instrument flown on-board GOES, POES, MetOp and Meteosat satel-
lites, as well as future instruments that will be deployed with the new generation of JPSS
satellites and their European counterparts. In general, four types of instruments are used to
gather NWP data: MW and IR sounders, optical imagers, radiometers and GPSRO devices.
Table 4.6 details the result of this mapping by providing a weight that indicates the im-
portance of a given instrument when obtaining measurements of a given NWP sub-domain.

The provided score for instrument ¢ and sub-domain d is computed as

Vzed SCim

m

VTS 5 )

Vj Vmed

where SC; 1, is the 0-5 qualitative score in the OSCAR database for measurement m from
sub-domain d. Note that this process is analogous to the value decomposition process in
Reference [26], where measurements are assumed to all have the same relative importance.
Therefore, w; 4 quantifies the relative importance of instrument ¢ in obtaining measurements
for NWP sub-domain d. Observe, for instance, that the GPSRO devices are basically used
to derive atmospheric characteristics, while scatterometers are used to derive atmospheric
winds. On the other hand, more capable instruments like MODIS or VIIRS are able to

gather measurements that influence multiple sub-domains at the same time.
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Table 4.6: Instrument to Sub-domain Mapping. Each entry defines w; 4.

NWP Sub-Domain

Atmos. Atmos. Atmos. Cloud Aerosols&

Instrument Type . . ..
charact. chemistry winds charact. radiation

ABI Optical imager 17% 30% 1% 1% 10%
AIRS IR sounder 6% 0% 11% 17% 2%
AMSRE MW imaging radiometer 0% 11% 1% 0% 4%
AMSUA MW sounder 2% 0% 5% 0% 9%
AMSUB MW sounder 0% 0% 4% 0% 7%
ASCAT Scatterometer 0% 30% 0% 0% 0%
ATMS MW sounder 2% 0% 8% 0% 11%
AVHRR Optical imager 6% 0% 1% 0% 5%
CrlIS IR sounder 8% 0% 11% 17% 5%
GRASS GNSS radio-occultation 0% 0% 11% 0% 0%
HIRS IR sounder 3% 0% 7% 3% 5%
IASI IR sounder 8% 0% 14% 24% 5%
MHS MW sounder 0% 0% 4% 0% %
MODIS Multi-purpose imager 22% 15% 10% 1% 10%
OMPS Ozone sounder 7% 0% 2% 36% 0%
SSMI MW imaging sounder 1% ™% 6% 0% 11%
VIIRS Optical imager 16% ™% 1% 0% 9%
CERES Radiometer 0% 0% 4% 0% 0%

Instrument to Satellite Mapping

As previously mentioned, I will assume that the instrument to satellite mapping is outside
the scope of this study and has already been performed. In other words, given the six Earth
observation satellite programs from Table 4.2, I assume that their instrument allocation is
pre-defined and fixed. Therefore, the aim of this section is to compute the importance of a
data flow from a given satellite s given the set of measurements that can be derived from
the observations it takes. In that sense, I compute the importance of a satellite program as

the normalized sum of all instruments carried by the satellite:

Ws = Z Z wWqw; d . (4.2)
vd

Vi€s

Instrument relative importance

Subscript ¢ is used here to denote instrument, while subscript d is related to the NWP sub-
domain. Consequently, wy indicates the relative importance of each NWP sub-domain as
provided in Table 4.5. Note that since all data destination is, in this case, the NWP center,

ws is equivalent to wp from Equation 2.12.

The obtained results for Equation 4.2 are reported in Table 4.8. As expected, the three
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Table 4.7: Summary of NWP-related Instruments

Instrument Type Satellites Mass Power Data Horz. Vert.
kg] (W] Rate Res. Res.
AMSR-E MW imaging radiometer, conical scan. Aqua 314 350 87.4kbps  5.4-56km -
AMSU-A MW sounding radiometer, x-track scan. MetOp-A /B, Aqua, NOAA-18/19 50 24 1.1kbps 48km -
AMSU-B MW sounding radiometer, x-track scan. NOAA-17 and before 50 90 60kbps 16km -
HIRS /4 Cross-nadir scanning IR sounder MetOp-A/B/C 35 24 2.88kbps 26km -

~ IGOR GNSS radio-occultation sounder COSMIC 4.6 16 17kbps 300km 0.5km

§D IMAGER Moderate-resolution optical imager GOES-12-15 140 130 2.62Mbps 4km -

—=  AIRS Cross-nadir scanning IR sounder Aqua 177 220 1.27Mbps 13.5km 1km
CERES Broad-band radiometer Terra, Aqua, TRMM 57 50 10kbps 30km -
OMI Nadir near-UV/Vis. spectrometer Aura 65 66 0.8Mbps 12km -
MODIS Moderate-resolution Imaging Spectro-rad. Terra, Aqua 250 225 6.2Mbps 1km -
SOUNDER  Cross-nadir scanning IR sounder GOES-12/15 152 93 40kbps 8km -
ABI Moderate-resolution optical imager GOES-R 338 450 66Mbps 2km -
ASCAT Radar scatterometer MetOp-A/B/C 260 215 42kbps 12.5km -
ATMS MW sounding radiometer, x-track scan. NPP, JPSS-1/2/3/4 75 130 20kbps 16km -

g AVHRR/3 Moderate-resolution optical imager NOAA-18/19, MetOp-A,B,C 33 27 621.3kbps 1km -

é CrIS Cross-nadir scanning IR sounder JPSS-1/2 175 245 1.9Mbps 14km 1km

5 GRASS GNSS radio-occultation sounder MetOp-A/B/C 30 30 27kbps 300km  0.5km

- IASI Cross-nadir scanning IR sounder MetOp-A/B/C 236 210 " 1.5Mbps 18km 1km

E MHS Microwave Humidity Sounding NOAA-18/19, MetOp-A/B/C 63 93 3.9kbps 16km -

& OMPS Limb-scanning sounder JPSS-1/2 68 108  165kbps 300km  2.2km

S CERES-FO  Broad-band radiometer JPSS-1/2 54 55 10kbps 20km -
‘WindSat MW imaging radiometer, conical scan. Coriolis 307 311 256kbps 12.5km -
SSM/1 MW Imager & Sounder DMSP 96 135 14.2kbps 12.5km -
VIIRS Moderate-resolution optical imager NPP, JPSS-1/2/3/4 275 240 5.9Mbps 750m -
3MI Moderate-resolution optical imager MetOp-SG-A1/2/3 60 80 6.5Mbps 4km -
TIASI-NG Cross-nadir scanning IR sounder MetOp-SG-A1/2/3 360 500 6Mbps 25km -

g Sentinel-5 UV, Visible and Near-IR Sounder MetOp-SG-A1/2/3 250 220 20Mbps Tkm -

é MetImage Moderate-resolution optical imager MetOp-SG-A1/2/3 262 150 20Mbps 1km -
MWS MW sounding radiometer, x-track scan. MetOp-SG-A1/2/3 132 137 30kbps 17km -
RO GNSS radio-occultation sounder MetOp-SG-A1/2/3 22 30 1Mbps 300km  0.5km




Table 4.8: Program Relative Importance w,

Program Instruments Weight
JPSs® ATMS, CERES, CrlIS, OMPS, VIIRS 22%
MetOp AMSU-A, ASCAT, AVHRR/3, GOME-2, GRASS, HIRS/4, IASI, MHS 34%
EOS AIRS, AMSR-R, AMSU-A, CERES, MODIS 25%
DMSP SSMI 6%
GCOM AMSR-2 4%
GOES ABI 10%

primary LEO weather programs (JPSS, MetOp and NASA EOS) contribute to 80% of all
satellite data collection for NWP purposes. Note that this relative importance is not nec-
essarily representative or correlated with the total amount of data the mission is returning.
Indeed, GOES ABI imager is the most data intensive instrument in the analyzed set. Yet,
its importance for weather forecasting is moderate when compared to data products from
sounders on-board MetOp and JPSS satellites.

Finally, observe that the MetOp program has approximately 10% more importance than
similar US programs. The primary reason for this finding is the inclusion of GRASS on-board
MetOp satellites, a radio-occultation device that determines the state of the atmosphere
by measuring changes in GNSS radio signals that propagate through it. In that sense,
radio-occultation has the ability to provide exceptional vertical resolution (e.g. 0.5km for
GRASS), which complements good horizontal resolution by traditional sounders. Therefore,
by combining both types of measurements from a single platform, it is possible to obtain an
improved estimate of the atmosphere’s 3D structure, which enhances the NWP assimilation
process and ultimately results in better forecasting ability.

Step 4-2.3. Characterization of Data Utility

Given that satellite data has been proven to be the most important data source for weather
forecasting systems, I now detail how late delivery of these data products hiders the ability
of NWP to successfully assimilate them. In that sense, it is necessary to have generic
understanding of how operational forecasts are structured. Figure 4-10 provides a schematic
representation of the assimilation time line for both a global and a local forecast system [169].
The global assimilation system is run 4 times per day (00, 06, 12, 18UTC), while the local
assimilation and forecast systems are run every 3 hours’. Data from previous runs, referred
to as background, is used to initialize the assimilation system and, if necéssary, provide
the atmosphere boundary conditions. The assimilation process matches this background
information with the new atmospheric observations received before the system cut-off time.

5Includes Suomi-NPP spacecraft.
"Current operational local forecast systems are typically run on an hourly basis.
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Figure 4-10: Notional Assimilation Timeline

The derived product is then used to feed the forecasting system, which essentially propagates

the state of the atmosphere forward in time in order to obtain the final forecast.

Theoretically it would be optimal to run forecast models at all scales continuously so that new
atmospheric observations are assimilated as they arrive. Nevertheless, in reality this is not
possible due to high computational costs in the assimilation process, as well as latency with
which satellite observations are received. As a result, currentNWP systems have complex
time lines that balance the trade-off between data and forecast availability. Indeed, on one
hand NWP centers want to wait as much as possible before running the assimilation process
to ensure that as much data as possible on the state of the atmosphere has been gathered.
On the other hand, if they wait too much then the forecast is no longer useful to the final
user and therefore the entire production system is useless.

A balance is currently reached by which assimilation systems at different time scales are run
with different periodicity and their data products are optimally intertwined. This complex
scheme is difficult to understand, especially since extra tweaks such as early-decision runs
are currently added to the system to meet specific customer demands. To simplify the
problem, two parameters are typically used to define the time line of an assimilation system:
assimilation window and data cut-off (see References [167] and [169]). The assimilation
window defines the periodicity or cadence with which an assimilation system is run. In
turn, the data cut-off time defines the maximum amount of time a NWP center waits for

delayed observations to arrive. Figure 4-10 depicts the assimilation window and data cut-
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off time for a fictional assimilation system where a global and local forecast systems are
intertwined. Note that observations 1 and 2 are effectively discarded in the assimilation
system since they are delivered outside the data cut-off time for the 00UTC assimilation run
and they are outside the 06UTC assimilation window.

The combination of data assimilation window and data cut-off time is used in Reference [169]
to quantify what percentage of data generated by satellite systems is available at a NWP
when the assimilation system is triggered. I use this notion of percentage of data available
as the utility function for this case study, calibrated assuming a 6 hour assimilation window
and a cut-off time of 1 hour and 15 minutes. These values are representative of NOAA’s
medium-range GFS during the JPSS era [I7], [169], as well as ECMWF mid-range forecasting
[19] and Meteo France’s assimilation process [I8]. Note that, as previously mentioned, most
forecasting centers have a complex dual scheme for assimilating observations where some runs
are performed with longer (> 6h) data assimilation windows, while the others limit the data
cut-off time to implement “early warning systems”. This dual approach has been adapted
to mitigate the impact of latency and would not be necessary should all the observations
be delivered in a timely manner [I8], [170]. Therefore, we utilize the cut-off times for these

early warning systems as they represent the aspirational goal that NWP centers set.

Figure 4-11 plots the resulting utility function U(L) for a global or medium-range forecasting
system. Perfect utility indicates that all data gathered prior to the assimilation’s window cut-
off time is delivered to the NWP processing facility prior to starting the assimilation process.
Two main takeaways can be obtained from it: First, perfect utility is theoretically impossible
since it would require a network with infinite bandwidth and perfect coverage. However, a
system that delivers data with & 15 minutes latency (such as the NPOESS program) would
have a utility of 95% approximately, while a system with a latency requirement of 90 minutes
(such as JPSS) would have a utility just over 60%. Second, the obtained utility function is
linear, which vindicates the use of Equation 2.9 to express the system architecting centrality

measure.

Step 4-2.4. Definition of Normalization Scheme

All rankings in this case study will use sum normalization so that they indicate the relative
importance of a given latency contributor in the overall end-to-end system.

Step 4-3. Ranking of Latency Contributors

Once the centrality measure has been specified, computation of the ranking of latency con-
tributors using Equations 2.9 and 2.12 is immediate. Table 4.9 provides the DSM that
defines which elements of the system interact with each other and induce latency. Observe
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Figure 4-11: Utility Function for Weather Data

Table 4.9: Adjacency Matrix for the NWP End-to-End System
| JPSS MetOp EOS DMSP GCOM GOES GN WAN PF DN
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that most of the complexity has already been abstracted by defining four canonical nodes
(GN, WAN, PF and DN) that aggregate latency contributors that are intricately related.

Figure 4-12 ranks the different latency contributors for the end-to-end NWP system (see
Table 4.10 for the exact numbers). Each bar height indicates the estimated relative im-
portance for a given latency contributor, while color separations within a bar quantify the
relative weight of a given satellite program within that latency contributor. Importantly,
observe that the satellite system is in this case responsible for almost 70% of the end-to-end
system latency. This includes both the time it takes for a satellite to be in view from a
ground station, as well as the time to acquire the image. Furthermore, since JPSS, MetOp
and EOS satellites have similar capabilities and carry the primary instruments that provide
observations for weather forecasting, they combine to cause more than 60% of the total
utility loss in the system. Finally, observe also that capacity of neither the downlink nor
the ground lines is in fact a major latency contributor for current NWP systems. In fact,

results indicate that resources would be better spent upgrading the processing facilities that
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Figure 4-12: Ranking of Latency Contributors

Table 4.10: Relative Importance of Latency Contributors

DMSP EOS GCOM GOES JPSS MetOp TOTAL

Satellite 4.4% 18.2% 2.9% 2.0% 16.1% 24.8% 68.4%
Downlink 0.1% 3.3% 0.1% 0.0% 2.0% 4.2% 9.6%
WAN 0.1% 2.3% 0.1% 0.0% 2.2% 1.1% 5.7%
Proc. Facility 0.8% 3.3% 0.5% 1.3% 2.9% 4.4% 13.2%
Distrib. Net. 0.1% 1.1% 0.1% 0.1% 1.0% 0.8% 3.2%
TOTAL 5.4% 28.2% 3.6% 3.4% 24.1% 35.3% 100.0%

generate the required L1 data products before investing in new technologies to increase the

downlink data rate between satellites and ground stations.

Step 4-4. Problem Formulation
Step 4-4.1. Definition of Case Study Assumptions and Goals

Given that line of sight visibility has been identified as the primary latency contributor in
the system, I now conduct a detailed analysis of the trades between infrastructure cost, risk
and line of sight latency. In particular, the specific set of goals addressed by this part of the

latency-centric approach to architecting space communication networks include:

1. Quantify the trade-off between performance, cost for ground communication networks
and compare them with alternative space-based networks, as well as current and future

proposed systems.
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2. Demonstrate how to quantify immaterial risk factors such as political instability or
anti-US sentiment using a risk-adjusted cost of capital derived from expert elicitation.

3. Quantify the trade-off between performance and risk in ground networks and compare
them against current and planned infrastructures.

During the development of this analysis the following assumptions will be utilized:

e All analyzes will be based on the 2020-2030 era and the predicted space-based capa-
bilities for that decade.

e I only consider global and mesoscale forecast systems that produce forecasts for up to
10 days. I explicitly exclude local forecast systems even though they also have stringent
latency requirements because I assume that their needs can be met by the already
implemented direct-broadcast systems on-board weather satellites such as GOES and
MetOp. Similarly, forecast systems for time-scales greater than 10 days are similar to

climatology studies for which latency is not considered a significant issue.

e The NWP assimilation windows and cut-off times are fixed as indicated in Step 4-2.

Step 4-4.2. Definition of 