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ABSTRACT: Prediction of spin-state ordering in transition metal complexes is essential for 
understanding catalytic activity and designing functional materials. Semi-local approximations in 
density functional theory, such as the generalized-gradient approximation (GGA), suffer from 
several errors notably including delocalization error that give rise to systematic bias for more 
covalently bound low-spin electronic states. Incorporation of exact exchange is known to 
counteract this bias, instead favoring high-spin states, in a manner that has recently been 
identified to be ligand-field dependent. In this work, we introduce a tuning strategy to identify 
the effect of incorporating the Laplacian of the density (i.e., a meta-GGA) in exchange on spin-
state ordering. We employ a diverse test set of M(II) and M(III) first-row transition metal ions 
from Ti to Cu as well as octahedral complexes of these ions with ligands of increasing field 
strength (i.e., H2O, NH3, and CO). We show that the sensitivity of spin-state ordering to meta-
GGA exchange is highly ligand-field dependent, stabilizing high-spin states in strong-field (i.e., 
CO) cases and stabilizing low-spin states in weak-field (i.e., H2O, NH3, and isolated ions) cases. 
This diverging behavior leads to generally improved treatment of isolated ions and strong field 
complexes over a standard GGA but worsened treatment for the hexa-aqua or hexa-ammine 
complexes. These observations highlight the sensitivity of functional performance to subtle 
changes in chemical bonding.  
  



2 

 

1. Introduction 

The accurate description of transition metal chemical bonding, prediction of spin-state 

ordering, and evaluation of redox potentials are essential for the discovery of new materials (e.g., 

spin-crossover complexes1-2) and optimization of catalyst reactivity3. Approximate density 

functional theory (DFT) remains the method of choice for computational discovery4-11, owing to 

its favorable balance of accuracy and efficiency.12 Nevertheless, delocalization errors13-14 and 

other biases in semi-local exchange approximations15-16 (e.g., the generalized gradient 

approximation or GGA) produce systematic biases toward low-spin states17-18 that prevent 

prediction of either qualitative (i.e., ground state identity) or quantitative (i.e., energetic splitting 

between states) spin-state properties. The bias toward low-spin states may be understood19-20 by 

recalling the greater delocalization afforded through greater population of bonding orbitals in 

low-spin states than in high-spin states.  

Conversely, incorporation of exact exchange in hybrid functionals, as developed in the 

context of Hartree-Fock (HF) theory, is well-known18, 21-27 to reverse GGA low-spin bias17-18, 22. 

However, the strong chemistry-dependence of HF exchange effects on spin-state ordering18, 21-22, 

28 has motivated diverging proposals of either low22, 29-31 or high21, 32-33 HF exchange fractions in 

order to accurately predict transition metal complex properties. Explicit incorporation of exact 

exchange also remains computationally expensive in the context of periodic, plane-wave DFT. 

Given the growing interest in inorganic materials, such as metal-organic frameworks34 and spin 

crossover materials35-37, accurate prediction of spin-state ordering within pure DFT 

approximations is highly desirable. Current periodic studies rely on approximate delocalization 

error correction through the so-called DFT+U approach38-40, which we have shown to yield 

accurate spin-state ordering in a range of molecular systems.41-43 However, disadvantages for 



3 

 

DFT+U remain in the fact that one must calculate43-44 or tune the U parameter, which introduces 

empiricism. We have also shown that optimal U choice may be ambiguous, depending on 

whether one is aiming to reproduce accurate density properties14, recover piecewise linearity45, or 

reproduce spin-state ordering41-43. 

Within pure DFT, meta-GGAs are functionals that incorporate the Laplacian of the 

density or equivalently the kinetic energy density; this more flexible form holds broad promise 

for reducing delocalization error in an exchange-correlation approximation.46 Contemporary 

meta-GGAs have already been put forward for their potential in predicting the energetic (i.e., 

spin-state ordering) and structural properties of transition metal complexes47. Heavily 

parameterized, pure meta-GGA functionals (e.g., the over-20-parameter functional M06-L48) 

have demonstrated particularly impressive spin-state ordering18, 49 and thermochemistry50 in 

transition metal complexes. Isomer energetics of transition metal oxide molecules51 have been 

shown to be in equivalently good agreement with multi-reference wavefunction theory for both 

the TPSS52 and M06-L48 meta-GGAs. More recently introduced meta-GGA functionals (i.e., the 

strongly constrained and appropriately normed meta-GGA or SCAN53) have shown promise for 

bulk transition metal oxide polymorphs54.  

At the same time, ambiguity remains in understanding of the extent to which meta-GGA 

exchange improves predictions over those obtained with GGA exchange for transition metals. 

Widely employed scaling relations in catalysis on bulk transition metals have been shown to be 

equivalent between pure GGA and meta-GGA descriptions55, and meta-GGAs have been shown 

to produce limited improvement over GGAs on bulk property predictions.56 Furthermore, some 

reactivity studies have preferred the hybrid meta-GGAs and hybrid GGAs57-59 over pure meta-

GGAs, and others suggested no substantial improvement of the hybrid meta-GGA M06 for spin-
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state ordering over traditional GGA hybrids.60 Still others have recommended double hybrid 

functionals in order to reproduce spin-state ordering in iron complexes61, found too-strong high-

spin bias in heavily parameterized meta-GGAs62, or suggested that at least a small amount of 

exchange (i.e., 10% as in TPSSh) is necessary for accurate spin-state prediction63. Other 

properties, such as geometries64-65 or thermochemistry66-67 have been demonstrated to be better 

predicted by pure or hybrid GGAs, respectively, than meta-GGAs. Thus, there is a clear need to 

isolate and identify the effect of few-parameter, meta-GGA exchange descriptions on the spin-

state ordering of transition metal complexes. 

In this work, we introduce and apply a strategy to continuously tune from GGA to meta-

GGA descriptions of exchange in order to isolate the effect of meta-GGA exchange on spin-state 

ordering in first-row transition metal ions and complexes across the periodic table (i.e., from Ti 

to Cu) and with ligands of increasing field strength (i.e., H2O, NH3, and CO). This approach 

enables us to identify whether meta-GGA exchange corrects for systematic GGA functional low-

spin biases in transition-metal complexes. The outline of the rest of the paper is as follows. In 

Sec. 2, we review exchange-correlation functional forms and our tuning strategy. Computational 

details are presented in Sec. 3. In Sec. 4, we discuss effects of meta-GGA exchange tuning on 

transition metal ions and complexes. Finally, we provide our conclusions in Sec. 5. 

 

2. Theory and Approach 

We investigate the effect of incorporation of meta-GGA exchange by introducing an 

exchange tuning procedure to connect between two closely related functionals, the PBE68 GGA 

and the TPSS52 meta-GGA. In both cases, the GGA or meta-GGA exchange is expressed as an 

enhancement factor over local density approximation (LDA) exchange: 
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EX

PBE/TPSS(ρα ,ρβ ) = ρεx
UEG (ρα ,ρβ )Fx

PBE/TPSS(s)dr∫   (1) 

where    εx
UEG  is the exchange energy potential of the uniform electron gas used in the LDA. In 

PBE, the additional contribution of the reduced density gradient is introduced via a GGA 

enhancement factor, Fx
PBE :  

 

  

Fx
PBE =1+κ − κ

1+ µs2

κ

  (2) 

where κ and µ are non-empirical constants selected to recover the local-spin density linear 

response69 and to satisfy the Lieb-Oxford bound70, and s=s(ρ,∇ρ) is a functional of the reduced 

density gradient.  

The meta-GGA exchange-enhancement expression in the closely-related TPSS52 

functional was derived by satisfying all of the exact or nearly exact constraints satisfied by the 

PBE GGA plus 3 additional constraints71 without introduction of empirical parameters. The 

TPSS meta-GGA exchange-enhancement factor, FxTPSS , is expressed as:  

 

  

Fx
TPSS =1+κ − κ

1+ x
κ

 , (3) 

where κ  is the same constant as in eq. 2 and x=x(ρ,∇ρ,∇2ρ) is a functional of the electron 

density, the electron energy gradient, and the electron kinetic energy through the reduced 

Laplacian of the electron density, α.52  
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Thus, continuous tuning of the exchange-enhancement factors between the PBE and 

TPSS limits may be made by constructing a combined exchange enhancement factor where the 

pure gradient contribution is separated from the gradient-Laplacian contribution. Including an 

additional weighting factor, ax, between the two contributions to exchange, this modified 

enhancement factor becomes: 

 Fx
TPSS/PBE =1+κ − κ

1+ axx+ (1−ax )µs
2

κ

  (4) 

In this work, we smoothly vary exchange from the PBE-GGA limit (ax→0) to the TPSS meta-

GGA limit (ax→1) in order to reveal the role of meta-GGA exchange in spin-state ordering in an 

analogous fashion to previous exact exchange tuning studies18, 21, 28, 72. Comparisons of TPSS and 

PBE for spin state ordering have been made previously, but continuous variation introduced here 

provides new insight into the role of meta-GGA exchange. The exchange enhancement factor for 

intermediate values of ax  is a non-linear admixture of the PBE and the TPSS values (Figure 1). 

Identification of how exchange-enhancement evolves with PBE/TPSS mixing reveals the most 

substantial changes for small s and intermediate values of the reduced Laplacian, α. Correlation 

is treated with the TPSS functional in all cases in order to isolate the dominant exchange effect18, 

21, 28, 72 on spin-state ordering. The extent to which non-linearity in the exchange-enhancement 

factor also makes energetic predictions non-linear is limited and discussed in detail in sec. 4.  
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Figure 1. (a) TPSS (solid lines) and PBE (dashed line) enhancement factors, Fx, as functions of 
the reduced gradient s for four different values of the reduced kinetic energy, α. (b) TPSS/PBE 
(solid lines) and PBE (dashed line) enhancement factors, Fx, as functions of the reduced gradient, 
s, for four different values of the reduced kinetic energy, α, at ax=0.5. 

Functional tuning is carried out to compare the effect of exchange descriptions on the 

electronic energy adiabatic high-spin (HS)-low-spin (LS) state splittings: 

 ΔEHS-LS = EHS(RHS)−ELS(RLS )  , (5) 

where EHS(RHS) or ELS(RLS) represent the energies of HS and LS states obtained at their ground 

state geometries, respectively. Comparisons between HS or LS states and intermediate spin states 

(IS) are evaluated in an equivalent manner. We neglect spin-state dependent vibrational and 

solvation effects that would be necessary if the goal were to compare to experimental spin-state 
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ordering.17 We instead focus on how functionals tune electronic energies, in analogy to previous 

work on HF exchange tuning.18, 21-22 

In order to reveal effects of functional tuning, we approximate the partial derivative of 

the relative electronic energy between HS and LS states (ΔEHS-LS) with respect to meta-GGA 

exchange fraction, ax, with a linear regression fit: 

 ΔΔEHS-LS
Δax

≈
∂ΔEHS-LS
∂ax

 , (6) 

where we denote ∂ΔΕHS-LS
∂ax

 the meta-GGA exchange sensitivity of spin-state splitting. We 

introduce the notation MGGAX, a single unit of which corresponds to the range from ax= 0 (0%) 

ax= 1 (100%) meta-GGA exchange, and the units of meta-GGA exchange sensitivity, ∂ΔΕHS-LS
∂ax

, 

that we use are kcal/mol per MGGAX. In the case of transition-metal complexes, any effect of 

functional tuning on the preferred geometry is also incorporated into the spin-state ordering. 

 

3. Computational Details 

Spin-state orderings of atoms and transition metal-complexes were evaluated with the meta-

GGA tuning strategy outlined in sec. 2 (structures shown in Figure 2).  

 

Figure 2. Summary of octahedral complexes studied in this work with M(II) and M(III) metals 
from Ti(II) to Cu(III) inclusive and isolated atoms (ligand = None) as well as ligands of 
increasing ligand field strength: water, ammonia, and carbon monoxide. 
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Spin-state ordering was evaluated for each transition metal ion in +2 (Ti-Ni) and +3 (V-

Cu) oxidation states. The electron configuration of all these ions is nominally 3dx4s0, where x 

ranges from 2 to 8 (Table 1). Reference data from the National Institute of Standards and 

Technology (NIST) database73 was used to identify relevant spin states for comparison and for 

evaluation of exchange-correlation functional errors (Table 1). The lowest energy state of each 

spin multiplicity was identified in all cases, leading to a single high-spin and low-spin definition 

for all ions except for the d4-d6 cases (i.e., Cr(II), Mn(II/III), Fe(II/III), and Co(III), see Table 1), 

which also had low-energy intermediate spin states. The meta-GGA-tuned energies were 

obtained using the GAMESS-US74 code spanning 0% meta-GGA (i.e., GGA) to 100% meta-

GGA in 25% increments. Calculations employed Dunning’s augmented correlation consistent 

triple-ζ basis set75 (aug-cc-pVTZ). GAMESS by default increases radial grid fidelity when meta-

GGA calculations are employed. This higher grid density was also employed for the pure GGA 

calculations. For the ions, the electronic state was selected by visual assessment, including from 

restricted and unrestricted singlet candidates, in order to obtain states corresponding to the 

experimental term symbol of the isolated atom. For all unrestricted calculations, the default 

values for level shifting and convergence tolerance (1x10-5 a.u.) were used.  

Table 1. Spin-states for ions in M(II) and M(III) oxidation states with corresponding electron 
configurations and experimental relative energies (in kcal/mol) from the NIST73 atomic spectra 
database database for the 8 first-row transition metal ions studied in this work. 

  M(II)   M(III)  
Element HS LS IS HS LS IS 
Ti (3d2/--) triplet singlet -- -- -- -- 
 0.00 24.2 -- -- -- -- 
V(3d3/3d2) quartet doublet -- triplet singlet -- 
 0.00 34.1 -- 0.00 31.4 -- 
Cr(3d4/3d3) quintet singlet triplet quartet doublet -- 
 0.00 71.9 48.0 0.00 43.1 -- 
Mn(3d5/3d4) sextet doublet quartet quintet singlet triplet 
 0.00 111.8 76.6 0.00 -- 59.0 
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Fe(3d6/3d5) quintet singlet triplet sextet doublet quartet 
 0.00 86.7 55.3 0.00 134.4 92.0 
Co(3d7/3d6) quartet doublet -- quintet singlet triplet 
 0.00 48.4 -- 0.00 102.6 65.3 
Ni(3d8/3d7) triplet singlet -- quartet doublet -- 
 0.00 39.9 -- 0.00 56.7 -- 
Cu(--/3d8) -- -- -- triplet singlet -- 
 -- -- -- 0.00 46.4 -- 

 

Octahedral transition metal complexes were studied with representative weak-field (H2O, 

NH3) and strong-field (CO) ligands (Figure 2). The selected spin-states for these complexes were 

the HS and LS states identified for transition metal ions based on comparison of data available 

from NIST73 (Table 1). The sole exception to this assignment is that the singlet Mn(III) ion 

energy was not available from the same NIST database73, but we define a singlet state as the low-

spin state for the Mn(III) complexes. Structures and input files for these calculations were 

generated using molSimplify76, a recently introduced toolkit for automating simulation of 

transition metal complexes. The molSimplify76 code uses trained metal-ligand bond lengths and 

force-field pre-optimization to provide good initial guesses for DFT geometry optimizations. We 

carried out exchange tuning from 0% to 100% meta-GGA exchange in 10% increments to ensure 

a consistent electronic state was smoothly converged. Initial geometry optimizations in 

GAMESS were performed with the 6-31G*77 basis set. All optimized geometries and a list of the 

select complexes that did not converge are provided in the Supporting Information). The spin-

state ordering of these complexes were obtained from single point energy calculations using the 

larger triple-ζ def2-TZVP78 basis set.  

Convergence difficulties for one of the two spin states prevented study of exchange 

tuning on select complexes ([Ni(CO)6]3+, [Mn(NH3)6]3+, [Ni(NH3)6]3+, [Cu(H2O)6]3+), as indicated 

in the Supporting Information. In particular, Jahn-Teller distortion that leads to dissociation of 
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axial ligands was problematic for the low-spin, doublet Ni(III) carbonyl or ammine complexes, 

low-spin, singlet Cu(III) hexa-aqua complexes, and high-spin, quintet Mn(III) ammine 

complexes. Default values were used for level shifting and the convergence criteria were set to 

1x10-4 a.u./bohr for the gradient in geometry optimizations and to a 10-6 a.u. change in the 

density matrix between iterations for convergence of the self-consistent field calculation. Partial 

charges were obtained from the GAMESS interface with the Natural Bond Orbital (NBO) v6.0 

package79. Consistent electronic states were obtained as exchange-mixing was varied through 

trial-and-error restarts from converged guesses where necessary. The consistency was validated 

by ensuring smooth variation of total energies, S2 values, and orbital occupancies with NBO. 

Analysis of the density at bond critical points (BCPs80) was performed using the Multiwfn post-

processing package.81   

 Complete active space second-order perturbation theory (CASPT2)82 calculations were 

performed with Molcas 8.083 on [Fe(NH3)6]2+ due to the lack of recent literature CASPT2 data for 

this complex. Relativistic atomic natural orbital (ANO-rcc) basis sets84-85 contracted to 

[7s6p5d3f2g1h] for Fe, [4s3p2d1f] for N and [3s1p] for H were used together with the scalar-

relativistic Douglas-Kroll Hamiltonian86-87. An imaginary level shift of 0.1 and IPEA shift of 0.25 

were used88-89 with an active space of 10 electrons in 12 orbitals. 

 

4. Results and Discussion 

4a. Atomic Spin State Ordering 

 Semi-local GGA functionals are well-known18, 21-22 to have strong preference for low-spin 

states over high-spin states in transition metal complexes due to differences in delocalization14, 19 

between high- and low-spin complexes, and incorporation of HF exchange reverses this 
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preference18, 21-22. However, for weak-field ligands (e.g., water) the extent of delocalization may 

be limited45, and underlying biases in the functional for energetics of the transition metal ion 

become important. Thus, as a limiting case, we evaluate the spin-state energetics for M(II) and 

M(III) first-row transition metal ions and compare to reference experimental data (Table 1) to 

identify biases in semi-local GGA and meta-GGA calculations (Supporting Information Tables 

S1-S14).  

Experimentally, high-spin (HS) states are universally preferred by as much as 5.83 eV 

(i.e., 134 kcal/mol) over low-spin (LS) counterparts (i.e., for Fe(III) sextet versus doublet states). 

Mid-row Cr(II) through Co(III) have a third accessible intermediate-spin (IS) state that generally 

is also intermediate in energetics between the HS and LS spin states. The smallest HS-LS 

splitting is observed for the 3d2 Ti(II) triplet-singlet gap at 1.05 eV (i.e., 24 kcal/mol). Isolating 

comparisons to the most closed-shell spin state and a higher-spin state that differs by unpairing 

of only one pair of electrons (i.e., the only two states for early and late transition metals, the two 

lowest spin states for the mid-row transition metals) reveals an oscillating but increasing 

energetic penalty for this pairing from as low as 1.05 eV (i.e., 24 kcal/mol) in Ti(II) singlet-

triplet to as high as 2.46 eV for Ni(III) doublet-quartet or 2.01 eV for Cu(III) singlet-triplet (i.e., 

46-56 kcal/mol).  

GGA spin-state splitting ΔEHS-LS errors may be grouped into primarily positive values for 

early or late transition metals and negative values for the mid-row transition metals (saturated 

lines in Figure 3). Evaluation of GGA spin-state splittings for the two spin-state early- (Ti(II), 

V(III/II), Cr(III)) and late- (Co(II), Ni(III/II), and Cu(III)) transition metal ions reveals that GGA 

exchange consistently understabilizes the high-spin states of these ions (black circles in Figure 

3). This low-spin stabilization error grows from as little as 10 kcal/mol in Ti(II) to as much as 30 
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kcal/mol in Ni(II). Recalling the shift in spin-state energetics experimentally from 24 to 46-56 

kcal/mol, it becomes apparent that nearly constant estimation of pairing energetics by the GGA 

will produce increasing errors as the d shell is filled. Incorporation of meta-GGA exchange has a 

weakly favorable effect for Ti(II), V(III), Ni(III), Ni(II), and Cu(III), reducing errors by 1-3 

kcal/mol by slightly stabilizing the HS state over the GGA HS-LS splitting (see Supporting 

Information Tables S1-S14). Conversely, V(II), Cr(III), and Co(II) HS states are further 

destabilized by incorporation of a meta-GGA, worsening errors by as much as an additional 6 

kcal/mol (Cr(III)). Thus, for the single pair of electron differences in nearly closed shell early- or 

late-transition metal ions, meta-GGA exchange both lacks the consistent behavior of HF 

exchange (i.e., to correct GGA LS bias) and also appears to have a relatively small effect (2-5 

kcal/mol) in comparison to the magnitude of GGA errors (up to 30 kcal/mol). 

 

 
Figure 3. GGA (gray filled circles) and meta-GGA (up or down triangles) error in spin-state 
ordering, ΔE, of first-row transition metal ions with respect to experimental references in 
kcal/mol for both high-spin to low-spin ordering (HS-LS, shown in black lines and saturated 
symbols) and high-spin to intermediate-spin ordering (HS-IS, shown in gray lines and 
unsaturated symbols). The zero error point is shown as a dotted line. The meta-GGA symbols are 
filled red or green if the error is increased or decreased with respect to GGA, respectively. Up 
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triangles are chosen for cases where the ΔE becomes less biased toward the higher spin state, and 
down triangles are shown for the opposite. 
 

Behavior of both GGAs and meta-GGAs is reversed in the mid-row transition metals 

where HS-LS splitting corresponds to comparison of states that differ by unpairing of four 

electrons: from the quintet-singlet states of d4 Cr(II) to d6 Co(III). The GGA functional 

systematically overstabilizes the HS with respect to the LS by as much as around 18 kcal/mol 

(gray circles in Figure 3). This HS stabilization by GGA diverges from expectations on the basis 

of transition metal complexes and with the trends in the early- and late- transition metals. This 

difference can be understood through the states being compared: in the mid-row transition metals 

HS-LS corresponds to a difference in pairing for four electrons, whereas in the early- and late-

transition metals, this difference is only for a single pair of electrons. Comparison of HS-IS 

splitting in the mid-row transition-metals to early- or late- transition metals reveals more 

comparable trends in HS destabilization. In the mid-row HS-LS spin-state orderings, addition of 

meta-GGA exchange dramatically reduces errors with respect to experimental references (green 

triangles in Figure 3). By shifting HS-LS splittings by between 8 and 12 kcal/mol, full meta-

GGA exchange predicts the HS-LS splitting for all cases within 1-2 kcal/mol of the experimental 

value. Thus, on the basis of HS-LS spin-state ordering of transition metal ions, meta-GGA 

exchange provides substantial improvement over a standard GGA description. 

In the mid-row cases, we may also consider HS-IS ordering energetics with GGA (light 

gray circles in Figure 3). From Cr(II) to Mn(II), HS-IS spin-state errors increase from around 12 

to 25 kcal/mol, decreasing to 2 kcal/mol for sextet-quartet ordering of d5 Fe(III) but then 

increasing again in Fe(II) and Co(II). Overall, the HS state is generally destabilized with respect 

to the IS state in comparison to experimental reference by GGA by an amount that increases with 



15 

 

increasing d configuration until abruptly decreasing when the shell is half-filled before 

increasing again. Here, it is less clear if any experimental increase in HS-IS splitting is 

underlying the increase in GGA errors. In all of these cases, incorporation of meta-GGA 

exchange leads to further destabilization of the HS state, by a consistent amount around 6-10 

kcal/mol per ion that increases meta-GGA errors over GGA errors with respect to the 

experimental reference by the same amount (light red triangles in Figure 3). Put another way, 

meta-GGA exchange corrects midrow HS-LS splitting but overstabilizes intermediate spin-

states, pushing them too close to the HS state and too far below the LS state. The near constant 

error suggests limited dependence of the functional behavior on d shell filling. The HS-IS 

behavior of Cr(II)-Co(III) is roughly consistent with the most-intermediately filled early- and 

late-row cases (i.e., V(II), Cr(III), and Co(II)), suggesting some systematic errors in GGAs that 

are worsened by meta-GGAs in transition metal ions.  

Overall mean absolute errors (MAEs) for HS-LS splittings on the transition metal ions 

with meta-GGA exchange (12.9 kcal/mol) are reduced with respect to GGA values (16.3 

kcal/mol) by nearly 4 kcal/mol (Table 2). The recently introduced53 SCAN functional performs 

comparably to the TPSS meta-GGA exchange functional on transition metal ions with mean 

absolute errors in HS-LS splitting around 15 kcal/mol (Supporting Information Table S15). The 

reduction in only the HS-LS error in the midrow transition metal ions is even more substantial 

with a reduction in GGA MAE from 10.7 kcal/mol to 1.7 kcal/mol for meta-GGAs. Maximum 

absolute errors are also reduced from 14.6 kcal/mol for GGA to 2.8 kcal/mol for HS-LS 

splittings of midrow atoms with meta-GGAs.  

Table 2. Mean absolute error and maximum error in spin-state splitting (in kcal/mol) for high-
spin/low-spin ordering (HS-LS) of all transition metal ions (HS-LS all), the midrow subset from 
Cr(II) to Co(III) (HS-LS midrow), and the high-spin/intermediate-spin ordering (HS-IS) of the 
midrow subset from Cr(II) to Co(III). GGA exchange is compared to meta-GGA exchange. 
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Ordering 
GGA meta-GGA 

HS-LS 
all 

16.3 
(30.6) 

12.9  
(29.1) 

HS-LS 
midrow 

10.9 
(14.6) 

1.7  
(2.8) 

HS-IS 
midrow 

16.9 
(25.5) 

23.7  
(30.9) 

 

However, this improvement comes at the cost of worsening HS-IS spin-state splitting 

MAEs from 16.9 to 23.7 kcal/mol and maximum absolute error from 25.5 kcal/mol to 30.9 

kcal/mol, for GGA to meta-GGA, respectively. The majority of improvements made by 

incorporation of meta-GGA exchange come from destabilization of HS states in cases where the 

GGA already overstabilizes HS states. At the same time, some early- and late-transition metals 

have spin-state orderings weakly improved by incorporating meta-GGA exchange that leads to 

HS stabilization, suggesting flexibility in the manner in which meta-GGA exchange alters spin-

state ordering. In contrast, HF exchange systematically stabilizes HS states, and its incorporation 

to correct spin-state ordering is reliant upon the assumption that GGA only overstabilizes LS 

states, which does not apparently hold in the case of mid-row transition metal ions.  

4b. Transition Metal Complex Spin-State Ordering 

 Systematic low-spin bias for GGA functionals is known in octahedral transition metal 

complexes, but the effect of meta-GGA exchange is not well-established. We now consider the 

effect of meta-GGA exchange on octahedral transition metal complexes with increasingly strong 

field ligands (i.e., H2O to NH3 to CO, see Figure 2). It is worthwhile to note that various pure 

meta-GGA functionals may perform differently due to differences in parameterization. A 

comparison of HS-LS errors for Fe(II) octahedral complexes and ions as determined against 
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correlated wavefunction theory reference90-92 reveals comparable performance for TPSS52 and 

SCAN53 but improved spin-state ordering with the more highly-parameterized M06-L 

functional48 (Supporting Information Table S16). We focus our evaluation to TPSS due to the 

straightforward tuning of the enhancement factor not possible with the other two meta-GGA 

functional forms (see sec. 2), and we now identify the effect of meta-GGA exchange across a 

range of transition metal complexes with varying electron configuration and ligand field strength 

(Supporting Information Tables S17-S54). We anticipate that the previously noted comparable 

performance of SCAN and TPSS on Fe(II) complexes may make observations made here using 

TPSS tuning transferable to more recently developed meta-GGA functionals as well.  

 For transition metal ions, the most substantial meta-GGA exchange sensitivity was 

observed for mid-row transition metal ions (see sec. 4a). Thus, we compare meta-GGA exchange 

sensitivity for the Fe(III) ion and [FeL6]3+ d5 complexes where L=H2O, NH3, or CO over the 

range of 0% meta-GGA exchange to 100% meta-GGA exchange (Figure 4). The Fe(III) 

transition-metal complex sensitivity is reduced with respect to the isolated ion. Both hexa-aqua 

and hexa-ammine complexes have HS states that are destabilized with increasing meta-GGA 

exchange by around 9 kcal/mol and 5 kcal/mol over the range of meta-GGA exchange versus 11 

kcal/mol for the ion. Conversely the hexa-carbonyl complex HS state is stabilized with 

increasing meta-GGA exchange by around -4 kcal/mol over the range of meta-GGA exchange. 

These observations are preserved for Fe(II) ions and transition metal complexes, with slightly 

smaller differences between the isolated ion, hexa-aqua, and hexa-ammine complexes but a 

significant reversal in trend for the carbonyl complex in comparison to the weaker-field 

complexes (Figure 4). 
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Figure 4. Shift of spin-state splitting, ΔEHS-LS, with percentage of meta-GGA exchange in Fe ion 
(green diamonds), hexa-aqua iron (red circles), hexa-ammine iron (blue triangles), and hexa-
carbonyl iron (gray squares) in kcal/mol for (a) Fe(II) and (b) Fe(III) oxidation states. The GGA 
exchange splitting (in kcal/mol) is indicated in the inset, to facilitate alignment of the ΔEHS-LS 
values to zero at the 0% meta-GGA (i.e., GGA exchange) value. Both Fe(II) and Fe(III) graphs 
span the same 17 kcal/mol range. 
 

In comparing these four cases, we observe ligand-field dependence of meta-GGA 

exchange contributions to HS-LS splitting. The strongest field ligands have considerable 

covalent bonding that is enhanced in the LS state over the HS state, and the enhanced covalency 

is apparently weakly penalized upon incorporation of meta-GGA exchange. This less 

pronounced effect is counterbalanced by the effects described earlier for ions in the other three 

cases, leading to HS destabilization. A comparison of the HS and LS densities between the 

[Fe(CO)6]3+ and [Fe(OH2)6]3+ complexes highlights the covalent bonding origins of the difference 

in meta-GGA exchange behavior (Figure 5). Strong delocalization in the Fe-C bond is apparent 

for LS [Fe(CO)6]3+ but absent from the HS state. Weak, nearly equivalent delocalization is 

observed in both the HS and LS states of the [Fe(OH2)6]3+ complex, with both cases qualitatively 

residing between the HS and LS carbonyl cases. Comparable trends for hybridization are 

observed for Fe(II) hexa-aqua and hexa-carbonyl complexes as well (Supporting Information 

Figure S1). It thus appears based on review of trends in these Fe complexes that meta-GGA 



19 

 

exchange will counteract this bias somewhat in strongly-covalent complexes but worsen 

behavior for cases with decreased hybridization.  

 
Figure 5. Cuts of the total electron density in the equatorial plane of [Fe(OH2)6]3+ (left) and 
[Fe(CO)6]3+ right in high-spin (top) and low-spin (bottom) configurations. The white border 
indicates an isosurface of 0.06 e, red shading indicates density values higher than that isosurface 
value, and blue density values below that isosurface value. Iron atoms (brown), carbon atoms 
(gray), oxygen atoms (red), and hydrogen atoms (white) in the equatorial plane are shown as 
balls and sticks. 

Comparisons of meta-GGA exchange sensitivity for octahedral complexes across the 

periodic table to the previously characterized transition metal ions reveals consistent behavior 

with the Fe(III) cases (Figure 6). Overall positive meta-GGA exchange sensitivities of the HS-LS 

splitting for weak-field hexa-aqua and hexa-ammine complexes track with but are slightly 

smaller than the values observed for the isolated ions. For the transition-metal complexes, a 

variable degree of unrestricted character was observed (Supporting Information Table S55). In 

order to facilitate comparison between meta-GGA behavior in isolated ions and transition metal 

complexes, we also report Mn3+ data, excluded from sec. 4a due to the absence of accurate 

experimental reference data for the singlet Mn3+ ion. Comparable behavior is observed for the 

two weak-field ligands and the isolated ions, with the highest positive meta-GGA exchange 
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sensitivity occurring for the mid-row transition metals, at about 10 kcal/mol over the range of 

meta-GGA exchange for the complexes. Examination of the early- and late- transition metals 

reveals further reduced meta-GGA exchange sensitivity compared to the ions, with sensitivities 

below 2 kcal/mol per MGGAX and limited discernible trend in sign for both early Ti(II), 

V(III/II), Cr(III) and late Ni(III/II), Cu(III) complexes.  

 
Figure 6. The approximate partial derivative, of spin-state splitting, ΔEHS-LS, with meta-GGA 
exchange, ax, in kcal/mol per unit of meta-GGA exchange (MGGAX) for Ti2+ to Cu3+ as isolated 
ions (green diamonds) and in octahedral +2 or +3 ML6 complexes with L=CO (gray squares), 
L=NH3 (blue triangles), and L=OH2 (red circles). 

 

Conversely, strong-field hexa-carbonyl complexes of midrow transition metals have 

negative meta-GGA exchange sensitivity, stabilizing HS states to an increasing degree from d4 

Cr(II) to d7 Co(II). Magnitudes of this stabilization are at most around 8 kcal/mol per MGGAX 

for iron and cobalt complexes. We have computed the effect of meta-GGA exchange on 

[Fe(PH3)6]2+ and [Fe(PH3]6]3+ complexes in order to confirm that our ligand field observation is 

valid beyond the carbonyl complexes alone. Indeed, both the [Fe(PH3)6]2+ and [Fe(PH3]6]3+ 

complexes exhibit negative meta-GGA exchange sensitivities of -4.7 kcal/mol and -1.0 kcal/mol, 

respectively (Supporting Information Tables S56-S7). 

The GGA HS-LS spin-state splitting may be used as an estimate of the DFT metal-centric 

spectrochemical series and thus used to differentiate trends in meta-GGA exchange sensitivities 
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across the periodic table. The manganese, iron, and cobalt hexa-carbonyl complexes generally 

have the largest HS-LS splitting and also the most negative HS-LS exchange sensitivities 

(Supporting Information Figures S2-S3). In each of these cases, the difference between HS and 

LS electron configurations corresponds to population of two (for d5-d6) or one (for d7) additional 

high-energy eg states in the HS case over the lower-energy t2g states. The greater delocalization of 

the density afforded by the t2g states with ligand states leads to GGA preference for the LS state. 

Conversely, the incorporation of meta-GGA exchange stabilizes these HS states, where it has 

little effect on early or late transition metals with low spin-state splitting due to comparable 

orbital populations between both spin states. Thus, this aspect of meta-GGA exchange is highly 

desirable: it counteracts HS destabilization proportionally for the cases where GGA is likely 

most strongly biased against the HS state.  

The HS-LS splitting dependence of meta-GGA exchange sensitivity is mostly preserved 

for the weaker field ligands but is not as monotonic, particularly for hexa-ammine complexes 

(Supporting Information Figures S4-S7). Overall good correlations are observed for meta-GGA 

exchange sensitivity with spin-state splitting across a range of metals and ligand types, 

suggesting that the GGA HS-LS splitting alone can provide a suitable guide to the expected 

influence of inclusion of meta-GGA exchange on spin-state ordering (Supporting Information 

Figures S8-S9). Other proxies for differences in covalent bonding and delocalization in the HS 

and LS state that we have previously found beneficial include the difference in metal-centered 

partial charge between the HS and LS states14, 18 and the exchange sensitivity of this partial 

charge difference.18 Both of these metrics correlate well with meta-GGA exchange sensitivity: i) 

higher charge differences correspond to more negative exchange sensitivity (Supporting 

Information Figures S10-S11) and ii) increasingly negative charge sensitivities with meta-GGA 
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exchange (i.e., increasingly comparable charges between HS-LS states) yield more positive 

meta-GGA HS-LS sensitivities (Supporting Information Figure S12 and Table S58). Finally, 

bond-centric metrics that more directly probe covalency such as the difference in density at the 

bond critical points and the Laplacian of the density at the bond critical point both correlate well 

to meta-GGA exchange sensitivities (Supporting Information Figures S13-S14 and Text S1). 

Overall, knowledge of the chemical bonding in the systems of interest provides guidance of 

whether meta-GGA exchange will have a HS-stabilizing or HS-destabilizing effect on spin-state 

ordering. 

4c. Combining HF and meta-GGA exchange  

Many meta-GGA exchange-correlation functionals are developed with an admixture of 

Hartree-Fock exchange. We18 and others21 have investigated the strongly linearly HS-favoring 

effect of HF exchange on spin-state ordering in transition metal complexes that appears to 

counteract pure GGA LS bias. We now assess the combined influence of HF and meta-GGA 

exchange on representative strong-field, [Fe(CO)6]2+ and weak-field, [Fe(II)(NH3)6]2+
 cases. In 

order to simultaneously tune both, we describe their composite effect as: 

 ΔΕHS-LS = ΔΕHS-LS
GGA +

ΔΔΕHS-LS
Δax

ax +
ΔΔΕHS-LS
ΔaHF

aHF  , (7) 

where ΔΕHS-LSGGA  is the spin-state splitting calculated at 0% HF exchange with modB3LYP18, the 

second term is the meta-GGA exchange sensitivity previously described, ΔΔΕHS-LS
ΔaHF

 is the 

approximate partial derivative of the splitting with respect to HF exchange, and aHF  the fraction 

of HF exchange. Nearly linear behavior for separate tuning of these two quantities motivates this 

composite approximation. We compare this composite spin-state splitting approximated at any 
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percentage of HF or meta-GGA exchange to literature benchmark values calculated with 

complete active space perturbation theory (CASPT2) references92-93 (Figure 7).  

 
Figure 7. Spin-state splitting, ΔEHS-LS, in kcal/mol as a function of % HF exchange (%HF, x-
axis) and % meta-GGA exchange (%mGGA, y-axis) included for Fe(II)(CO)6 (top) and 
Fe(II)(NH3)6 (bottom). Agreement with benchmark or our own CASPT2 values93 is indicated 
with a green solid line along with a ±3 kcal/mol confidence interval (green dotted lines) in both 
cases. The spin-state splitting plane is colored according to the colorbar shown in inset, and 
dashed or solid lines correspond to increments of 10 kcal/mol.  
 

Consistent with our reported meta-GGA exchange sensitivities (sec. 4b) and previously 

reported HF exchange sensitivities18, we observe stronger dependence of spin-state splitting on 

HF exchange than meta-GGA exchange. For [Fe(CO)6]2+, ΔEHS-LS decreases by around 60 

kcal/mol over the range of 0-40% HF exchange that is typically used in hybrid functionals but 

only by around 8 kcal/mol over the range of 0-100% meta-GGA exchange. The synergistic effect 

of meta-GGA and HF exchange on the spin-state splitting of [Fe(CO)6]2+ indicates that in this 

case incorporation of meta-GGA exchange decreases the amount of HF exchange required from 
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12% to 7% to reach quantitative agreement with CASPT2 (Figure 7a). This reduction suggests 

that meta-GGA exchange may be incorporated to improve electronic structure characterization of 

strong-field ligands, without any explicit treatment of HF exchange, a potentially useful 

approach for reducing computational cost in plane-wave calculations, or, alternatively, at low HF 

exchange fractions, as in TPSSh94 in localized basis set codes.  

Combined meta-GGA and HF tuning trends differ on the weak-field [Fe(NH3)6]2+. For 

[Fe(NH3)6]2+, HF and meta-GGA exchange have opposing effects on ΔEHS-LS, with a HS-LS 

splitting decrease of 25 kcal/mol observed over the range 0-40% HF exchange, whereas 

including full meta-GGA exchange increases this spin state splitting by 5 kcal/mol. Thus, an HF 

exchange ratio of 17% needed for the GGA hybrid to reach quantitative agreement with CASPT2 

is increased to 25% by inclusion of meta-GGA exchange (Figure 7b). The higher HF exchange 

ratio needed for weak field ligands is likely due to our earlier observations18 of decreased HF 

exchange-sensitivity of HS-LS splittings for weaker field ligands. Here, the opposing effect of 

meta-GGA exchange reduces the already lower efficiency of HF exchange tuning even further. 

The different amounts of required HF exchange observed in our data are consistent with the 

literature where arguments for both high21, 32-33 and low22, 29-30 percentages of included HF 

exchange have been proposed in conjunction with either GGA95-97 or meta-GGA98-101 functionals 

for the description of transition metal complexes.  

Indeed, in the weak field limit of isolated ions, we observe HF exchange to have a much 

more modest effect on spin-state ordering (Table 3). HF exchange universally favors high-spin 

states but by less than 10 kcal/mol from 0% to 100% HF exchange on transition metal ions. For 

early- and late-row transition metal ions Ti(III) and Ni(II), incorporation of HF exchange is 

beneficial in partially correcting GGA bias, where the incorporation of meta-GGA exchange 
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alone is insufficient. For Fe(II) ion, on the other hand, meta-GGA exchange corrects a high-spin 

bias, and incorporation of any fraction of HF exchange counteracts this beneficial effect and is  

instead deleterious (Table 3). Thus, in addition to ligand field, 3d filling should also be 

considered as a factor in assessing the ideal admixture of HF exchange. 

Table 3. Spin-state splitting and error (in parentheses) with respect to experiment for Ti(III), 
Fe(II), and Ni(II) ions in kcal/mol for representative functional choices: GGA, meta-GGA, 40% 
HF exchange, and meta-GGA with 40% HF exchange. These four choices correspond to the 
corners of the plot in Figure 7 for transition metal complexes. The method with the smallest error 
for each ion is indicated in bold. 
Method Ti(III) Fe(II) Ni(II) 
GGA -12.4 

(11.8) 
-96.7 
(-10.0) 

-9.6 
(30.3) 

meta-GGA -13.4 
(10.5) 

-89.5 
(-2.8) 

-11.0 
(28.9) 

40% HF -15.5 
(8.7) 

-105.4 
(-18.7) 

-11.8 
(28.1) 

meta-GGA  
with 40% HF 

-16.8 
(7.4) 

-98.2 
(-11.5) 

-13.3 
(26.6) 

 

Opposing behavior of meta-GGA exchange depending on degree of metal-ligand bonding 

as indicated by these two cases should not necessarily discourage the use of meta-GGAs in 

transition metal chemistry. Close connections between functional behavior and degrees of 

chemical bonding do, however, motivate the use of strategies that interpolate across functional 

parameters, as we have previously done for both reaction coordinates102 and variation in charge45. 

We have also recently found that functional behavior can be easily reproduced in transition metal 

complexes when a relatively sparse number of metal and ligand descriptors are employed (i.e., in 

the training of a neural network), suggesting it should be possible to use this same approach to 

identify optimal functional choice based on accurate benchmark results. Finally, comparison of 

delocalization errors in both the density and energetics14 across ligand field strengths would 
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likely provide valuable insight into continued development of electronic structure methods for 

transition metal chemistry.  

5. Conclusions 

We have identified the effect of meta-GGA exchange on transition metal ion and 

octahedral complex spin-state properties through a tuning strategy we introduced to continually 

vary exchange enhancement factors from a GGA (i.e., PBE) to meta-GGA (i.e., TPSS) 

definition. We showed that meta-GGA exchange tuning reduced errors in some isolated ions by 

an order of magnitude but also increased some errors. The incorporation of meta-GGA exchange 

both stabilized and destabilized high-spin states in a manner more flexible than high-spin-biasing 

HF exchange tuning, but this effect was more limited on early- or late- transition metals than in 

mid-row ions. 

For the transition-metal complexes, we observed a strongly ligand-field-dependent effect 

of meta-GGA exchange on spin-state ordering. For strong-field ligands (i.e., CO), meta-GGA 

exchange stabilized high-spin states, particularly for the d5-d7 configuration metals where the 

difference between HS and LS states correspond to population of two antibonding states not 

occupied in the latter. Conversely, meta-GGA exchange behavior in weak-field (i.e., H2O or 

NH3) ligands mirrored trends observed for the ions, leading to high-spin state destabilization that 

is maximal for mid-row transition metals. Qualitative and quantitative density differences 

explained the apparent ligand-field dependence of meta-GGA exchange behavior.  

We confirmed that due to underlying GGA bias for low-spin states, a combined strategy 

of meta-GGA exchange incorporation within a hybrid functional should mandate high (i.e., > 

30%) HF exchange for weak-field ligands, whereas meta-GGA exchange can nearly eliminate 

the need for HF exchange (i.e., < 10%) to reproduce accurate benchmark results on strong-field 
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ligands. This work should not discourage the use of meta-GGA exchange for the study of 

transition metal complexes, but it does highlight the degree to which the optimal functional 

choice depends on the underlying chemical bonding.  
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